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▶Long Loop Reflexes
Machinery of the Neuronal Secretory
Pathway
▶Synaptic Proteins and Regulated Exocytosis
Mackintosh Model
Definition
Developed to account for attentional phenomena (latent
inhibition, perceptual learning), this model of classical
conditioning views variations in the effectiveness of
CS-US pairings in terms of variations in CS processing.
The model asserts that attention to a CS is modifiable
and it specifies rules for how CS processing is
influenced by experience. Attention to a CS will
decrease if it is a poor predictor of the US and increase
if it is the best predictor of the US.

▶Theory on Classical Conditioning
Macrophages
Definition
Macrophages are derived from circulating monocytes
and differentiate into tissue macrophages (including
microglia in the central nervous system (CNS) during
development). Normally, macrophages are at a resting
state. Upon infection, tissue injury or other disturbance
in the tissue, macrophages can be activated and become
more effective in eliminating damaged tissue, infected
cells or tumor cells. Activated macrophages are char-
acterized by increased phagocytosis, increased secretion
of inflammatory mediators and cytotoxic substances,
and increased ability to activate the adaptive immune
response. Macrophage functions can be further en-
hanced or inhibited by certain cytokines.
Macula Organs
Definition
Epithelia of sensory cells covered by an otolithic
structure (utricle, saccule, lagena) arranged in different
spatial positions, forming an integral part of the
peripheral vestibular sensory apparatus in the inner ear
of all vertebrates. The detection of static and dynamic
changes of the position of the otolith by the sensory cells
makes this organ sensitive to linear head acceleration and
constant changes of head position relative to gravity.

▶Functional and Neurochemical Organization of
Vestibulo Pathways
Maculae
Definition
Specific areas located in two regions (the sacculus and
the utriculus) of the membranous labyrinth where
labyrinthine (macular) receptors are located.

▶Peripheral Vestibular Apparatus
▶Vestibulo-Spinal Reflexes



2198 Macular Receptors
Macular Receptors
Definition
Labyrinthine receptors located within the maculae of
the utriculus and sacculus whose cilia are embedded in a
gelatinous structure (the otolith membrane). The
membrane contains crystals of calcium carbonate
whose density is three times higher than that of
endolymph. Linear accelerations imposed on the head
or changes in head position with respect to the vertical
axis displace the membrane and stimulate the receptors.

▶Peripheral Vestibular Apparatus
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Synonyms
Magnetoreception; Magnetoperception; Magnetosensi-
tivity; Magnetic orientation; Magnetotaxis; Magnetona-
vigation; Electroreception; Electric sensitivity; Electric
orientation; Electrolocation; Electrocommunication

Definition
Many animals use magnetic or▶electric fields to obtain
information about their environment. Although the
senses for both types of fields are discussed here in one
chapter, the role of these physical features in animal
behavior is fundamentally different. The magnetic field
used is the ▶geomagnetic field; it provides a reliable
source of information utilized by the animals in numerous
ways for orientation in space and possibly time. The
electric information used by animals, on the other hand, is
normallynot providedby the▶physical environment, but
comes fromother animals or is producedby the user of the
information for▶active electrolocation. The▶electrore-
ceptor organs of marine elasmobranch fish, termed
▶ampullae of Lorenzini, might additionally act as
magnetoreceptors. At the same time, while the ecophysi-
ology ofmagnetic and electric senses is generally known,
at least in the most prominent animal groups studied, our
knowledge about the neurobiological base differs greatly.
The neurobiology of the electrical sense is comparatively
well understood, and a prominent example of neurobiol-
ogy, whereas our knowledge on the neurobiology of the
magnetic senses is still rather limited; here, most of our
knowledge comes from behavioral experiments.

Magnetic Senses
For animals that are able to perceive magnetic para-
meters, the geomagnetic field provides an omnipresent
source of navigational information. Its field lines exit
the earth at the southern magnetic pole, run around the
globe and reenter at the northern magnetic pole. This
vector quality provides directional information to be
used as a▶magnetic compass, whereas total▶intensity
and/or ▶inclination, showing a gradient from the poles
to the equator, can provide positional information on a
large-scale▶magnetic “map” to be used for navigation.
The latter two magnetic parameters may also serve as
“▶sign posts” or triggers, marking specific locations or
regions where they elicit specific responses. In a similar
sense, even magnetic anomalies could serve to
characterize a specific location. Furthermore, the daily
variation of the geomagnetic field – in the temperate
zones a decrease of magnetic intensity from sunrise to
noon, followed by a corresponding increase – have been
discussed as potential Zeitgebers for the circadian
clock. In summary, in order to make optimal use of the
wealth of information offered by the geomagnetic field,
animals need sensors for magnetic direction as well as
sensors for magnetic intensity or intensity changes.
The use of the magnetic field for locating directions is

rather widespread among animals. The associated
behavior can be classified either as alignment responses
or as a magnetic compass orientation. Alignment res-
ponses are characterized by an axial preference of the
prominent magnetic directions, with the dances of
honeybees on a horizontal comb being a classic example:
without viewof the sky, the largest activity is foundalong
the magnetic N–S and the E–Waxes (Fig. 1).
When, however, the magnetic field is used for

compass orientation the animals can prefer any arbitrary
direction with respect to the direction of the magnetic
field. The behavioral context of the animal determines
the specific angle relative tomagnetic north. The selected
course, or “set direction,” of the compass can be of
different origin: it can be innate, imprinted or learned.
The best studied examples for magnetic compass

orientation is that of birds (Fig. 2).
It is a so-called “▶inclination compass,” as the birds

do not use the polarity of the magnetic field, but the
inclination of the magnetic field lines in space to derive
directions. This type of compass response does not
distinguish between magnetic North and South, but
between “poleward,” where the axis of the field lines
forms the acute, and “equatorward,” where it forms the
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obtuse angle with gravity. At the same time, the avian
magnetic compass functions only in a narrow▶intensi-
ty window; this functional window is finely tuned to the
ambient magnetic intensity where the birds live. These
findings from behavioral experiments imply specific
Magnetic and Electric Senses. Figure 2 Orientation beh
natural geomagnetic field (left) and in an experimental mag
SE (right). mN, magnetic North. The triangles at the periphe
The arrows represent the mean vectors calculated from the
to the radius of the circle. The two inner circles are the 5%
Rayleigh test (after [35]).

Magnetic and Electric Senses. Figure 1 Dancing
directions of bees on a horizontal comb in the absence
of directing visual stimuli under diffuse light in the
natural geomagnetic field. 24,601 individual dances
were recorded; the arrows are proportional to the
percentage of dances in the various directions. For the
main classes the percentage is given numerically. The
results clearly demonstrate a spontaneous preference of
the main-direction N, E, S, W and a still remarkable
preference of the intermediate direction NE. SE, SW,
NW (after [37]).

M

characteristics of the receptors mediating magnetic
compass orientation in birds. Various other animals are
also able to perceive the direction of the magnetic field
and use it as a magnetic compass. Two types of compass
▶mechanisms have been described: marine turtles and
amphibians have an inclination compass like birds, but
mole rats, some fish and all invertebrates studied so far
use a “▶polarity compass” that is based on the polarity
of the magnetic field lines, similar to our technical
compass. This suggests the existence of at least two
different receptor mechanisms among vertebrates [1].

Birds use their magnetic compass for homing and for
migration. Avian navigation is usually described as a
two-step process: the direction to the goal is first
determined as a compass course (= set direction); then,
this course is located with a compass and converted into
a heading for flight. Orientation within the home range
and homing means that the compass course varies
according to the position of the animal relative to home;
it is determined by a navigation process or remembered
from previous visits. For migration, the migratory
direction as fixed set direction is innate; the respective
course is genetically encoded and passed on from one
generation to the next. Here, the geomagnetic field
serves as external reference system and, together with
celestial rotation, ensures that this genetic information
is converted into the species-specific migratory direc-
tion [2]. In birds, the magnetic compass is also involved
in establishing the directional relationship between sun
azimuth and the circadian clock for the sun compass and
in calibrating a stellar compass for nocturnal migrants.
The biological significance of the avian magnetic
compass lies in its role as a basic component of a
complex navigational system (see [1]).

In non-avian species, magnetic compass orienta-
tion also provides a directional reference in various
avior of 16 European Robins in spring, tested in the
netic field with the horizontal component shifted to the
ry of the circle mark the headings of the individual birds.
16 headings. The length of the vector is proportional
(dashed) and the 1% significance levels of the
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behavioral situations. It is used by salmon fry that prefer
innate directions to find their way in complex lake-river
systems [3] and by hatchlings of sea turtles that use an
imprinted magnetic course to head away from the shore
to the open sea. Another famous example is the well-
studied “y-axis”- orientation that is typical for animals
living at the border of land and water, e.g., salamanders,
beach hoppers and isopods: here, the animals move
along a magnetic axis perpendicular to the shoreline
toward water or land, depending on their physiological
needs (Fig. 3; [4]).

In birds as well as in other vertebrate species, the
magnetic compassmay be used in a navigational strategy
called “path integration,” based on directional informa-
tion obtained during the outward journey. Recording
the net direction of the displacement could be based
on endogenous (idiothetic) cues alone, or on external
(allothetic) factors. In very young pigeons, wood mice,
box turtles and young alligators, the geomagnetic field
was shown to provide the external reference for path
integration (see [1]). Blind mole rats of the genus Spalax
were shown to use idiothetic factors alone over short
distances, but to turn to the magnetic field as external
reference on more extended excursions [5].

A special case of directional orientation with the help
of the magnetic field is found in ▶magnetic bacteria.
While all animals detect the direction of the magnetic
field with specialized receptors and act according to this
information, magnetic bacteria contain chains of tiny
crystals of magnetic material. By the force of the
geomagnetic field lines, they are passively rotated and
aligned along the field lines by magnetic crystals; they
Magnetic and Electric Senses. Figure 3 Orientation of th
laboratory in a centrally lit arena. Test in the local geomagn
counterclockwise to geographic west (right). The theoretica
arrowhead outside the circle; the symbols at the periphery
triangles unimodal behavior; diamonds axially bimodal beh
samples significant according to Rayleigh test; open symb
represent themean axes, the dashed diameter in the right di
then propel themselves along the field lines down into
the mud (see [6]). Their orientation is thus fundamen-
tally different from that of animals.
The geomagnetic field is not only used as a source of

directional information. An increasing body of evi-
dence suggests that non-directional features of the
geomagnetic field are also utilized by animals. Because
of the gradients running from the poles to the equator,
magnetic intensity and/or inclination can serve as
components in a potentially world-wide ▶navigational
map. The use of magnetic “map”-factors has been
discussed for birds since the nineteenth century and is
indicated by some findings with homing pigeons, other
birds, marine turtles and alligators; Fig. 4 gives a recent
example of navigation based on magnetic factors in an
invertebrate for the first time.
Navigational “maps” are typical for territorial ani-

mals; their biological function is to ensure that the
animals find back to their home territory after extended
excursions or displacements. Such “maps” are estab-
lished by experience, involving learning andmemory. In
these learning processes, the magnetic compass might
be involved as reference system, allowing animals to
record the regional directions in which navigational
factors show a maximum change.
Aside from their role as components of the naviga-

tional “map,” magnetic intensity and inclination or a
combination of both may serve as “sign posts” or
triggers to elicit specific preprogrammed responses in
certain areas characterized by these magnetic features.
A famous example is the responses observed in young
sea-turtles from Florida that spend their first year of life
e equatorial sandhopper Talorchestia martensii in the
etic field (left); test with magnetic North shifted 90°
l escape direction to the sea of 145° is marked by the
indicate the mean headings of individual sandhoppers:
avior, with both ends of the axis indicated; solid symbols
ols non-significant samples. The double-headed arrows
agrammarks the axis of the respective controls (after [4]).



Magnetic and Electric Senses. Figure 4 True navigation by magnetic parameters indicated in spiny lobsters.
The lobsters were tested near their capture site in magnetic fields replicating the ones of two distant geographic
locations (marked with asterisks). In the circular diagrams, the small arrows outside of the circle indicate the
home directions from the simulated sites. Dots at the periphery of the circle mark the headings of single lobsters;
the arrow represents the mean vector proportional to the radius of the circle, with the dashed radii indicating the
95% confidence interval of the mean direction (after [19]).
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in the Atlantic gyre. When freshly hatched turtles were
exposed in the laboratory to magnetic fields simulating
those at the edge of the gyre, they altered their headings
and chose directions that would have brought them
toward the center of the gyre, thus helping them stay
within suitable waters (see ▶“Entry” Magnetic maps).
Similar preprogrammed responses have also been
described for migratory birds that change direction or
respond physiologically by increasing their fat load
when encountering specific magnetic conditions.

A further role of the magnetic field in orienting
animal movements has been discussed for the extended
migrations of whales between their polar feeding
grounds and the temperate regions where they spend
the winter; following magnetic contours was suggested
as navigational strategy (see [1]).

Organisms like magnetic bacteria need no perception
mechanism at all, as they are passively aligned by the
force of the geomagnetic field. In contrast, animals that
actively respond to magnetic parameters need to obtain
information about the direction or the intensity of the
geomagnetic field. By what kind of mechanism they
detect these features is not yet entirely clear, however.
Experiments with birds suggest that magnetic compass
orientation requires a stable direction of the magnetic
field, but would tolerate changes in intensity and
inclination to a certain degree. For the magnetic
components of the navigational “map,” on the other
hand, detecting minute changes in intensity is crucial,
whereas the direction of the field appears not to be
important. Considering the physical aspects of mag-
netoreception, three mechanisms have been sugges-
ted: induction, ▶magnetite-based mechanisms and
▶radical-pair processes.

Electric current induction through the Faraday
Effect as primary process for magnetoreception is an
option only for marine fish. It has been discussed for
elasmobranch fish, because the ampullae of Lorenzini,
the electroreceptor ▶organs of sharks and rays (see
below), are highly sensitive to electric fields. With a
threshold of as low as 5 nV/cm, these receptor organs
are, at least theoretically, sensitive enough to distin-
guish the voltage induced by the normal swimming
speed when moving in different directions and thus
provide the information required for magnetic compass
orientation (see [1]).

▶Magnetite is a specific form of Fe3O4, with its
magnetic features depending on particle size. Small
crystals of less than 40 nm are superparamagnetic
(SPM), which means that they do not have a stable
magnetic moment; their magnetic moment fluctuates
due to thermal instability, but can be stabilized by static
ambient magnetic fields like the geomagnetic field.
Particles of an intermediate size of 40–120 nm form
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so-called single domains (SD) and have a stable
magnetic momentum; theoretically, they could align
themselves along the magnetic field lines like minute
compass needles. Larger particles above 120 nm
become multi-domain and have no pronounced net
magnetic moment, because the moments of the various
domains largely cancel each other.

Considerations on ▶magnetite-based magnetorecep-
tion usually favored single domains, and several models
have been suggested how single domains could mediate
magnetic information. E.g., attached to hair cells or
specialized membranes, they would be able to transduce
the magnetic torque to mechanical torque and thus act
as a compass. By magnetic remanence measurements,
single domain particles were indicated in the tissues of
numerous animals (see [7]). In vertebrates, magnetite
was found in the nasal and orbital region, a region
which is innervated by the ophthalmic branch of the
nervus trigeminus, from which electrophysiological
responses to magnetic stimulation involving changes
in intensity were recorded. Structures that may be
candidates for a ▶magnetite-based magnetoreceptor
based on single domains have been described for fish
(e.g. [8]). In the upper beak of homing pigeons a
structure has been identified which contains clusters of
superparamagnetic magnetite; it may serve as modified
pressure receptor measuring magnetic intensity [9].

The radical-pair hypothesis postulates magnetore-
ception by specialized photopigments. By photon
absorption, molecules are raised to the excited singlet
state, where some of them undergo a transition into the
excited triplet state. The probability to reach the triplet
state, and with it, the triplet yield, depends on the
alignment of the photopigments with respect to the
magnetic field lines. In the spherical or hemispherical
structure, the triplet yield would form a specific pattern
that was centrally symmetric to the axis of the field
lines, thus forming a ▶chemical compass. By compar-
ing the triplet yield in the various spatial directions,
animals could obtain information on the direction of the
magnetic field [10]. Because of their biochemical
properties, cryptochromes are discussed as possible
candidates for the photopigments underlying these
processes. The radical-pair model is indirectly suppor-
ted by behavioral findings indicating that the magnetic
compass of salamanders and birds is▶light-dependent:
short-wavelength monochromatic light allows normal
orientation, whereas the use of long-wavelength light
abolishes orientation behavior [11]. The recent obser-
vation that the magnetic compass of birds can be
disrupted by high-frequency magnetic fields points
directly to a radical-pair process underlying magnetor-
eception [12].

In salamanders, the receptors mediating compass
information appear to be situated in the pineal, the
ancestral “third eye” of vertebrates [13]. In birds, too,
magnetosensitive cells have been found in the pineal;
however, in two species of passerine birds, magnetor-
eception was shown to occur almost exclusively in the
right eye [14]. Since the optic nerves of birds cross over
almost completely, this means that magnetic informa-
tion is processed predominantly in the left hemisphere
of the brain. The tectofugal part of the visual system
shows a marked anatomical lateralization, with the
relevant pathways in the left hemisphere more pro-
nounced than in the right [15] which might also be
associated with processing magnetic compass informa-
tion. Electrophysiological recordings from the tectum
opticum and the nucleus of the basal optic root (nBor), a
nucleus belonging to the tectofugal system, revealed
units that were stimulated by changing the direction of
the ambient magnetic field [16].
Altogether, the available findings on magnetorecep-

tion suggest a variety of mechanisms based on different
principles. It seems plausible to assume that the
magnetic compass and the magnetic part of the “map”
require different types of magnetoreceptors, because
they utilize different physical features of the magnetic
field. This asks for different primary processes and
different ways of neuronal processing. So far, evidence
from birds suggests that a ▶radical-pair mechanism
in the right eye provides compass information, whereas
magnetite-based receptors associated with the trigemi-
nal system provides intensity information for the
“map.” A radical-pair mechanism is also discussed
for the compass of salamanders, but what kind of
mechanisms other animals might use is not yet known.

Electric Senses
In contrast to the geomagnetic field, the electric field of
the earth is highly variable. Its variability is caused by
differences in the activity of thunderstorms and related
phenomena, and the ▶field intensity depends on many
factors like air humidity, temperature and conductivity
of the surface. The polarity of the electric field is
directed vertically downward. In view of this, it is hard
to see how the electric field could provide information
that is useful to animals. Yet a number of animals were
found to be electroreceptive. Only in the past 50 years,
peculiar structures (sensory pores) in the skin of some
aquatic vertebrates that had been known for a long time
were identified as electroreceptor organs (see entry
“Electroreceptor organ”). Such electroreceptor organs
are found in all groups of lower aquatic vertebrates and
in certain amphibians, while they are lacking in most of
the modern fish (such as the Teleostei within the
Neopterygii). In two, possibly three, not closely related
lineages of Teleostei, they obviously reevolved inde-
pendently, namely in the ▶Mormyriformes from the
Osteoglossomorph branch and the ▶Siluriformes
(catfish) and ▶Gymnotiformes from the Neognath
branch. Because of the insulating properties of air,
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electroreceptor organs are generally lacking in terrestrial
vertebrates such as reptiles, birds and mammals,
the only exceptions being the ▶Monotremata, the
▶Echidna and the ▶Platypus, where electroreceptor
organs have been recently described (see entry
“▶Electroreception and Electrolocation in the platypus
and the echidna”).

Electroreceptor organs are voltmeters; the receptor
cells are modified hair cells and are part of the▶octavo-
lateral sensory system that is responsible for hearing
and the sense of equilibrium. Electroreceptor organs are
contacted by sensory nerves only.

There are several types of electroreceptive organs.
▶Ampullary electroreceptor organs are extremely
sensitive to weak gradients of the electric field. The
ampullae of Lorenzini of the marine elasmobranch fish
have thresholds of about 5 nV/cm, the analogous
“▶ampullary” receptor organs of freshwater teleosts
may reach 1–5 μV/cm maximum sensitivity. Reflecting
their different origin, the structure of ampullary
electroreceptor cells differs in the various groups: in
non-teleosts, they bear a kinocilium, sometimes in
addition to microvilli, whereas in electroreceptive
teleosts, the secondarily evolved electroreceptor cells
have only microvilli, but no kinocilium (Fig. 5).

The ampullary organs as a whole, as well as their
teleost analogs, consist of a layer of receptor cells lining
an ampulla which is embedded in the skin and connects
Magnetic and Electric Senses. Figure 5 Ampullary elect
kinocilium (KC), sometimes in addition to microvilli (MV), w
and no kinocilium. The spontaneously active, afferent nerv
stimulus (in this case a square-wave pulse of 200ms) is posi
negative stimulus is required for a similar response (from [3
to the outside by a canal. In marine fish, this canal is
long, in fresh-water fish, it is short. The adequate
stimulus is the voltage difference between the inside of
the skin and the surface of the fish. The lumen of the
ampulla and of the canal connecting to the surface is
filled with a highly conductive jelly so that the electric
potential at the lumenal surface of the receptor cells
is almost identical with that on the outside of the
skin. Because of the relatively high conductivity of
the skin of marine fish, their ampullary canals must
be longer than those of freshwater fish to achieve
similar sensitivity. Also, whereas the ampullary organs
of the ancestral forms of vertebrates are stimulated by
negative voltages on the outer skin, those of teleosts are
stimulated by positive voltages.

Animals with ampullary organs make use of their
high sensitivity to detect minute changes in the ambient
electric field, thereby locating prey by detecting the
normal electric activity of living organisms, like prey
buried in sand or active at night. The detection of electric
fields that are produced by other organisms rather than
the animal itself is called ▶passive electrolocation.
Orientation responses along local electric fields, even
magnetoreception based on the voltage induced by
moving in various directions with respect to the
geomagnetic field have been described (see above).

Most ▶Electrogenic fishes are not only sensitive to
ambient electric fields, but also generate their own
roreceptor cells (RC) of nonteleosts (a) bear an apical
hereas electroreceptive teleosts (b) have only microvilli
e fibers (N) increase their firing rate when the electrical
tive outside the ampulla in teleosts, while in nonteleosts a
6] modified).
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electric fields by specialized▶electric organs (see entry
“Electric fish”). Any living tissue generates ▶electric
fields of low intensity by maintaining the ionic balance
of its cells, and by field potentials from nerve and
muscle activity; these fields’ strength ranges from
0.5 mV to several mV (as measured between the body
and a distant electrode). Electrogenic fish, however,
possess electric organs consisting of orderly arranged,
closely packed groups of modified muscle cells (nerve
endings in one taxon). These fishes can discharge their
electric organs in a controlled way; thereby producing
electric fields ranging from a few mV up to 500 V.
Electrogenic fish are found among both cartilaginous
and bony fishes; prominent examples for species
producing strong electric fields are the electric rays
(genus Torpedo) and the electric eel (Electrophorus
electricus).

The rhythmic discharge of electric organs (▶EOD)
generates species-characteristic electric signals that are
highly stereotyped (see entry “▶Electric organ dis-
charge”). Among the teleosts, both gymnotiform and
mormyriform fish have a second type of electrosensi-
tive receptor organ besides the ampullary organs,
namely▶tuberous electroreceptor organs. These recep-
tor organs are specifically tuned to the frequency
spectrum (15–20,000 Hz, depending on the species)
generated by the discharge of their own electric organ.

The ▶tuberous electroreceptor organs occur in two
types: one acts as▶time marker unit of high sensitivity
and short and constant latency, whereas the other type
acts as▶amplitude coder that is relatively insensitive in
absolute terms, but encodes minute changes in the
Magnetic and Electric Senses. Figure 6 Schematic elec
invaginations (or ampullae) of the epidermis. (a) Small pit o
electroreceptor organ of similar structure that is common to
neopterygians, including teleosts). (b) Knollenorgan, one kin
fish. (c) Mormyromast, the other kind of tuberous electrore
intensity of the fishes’ own electric organ discharges.
Like ampullary receptor organs, ▶tuberous receptor
organs are located in the skin and form part of the
▶lateral line system whose afferences project to the
▶electrosensory lobe of the lateral line (ELL). With
these tuberous electroreceptor organs, the fish detects
impedance inhomogeneities in its environment by
recording the associated modulations of their electric
organ discharges in amplitude and phase. Thus, these
fishes are capable of active electrolocation. Probably
the predominant function of producing and perceiving
electric fields is ▶electrocommunication. With their
electric organs, fishes produce signals either of the
pulse- or the wave type that can be perceived and
decoded by their neighbors (see entry “Electrocommu-
nication and Electrolocation”).
The tuberous electroreceptor organs of the African

Mormyridae are the ▶knollenorgane and the ▶mor-
myromasts (Fig. 6).
Knollenorgane fire one action-potential per EOD

pulse. As the mormyrid fish brain blanks the reaffer-
ences from self-generated electric organ discharges,
only the pulses from other fish gain access to the higher
centers of the brain. Knollenorgane thus serve electro-
communication. The second type of tuberous electrore-
ceptor organ, the mormyromasts, has a higher threshold
and therefore responds primarily to the fish’s own
EODs (those of other fish being centrally blanked);
they appear to be primarily responsible for active
electrolocation. Mormyromasts comprise two kinds
of electroreceptor cell that are innervated separately.
Mormyromasts are capable of coding for both resistive
troreceptor organs in freshwater teleosts, located in
rgan, the teleost equivalent of the ampullary
all classes of lower aquatic vertebrates (but lacking in
d of tuberous electroreceptor organ present in mormyrid
ceptor organ in mormyrid fish [33].
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and capacitive loads associated with nearby objects, and
fish can discriminate between live and dead material by
their difference in capacitive impedance.

The central-nervous processing of information from
the various types of electric organ takes place in
different structures of the brain; e.g., the input from
mormyromasts and knollenorgane, involving active
electrolocation and ▶communication, are processed
separately. In gymnotiform fishes, many of which
generate discharges of the wave type, electrosensory
reafferences are encoding time (phase) and amplitude
(of the wave discharge envelope) by different receptor
organs whose afferences are processed separately by
different parts of the brain, analogous to the hearing
system of other vertebrates. This separate neuronal
processing of phase- and amplitude information is
thought by one theory (theory I) to be important for the
so-called “▶jamming avoidance response” (JAR) that
was mainly studied in the gymnotiform wave fish
Eigenmannia virescens. A fish will tend to shift its own
discharge frequency away from a stimulus too close in
frequency such that the two signals beat against each
other faster, in an attempt to restore its active
electrolocation performance (according to theory I;
see entry ▶Temporal coding in electroreception). By
contrast, theory II stresses that the jamming avoidance
behavior has long been shown to be sexually dimorphic
and to differ between juveniles and adults, and
envisions its sensory mechanism and functional
adaptation to be radically different (for aspects of
theory II, see also entry ▶Electric communication
and electrolocation). For example, incompatible with
theory I is the observation that the JAR threshold is
identical to stimulus detection threshold, that is, it is
defined by the more sensitive ▶T receptor organs.
Consequently, phase (timing) information (that is coded
for by the ▶T receptor organs) has been found to be
both necessary and sufficient for evoking and guiding
the JAR, and information on amplitude modulation of
the beat envelope from the rather insensitive P receptor
organs is not available in the threshold range and well
above (as would be required by theory I, but not theory
II; P receptor organs or probability coders report the
amplitude modulation of the EOD by a stimulus of
similar frequency only at sufficiently strong modulation
depth, that is, sufficiently strong stimulus/EOD intensi-
ty ratios). Furthermore, the JAR may be evoked by a
stimulus of exactly the fish’s own frequency (that is, the
frequency difference equals 0 Hz), even when main-
tained dynamically constant by a frequency clamp; an
observation theory I cannot explain but which does not
present a problem for theory II. According to theory II,
by purely temporal analysis of beat features, the zero-
crossings times of the individual oscillations within a
beat wave that are reported by T receptor organs, the
fish extracts (i) the strength of the stimulus signal
harmonic closest to its own fundamental discharge
frequency (only that stimulus harmonic is driving the
JAR), (ii) the frequency difference and its sign, (iii) the
waveform of the stimulus signal. The JAR is thought by
theory I to support active electrolocation in the presence
of “jamming” conspecifics in the near field (the reach of
active electrolocation is limited to a few cm). Theory II,
however, has demonstrated that the JAR supports
electrocommunication and the detection of EOD
waveforms generated by neighbors from a much greater
distance (far field sensitivity). This discussion exem-
plifies the dual nature of the electric system that is
adapted for both functions.
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Synonyms
Magnetotactic bacteria

Definition
Magnetic bacteria are a morphologically and phylo-
genetically diverse group of motile Gram-negative
prokaryotes. Their common feature is intra-cellular
▶ferrimagnetic crystals, made of ▶magnetite (Fe3O4)
or▶greigite (Fe3S4), called magnetosomes. Rather than
being ingested from food, magnetosomes are synthe-
sized within the cell and are most often arranged in a
single chain or two chains, apparently fixed within
the cell (Fig. 1).
A chain of magnetosomes carries a permanent

▶magnetic moment and thus acts as an internal compass
needle, rotating the cell into alignment with the
geomagnetic field axis. Due to this magnetic torque,
magnetic bacteria are constrained to move along
magnetic field lines when swimming. They are actively
motile rather than being pulled or pushed by themagnetic
field. Magnetic bacteria can move both parallel and
antiparallel to the magnetic field, corresponding to
downward (north seeking) and upward (south seeking)
motions in the ▶geomagnetic field, which has inclined
lines of forces except at themagnetic equator, where field
lines are horizontal. Their magnetically enforced one-
dimensional locomotion,makesmagnetic bacteria highly



Magnetic Bacteria. Figure 1 Wildtypemagnetic vibroid
bacterium. The cell contains a linear chain of magnetite
crystals, so-called magnetosomes. The chain length is
2 μm, the average length of the magnetosomes is
120 nm. Note that the magnetite crystals at the ends of
the chain are smaller than average and therefore may
represent nascent crystals. Courtesy of M. Hanzlik.
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efficient at migrating to suitable chemical conditions in a
vertically stratified water column or sediment, and so
gives magnetic bacteria an advantage over their nonmag-
netic counterparts that pursue purely chemotactic strate-
gies such as run-and-tumble. The behaviour of magnetic
bacteria is often referred to as ▶magnetotaxis, which is
misleading by implying motion as a reflex action to a
magnetic field, and ignoring the fact that magnetic
orientation in magnetic bacteria is a passive process.
Stimuli to which magnetic bacteria react instead are high
or low concentrations of free oxygen. It is therefore more
appropriate to speak of magnetically assisted▶aerotaxis.

Characteristics
Magnetic bacteria, discovered by Salvatore Bellini in
the late 1950s, are widespread in both marine and
freshwater habitats (see [1] for a review), and have even
been identified in soils. They usually occur at zones
where the gradients of oxygen or sulphide concentra-
tion are steepest, be it in the topmost few centimetres of
lake sediments or deep-sea sediments, or be it at the
oxic-anoxic-transition-zone (OATZ) within a chemically
stratified water column as encountered in poorly
ventilated marine environments.

Behaviour
The behaviour of magnetic bacteria from sedimentary
habitats has not been accessible to in situ observations,
and has had to be inferred from in vitro experiments
under the light microscope. The easiest way to study
magnetic bacteria is to place a wet sediment sample on a
microscope slide and apply a horizontal magnetic field.
Magnetic bacteria then swim out of the sediment and
eventually collect at the edge of the sample. The
swimming speed varies from one species to another,
with magnetic coccoid cells (Fig. 2) being the fastest
swimmers (around 100 mm/s). In samples taken from
the northern hemisphere, the predominant swimming
direction is towards the magnetic North Pole, in
samples from the southern hemisphere, movement is
towards the magnetic South Pole.

At the geomagnetic equator, where the magnetic field
is horizontal, equal numbers of both polarities exist.
Despite the hemispherical bias, a small percentage
of magnetic bacteria can always be found that swim
opposite to the prevailing direction.

The swimming behaviour observed under the light
microscope was extrapolated to the natural environ-
ment, such that magnetic bacteria tend to swim
downward along the downward- and upward-inclined
geomagnetic field lines in the northern and southern
hemisphere, respectively. This way, displaced magnetic
bacteria (by bioturbation, wave action, etc.) are guided
back into the sediment by persistently swimming
downward until they reach their preferential position
in the sediment. Such a unidirectional motility is usually
referred to as magnetotaxis.

Other tactic responses may, however, override
magnetotaxis. In particular, the notion of magnetotaxis
needs to be revised when considering magnetic bacteria
from aquatic habitats where the OATZ occurs within
the water column. The vertical position of the OATZ in
the water column may change seasonally, and magnetic
bacteria have to migrate accordingly. To maintain
position at the OATZ, magnetic bacteria must be capable
of reversing their swimming direction once they have
reached the border of their preferred chemical zone.
Experimental evidence exists that bi-directional motility
is coupledwith an oxygen gradient: Spormann andWolfe
[2] observed the formation of a distinct band of actively
motile cells (magnetic ▶spirillum), with individual cells
swimming back and forth within the band, parallel and
antiparallel to the magnetic field B. It therefore depends
on the oxygen concentration [O2] if cells swim parallel or
antiparallel to B. The observed band was arc-shaped,
roughly 60 mm across (cell length� 2 mm), and formed
at a distance of �100 mm from an air bubble trapped
under the cover slide. The edge of the band nearer to the



Magnetic Bacteria. Figure 2 Cells of a wildtype magnetic▶coccus, the most abundant type of magnetic bacterium.
A cell usually contains two linear chains of magnetosomes, lying at opposite sides within the cell. Cells have
typical diameters of 1.5 μm. The average magnetosome dimensions are 100 nm by 80 nm. The dark globules are
inclusions rich in phosphorous and sulphur. Courtesy of M. Hanzlik.

Magnetic Bacteria. Figure 3 Axial (top) and polar
(bottom) magneto-aerotaxis. Top: Formation of
aerotactic bands by spirilla is symmetrical and maps the
two microoxic zones in the tube. Bottom: Band
formation by cocci occurs only in that microoxic
zone where the magnetic field direction is
opposite to the oxygen-concentration [O2] gradient
(after ref. [3]).
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air bubble was more sharply demarcated than the far
edge, implying that the tolerance of all cells reach an
upper limit for tolerance of oxygen but individually
varying lower limits. The role of the magnetic field here
is to assist active aerotaxis. This behaviour, therefore,
was later referred to asmagnetically assisted aerotaxis, or
briefly, ▶magneto-aerotaxis [3].

A similar experiment by Frankel and co-workers [3]
resulted in a further distinction between axial and polar
aerotaxis and is summarized in Fig. 3.

In their standard essay, a magnetic field B is directed
along a capillary tube, into which oxygen diffuses
from the open ends, thereby building up an oxygen-
concentration [O2] gradient from the centre of the tube
towards each end. While magnetic spirilla form
aerotactic bands at both ends (axial magneto-aerotaxis),
magnetic cocci from the northern hemisphere form only
one band, located at that end of the tube where the [O2]
gradient is opposite to B (polar magneto-aerotaxis).
While the band of spirilla remain intact after reversal
of B, the band of cocci disperses. The reversed-field
condition appears to impair their sensing mechanism for
aerotaxis, which under normal field conditions triggers
reversal in swimming direction.

Behaviour and Ecology
The large majority of naturally occurring magnetic
bacteria display polar magnetotaxis, with the advantage
being that an oxygen gradient is not necessary for
efficient orientation in the ▶anoxic zone, thereby
enabling a rapid return of the cell over large distances to
the preferred ▶microoxic conditions, without wasting
energy by constant movement along gradients [4]. On
the other hand, if greater than optimal oxygen
concentrations are encountered, the cells - then in an
“oxidized state” - will display the typical down-seeking
response. Reversing the swimming direction can be
accomplished by switching the rotational sense of the
flagella. That the sense of flagellar rotation can be
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regulated by an oxygen sensory system has been
observed in other aerotactic bacteria.

By analogy with sulphide-oxidizing bacteria, it was
suggested that magnetic bacteria perform excursions to
the anoxic zones of their habitat in order to accumulate
reduced sulphur compounds as an electron donor [4].
The bacteria, then in a “reduced state,” would again
reverse their swimming direction and move up to the
microoxic zone where oxygen is available to them as an
electron acceptor. In fact, many magnetic bacteria
contain inclusions of sulphide (Fig. 2).
Magnetic Bacteria. Figure 4 Magnetobacterium
bavaricum. A cell may contain up to a thousand
magnetite crystals, which are arranged in several
rope-shaped bundles of chains. Inset: The hook-shaped
magnetosomes are characteristic of this unusual type of
magnetic bacterium. The average magnetosome
dimensions are 100 nm by 40 nm. A dark layer at the
crystal base may represent a template from which the
magnetite crystal may have nucleated. Courtesy of
M. Hanzlik.

M

Magnetosomes
The grain-size and crystal habits of magnetosomes as
well as their arrangement within the cell may vary
remarkably among the different morphological types of
bacteria. Cells from a given strain, however, show little
variation in crystal size, habit, and arrangement of
chains. This implies that biomineralization of magneto-
somes is genetically controlled. The biochemical details
of magnetosome synthesis, however, remain elusive. It
has been suggested that their biomineralization occurs in
membrane vesicles [5], because magnetosomes in many
species are enveloped by a bilayer membrane consisting
of phospholipids and proteins, at least several of which
appear to be unique to this membrane [6]. A vesicle
would not only provide chemically stable conditions for
magnetosome growth, but could also explain why
magnetosomes do not grow above a certain maximum
size. On the other hand, the hook-shaped magnetosomes
of Magnetobacterium bavaricum (Inset in Fig. 4) do
not appear to be surrounded by a membrane, and it is
possible that magnetite crystals start growing from some
template. From growth experiments monitored with
Moessbauer spectroscopy [5], it was recently concluded
that magentite precipitates directly in empty magneto-
some vesciles. This is in contrast to greigite-producing
magnetic bacteria, in which a series of non-magnetic
phases of approximately FeS composition has been
identified as crystalline precursors to ferrimagnetic
greigite [7].

Evolutionary Aspects
Interestingly, magnetite and greigite are the strongest
ferrimagnetics of all the naturally occurring iron oxides
and iron sulphides, respectively, and it is only these
two phases that have consistently been identified in
magnetic bacteria. Magnetotaxis obviously gives mag-
netic bacteria an edge over their nonmagnetic counter-
parts. If it were only for iron metabolism, there would
be no need for the cells to sequester excess iron in a
ferromagnetic form.

Not only are magnetosomes made of strong ferri-
magnetics, they also appear to be magnetically
optimised for the purpose of magnetotaxis: they are
magnetic single domains (SD), that is, the magneti-
zation within each magnetosome is uniform and so
the magnetic moment of the particle assumes the
maximum value attainable. Thus, the available magnetic
material is used in the most efficient way.

Magnetic bacteria achieve this magnetic optimisation
by limiting the grain size of magnetosomes to values
below�150 nm, while it usually ranges between 40 nm
and 120 nm. Above � 150 nm, non-uniform magneti-
zation structures develop in magnetite crystals, result-
ing in lower magnetic moments. This means that
magnetic material would be “wasted” by growing
magnetosomes much larger than � 150 nm. If on the
other hand the grain size were below some 30 nm, the
particles would be in a ▶superparamagnetic (SP) state
and could not carry a stable magnetic moment because
of thermal fluctuations constantly buffeting the magne-
tization, leading to frequent spontaneous magnetization
reversals within the particle. A magnetosome chain
grows as new magnetosomes are synthesized at either
end (see Fig. 1). A newly forming magnetosome has to
go through the SP stage (provided that it has already
transformed into a ferrimagnetic from the non-magnetic
precursory phase), but grows in the magnetic stray field
produced by the adjacent, mature magnetosome. As it
grows further and eventually crosses the SP-SD
threshold size (roughly 30 nm), its magnetization
becomes locked in, and so has the same magnetic
polarity as the mature magnetosome. By growing



2210 Magnetic Compass
this way, a magnetosome chain will always consist of
individual magnetic dipoles pointing in the same
direction. That the particles in a chain are all polarized
in the same direction has been directly imaged bymeans
of transmission electron holography [8]. In addition to
the optimal grain-size range for magnetosomes, there is
also a theoretical optimum for the number of magneto-
somes per cell: Between 10 and 20 magnetosomes, with
a typical grain size of 50 nm, are sufficient to constitute
a permanent magnetic dipole strong enough to keep
the cells aligned with the comparatively weak geo-
magnetic field. With the exception of the unusual
M. bavaricum, which contains up to a thousand mag-
netosomes per cell (Fig. 4), this optimum is achieved in
most types of magnetic bacteria. It is therefore fair to
say that magnetic bacteria have evolved their peculiar
traits under the influence of the Earth’s magnetic field,
which prompts the question of how magnetic bacteria
adapt to periods of low geomagnetic field strength.
In periods of reduced field strength, magnetic bacteria
that produce more magnetosomes or grow larger mag-
netosomes than normal have an advantage. At present,
such a scenario is to some extent realized in Rio de
Janeiro, Brazil, where the field strength is anomalously
low (0.25 G): The magnetosomes in one morphological
type of bacterium had average dimensions of 120 nm in
length and 110 nm in width, a volume nearly ten times
greater than average [9]. Other bacteria from the same
region, however, had rather averagely sized magneto-
somes in usual numbers per cell. The field strength
is obviously not low enough to cause a selection of
magnetic bacteria with stronger magnetic moments.
If, on the other hand, sediment samples that initially
contained magnetic bacteria are kept in a zeromagnetic
field, the population of magnetic bacteria appears to
decline rapidly, but it is not known whether magne-
tic bacteria become extinct or just stop producing
magnetosomes, or whether non-magnetic mutants take
over. Similar experiments with Northern-hemisphere
sediments incubated in reversed-field conditions yielded
an initial decrease in the population density of magnetic
bacteria. With increasing duration of the experiment,
South-seeking bacteria emerged in greater numbers
and eventually supplanted North-seeking bacteria [10].
Thus, in the case of a geomagnetic field polarity
reversal, the few cells in a natural population that have
wrong polarity, (such as due to a malfunction in cell
division) can take over and guarantee the survival of
the species. That applies to polarily magnetoaero-
tactic bacteria, whereas “two-way swimmers” (axial
magnetoaerotaxis) should remain unaffected. However,
detailed paleomagnetic records and numerical geody-
namo simulations strongly suggest that there is more to
a geomagnetic polarity transition than a mere polarity
flip. The global change in polarity is often foresha-
dowed by large directional variations and a period
of decreasing field strength down to values of 10%
of present-day values or even less, which may last
thousands of years. The fossil magnetosome record in
sediments analysed thus far is too scarce to clearly
monitor adaptation of magnetic bacteria or evolutionary
changes. Research is further complicated by the fact
that bacterial magnetite, because of the small particle
size, is prone to dissolve under increasingly reducing
pore-water conditions with increasing burial.
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Magnetic Compass
Definition
An animal with a magnetic compass has an ability to
maintain a heading relative to the Earth’s magnetic field
(such as a course toward the north or the south).

▶Magnetic Map
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Magnetic Displacement Experiments
Definition
Experiments in which animals are subjected to the
magnetic fields that exist in distant geographic areas,
with a view toward determining if the animals possess a
magnetic map.

▶Magnetic Map
Magnetic Field Inclination
Definition
The angle formed between the field lines and the
surface of the Earth, also known as dip angle.

▶Magnetic Map
M
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Synonyms
Geomagnetic map; Geomagnetic positioning system;
Magnetic positioning system; Magnetic position-finding

Definition
A convenient, shorthand term used to indicate that an
animal has the ability to derive positional (as opposed
to directional) information from the Earth’s magnetic
field. The term is now increasingly used in a broad and
metaphorical way.

Characteristics
The Earth’s magnetic field provides animals with two
potential types of information. The simplest of these is
directional or compass information, which enables an
animal to maintain a consistent heading in a particular
direction such as north or south. Magnetic compasses
are phylogenetically widespread and exist in several
invertebrate groups, as well as in all major groups of
vertebrate animals.

Alone, a compass is often insufficient to guide an
animal to a specific destination or to steer it reliably along
a long and complex migratory route. For example, a sea
turtle migrating through the ocean towards a distant
target can be swept off course by currents, and a
migratory bird’s heading can be altered by wind.
Navigation can therefore be enhanced by an ability to
determinegeographicpositionalong adesiredpathwayof
travel or relative to a destination. For today’s humans, this
need is usually met through a global positioning system
(GPS), which provides users with their geographic
position and can also continuously compute the direction
to a goal. For some migratory animals, positional infor-
mation inherent in the Earth’s magnetic field provides
a similar, although considerably less precise, way of
assessing geographic location. Animals that can derive
positional information from the Earth’s field (as opposed
to directional information) are often said to have a
▶magnetic map.

It is important to recognize that the term magnetic
map is now increasingly used in a broad and meta-
phorical way [1,2]. The term does not imply that an
animal necessarily has a detailed mental representation
in its head equivalent to a human roadmap or high-
resolution topographic map. Instead, the information in
a magnetic map may be minimal and very general [1].
For example, it might simply tell the animal that it is
approximately north or south of the area where it lives
(possibly without encoding distance), or that the animal
has arrived at a point in a migratory route where it
should orient westward. Moreover, information from a
magnetic map is often used in combination with other
sensory information.

Positional Information in the Earth’S Magnetic Field
Several geomagnetic elements vary in a predictable way
across the surface of the globe and might hypothetically
be used in position-finding [3]. For example, at each
location on the earth, the magnetic field lines intersect
the earth’s field at a specific angle of inclination (Fig. 1).

At the magnetic equator, the field lines are essentially
parallel to the Earth’s surface and the inclination angle
is said to be 0°. The field lines become progressively
steeper, however, as one moves toward the magnetic
poles; at the poles themselves, the field lines are
perpendicular to the Earth’s surface. Thus, inclination
angle varies predictably with latitude, and an animal
able to detect this field element may be able to
determine if it is north or south of a particular area.

In addition to inclination angle, at least three other
magnetic field elements might hypothetically be used in
assessing position. These include: (i) the intensity
(strength) of the total field; (ii) the intensity of the
horizontal field; (iii) the intensity of the vertical field.



Magnetic Map. Figure 1 (a) Diagrammatic representation of the Earth’s magnetic field illustrating how field lines
(represented by arrows) intersect the Earth’s surface, and how inclination angle (the angle formed between the field
lines and the Earth) varies with latitude. At the magnetic equator (the curving line across the Earth), field lines are
parallel to the Earth’s surface and the inclination angle is 0°. The field lines become progressively steeper as one
travels north toward the magnetic pole, where the field lines are directed straight down into the Earth and the
inclination angle is 90°. (b) Diagram illustrating four elements of▶geomagnetic field vectors that might, in principle,
provide animals with positional information. The field present at each location on Earth can be described in terms of a
total field intensity and an inclination angle. The total intensity of the field can be resolved into two vector components:
the horizontal field intensity and the vertical field intensity. (Whether animals are able to resolve the total field into
vector components, however, is not known.) (c) Map of ▶magnetic field inclination along the southeastern coast of
the United States. The isolines represent isoclinics (lines of equal magnetic field inclination). In this part of the world
the isoclinics trend east-west, while the coastline is aligned approximately north to south. As a result, each area of
coastline along the eastern seaboard is marked by a unique inclination angle. A similar pattern exists for the isolines
of total intensity. A sea turtle navigating along the east coast to a particular feeding or nesting area might thus
hypothetically do so by detecting a single magnetic element such as inclination or intensity [1].

2212 Magnetic Map
For animals that can perceive the direction of true
geographic north (for example, by perceiving the
area of the northern hemisphere night sky that does
not rotate), additional magnetic parameters such as
declination (the difference between true north and
magnetic north) might also potentially be used.
The pattern of variation in magnetic field elements

differs greatly in different geographic areas and may



Magnetic Map. Figure 2 Evidence for a magnetic map
in spiny lobsters (Panulirus argus). Lobsters from the
middle Florida Keys were subjected to magnetic fields
that exist in locations north or south of the location where
they were captured. Lobsters subjected to the field from
the northern site oriented approximately southward,
whereas those exposed to the field from the southern
site crawled approximately north. The open triangle
outside each orientation diagram indicates the actual
direction to the capture site from the test site. In each
case, lobsters responded as if they had been displaced
to the locations marked by the stars rather than
orienting in the direction that was actually toward the
capture site. The arrow in the center of each circle
represents the mean angle of the group. Dashed
lines represent the 95% confidence interval for the
mean angle. Figure is modified from [5].
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thus influence what an animal can do with magnetic
positional information in a given situation [1,4]. In
some areas, the four magnetic elements listed above
vary in similar directions over the surface of the earth.
In others, such as the Indian Ocean, the gradients of
inclination and intensity are oriented almost perpendic-
ularly, so that each location is marked by a unique
magnetic field. Thus, in some areas, an animal might be
able to determine its position in only one dimension
(for example, whether it is north or south of a goal). In
others, bicoordinate magnetic navigation using two
elements of the Earth’s field might be possible. The
matter is further complicated in some areas by the
existence of magnetic anomalies arising from geologi-
cal formations. Whether an animal can use a magnetic
map to help solve a given navigational task, and the
capabilities and limitations of such a system, may thus
be influenced by a complex set of variables that differ
among geographic settings.

Experimental Evidence for Magnetic Maps
The idea that animals derive positional information
from the Earth’s magnetic field was first proposed more
than a century ago, but until recently, the concept
remained controversial. Several early studies provided
indirect correlative evidence consistent with the idea of
magnetic maps. For instance, homing pigeons released
in areas with slight magnetic anomalies appeared to
have difficulty establishing a homeward course, and
pigeon orientation was more dispersed on days when
solar storms disrupted the Earth’s field slightly –

enough to potentially interfere with a magnetic map
but not enough to affect a ▶magnetic compass [3].
These findings generated much discussion, but it
was not until researchers began exposing navigating
animals to the actual magnetic fields found at different
geographic locations that more definitive evidence
began to emerge. These “▶magnetic displacement
experiments” provide a powerful tool for investiga-
ting magnetic maps because they do not involve
physically displacing animals to new areas where
numerous cues and factors may vary. Instead, animals
can be tested under carefully controlled laboratory
conditions in which only the magnetic field is altered.

Among animals that home to specific areas, the most
compelling evidence for magnetic maps has come from
studies with spiny lobsters [5], juvenile sea turtles [6],
and newts [7]. Spiny lobsters inhabit dens in coral reefs
and forage out from them at night, often returning to the
same den before sunrise. These lobsters are capable of
“true navigation,” meaning that they can determine the
direction to a capture site even if displaced to locations
where they have never been. In one experiment [5],
lobsters captured in their dens were taken to a nearby
arena surrounded by a magnetic coil system that could
be used to generate magnetic fields replicating those
found in distant geographic locations. Lobsters exposed
to a field that exists approximately 400 km north of the
testing site oriented southward, whereas those exposed
to a field that exists approximately 400 km south of
the testing site oriented northward (Fig. 2).

In effect, the lobsters were apparently tricked into
thinking that they were at distant locations when they
encountered the magnetic fields that exist at those sites.
These results provide strong evidence that lobsters
have a magnetic positioning system that enables them,
at a minimum, to determine if they are north or south of
their goal.

Similar results have been obtained with juvenile
green sea turtles [6]. After several years in the open
ocean, these young turtles return to the southeastern
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coast of the United States to take up residence in feeding
grounds. Turtles are known to return to these locations
after experimental displacements and long seasonal
migrations. In a recent experiment, turtles captured in
their feeding grounds were tethered in an arena and
exposed to magnetic fields that exist at locations north
or south of their home areas. As with the lobsters, turtles
exposed to a field that exists north of the capture site
oriented southward, whereas those exposed to a field
south of the capture site oriented northward. Thus,
juvenile turtles evidently possess a magnetic map which
permits an assessment of position relative to specific
geographic destinations.

Sea turtles and spiny lobsters migrate over consider-
able distances, but a magnetic map may also exist in a
kind of salamander that moves only over distances of
about 1–3 km. Red-spotted newts exposed to an
inclination angle found far north of their home area
oriented southward, whereas those exposed to an
inclination angle found south of their home area walked
northward [7]. Although the fields used in these
experiments did not precisely match those that exist in
nature, these initial results are consistent with the
hypothesis that newts, like lobsters and sea turtles, also
have some type of magnetic map.

Magnetic Maps and Migratory Pathways
Positional information in the Earth’s magnetic field is
also used by some animals during long-distance
migrations that do not involve well-defined endpoints
such as a particular home site. For example, young
loggerhead sea turtles (Caretta caretta) from Florida,
U.S.A., do not live in coastal feeding areas as older
turtles do. Instead, they undertake a circular migration
around a large region of the Atlantic Ocean. Newly
hatched loggerheads, when exposed to magnetic fields
replicating those found in three widely separated
oceanic regions, responded by swimming in directions
that would, in each case, facilitate movement along the
migratory pathway [8]. Thus, young sea turtles appear
to inherit responses that enable them, in effect, to
exploit regional magnetic fields as navigational mar-
kers; such fields elicit changes in swimming direction at
crucial geographic boundaries.

A similar use of magnetic positional information
occurs in the pied flycatcher Ficedula hypoleuca, a
migratory bird. Captive flycatchers exposed to a
sequence of magnetic fields matching those they
normally encounter while migrating shifted orienta-
tion in the same direction and at the same time as
conspecifics during the natural migration [9]. Such
shifts in orientation did not occur in birds maintained
in the ambient field at the migration start point, or in
birds maintained in a field replicating that at the
migratory endpoint. Thus, for the pied flycatcher,
the results suggest a complex interaction between an
endogenous time program and magnetic parameters, in
which the birds must apparently experience sequentially
the fields of specific locations at the appropriate times
in order to orient appropriately at each point in
the migration.
In at least one species of bird, regional magnetic

fields appear to act as a behavioral trigger of a different
kind. The thrush nightingale Luscinia luscinia migrates
south across the Saharan desert, a vast region over
which food is seldom available. Birds held in Sweden
but exposed to a sequence of regional fields along
the migratory route, the last from a location just north of
the desert, gained significantly more weight than
control birds held under identical conditions but in
the local Swedish field [10]. Thus, the results imply that
a regional field just north of the Sahara, or perhaps a
sequence of fields normally encountered during the
migration, triggers changes in behavior and physiology
that result in the birds accumulating fat needed for
their trans-desert flight.
Given the phylogenetic distance between lobsters and

the three vertebrate groups known to exploit positional
information in the Earth’s field, it appears likely that
magnetic position-finding has evolved at least twice.
Moreover, natural selection has apparently sculpted this
ability for multiple uses in different animals, depending
upon whether the animal needs to move along a
migratory route, navigate to a specific home area, or
store fat in preparation for a particularly difficult segment
of a migration. The recent nature of these findings
suggests that additional investigation will be fruitful, and
that researchers have only begun to uncover the ways in
which animals exploit magnetic maps.
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Magnetic Moment
Definition
A measure of the torque exerted on a magnet when
placed in a magnetic field.
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Magnetic Positioning System
▶Magnetic Map
Magnetic Remanence
Definition
Magnetism in the absence of an external magnetic field.
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Definition
Magnetic Resonance Imaging (▶MRI) is an imaging
method that is based on the principles and properties
of water. It uses a combination of magnetic fields
and radiofrequency electromagnetic pulses to produce
images that show how water, or more precisely hydro-
gen, is distributed in the human body.

Purpose
The medical usage of MRI is to locate and dia-
gnose pathological changes in the human body. Recent
advances in MRI technology have opened up the pos-
sibility of investigating physiological processes. Perti-
nent examples are measurements of macroscopic flow
(MR angiography), in-vivo MR spectroscopy (MRS),
perfusion, diffusion of water [▶Diffusion weighted
magnetic resonance imaging (DW-MRI)] and changes
in cerebral hemodynamics related to changes in
neuronal activity [▶Functional magnetic resonance
imaging (fMRI)].

Principles
Magnetic Resonance Imaging (MRI) is founded on the
same principles as ▶Nuclear Magnetic Resonance
(NMR), a technique that has been primarily used by
chemists to study the three-dimensional structures of
chemical compounds since the beginning of the 1950s
[1,2]. It should be noted that the NMR phenomena
occurs in different atom types, but since virtually all
medical imaging is based on the magnetic properties of
hydrogen atoms in the human body, this essay will only
discuss hydrogen-based MRI.

The hydrogen nucleus consists of a single charged
particle. In addition, the proton in the hydrogen nucleus
possesses a nuclear magnetic spin, i.e. it spins around its
own axis. Together, these properties of the proton entail
that each proton behaves like a small magnet, much like
a microscopic compass needle with a south and north
pole. If protons are positioned in an external magnetic
field, the protons will be aligned to the magnetic field,
and start to precess around the external field with a
precession frequency (▶Lamor frequency) that is
governed by the strength of the applied magnetic field.
A field-strength of 1.5 Tesla, typical for clinical MR
scanners, would imply a proton resonance frequency of
approximately 63.87 MHz. In the presence of a
magnetic field, the ensemble of protons split up into
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two different energy levels, where the population of
protons in the lower energy level is aligned parallel to
the external magnetic field, whereas the population of
protons in the high energy level is aligned anti-parallel
to the external magnetic field. Subsequently, if a
radiofrequency (RF) pulse is applied with a frequency
that exactly matches the Lamor frequency of the
precessing protons, a subpopulation of protons can be
brought to jump from the low to the high energy level.
This can be thought of as a process of energy
absorption. The uptake of electromagnetic energy from
the RF pulse is often called excitation, and it is said that
the protons are at “resonance”. After RF-excitation, the
energy equilibrium between the two energy states is
altered and the protons will again strive to reach an
equilibrium state. A return to the equilibrium state is
accomplished by an emission of energy in the form of a
new radiofrequency pulse. This process, in which the
protons jump back from the high to the low energy
level, is termed relaxation in the MR literature. The
emitted energy from the excited protons is subsequently
detected as an induced current in a receiver coil, and this
current is the basis for the MR signal.

The deciding factor for MR-image contrast between
tissue types is the chemical environment for each excited
proton. Immediately after RF-excitation, two relaxa-
tion processes start simultaneously. First, a net loss of
magnetization, i.e. energy dissipation from the protons,
is accomplished by a transportation of the extra energy
to the surrounding tissue or “lattice” through spin-lattice
relaxation (▶T1-relaxation). Second, protons will feel
the microscopic field from neighboring protons, which
Magnetic Resonance Imaging. Figure 1 Images demon
in MRI. Fig. 1a shows a T1-weighted, axial section of huma
the local T1-relaxation times of the hydrogen atoms that re
contrast achieved in a T2-weighted MR image, for the sam
dependent on the local T2-relaxation time of hydrogen. No
matter is reversed for the T2-weighted image compared to
image where the MR image signal intensity is proportional
each voxel is shown in Fig. 1c.
in turn causes an exchange of energy between protons.
The exchange of energy between neighboring protons is
called spin-spin relaxation or ▶T2-relaxation. Protons
residing in different tissue types have different T1 and
T2-relaxation properties. For example, in white brain
matter hydrogen is primarily found in the triglyceride
chains of fat molecules due to the presence of myelin
sheaths. The presence of fat will reduce the T1 and
T2-relaxation times in white compared to grey brain
matter. The local value of the T1 and T2-relaxation
constants are, together with the local concentration of
protons (proton density), the major factors that con-
tribute to soft tissue contrast in MR images. The effect
of different T1 and T2 relaxation times for the tissue
types found in the human brain is shown in Fig. 1.
In order to spatially resolve the MR signal from the

object being imaged, magnetic gradients are introduced
during the image acquisition process [3]. Applying a
magnetic gradient in an arbitrary direction in space
implies that the magnetic field strength will vary
spatially along the chosen direction. Since the proton
precession frequency is proportional to the magnetic
field strength, the proton precession (Lamor) frequency
will increase or decrease depending on which direc-
tion we move along in the magnetic gradient. By
applying linear gradients along all three dimensions in
space during image acquisition, a spatial encoding
is effectively enforced by the fact that the proton
precession frequency is now uniquely dependent on
its location in space. Hence, the raw data collected
during the MRI acquisition takes the form of a sample
of its discrete Fourier transform. The final step in the
strating the basic image contrast mechanisms available
n brain where the MR signal is primarily governed by
side in each voxel. Similarly, Fig. 1b shows the typical
e section as in Fig. 1a, where the MR signal is
te that the image contrast between gray and white brain
the T1-weighted image. A proton-density-weighed
to the absolute concentration of hydrogen atoms in
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MR image acquisition process is to translate the
recorded frequencies to spatial information, and this
is performed by reconstructing the images by using
the two-dimensional Fourier transform. Virtually any
image orientation is possible with MRI by employing
pertinent linear combinations of magnetic gradients in
the x, y and z-direction. The feasibility to set arbitrary
slice orientation profiles is shown in Fig. 2, where a T1-
weighted image of the human brain is shown in an axial,
coronal and sagittal orientation.

The workhorse in MR imaging is the so called spin-
echo sequence [4], which by using two RF-pulses
produces superior image contrast and spatial resolu-
tion with excellent diagnostic quality. However, con-
ventional spin echo images typically take minutes
to acquire. Consequently, throughout the history of
Magnetic Resonance Imaging, numerous approaches
have been developed to achieve increases in image
acquisition speed. The rationale for this work has
primarily been to relieve patient discomfort in the MR
scanner by reducing scan time. More recently, a second
motive for faster image acquisition has been the
possibility of monitoring parameters such as perfusion,
flow and diffusion. Methodological advances in image
acquisition techniques in the mid-eighties such as
the FLASH (Fast Low Angle Shot) gradient echo [5]
and the RARE (Rapid Acquisition with Relaxation
Enhancement) spin echo technique [6] decreased the
scan time ten-fold. Ultra-rapid image acquisition
schemes such as ▶EPI (Echo-Planar Imaging), which
allows single image acquisition in a tenth of a second,
were conceived in 1977 [7] but it was not possible to
make it available on a commercial scale until rather
recently due to high demands on magnetic gradient
hardware.
Magnetic Resonance Imaging. Figure 2 High-resolution
(b) coronal, and (c) axial slice orientations. An arbitrary spa
pertinent choices of linear combinations of magnetic gradie
acquisition.
Advantages and Disadvantages
During the last decades, MRI has expanded its usabil-
ity to include the ability to examine and record phy-
siological parameters in the brain. Two examples are
given below:

Functional MRI
MRI has recently become an important research tool
in the field of cognitive neuroscience. In 1990, Seiji
Ogawa and colleagues discovered the MR contrast
mechanism that is commonly referred to as BOLD
fMRI [8]. ▶BOLD (Blood Oxygenation Level Depen-
dent) imaging takes advantage of the fact that hemo-
globin, which contains four iron ions, has different
magnetic properties depending on whether it has an
oxygen molecule attached to it or not. If oxygen is
attached to an hemoglobin molecule, it is called oxy-
hemoglobin and is slightly diamagnetically similar to
the rest of the human body, and thus does not interact
with an externally applied magnetic field. However,
if the hemoglobin molecule has released its oxygen to
the surrounding tissue, it is paramagnetic and called
deoxy-hemoglobin. Consequently, a deoxy-hemoglobin
molecule in the presence of a magnetic field will cause a
local, microscopic inhomogeneity of the magnetic field.
This inhomogeneity leads to a change in reso-
nance frequency of the hydrogen atoms in the immedi-
ate vicinity of the deoxy-hemoglobin molecule. The
deoxy-hemoglobin induced local change in resonance
frequency will in turn lead to a reduction in the local
MR signal intensity. However, since the increase in
cerebral blood flowupon an increase in neuronal activity
is much larger than the increase in oxygen consumption,
the net result is an MR signal increase due to a wash-out
of paramagnetic deoxy-hemoglobin. By employing fast
, T1-weighted MR images of a human brain in (a) sagittal,
tial image orientation is possible in MRI through
nts applied in the x, y and z-direction during image
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MR acquisition schemes such as echo-planar imag-
ing [7], the whole brain can be scanned in 2–3 s with
BOLD sensitivity. Thus, fMRI is usually performed
by repeated echo-planar image acquisitions, which pro-
vide the possibility of detecting changes in hemody-
namic activity that follow changes in external stimuli
and/or cognitive processing. Examples of functional
Magnetic Resonance Imaging for stimulation of the
visual and motor systems in the human brain are given
in Fig. 3.

Diffusion Weighted Imaging and Diffusion

Tensor Imaging

Another rather recent addition to the family of MRI
techniques aimed at investigation of human phy-
siology is diffusion-weighted MRI (DW-MRI) [9].
Image contrast in DW-MRI is based on differences
in diffusivity of water molecules in the human body
(random translational movement of molecules based
on Brownian motion). For example, diffusional move-
ment of water is relatively more restricted by cellular
membranes in gray and white brain matter compared
to cerebrospinal fluid. MR imaging sequences can be
made sensitive to differences in diffusional movement
by including additional magnetic gradients that encode
for movement along an arbitrarily chosen spatial direc-
tion. Thus, the mechanism behind DW-MRI is that
the MR signal from stationary hydrogen atoms is not
affected by the additional gradients, whereas the MR
signal from hydrogen atoms moving along the direc-
tion of the applied diffusion encoding gradient will
Magnetic Resonance Imaging. Figure 3 Color-coded st
T1-weighted MR images showing significant functional activ
(b) using the functional Magnetic Resonance Imaging (fMRI
activity as observed by local changes in blood oxygenation
either right hand finger-thumb opposition versus rest (a) or
darkness (b).
be reduced. Moreover, the signal reduction for mov-
ing hydrogen is proportional to the speed of move-
ment. If no preferred direction exists for diffusion of
water, e.g. in cerebrospinal fluid, diffusion is said to be
isotropic. That is, the size of diffusional movement
is similar in all directions. However, water diffusion
can also be anisotropic. This is the case for water in
white matter tracts, where the movement of water is
much less restricted along a line parallel to the fiber
bundles compared to an orthogonal direction. A com-
plete characterization of the spatial distributions of
diffusional movement in each image voxel can be
obtained by measuring the so-called ▶diffusion tensor
(DT-MRI). Diffusion tensor calculations require at least
seven (six different directions and one image acquisi-
tion measurement without any diffusion gradients)
separate MR image acquisitions. An average value of
diffusion anisotropy based on diffusion tensor calcula-
tions is usually displayed using a scalar value such
as the fractional anisotropy (FA) index, which shows
the magnitude of the diffusion tensor that can be
attributed to anisotropic diffusion (Fig. 4a). The spatial
direction of the diffusion tensor can be indicated by
using a color-coding scheme as depicted in Fig. 4b,
where, for example, the color red indicates fibers
running in the left-right direction (genu and splenum
part of the corpus callosum).

Limitations
Since the MRI technique is based on the usage of strong
magnetic fields, cautionmust be exercisedwhen bringing
atistical parametrical maps superimposed on anatomical
ation of the motor cortex (a) and the primary visual cortex
) technique. fMRI was used to record changes in neuronal
(Blood Oxygenation Level Dependent, BOLD) for
presentation of a visual, flickering checkerboard versus



Magnetic Resonance Imaging. Figure 4 Water diffusion anisotropy in an axial section of the human brain
measured with Diffusion Tensor Magnetic Resonance Imaging (DT-MRI). Themean degree of anisotropy is shown as
an FA-map (Fractional Anisotropy) in Fig. 4a, where the white matter fiber tracts show a high degree of diffusional
anisotropy due to the parallel arrangement of fiber bundles in white brainmatter. The spatial orientation of the diffusion
tensor for the same section is shown in Fig. 4b, where color represents the preferred direction of diffusion of water
molecules, predominantly in white fiber tracts (red: left-right, blue: anterior-posterior, and green: inferior-superior).
Courtesy of Zoltan Nagy.
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metal objects into the MR scanner room. All ferromag-
netic objectswill experienceboth a translational force and
a twisting force (torque) in the presence of the magnetic
field created by the MR scanner. Moreover, the magnetic
field may compromise the function of cardiac pace-
makers. In addition, non-ferromagnetic metal objects
will produce inhomogeneities in the vicinity of the
magnetic field causing in-plane signal displacement and
signal drop-out. These image artefacts are called suscep-
tibility-induced image artifacts, and are alsopresent in air-
tissue interfaces, e.g. near the ear canals and the nasal
cavities. This is a particular problem for functional MRI
that is sensitive to macroscopic (tissue-air interfaces) as
well as microscopic (deoxy-hemoglobin) magnetic field
inhomogeneities.
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thus provides information on tissue properties.
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Magnetite. Figure 1 Lattice structure of magnetite.
Green: Oxygen anions; red: tetrahedral sites; pink:
octahedral sites (courtesy of Dr. R. Pentcheva). The
cube defines the system of the crystallographical h100i
axes.
MICHAEL WINKLHOFER

Department für Geo- und Umweltwissenschaften –

Sektion Geophysik, Ludwig-Maximilians-Universität,
Munich, Germany

Synonyms
Iron ferrite, mixed-valence iron oxide; Loadstone,
lodestone

Definition
Magnetite is a ferrimagnetic mineral with chemical
formula Fe3O4.

Characteristics
Occurrence
Magnetite (empirical formula Fe3O4) is the oldest mag-
netic mineral known to man. Being the most abundant
magnetic mineral in terrestrial rocks of igneous and
metamorphic origin, magnetite has helped paleomag-
netists to reconstruct the ancient geomagnetic field from
rocks, and with it, the past positions of the continents
on the globe. As an ore, magnetite is economically
valuable, containing 72 wt% of iron. In sediments,
magnetite may be of detrital (inorganic) or biogenic
origin. Magnetic bacteria, algae, and some higher orga-
nisms such as molluscs have been shown to synthe-
size magnetite of high chemical purity, although the
biochemical pathways of biogenic magnetite formation
remain to be elucidated. Magnetite may form the basis
of a magnetic-field receptor in homing pigeons and
migratory animals. Magnetite is also technically impor-
tant in electrochemical applications (electrodes, catalysts)
and magnetic storage media. Owing to its half-metallic
character and high ▶Curie temperature, magnetite is
currently being considered for spintronic applications.

Crystal Structure and Ferrimagnetism
The mixed-valence iron oxide magnetite (structural
formula FeO·Fe2O3) crystallizes in the inverse ▶spinel
structure, i.e., (8 Fe3+)[4][8 Fe2+ + 8 Fe3+][6] 32 O2−,
with () and [] denoting tetrahedrally and octahedrally
coordinated sites (A and B sites), respectively (Fig. 1).
The unit cell (edge length 8.396 Å) is a cubic-close
packed lattice of 32 oxygen anions (8 formula units),
which are slightly distorted toward the octahedral
interstices to accommodate a third of the iron cations
on tetrahedral interstices. The 16 B sites per unit cell
(p.u.c.) are occupied by an equal number of randomly
distributed Fe2+ and Fe3+ cations, and the remaining
8 Fe3+ cations p.u.c. are on A sites. The A-site moments
are aligned anti-parallel to the B-site moments,
neutralizing the magnetic spin moment of the Fe3+

cations in the B-sites. The net magnetic spin moment is
therefore carried by the Fe2+, resulting in a net magnetic
spin moment of exactly 4 μB (▶Bohr magneton) per
formula unit Fe3O4. A small contribution from the
orbital moments results in a total magnetic moment
of 4.07 μB per formula unit Fe3O4 (value extrapolated
to 0 K). This ferrimagnetic structure of magnetite was
first suggested by Néel [1] and later confirmed by
neutron scattering experiments.
The ▶ferrimagnetism of magnetite breaks down at a

critical temperature of TC = 580°C (Curie temperature),
above which magnetite is paramagnetic. At TV = 125 K,
magnetite undergoes a first-order phase transition, the
so-called ▶Verwey transition, below which the Fe2+

and Fe3+ cations on octahedral sites order, and so reduce
the symmetry of the lattice from cubic to monoclinic.
On warming through TV, the electrical conductivity of
magnetite increases by two orders of magnitude. The
black color of magnetite, as well as its moderate
electrical conductivity above TV, is due to electron
hopping between the Fe2+ and Fe3+ cations in the
octahedral sites, that is, the cations exchange their
valence between the +II (ferrous) and +III (ferric)
oxidation states. The temperature of the Verwey



Magnetite. Figure 2 Phase diagram for magnetic
domain state in submicron-sized rectangular crystals of
magnetite as a function of axial ratio (width/length) and
long edge length calculated for room temperature
(according to [3,4]). The upper two lines demarcate the
stability of single domain (SD) magnetization states
against pseudo-single-domain (PSD) states [3], the
lower two lines against superparamagnetic behavior [4].
The crosses represent data from edge-length
measurements on magnetite particles (magnetosomes)
in magnetic bacteria [5]. With a few exceptions,
magnetosomes fall into the stable SD field or in the
field where SD states coexist with vortex states
(SD–PSD field).
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transition decreases with increasing oxidation parame-
ter δ in Fe3(1−δ)O4. The fully oxidized form of magnetite
with δ = 1/9, called maghemite (formula unit Fe2O3),
does not undergo a Verwey transition, but is an
electrical insulator and roughly 10% less magnetic than
stoichiometrically pure magnetite. The unit cell of
maghemite has a defect spinel structure and can
formally be written as (8 Fe3+)[4][40/3 Fe3+ + 8/3 ][6]

32O2−, where stands for a lattice vacancy. If ordered on
a tetragonal superlattice, the vacancies in the maghe-
mite lattice give rise to additional reflexes in X-ray
diffraction (XRD), by which maghemite can be
distinguished from stoichiometrically pure magnetite.
However, not all maghemite crystals show vacancy
ordering, and the unit-cell parameter reported in
the literature ranges from 8.330 Å to 8.340 Å, reflecting
differences in how the samples were synthesized
or in the precursory minerals (magnetite or iron-
oxyhydroxides, FeOOH) from which maghemite is
naturally formed.

From the above, it is clear that discrimination
between magnetite and maghemite may not always be
straightforward by means of diffraction methods. The
situation is even more complicated when it comes to
identifying tiny amounts of magnetic material in tissue
[2]. The amount of material in tissue is not sufficient
for XRD (let alone spectroscopical techniques such as
Moessbauer spectroscopy) and electron diffraction,
as the only remaining crystallographical identification
technique is not accurate enough to resolve the small
differences in lattice spacing between magnetite and
maghemite. Here, magnetometric measurements can
be used to further constrain the nature of the magnetic
material (see below).
Domain State
Magnetic properties of magnetite crystals such as
▶magnetic remanence and coercive force are largely
controlled by domain state, which in turn depends
upon grain size and shape. Figure 2 shows a magnetic
phase diagram for submicron-sized single crystals
of magnetite as a function of grain size and axial
ratio, calculated with a micromagnetic model [3,4].
Magnetite cubes with an edge length smaller than
68 nm are magnetic single domains (SD) and so have
a nearly uniform magnetization structure (Fig. 3a).
Departures from the uniform magnetization structure
near the corners and edges of the cubes become larger
with increasing grain size (Fig. 3a,b). As the grain
size increases above 68 nm, however, SD magnetiza-
tion states become energetically less favorable, but can
still exist up to a threshold edge length of 140 nm
(Fig. 2), where they finally give way to non-uniform
magnetization structures such as magnetic vortices
(Fig. 3c).
In a magnetic vortex, the magnetization structure
is curling, thereby efficiently reducing the stray field
outside the particle, however, at the expense of the
magnetic moment. Particles containing such magnetic
swirls are also referred to as pseudo-single-domain
(PSD) particles. Magnetite crystals with grain sizes
larger than 1 μm host several uniformly magnetized,
lamellar domains (multi-domain, or “MD” particles)
with adjacent domains in the interior having opposite
polarity (see Fig. 3d).

While single-domain particles carry the maximum
magnetic moment per particle volume (▶saturation
magnetization), the specific magnetic moment of a
vortex decreases rapidly with grain size [3], and
is nearly zero in MD particles. For the purpose of
magnetotaxis, in magnetic bacteria it is therefore
most efficient to have SD particles. This can be
achieved by limiting the particle size to 140 nm and
by increasing the particle elongation. It therefore comes
as no surprise that magnetite crystals in magnetic
bacteria, so-called magnetosomes, usually have grain
sizes below 140 nm and are elongated [5]. It is true
that vortex states are energetically more favorable in
magnetite cubes with an edge length greater than 68 nm,
but one has to bear in mind that the magnetization in
growing magnetosomes already occupies a SD state,
as the particle size exceeds the threshold of 68 nm.



Magnetite. Figure 3 Domain state in submicron-sized cubes of magnetite as defined by themagnetization structure:
(a) single-domain (SD) state with nearly uniform magnetization; (b) SD “flower” state; (c) pseudo-single-domain
(PSD) state containing a spin-curling structure (vortex). For comparison (d) shows a cross section (viewing
plane 110) through a multi-domain (MD) magnetite (grain size >1 µm), which contains lamellar magnetic domains
and so-called closure domains near the surface to minimize magnetic pole density on the surface.
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There are energy barriers preventing the (metastable)
SD state from collapsing into a vortex, up to a critical
size of 140 nm. That the magnetization in magneto-
somes from the SD–PSD field is SD has convincingly
been demonstrated by transmission electron holography
[6]. Likewise, it is necessary to emphasize that the
magnetic phase diagrams were calculated for isolated
crystals in zero external field. Magnetosomes are
usually arranged in chains, and so strongly magnetically
interact. The interactions are such that the SD state
will be stabilized.

Superparamagnetism
If, on the other hand, the edge-length becomes less
than some 50 nm, magnetite cubes cannot retain a
temporally stable SD magnetization at room tempera-
ture because the magnetization structure is constantly
buffeted by thermal fluctuations, leading to frequent
spontaneous magnetization reversals in the particle.
Such behavior is called Néel superparamagnetism. In a
magnetic field, an assemblage of SP particles carries a
magnetization, which will decay logarithmically with
time after the magnetic field is switched off. Although
▶superparamagnetism does not represent a true domain
state but rather describes a thermal relaxation phenom-
enon, it is sensible to include it into the magnetic phase
diagram, defining the lower end of SD stability (Fig. 2).
It is important to note that Néel superparamagnetism

refers to the stability of magnetic remanence with
respect to the coordinate system of the particle. If the
particles are not embedded (as in a solid rock matrix),
but dispersed in a fluid, then the magnetic remanence
of an assemblage of particles will decay through
Brownian motion in the fluid. Magnetically stable SD
particles, which are able to rotate freely in a viscous
medium, are therefore subject to the Brownian type
of superparamagnetism. Using magnetic relaxometry,
one can distinguish Néel and Brownian relaxation
by their different relaxation time characteristics.

Magnetic Measurements as a Diagnostic Tool
Thermomagnetic curves allowing for Curie-point
determination are a widely used tool in rock magnetism
for identifying different magnetic crystals with different
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Curie temperatures. Due to the high Curie tempera-
ture of magnetite, this rock magnetic technique is
not suitable in biomagnetism for detecting magnetite
in tissue.

The electronic and structural changes at the Verwey
transition are also accompanied by abrupt changes in
magnetic properties, which can be used to identify mag-
netite by measuring magnetic properties at low tem-
peratures (▶ZFC–FC measurements). Figure 4a shows
a conspicuous discontinuity in magnetic remanence
associated with the Verwey transition. This is, however,
not the case with magnetite particles smaller than some
30 nm (Fig. 4b).

With decreasing grain size, not only thermal fluctua-
tions, but also surface effects become important and
affect the (magnetic) Verwey transition, first by
lowering the temperature of the Verwey transition,
and eventually by suppressing it altogether. Magnetic
relaxation may also obscure the Verwey transition in SP
particles. Nevertheless, low-temperature magnetic mea-
surements are an excellent tool to identify and
characterize SP particles. With decreasing temperature,
thermal fluctuations diminish and SP particles are able
to retain a magnetic remanence. The temperature
at which SP particles become stable SD particles
is called the blocking temperature. On heating above
the blocking temperature, the magnetic remanence
acquired at temperatures below the blocking tempera-
ture becomes unblocked and relaxes (linear-logarithmic
decay). The spectrum of blocking temperatures con-
tains useful information on the SP particle-size
Magnetite. Figure 4 Low-temperature magnetic measurem
grain-size 60 nm (interacting SD particles), and (b) median
remanence was acquired during ZFC–FC cycling in a field o
discontinuity at 110 K (arrow) associated with the Verwey t
apparent discontinuity, except for the change in curvature a
material in tissue, magnetization curves similar to the one o
resembling the one on the right can only be taken as eviden
of magnetite (Winklhofer and Maher, unpublished data).
spectrum (magnetic granulometry). Interpretation of
low-temperature measurements may not be straightfor-
ward when additional phases are present that become
magnetic at low temperatures (such as the iron-storage
proteins ferritin or hemosiderin).

Theory
Magnetoreception Based on SD Magnetite
Following the example of magnetic bacteria, it was pos-
tulated that chains of SDmagnetite particles might form
an efficient basis for magnetoreception in animals [7].
A chain of magnetite particles would produce a torque
in the geomagnetic field, which via mechanosensitive
structures such as Pacinian corpuscles, hair cells, etc.,
could be transduced into a nerve signal. Despite the
conceptual beauty of the model, a chain of magnetite
particles has never been identified directly in animal
tissue. It is true that SD crystals of magnetite have been
extracted from brain tissue of bone fish, but the crucial
questions have remained unanswered thus far, namely:
(i) do the magnetite crystals have a physiological
function and is it related to the magnetic sense? (ii) how
had the magnetite crystals been arranged in situ before
the tissue was dissolved and a magnetic extract made?
(iii) what is the nature of the connection in the nervous
system? In a more timely approach to unearth the
elusive magnetic sense, iron-rich magnetic particles,
probably SD magnetite, were detected by in-situ
measurements on magnetically active nerve cells
in the nose of trout [8]. Surprisingly, the particles
detected were not arranged in a chain, but appeared to
ents on synthetic magnetite samples, (a) median
grain-size 20 nm (interacting SP particles). A magnetic
f 1 mT. The SD sample is characterized by a pronounced
ransition. The SP sample on the other hand shows no
t 35 K (arrow). When it comes to identifying magnetic
n the left will make the case for magnetite, while curves
ce of very-fine grained material, however, not necessarily



Magnetite. Figure 5 Low-temperature magnetic measurements indicating the presence of SP crystals in the
upper beak skin of homing pigeon [2]. (a) ZFC–FC cycling in a field of 5 mT. The mean concentration of magnetic
material in the tissue is so little that the signal is dominated by the diamagnetic background and the variations in the
signal are just above the noise level. (b) The resulting remanence curve (inset), obtained by subtracting the ZFC
curve from the FC curve (raw data: squares; smoothed data: blue line), shows that most of themagnetic remanence is
blocked well below 100 K. This is consistent with SP particles smaller than 10 nm grain size.

Magnetite. Figure 6 Possible ways of transforming a
magnetic field into mechanical deformation based on SP
clusters. (a) Single cluster in zero field (B = 0) and in an
applied magnetic field. (b) Magnetically interacting SP
clusters in an elastic matrix coupled to the membrane of
the dendrite; the matrix is under dilatation (compression)
if B is perpendicular (parallel) to the axis joining the
clusters. (c) Magnetically interacting SP clusters in a
viscous medium within a free nerve ending (FNE), which
behave as a single mechanic unit. The magnetic field
exerts a torque on the double chain of clusters, and by
aligning the chain into the magnetic field, the FNE will be
bent. Note that all the mechanisms are independent of
the polarity of the magnetic field.

2224 Magnetite
form an irregular cluster in the cell body of the neuron.
Yet, the magnetic inclusions are a first structural
candidate for the postulated magnetoreceptor in trout.

Magnetoreception Based on SP Magnetite
Using an approach combining bulk magnetic measure-
ments (Fig. 5), histological staining techniques and
electronmicroscopy, it was possible to identify a putative
magnetoreceptor in the beak skin of homing pigeons
[2,9], namely clusters of SP crystals of magnetite (or
maghemite) located in free nerve endings of the
ophthalmic branch of the N. trigeminus.

Free nerve endings in the skin are sensitive to
mechanical stimulation and so can convert, in principle,
magnetic-field induced deformation into a nervous
signal. There are several ways of producing mechan-
ical deformation by SP clusters interacting with the
magnetic field, as has been demonstrated theoretically
and experimentally using droplets of magnetic fluids
as a model system [10]. A single cluster of SP particles
will assume a shape that depends upon the magnetic
field direction and intensity (Fig. 6a).

The micrographs in [9,10] show that the clusters
do not occur singly, but form coherent groups of
some 20 clusters. The clusters will therefore be mag-
netically interacting [10], which opens new ways of
producing mechanical deformation. If embodied in
an elastic matrix (such as the cytoskeleton), adjacent
clusters will attract or repel, depending on the relative
orientation of the magnetic field axis to the (imaginary)
axis connecting the clusters (Fig. 6b). This way,
stress is produced on the cytoskeleton and can be
measured using cellular mechanotransducers. If con-
tained in a viscous medium, the clusters self-organize
into a chain-like arrangement parallel to the magnetic
field. Due to the shape anisotropy of the arrangement, a
magnetic torque is produced when the relative orienta-
tion between the chain and field axis changes. The
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torque tries to realign the chain into the magnetic field
axis and bends the free nerve ending (see Fig. 6c). In
conclusion, there are several possibilities for trans-
ducing the magnetic field based on SP clusters. The
theoretical predictions have been successfully con-
firmed by experiments on model systems, and it is
about time to start in-situ experiments in order to find
out which mechanism is realized.
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Magnetization Transfer Imaging (MTI)
Definition
Is an MRI technique based on the selective saturation of
protons bound to macromolecules such as myelin. In
damaged brain tissue, for example, the increased
concentration of protons in free water leads to a
quantifiable reduction of MT saturation effects.
Magneto-aerotaxis
Definition
Aerotaxis guided by a magnetic field.
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Synonyms
Magnetoencephalography; MEG

Definition
Magnetoencephalography (MEG) encompasses a family
of non-contact, non-invasive techniques for detecting
the magnetic field generated by the electrical activity
of the brain, for analyzing this MEG signal and for
using the results to study brain function.

Purpose
The overall purpose of MEG is to extract estimates of
the spatiotemporal patterns of electrical activity in the
brain from the measured magnetic field outside the
head. The electrical activity in the brain is a manifesta-
tion of collective neuronal activity and to a large extent
it is the currency of brain function. The estimates of
brain activity derived from MEG can therefore be used
to study mechanisms and processes that support normal
brain function in humans and help us understand why,
when and how they fail.

Principles
Basic Physical Principles
Brain function is expressed through electrical activity
within and between neurons. The same neuronal
generators responsible for the generation of the MEG
signal are also responsible for changes in the electrical
potential on the scalp that can also be measured non-
invasively as the ▶Electroencephalogram (EEG) by
attaching electrodes to the scalp. The well-understood
laws of electromagnetism define how electric currents
in the brain generate EEG and MEG signals.
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The determination of the EEG and MEG signal from
the knowledge of the sources, the electrical properties
of their biological environment and the configuration
of the measuring devices is known as the forward
problem. The estimation of generator strength, location
and timecourse from the EEG and MEG signal and the
knowledge of electrical properties of their biological
environment and the configuration of the measuring
devices is known as the inverse problem. The laws of
electromagnetism define what can be asked of the data
and how the forward and inverse problems should be
tackled, in particular what a priori assumptions can
be made about the generators. The basic elements of
the hardware used for the detection of the MEG
signal will first be described. The forward problem and
then the inverse problem will then be considered,
describing in each case the theoretical framework
established by the laws of electromagnetism and its
implications for useful MEG (and sometimes EEG)
applications.

Recording and Strength of MEG Signal
As will be described later the MEG signal is generated
by the collective activity of a large number of neurons.
Nevertheless, the strength of theMEGsignal is extremely
weak compared to typical terrestrial magnetic fields. The
earth’s magnetic field is about a billion times as strong,
while the usual urban environment at frequency ranges
that overlap the ones of interest in MEG is still many
orders ofmagnitude higher than the strongestMEGsignal
from a normal human brain. A pre-requisite for useful
MEG measurements is therefore the availability of
sensors that candetect theweakmagnetic fieldsgenerated
by the brain. Also required are methods that can exclude
the large ambient fields and tools that can separate out the
signal of interest from any remaining interfering signals
from the environment and other signals generated by the
body of the subject that are often considerably stronger
than the signal of interest.

The basicMEGmeasurement relies on the detection of
the electrical current in a small loop of wire, typically
about one centimeter across, induced by the change in the
magnetic field component perpendicular to the loop
surface. Measurement of the induced current deter-
mines the value of the change in the magnetic field.
Usually a set of coils is used arranged as a▶gradiometer
to emphasize nearby signals from the brain at the expense
of distant sources. The detection of the minute mag-
netic field changes outside the head generated by
electrical currents in the brain is measured by coupling
the coil or gradiometer to an extremely sensitive “super-
conducting quantum interference devices” (▶SQUID).
▶SQUIDS as the name implies rely for their exquisite
sensitivity on ▶superconductivity and together with
their sensing coils must be kept at extremely low
temperatures, just a few degrees above absolute zero.
To achieve this, sensing coils and SQUIDS are kept in a
thermos-like container, the▶dewar, which under normal
operating conditions is filled with liquid helium. In
modern systems the bottom of the dewar is shaped into a
helmet with well over one hundred, nowadays a few
hundred sensing coils evenly distributed on its inner
surface. Just a few millimeters away, on the other side of
the insulating layer, at normal room temperature a subject
can safely place his/her head inside the helmet. Each
sensing coil samples the local magnetic field and the full
set of sensing coils can be “scanned” a few thousand
times a second. Each scan delivers an independent
measurement of the instantaneous magnetic field just
outside the head.
The second requirement, separating the signal of

interest from the larger ambient background and other
interfering signals is achieved by a combination of
passive shielding, use of gradiometer design either in
hardware for the sensing coils coupled to the SQUIDS
or in software using additional reference channels.
Other signal processing techniques, e.g. Independent
Component Analysis (ICA) coupled to the use of
information from auxiliary channels like the ▶electro-
oculogram (EOG) and electrocardiogram (ECG) can
effectively eliminate biological and other artifacts.
The combination of the exquisite SQUID sensitivity
with these hardware and software methods allows
the measurement of the magnetic field generated by the
brain with little contamination.
In a modern MEG hardware typically a few hundred

sensing coils, each coupled to its own SQUID, are
housed at the bottom of the helmet-shaped dewar
distributed so that they capture evenly the magnetic
field just outside the head. The magnetic field for just
one “timeslice” can be mapped by recording the signal
from each sensor independently from, and for all
practical purposes simultaneously with, the signal of
each other sensor. In one second a few thousand such
timeslices can be recorded so that successive timeslices
provide a movie of the instantaneous change in the
magnetic field just outside the head. Since, as we will
shortly describe, the speed of propagation from the
generators to the sensors is the speed of light, the
MEG signal change corresponds to the instantaneous
change of the electrical current density in the brain
generated by neuronal activity. The peaks of the signal
generated by the brain are about two orders of
magnitude higher than the device noise level, so the
map of the magnetic field not only has exquisite time
resolution (a fraction of a millisecond) but is also a
very clean map of the topography of the magnetic
field just outside the head.

The Forward Problem
It is useful to separate the full current density into
two terms. In general we are interested in the first term,
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known as impressed currents because they describe
the active currents generated by energy-demanding
neuronal activity. The remaining currents make up the
second term; they describe the passive flow of currents
that flows as a result of the impressed currents in the
biological medium. Impressed currents of an individual
neuron cannot be directly detectable by either MEG
or EEG because they are too weak. Even under the
most favorable conditions, a detectable signal can only
be generated by the collective activity of many tens,
possibly many hundreds of neurons spread over at least
1 mm2 of cortex. At this spatial scale the appropriate
terms that best separate the full current density into
active and passive elements are referred to as primary
current density and volume current or return current
respectively. The primary current density depends on
both intracellular currents and the local extracellular
currents. The intracellular currents are closely related
to the local impressed currents. Since these ionic flows
are along axons and dendrites the net contribution from
a single neuron is a sum of vectors each pointing along
the long axis of the corresponding active dendrite
or axon. The overall primary current density generated
by intracellular currents is the vector sum of contribu-
tions from active neurons, which is therefore strongly
dependent on the overall arrangement of neurons. The
extracellular currents flow along the local conductivity
gradients is determined mainly by cell membranes.
For each focal neuronal activity, the local arrangement
of cells determines the combined effect of both
intracellular and extracellular currents and therefore
shapes the resulting primary current density. The source
space is a convenient label for the region of space
where the primary current density can be non-zero, and
it includes the entire brain. Primary currents can be
thought of as the generators of the volume or return
currents, i.e., the large-scale passive electrical current
flowing in the “volume conductor,” in the brain at large
and bounded by the highly resistive skull. These large-
scale passive electrical currents do not contribute to the
magnetic field, except where they “twist” at boundaries
with sharp changes in conductivity, especially the skull.
In the special case that only concentric spherical
boundaries of changes in conductivity are present, the
magnetic field generated outside a conductor is given by
an analytical expression [1]. Furthermore, the laws of
electromagnetism and spherical symmetry define explic-
itly which generators can produce an external magnetic
field and which are magnetically silent, i.e. they do not
produce an external magnetic field no matter how strong
they are. Specifically, radial components of the current
density are magnetically ▶silent sources. The non-zero
contribution of tangential components of the current
density can be written analytically in a form that
depends on the center of the conducting sphere(s) and
it does not depend on either the conductivities of the
different compartments or the radii of the concentric
shell(s), as long as the magnetic field is computed
outside the conductor (last spherical shell). Finally
the magnetic field in the radial direction depends
only on the primary currents. The skull is smooth and
nearly spherical so the convenient and relatively simple
spherical model can provide an excellent estimate for
the second term, except around openings like the eye
sockets or parts of the skull that deviate substantially
from the spherical model.

In contrast to the MEG forward problem the EEG
forward problem poses real difficulties in practice.
The computation of EEG signal is more complicated
because it depends closely on details of the conductivity
profile. The differences in the forward problem for
MEG and EEG signals have two main consequences.
First, the relationship between neuronal activity is
easier to model for MEG. On the one hand the skull is
transparent to magnetic fields and highly resistive to
electrical currents (that must cross it to produce the
scalp EEG) and on the other the effect of the conducting
medium can be approximated by simple models for
accurate computations of the magnetic field but have to
be described in detail for the computation of the surface
potential. Second, the EEG is influenced strongly by
both radial and tangential electric currents while MEG
is only sensitive to tangential sources.

The laws of electromagnetism endow both EEG
and MEG signals with a direct relationship with the
neuronal sources. Specifically, the electric andmagnetic
fields propagate from the (neuronal source) generator
site with the speed of light. Since the sensors are just
some centimeters away, for all practical purposes the
effect is immediate: a change in the source electrical
activity in the brain produces an immediate change
in the MEG and EEG signal. This is in sharp contrast
with other neuroimaging methods like ▶positron
emission tomography (PET) and ▶functional magnetic
resonance imaging (fMRI) that rely on changes in
blood flow or content (e.g. radioactive labeling or
oxygenation) and therefore produce indirect correlates
of neuronal activity with delays that are at best a good
fraction of a second in the case of fMRI and minutes in
the case of PET.

Finally, the forward problem is linear as a direct
consequence of the linearity of the laws of electromag-
netism. In other words the electric and magnetic field
generated by any combination of instantaneous current
elements is simply the sum of individual contributions
from each element. In the case of continuous primary
current density, the instantaneous electric and magnetic
field can be computed by integrating the contributions
from each small volume element in the source space. In
the case of a spherical model the source space for MEG
includes only regions where neurons and possibly white
matter exists, any intervening regions and boundaries
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are not part of the source space as long as they do not
generate primary currents.

Inverse Problem
In contrast to the forward problem, the inverse problem
has no unique solution, a mathematical fact that was
already demonstrated over 150 years ago [2]. Simply
stated, it is impossible to reconstruct uniquely the
electrical current density inside the head from MEG
and/or EEGmeasurements. Even if we knew exactly the
electrical potential on the surface of the head and the
magnetic field everywhere outside the head we would
still be unable to determine the currents inside the head.
In practice, non-uniqueness is much less of a problem
than would appear from the dry mathematical state-
ments. By definition silent sources cannot be recovered
and noise and sparse sensor coverage further limit what
can be reliably extracted about the non-silent part of
the current density vector. Nevertheless what is often
required of the data is to provide reliable estimates
about which areas of the brain were preferentially
activated by some stimuli or tasks and when. This
limited objective is often satisfied with estimates of
the timecourse of the non-silent part of the source
configuration. The key question in practice is how
accurately and reliably one can recover the non-silent
part of the primary current density.

A unique solution of the biomagnetic inverse
problem can be obtained by introducing constraints
for the form of the generators. Two types of constraints
are particularly popular [3]. The first assumes that the
generators are one or more point-like sources, or current
dipoles.▶Dipole source localization solutions are often
interpreted as representatives for their neighborhood
and are referred to as equivalent current dipoles (ECD).
The second family of popular source localization meth-
ods assumes that the continuous current density can be
written as a linear sum of (weighted) functions, each
defining the sensitivity profile, or lead fields, of the
sensors. These methods, known as ▶minimum norm
or weighted minimum norm solutions, are popular
because they lead to a linear system of equations which
allows standard pseudoinverse techniques to define
the inverse operator that can then be applied directly to
the data. Theoretical scrutiny of the mathematical
foundation of the inverse problem shows that neither
current dipoles nor linear solutions are adequate.
Minimum norm is not appropriate for tomographic
localization for a rather subtle reason; although the
forward problem is linear the optimal algorithm for
tackling the inverse problem cannot be linear [4]. The
laws of electromagnetism provide no justification for
expressing the full primary current density vector as a
weighted sum of lead fields, only the direction of the
primary current density can be so represented and this
leads inevitably to a non-linear relationship between the
measurements and the distribution of generators. This
conclusion was reached first on the basis of simulation
studies leading to the standard form of▶magnetic field
tomography (MFT) [5]. In the last 10 years accurate
MFT reconstructions have been demonstrated with
many applications and extended to single timeslices of
▶single trial data [6,7].

Neural Mechanisms
A detectable MEG signal requires concerted action
from many neurons numbering at a minimum many
tens probably many hundreds. These neurons must
be arranged in a similar way in space and they must be
activated in near synchrony. The very presence of a
good size MEG and EEG signal is evidence for dual
organization of neurons: a spatial organization in the
way they are grouped together in space and large scale
synchrony in the way their activity is organized in time.
It is generally believed that relatively slow changes
in electrical activity associated with ▶post-synaptic
potentials (PSP) at the ▶apical dendrites of large
▶pyramidal neurons are the main contributors to the
MEG signal. Large pyramidal neurons are prime can-
didate generators of MEG signals because their
elongated shape is ideal for producing strong primary
currents. Furthermore they are arranged in parallel in
the cortex so the net impressed current from nearby
large pyramidal neurons will tend to sum up construc-
tively. It is very likely that a large part of the MEG
signal is indeed due to slow PSPs in the apical dendrites
of pyramidal neurons, especially at frequencies well
below 100 Hz. For this standard mechanism, typical
estimates require about a million synapses to be
simultaneously active to produce a measurable MEG
signal [3]. MEG activity at frequencies well above 100
Hz is likely to be produced by synchronous ▶action
potentials [7].

Advantages and Disadvantages
Advantages
MEG is a completely non-invasive method. With
appropriate analysis methods it can provide simulta-
neously accurate localization of different brain regions
and exceptional temporal resolution. The MEG signal
depends weakly on the conductivity changes in the
brain and simple models can provide accurate estimates
of the magnetic field generated by a source in the brain.
The insensitivity to radial sources adds to the dis-
criminability of MEG, especially for sources in sulci.

Disadvantages
The need for shielding and use of liquid helium makes
MEG an expensive technology both in terms of the cost
of hardware and the operating costs. Another disadvan-
tage of MEG is the need for the subject to stay
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motionless while data are collected. MEG is insensitiv-
ity to radial currents so generators close to the center of
the head (e.g. ▶thalamus) and at the crest of gyri
are close to silent sources. The patterns of activity
identified with MEG are not very meaningful on their
own because they lack anatomical context. The back-
ground anatomy must be provided by other methods,
usually ▶MRI and the process of combining the
background anatomy and the functional informa-
tion requires considerable effort to ensure accurate
coregistration between the two modalities for each
subject and experiment.

▶Magnetoencephalography
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Magnetonavigation
▶Magnetic and Electric Senses

Magnetopause
Definition
The outer boundary of the magnetosphere, which is
teardrop shaped and highly variable in altitude, because
of variations in solar wind speed. Roughly 10 RE (Earth
radii) on the dayside, �1000 RE on the night side.

▶Geomagnetic Field
Magnetoperception
▶Magnetic and Electric Senses
Magnetoreception
Definition
The ability to detect magnetic fields.

▶Magnetic Map
▶Magnetic and Electric Senses
Magnetosensitivity
▶Magnetic and Electric Senses
Magnetosphere
Definition
The uppermost part of the atmosphere, which is fully
ionized and where all charges are controlled by the
geomagnetic field.

▶Geomagnetic Field
Magnetotactic Bacteria
▶Magnetic Bacteria
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Magnetotaxis
Definition
Unidirectional motility along magnetic lines of force.

▶Magnetic Bacteria
▶Magnetic and Electric Senses

Magnification Factor
Definition
The cortical magnification factor describes how much
cortical area is related to a certain area on the receptor
sheet. The magnification factor depends on the receptor
density of the corresponding body surface, which is also
related to the behavioural relevance of the respective
sensory inputs and on the divergence of the afferent
projections arising from the subcortical relay structures
(spinal cord, brain stem, thalamus).

▶Somatosensory Reorganization

Magnitude (Amplitude) Spectrum
in Acoustics
Definition
A description of the relationship between magnitude
(pressure or sound intensity) and frequency of the
sinusoidal components of a complex sound wave.

▶Acoustics

Magnocellular Cells
Definition
Large cells located in two layers of the lateral geniculate
nucleus (LGN) of primates that have been proposed to
be part of a pathway (the M pathway) from the retina to
visual cortex concerned with visual motion.

▶Geniculo-striate Pathway
▶Lateral Geniculate Nucleus (LGN) – Magnocellular
Neuron
▶Retinal Ganglion Cells
▶Visual Motion Processing
▶Evolution of the Visual System: Mammals – Color
Vision and the Function of Parallel Visual Pathways in
Primates
Magnocellular Division of the Ventral
Lateral Geniculate Nucleus (Cat)
▶Intergeniculate Leaflet
Magnocellular Pathway
Definition
The magnocellular visual pathway takes its input from
retinal ganglion cells with large cell bodies. The pathway
proceeds through layers 1 and 2 of the lateral geniculate
nucleus (LGN) to layer 4cα of primary visual cortex.

▶Geniculo-striate Pathway
▶Lateral Geniculate Nucleus (LGN) – Magnocellular
Neuron
▶Retinal Ganglion Cells
▶Striate Cortex Functions
▶Visual Motion Processing
Main Olfactory Bulb
Definition
▶Olfactory Bulb
Main Olfactory System
Definition
Specialized in the detection of odorants. Signals
generated by olfactory sensory neurons in the olfactory
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epithelium are transmitted to the main olfactory bulb,
and then relayed through the primary olfactory cortex to
higher cortical areas involved in conscious perception
as well as limbic areas that control basic drives and
emotions.

▶Odor
Maintenance of Wakefulness Test
Definition
Standardized test of the ability of subjects to stay awake
while in a sleep-conducive environment, e.g. a
darkened room.

▶Sleep-Wake Cycle
Major Depression

M

Definition
A psychiatric diagnosis indicating a state of depressed
mood diagnosed according to DSM IV criteria.

▶Major Depressive Disorder
Major Depressive Disorder
HEINZ BOEKE

University Hospital of Psychiatry Zurich, Hospital for
Affective Disorders and General Psychiatry Zurich
East, Zurich, Switzerland

Synonyms
Major depression; Endogenous depression; Unipolar
depression; Melancholia

Definition
Major depression is the most severe category of depres-
sion and is marked by a combination of symptoms
that occur together and last for at least two weeks
without significant improvement.
Symptoms from at least five of the following cate-
gories must be present for a major depression, although
even a few of the symptom clusters are indicators of a
depression, but perhaps not a major depression:

. Persistent depressed, sad, anxious, or empty mood

. Feeling worthless, helpless, or experiencing exces-
sive or inappropriate guilt

. Hopeless about the future, excessive pessimistic
feelings

. Loss of interest and pleasure in usual activities

. Decreased energy and chronic fatigue

. Loss of memory, difficulty making decisions or
concentrating

. Irritability or restlessness or agitation

. Sleep disturbances, either difficulty sleeping, or
sleeping too much

. Loss of appetite and interest in food, or overeating,
with weight gain

. Recurring thoughts of death, or suicidal thoughts or
actions

Characteristics
History/Background
Descriptions of what is today known as depression or
mood disorders appear in many ancient documents.
About 400 BC Hippocrates used the terms mania and
melancholia to describe mental disturbances. Around
30 AD, in his work “De re medicina” the Roman
physician Celsus described melancholia (from the
Greek “melan” meaning “black” and “chole” meaning
“bile”) as a depression caused by black bile.

In 1899, the German psychiatrist Emil Kraepelin,
building on the ideas and theories of earlier French
and German psychiatrists, described manic-depressive
psychosis; according to Kraepelin, a dementing or dete-
riorating course in manic-depressive psychosis differ-
entiated it from dementia praecox (as schizophrenia was
then called). Kraepelin also described a depression that
later came to be known as involutional melancholia as
a form of depression beginning in late adulthood.

Epidemiological studies have shown that depressive
disorders are more common and have a less favorable
course than previously assumed. Concepts of diagno-
sis have also changed over time. The entity of endo-
genous depression, part of Kraepelin’s systematic,
triadic nosology (1913), was abandoned in favor of
depressive episodes, as defined in ICD-10 (WHO
1992), and major depression as defined in DSM-IV
(APA 1994). These became the new major diagnostic
categories for depressive disorders. The heterogeneity
of the depressive syndrome has resulted in a continuous
demand for new attempts at classification. When the
current DSM-IVand ICD-10 systems for the classifica-
tion of depressive disorders are considered from the
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controversial historical perspective, it becomes clear
that the distinction between unipolar and bipolar
disorders has prevailed and that classification on the
sub-syndrome level has been taken up again, albeit in a
somewhat modified form. The main change occurring
in the transition from ICD-9 to ICD-10 was the
abandonment of the distinction between endogenous
and neurotic forms of depression: this distinction was
considered to be too etiologically oriented, and could
not be adequately validated on an empirical basis.

Diagnostic Considerations
There is no general agreement about the best method
of classifying depressive disorders. Three broad app-
roaches have been made: first to base classification on
etiology, second on symptoms and third on the course
of the disorder.

Both ICD-10 and DSM-IV classify depressive epi-
sodes on the basis of severity and whether or not
▶psychotic features are present. It is also possible
to specify whether a depressive episode has ▶melan-
cholic (DSM-IV) or ▶somatic (ICD-10) ▶features. In
DSM-IV, an episode of major depression with the
appropriate clinical symptomatology can be specified
as▶atypical depression. In ICD-10 atypical depression
is classified separately under “other depressive epi-
sodes.” Both ICD-10 and DSM-IV allow the diagnosis
of ▶recurrent brief depression. Nowadays it is argued
that the phenomenologically-based concept of “major
depression” has led to sterility in depression research
and clinical practice, and that there is a need for a
paradigm shift in modeling and classifying the
depressive disorders [1].

Epidemiology
Major depressive disorder is a common disorder, with a
lifetime prevalence of about 15% and perhaps as high as
25% for women. The incidence of major depressive
disorder is 10% in primary care patients and 15%
in medical inpatients.

An almost universal observation, independent of
country or culture, is that major depressive disorder is
twice as prevalent in women than in men. Possible
reasons for this are hormonal differences, the effects
of childbirth, different psychosocial stressors for
women than for men and behavioral models of learned
helplessness.

The gender differences have been found in commu-
nity samples and can thus not be accounted for by the
fact that women are more likely to seek help than men.
Race, education, income and marital status do not
influence prevalence rates for major depressive disor-
der. Recent epidemiological data clearly indicate that
the age of onset of major depressive disorder has
decreased in recent years (the “birth cohort” effect) in
many Western cultures [2].
The lifetime psychiatric co-morbidity rate for major
depressive disorder can be as high as 43% [3], i.e., up to
43% of patients with major depressive disorder have a
history of one or more non-mood psychiatric disorders.
The one-month point prevalence for concurrent in
contrast to lifetime psychiatric co-morbidity is 8%.
There is strong empirical evidence suggesting that

psychosocial events or stressors may play a significant
role in precipitating the first or second episode of major
depressive disorder, but this becomes less important for
the onset of subsequent episodes [4]. This means that for
the recurrent forms of major depressive disorder, new
episodes are less likely to involve a specific precipitant as
the disorder becomes more firmly established.

Course and Outcome
Periods of significantly increased risk for the onset of
the illness include late adolescence and early adulthood,
with a progressively increasing incidence up to the age
of 45. The age of 30 is usually considered the typical
age of onset, although more recent investigations have
implied that the average age of onset is considerably
earlier [5]. Contrary to the traditional clinical concep-
tion that the highest rates for depression are found in
older persons, more recent studies have found the
highest rates in younger age-groups [6]. More and more
young patients are developing depression at an in-
creasingly earlier age. It seems likely that the increased
risk of depression in younger people is environmentally
mediated, but the factors involved are unknown [7].
Major depression is 2.5 times more common in

separated people living alone [5].
People who have been unemployed for at least

6 months of the 5 years preceding diagnosis are three
times more likely to develop an episode of major
depression.
Critical life events with respect to inter-personal

relationships, particularly the death of a close friend of
relative, and physical illness combined with poor social
resources (e.g., inadequate social support) and personal
resources (e.g., dysfunctional coping behavior) are
found primarily in depressive cases [8]. An earlier
onset of illness, a slower rather than an acute onset, the
presence of dysthymia, the presence of chronic physical
illness and above all the presence of a chronic anxiety
disorder all significantly increase the risk of chronic
depression.
The duration of the episodes varies, but several

prospective studies have shown that affective disorders
remit completely much more often than anxiety
disorders (ratio: 32–46%).
The remission rate (defined as five years without

relapse) is 42% for unipolar depressive illnesses.
For those who experience a first depressive episode,

the risk of recurrence is 80–90%. About 50% of patients
with major depressive disorder become chronic cases:



Major Depressive Disorder 2233

M

more than 20–30% do not respond to antidepressant
medication, with up to 60% of primary care patients
remaining depressed after 12 months and 20% of clinic
patients remaining depressed for over two years despite
pharmacological treatment. Further, one third of those
initially responding to medication relapse within one
year, with up to 75% relapsing within five years.
Chronic depression leads to psychosocial deficits,
which place a tremendous burden on both patients
and society. It is not only associated with various
somatic illnesses, but also entails massive economic
costs. According to the WHO, it is predicted that
depression will become the major burden on mental
health services by the year 2020.

The risk of suicide has been estimated at 15% and is
thus considerably higher than in the normal population.
Co-morbid depressive episodes last significantly longer
than non-co-morbid depression and have a considerably
higher rate of relapse.

Etiology
Genetic Causes
Most family studies have shown that parents, siblings
and children of severely depressed patients have a
morbid risk of about 20% for mood disorders, as
compared with about 7% for the relatives of controls.
The concordance rates for manic depressive disorder
were 69% for monozygotic twins reared together, 67%
for monozygotic twins reared apart, and 13% for
dizygotic twins.

Neurodevelopment Factors
It has been proposed that stress-induced changes in the
hippocampus may be central to the development of
depression in genetically vulnerable individuals. New
evidence implicates the pre-frontal cortex (PFC) in
addition to the hippocampus as a site of neuropathology
in depression. The PFC may be involved in stress-
mediated neurotoxicity as stress alters PFC functions
and glucocorticoid receptors, the PFC is directly inter-
connected with the hippocampus, and metabolic
alterations can be seen in the PFC in depressed patients.
Post-mortem studies in major depression provide
preliminary evidence for specific neuronal and gliohis-
topathology in mood disorders. Three patterns of
morphometric cellular changes are noted: cell loss
(subgenual PFC), cell atrophy (dorsolateral PFC and
orbitofrontal cortex) and increased numbers of cells
(hypothalamus, dorsal raphe nucleus, cf. [9]).

Neurotrophic Factors
Several neurotrophic factors (such as nerve growth
factor, NGF, brain-derived neurotrophic factor, BDNF,
and glio-derived neurotrophic factor, GDNP), as well
as cytokines and insulin-like growth factor-1 (IGF-1)
increase cell survival. The cAMP response element-
binding protein (CREB) is a critical integrator of
neuroplasticity that is responsive in a brain region-
specific manner to a variety of environmental and
pharmacological stimuli, including widely prescribed
antidepressant medications. CREB is an ubiquitous key-
element of intracellular signal transduction cascades that
may contribute to symptoms of depression. The increase
in CREB-phosphorylation might be a molecular state
marker for the response to antidepressant treatment.

There is emerging evidence – primarily from post-
mortem studies – supporting the role of abnormalities in
neurotrophic signaling pathways in depression. Recent
studies suggest that stress-induced atrophy and loss of
hippocampal neurons may contribute to the pathophys-
iology of depression. At the cellular level, evidence has
emerged indicating neuronal atrophy and cell loss in
response to stress and in depression. At the molecular
level, it has been suggested that these cellular
deficiencies, mostly detected in the hippocampus, result
from decreased expression of BDNF associated with
elevation of glucocorticoids.

Serotonergic Markers
Imipramine binding to blood platelets is generally
decreased in depression, as indicated by decreased
maximal binding capacity. Similarly, 5-HT-uptake in
blood platelets is decreased. These findings correspond
to a decreased maximal binding capacity of imipramine
to brain tissue. Imipramine binding to platelets is a
robust biological marker for depression.

5-HT-Receptors
Due to the efficacy of serotonergically acting drugs
in major depression, some 5-HT-receptors have been
extensively studied in major depression. Almost all the
studies point to a decreased or unchanged expression
of the 5-HT-1A-receptor. A trend towards decreased
5-HT-1A-receptor expression appears to be a robust
finding in major depression.

Biochemical Markers
Several studies have investigated lipids as biological
markers for depression. Hypocholesterolemia has been
associated with depression, suicide and affective dis-
orders. Low or lowered cholesterol may be associated
with increases of suicides and accidents. Cholesterol
levels have been identified as a blood marker for
depression and anxiety in a normal population in a
primary care setting. A hypertriglyceridemia-driven
metabolite cause of depression has also been demon-
strated in controlled clinical trials, showing that trigylcer-
ide lowering alleviates the symptoms of depression.
Recent evidence has suggested an important role for
lipids in the etiology and treatment of depression. There is
empirical evidence for the hypothesis that unipolar
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depressionmay be associatedwith abnormalities in lipid-
associated signaling systems.

Vitamins: Folic Acid
Several cross-sectional studies have focused on the low
blood folate levels in depression patients. In a large
Finnish study, depressed patients in the general
population with energy-adjusted folate intake below
the median had a higher risk of being given the
discharge diagnosis of depression during the follow-up
period than those with a folate intake above the median.
A low dietary intake of folate may be a risk factor for
severe depression.

Vitamins B6 and B12
A group of Danish investigators have suggested that a
low level of vitamin B6 is associated with symptoms of
depression. A low plasma level of the vitamin B6

derivate, puridoxal phosphate (POP), was significantly
associatedwith the depression score.Higher vitaminB12

levelswere significantly associatedwith better outcome.
VitaminB12 levelmay thus be positively associatedwith
the probability of recovery from major depression.

G-proteins
Abnormal signal transduction pathways have been
implicated in the pathogenesis of major depression.
G-proteins are key elements of these pathways in the
regulation of cellular responses by transmission of
signals from receptors to effector proteins. Several
studies have reported altered levels and activities of
G-protein subunits in depressive patients.

Although it is well established that depression is a
major risk factor for the development of coronary artery
disease and that cerebro-vascular disease can be a major
contributing factor for the development of depression,
the information interplay between the central nervous
system and cardio-vascular disease is still limited. In an
investigation of the G-protein beta-3-subunit C825T
polymorphism and the angiotensine-1 converting
enzyme (ACE) ID polymorphism, analysis of both
genes showed that the combined actions of ACE and
C825T genotypes accumulate in carriers of the ACE-D
allele and C825T-TT nomozygates with IC/DD-TT
carriers showing a more than fivefold increase in risk
for major depression. Thus, the study reports that the
same allelic combination of two genes that have been
shown to increase the risk for myocardial infarction
increase the vulnerability for depressive disorder. This
finding strengthens the evidence for the involvement of
G-protein-couple signal transduction in the pathogene-
sis of affective disorders.

Hypothalamic Pituitary–Adrenal Axis
The HPA axis stimulating properties of higher ACE
and consecutively higher angiotensine and lower
substance peak concentrations may be crucial factors
for the HPA system hyperactivity during major depres-
sive episodes.
The corticotropin-releasing hormone binding protein

gene is likely to be involved in the genetic vulnerability
for major depression.
Neural Imaging Markers
Positron emission tomography (PET) imaging studies
have revealed multiple abnormalities in regional cerebral
blood flow (CBF) and glucose metabolism in limbic
structures and the prefrontal cortex (PFC) in mood
disorders. In unmedicated subjects with major depres-
sion, regional CBF and metabolism are consistently
increased in the amygdala, orbital cortex and medial
thalamus, and decreased in the dorsomedial/dorsal
anterolateral PFC and anterior cingulate cortex ventral
to the genu of the corpus callosum (subgenual PFC),
comparedwithhealthy controls [10].These abnormalities
implicate limbic-thalamic-cortical and limbic-cortico-
striato-pallidal-thalamic circuits involving the amygdala,
orbital and medial PFC, and anatomically related parts of
the striatum and thalamus in the pathophysiology of
major depression. These circuits have also been im-
plicated more generally in emotional behavior by the
results of electrophysiological, lesion analysis and brain-
mapping studies in humans and experimental animals.
Structural imaging studies have demonstrated reduced
greymatter volumes in areas of the orbital and medial
PFC, ventral striatumand hippocampus, and enlargement
of the third ventricle. It is not known whether these
deficits constitute developmental abnormalities that
may confer vulnerability to abnormal mood episodes,
compensatory changes to other pathogenic processes, or
the sequelae of recurrent affective episodes per se [9].
Taken together with other pre-clinical data regarding
these structures’ specific roles in emotional processing,
the neuro-imaging and neuropathological abnormalities
in major depression suggest that the illness is associated
with the activation of regions that putatively mediate
emotional and stress responses, whereas areas that
appear to inhibit emotional expression (such as posterior
orbital cortex) contain histological abnormalities that
may interfere with the modulation of emotional
or stress responses.
Cognitive Deficits in Major Depression
There is growing evidence that several cognitive
domains are significantly impaired in patients with major
depression, including attention, memory and executive
functioning. Patients with major depression manifest
significant impairment in their ability to maintain
attention in tasks requiring strenuous mental operations,
i.e., tasks requiring selective and sustained attention or
implying a large resource-allocation capacity.
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Patients with major depression also have widespread
executive dysfunction, including working memory, set-
shifting and inhibition processes, even during the
euthymic state.

It has been suggested that cognitive deficits in major
depression may depend on age, severity of illness and
psychotic or melancholic features. Cognitive deficits
in depression may be associated with both trait and state
factors and raise questions regarding the long-term
cognitive functioning in patients with major depression.
These deficits may be explained by structural or func-
tional changes associated with the severity of illness,
ageing effects or a possible cumulative pathologic
effect of depression on brain structure and function
across recurrent episodes of illness [9].

In summary, none of the biological and neuropsy-
chological markers (see Fig. 1) have been shown to
be sufficiently specific to allow inclusion in diagnostic
manuals of major depression.

Sleep Abnormalities
Problems sleeping – initial and terminal insomnia,
multiple awakenings, hypersomnia – are common and
classic symptoms of depression. The sleep electroence-
phalograms (EEGs) of many depressed persons show
Major Depressive Disorder. Figure 1 Biological markers
abnormalities. Common abnormalities are delayed sleep
onset, shortened rapid eyemovement (REM) latency (the
time between falling asleep and the first REM period), a
longer first REM period and abnormal delta sleep.

Circadian Rhythms
The abnormalities in sleep architecture in depression
and the transient clinical improvement associated with
sleep deprivation have led to theories that depression
reflects the abnormal regulation of circadian rhythms.
Experimental studies with animals indicate that many of
the standard antidepressant treatments are effective in
changing the setting of internal biological clocks
(endogenous zeitgebers).

Psychosocial Factors
Life Events and Environmental Stress
Stressful life events precede more often first rather than
subsequent episodes of major depression. According to
Post [4], the stress accompanying the first episode
results in long-lasting changes in the brain’s biology.
These long-lasting changes may alter the functional
states of various neurotransmitter and intra-neuronal
signaling systems, and may even include the loss
of neurons and an excessive reduction in synaptic
of depression.

M
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contacts. This greatly increases the risk of subsequent
episodes of a mood disorder, even without an external
stressor.

The most compelling data indicate that the life
event most often associated with the development of
depression is losing a parent before the age of 11. The
environmental stressor most often associated with the
onset of an episode of depression is the loss of a spouse.
Another risk factor is unemployment: persons out
of work are three times more likely to report symptoms
of an episode of major depression than those working.
Personality Factors
All humans, regardless of their personality pattern,
can and do become depressed under appropriate cir-
cumstances. Persons with certain personality disorders –
obsessive-compulsive, histrionic and borderline – may
be at greater risk for depression than persons with
antisocial or paranoid personality disorder. The latter
can use projection and other externalizing defense
mechanisms to protect themselves from their inner rage.
Patients with dysthymic and cyclothymic disorder are
at risk of developing major depression or bipolar
I disorder later.

Stressors experienced by the patient as reflecting
more negatively on his/her self-esteem are more likely
to result in depression.What may seem to be a relatively
mild stressor to outsiders may be devastating for the
patient because of particular idiosyncratic meanings
attached to the event.
Pharmacotherapy
Since the introduction of the first tricyclic antidepressant,
imipramine, in 1957, many new types of antidepressants
have been developed. The classes of substances currently
available differ little in their antidepressant effect; there
is no convincing evidence that one particular class
of antidepressant is more effective or has a more rapid
onset of effect than the others. The newer antidepressants
of the 1980s and 1990s generally have less serious side
effects than the “classic” substance groups of the tricyclic
agents and the irreversible monoamine oxydase (MAO)
inhibitors. Approximately 30–40% of both in- and out-
patients fail to respond adequately to an initial 4–6 week
treatment with an antidepressant. As many as 10–15% of
patients fail to improve sufficiently, even after several
different treatment attempts. 12–15% of depressive
patients are not yet asymptomatic two years after onset
of the illness. The lack of success of antidepressant
therapy is often due not to the illness itself, but to sub-
optimal treatment. If resistance to therapy remains
intractable despite attempts at treatment optimization,
the use of augmentative or combination therapy should
be considered. Among augmentative therapies, the
addition of lithium to traditional antidepressants, has
been found useful. Combination therapy with various
antidepressants has been tried with varying success, as
has so-called pindolol augmentation, a combination of
the beta-blocker pindolol with a serotonin-reuptake
inhibitor (SSRI). The combination of a neuroleptic with
an antidepressant has proven useful in the treatment of
depression with psychotic features.

Psychotherapy
The majority of patients with an episode of major
depressive disorder respond to the first or second
attempted treatment. In patients with mild or moderately
severe episodes, treatment with antidepressant drugs and
brief psychotherapies are adequate and equally effective.
In those with severe episodes, antidepressant medication
alone or a combination of medication and psychotherapy
is recommended. The treatment of chronic depression
and in particular of patients failing to respond to adequate
drug treatment (approximately20%) ismoreproblematic.
In addition, these patients have marked impairment
in psychosocial functioning, incomplete remission even
after two years and very high rates of use of healthcare
resources. Furthermore, even if there is a partial
remission, there remains a high risk of relapse (up to
80%).
Many studies indicate that a combination of psycho-

therapy (cognitive behavioral psychotherapy, psychody-
namic psychotherapy, interpersonal psychotherapy) and
pharmacotherapy is the most effective treatment for
major depressive disorder. Some data suggest another
view: either pharmacotherapy or psychotherapy alone
is effective, at least in patients with mild major depres-
sive episodes.
Three types of short-term psychotherapy (cognitive

therapy, interpersonal therapy and psychodynamic
psychotherapy) have been studied to determine their
efficacy in the treatment of major depressive disorder.
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Synonyms
Human leukocyte antigens (HLA – human); H-2
(mouse)

Definition
A locus of highly polymorphic genes found on the short
arm of human chromosome 6 andmouse chromosome 17
that encode proteins involved in the adaptive immune
response (see Fig. 1), and certain aspects of brain function.

Characteristics
MHC Proteins
Genes in the MHC encode for proteins involved in
the adaptive immune response. MHC proteins fall into
two classes: I or II. Class I molecules (MHCI) consist
of an MHC-encoded α heavy chain, and a smaller,
non-MHC-encoded β chain (β2microglobulin). Class II
molecules (MHCII) are comprised of two MHC-
encoded, non-covalently associated polypeptide chains,
α and β (Fig. 1b). Both classes of MHC bind pro-
teosomally degraded peptides (MHC peptides) in a
binding cleft that is presented on the surface of the
presenting cell. The entire MHC-peptide complex is
then recognized by T cells as “self ” or “non-self.” The
complex is considered “self ” if the boundMHC peptide
is a degraded product of an endogenous protein. If,
however, the bound MHC peptide originated from
an exogenous source, such as protein from bacteria,
viruses, or from cells in a tissue graft, then the complex
is recognized as “non-self” and the cell presenting
the MHC complex is marked for destruction. MHCI
molecules have been shown to be present on virtually
all nucleated cells, whereas MHCII molecules
expression is typically limited to a small subset of
immune response cells such as B lymphocytes and
macrophages [1].

MHC Polymorphism
The unique collection of MHC alleles possessed
by a given individual is known as the MHC haplotype
(Fig. 1a). The MHC displays a high degree of poly-
morphism; alleles differ greatly from individual to
individual within a species. The high degree of allelic
variation in MHC is thought to be crucial to defeat
attempts by foreign organisms to avoid detection by the
immune system. In fact, all of the polymorphic residues
found in encoded MHC proteins line the interior of
the peptide binding cleft and directly interact with
the anchor amino acid residues in the bound peptide
(Fig. 1c) [1].

Detection of MHC Haplotype by Smell
Mice and – to some extent – humans are able to detect
differences in MHC haplotype between individuals [2].
In mice the detection of MHC identity by smell has been
postulated to play a key role in social interactions
involving individual recognition, such as mate selection
and offspring recognition [3–5]. Indeed, mating prefer-
ences dependent onMHC type differences in seminatural
populations of mice have been shown to be sufficient to
account for much of the MHC genetic diversity [4].

Mice are able to discriminate among individuals with
different MHC haplotypes through detection of differ-
ences in urine volatiles (these urine volatiles are often
termed “odortypes”). The different odortypes elicit
distinct maps of activity in the glomerular layer of the
olfactory bulb that allow the mice to discriminate
between MHC haplotypes [2–3]. In addition to volatiles,
released MHC peptides can themselves also be detected
by the main and accessory olfactory systems and appear
to be involved in detection of MHC haplotype [2].
Intriguingly, MHCI molecules are expressed in the
vomeronasal organ ofmice and appear to directly interact
with chemical receptors classically associated with the
detection of pheromones [6].

MHCI and Neuronal Plasticity
The unexpected discovery of activity-dependent MHCI
expression in the developing visual system disproved
the long held tenet that neurons in an uninjured brain
were immune-privileged [7]. Subsequently, other well
characterized members of the adaptive immune res-
ponse have been shown to be expressed throughout



Major Histocompatibility Complex. Figure 1 The major histocompatibility complex (MHC) is a multigene cluster
found on chromosome 17 in mice. (a) Schematic representation of mouse chromosome 17 including the location
and composition of the MHC gene cluster (also named the H-2 region in mice). The banding pattern of the
chromosome is shown on the far left. To the right of the chromosomal representation is a partial list of MHC genes.
Loci for Class I (blue and green) and Class II genes (pink) are clustered in the MHC located in the 17 B1 band
between 18.41 and 20.43 cm. Each gene (locus) is identified by the prefix “H-2” followed by a capital letter (e.g. H-2K).
Different alleles for each of these loci are denoted by a lower case superscript (e.g. H-2Kb). Listed in the two dark blue
panels to the right of the H-2K locus are a selection of H-2K alleles. Haplotypes inset. Examples of three MHCI
allele sets for three different mouse haplotypes: H-2d, H-2b, and H-2bm1. (b) Renditions of an MHC class I (MHCI)
and a class II (MHCII) transmembrane molecule. In MHCI, two homologous segments (α1 and α2) form the
peptide-binding region, which consists of two parallel strands of α-helix supported by an eight-stranded β-pleated
sheet. The non-MHCencoded β2-microglobulin (β2-m) chain is required for proper presentation of themolecule on the
cell surface. In MHCII, the peptide binding region is formed by the interaction between the α1and β1 subdomains of the
two non-covalently associated MHC-encoded polypeptide chains. Polymorphic variation for a particular MHC locus
is restricted almost entirely to amino-terminal domains that line the base of the binding cleft or are directed inward from
the walls of the α-helices (indicated by blue shading) [1]. Contained within the binding site is an MHC peptide (red).
(c) Example of the specificity of an MHC peptide to a particular MHC polymorph. “d”-peptide: a hypothetical MHC
peptide that, due to its anchor amino acid residues, can only bind a hypothetical MHCI molecule encoded by a “d,” but
not a “b” allele. This specificity illustrates howMHCpeptides, based solely on the configuration of their anchor residues
and regardless of their primary amino acid sequence, can provide information on MHC haplotype.
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the central nervous system during development and
into adulthood. These molecules include the MHCI
subunit, β2-microglobulin; the peptide loading enzyme
transporter associated with antigen presentation (TAP);
critical subunits of the T cell receptor, such as TCRβ or
CD3ζ; and the Paired-immunoglobulin–like receptor,
another MHCI receptor [7–8].

While the components of adaptive immunity are
expressed in neuronal cells, the collective function
of these molecules appears to have changed. Loss
of MHCI or CD3ζ disrupts the activity-dependent
structural reorganization of axons in the lateral genicu-
late nucleus and the hippocampus [7]. After lesion of
the sciatic nerve, fewer neurons are able to regenerate
axons in a deficient MHC background [9]. An in vitro
examination of cultured hippocampal neurons revealed
that MHCI sublocalizes to the soma and dendrites.
Moreover, cultured neurons deficient in MHCI had
changes indicative of a defect in homeostatic synaptic
plasticity. Thus, MHCI molecules appear to function as
components of a mechanism that regulates synaptic
morphology and physiological function [10].
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Major Tranquilizer
▶Antipsychotic Durgs

Male Hypogonadism
M

Definition
A clinical syndrome due to reduced levels of testoster-
one. Clinical hallmarks include absence or regression of
secondary sex characteristics, reduced fertility (oligos-
permia, azoospermia), anemia, muscle wasting, re-
duced bone mass (and bone mineral density), and/or
abdominal adiposity. This syndrome has a multifactorial
etiology that includes genetic conditions, anatomic
abnormalities, infection, tumor, and injury.

Malignant Hyperthermia (MH)
Definition
A pharmacogenetic disease of skeletal muscle with
autosomal dominant inheritance that is manifested in
humans as an acute hyperthermic reaction, arising from
uncontrolled skeletal muscle Ca2+ release and contrac-
tion, and usually triggered by potent inhalational
anesthetics.

▶Excitation-Contraction Coupling

Mammalian Respiratory Rhythm
Generators
▶Respiratory Network Analysis, Isolated Respiratory
Center Functions
Mammillary Body
Synonyms
Corpus mamillare

Definition
The mammillary nuclei are located in the medial zone of
the hypothalamus. Major afferents arrive via the fornix of
hippocampus, while efferents pass largely via the
mammillothalamic fasciculus, Vicq d’Azyr bundle to
the anterior thalamic nucleus or via the dorsal longitudinal
fasciculus (Schütz) to the visceral centers in the brainstem
and spinal cord. Component of the Papez neuronal circuit.
Involved in affective actions and learned processes.

Damage to the mammillary body, e.g. in the case of
alcoholic encephalopathy, results in affective impair-
ments and marked loss of perceptivity.

▶Diencephalon
Mammillary Nuclei
Synonyms
▶Nuclei mamillares; ▶Nuclei of mammillary body

Definition
A distinction is made between the following nuclei of
the mammillary body:

. Mammillary body, medial nucleus

. Intermediate mammillary nucleus

. Mammillary body, lateral nucleus

. Posterior nucleus

The medial nuclear region is especially pronounced
in humans and connected via the thalamus with the
prefrontal cortex. Selective dysfunction of the mammil-
lary body, medial nucleus results in Korsakoff syn-
drome (amnetic syndrome with anterograde and
retrograde impaired memory, and diminished drive).

▶Diencephalon
Mania
▶Bipolar Affective Disorder



2240 Manic-depressive Illness (MDI)
Manic-depressive Illness (MDI)
▶Bipolar Affective Disorder
MAP
Definition
Microtubule-associated Protein.

▶Microtubule
Map Refinement
Definition
The process by which the initial crude topographic map
of a sensory surface to structures in the central nervous
system, is refined later in development.
MAPK
Definition
▶Mitogen Activated Protein Kinase
Mapping Study
Definition
An experimental procedure in which electrodes are
placed into the cortex of a living brain to record the
electrical activity of neurons in response to various
stimuli.

▶Evolution of Association Pallial Areas: Parietal
Association Areas in Mammals
Maps
Definition
Neurons may be arranged so that they represent the
outside world in a systematic, topographic manner.
Those arrangements are called neural maps. The most
famous maps may be the representation of the body
surface in the somatosensory cortex.
Marburg’s Variant
Definition
This is a fulminant, widespread demyelinating disease
without remissions which is fatal within 1–2 years.
Lesions in Marburg’s multiple sclerosis (MS) are more
destructive than those usually seen in MS with
widespread myelin destruction, severe axonal loss,
edema, massive macrophage infiltration and extensive
necrosis. Lesions on magnetic resonance images (MRI)
increase in size and become confluent reflecting large
areas of demyelination.

▶Multiple Sclerosis
MARCM
▶Mosaic Analysis with a Repressible Cell Marker
Masking of Sounds
Definition
This refers to the increase in the level of a “target”
sound (measured in dB) that is required to overcome
effects produced by a second sound.

▶Psychoacoustics
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Synonyms
Disguising

Definition
The attenuation (negative) or enhancement (positive)
of a measure of the circadian master clock by an
exogenous stimulus or factor.

Characteristics
Masking is a term applied to a number of phenomena
in circadian research, whereby some clock-controlled
variable of interest is obscured, but not necessarily
altered, by an exogenous factor. Masking can be super-
imposed on ▶entrained or ▶free-running rhythms, and
can be identified by the sudden change in behavioral state
that occurswith its onset or offset. Often the effectiveness
of the masking stimulus is dependent on the circadian
phase of the variable of interest. Masking can limit
the interpretation of experimental results, which has
necessitated the adoption of particular experimental
protocols in order to reveal the endogenous circadian
rhythm of the variable of interest. Two areas where
masking has had a significant impact on experimental
methodology are masking of locomotor activity by light
in rodents and the masking of the core body temperature
(CBT) rhythm by posture and sleep in humans.

Photic Masking of Locomotor Activity
Photic masking is caused by the direct enhancement or
inhibition of locomotor activity by light, and is
mediated by the visual system, as it is abolished by
orbital enucleation [1], but not by lesions of the master
circadian clock, the▶suprachiasmatic nucleus (▶SCN)
[2]. Devising means of reducing masking effects has led
to the development of special methodologies including
the use of constant darkness, constant light, and
skeleton photoperiods. In ▶diurnal species like canar-
ies, light produces positive masking, inducing or
increasing locomotor activity, while darkness inhibits
activity [3]. In ▶nocturnal species, the effect of light
is inhibitory, particularly when exposure occurs during
the active phase, while darkness results in a release
from inhibition or “unmasking” [4]. Positive masking
by light has been observed in nocturnal rodents at
very low light levels, inviting speculation that the utility
of low light levels for successful foraging, compared
to total darkness, can result in increased locomotion [1].

Interestingly, in rodents, positive and negative
masking appear to be mediated by different aspects of
the visual system. Negative masking is independent
of the image-forming visual pathway, as suppression of
locomotor activity was observed in mutant mice that
have nearly total degeneration of both rods and cones
[1]. In fact, negative masking appears to be mediated by
melanopsin-expressing ▶retinal ganglion cells, as
melanopsin knock-out mice show an impaired masking
response to light, compared to wild-type mice. Negative
masking of activity occurs in melanopsin knock-outs
during the first part of a 3 h light pulse, but activity
gradually increases to darkness levels, despite the
continued presence of light. In contrast, wild-type
animals show negative masking throughout the three
hour light pulse [5]. This suggests that melanopsin-
expressing retinal ganglion cells are necessary for the
maintenance of photic inhibition of locomotor behavior,
but not for the initiation of masking. Interestingly,
positive masking requires the classical ▶photorecep-
tors. Positive masking is intact in wild-type mice and in
melanopsin knock-out mice [5], but is absent in rodless
mice [1].

Masking of Circadian Core Body Temperature
Masking is a confounding variable in human circadian
rhythms research because of the enormous difficulty of
eliminating or even effectively modeling the effects of
exogenous variables on the circadian core body
temperature (CBT) rhythm. CBT is frequently used as
a marker of the phase and amplitude of the circadian
clock in humans because it is more readily measured
in a continuous manner than circadian rhythms of
▶melatonin or cortisol secretion, which must be
sampled frequently via plasma, saliva, or urine. CBT
is directly controlled by the SCN master clock, and
easily measured with a rectal probe, but is influenced by
a large number of exogenous variables including the
▶light/dark cycle, sleep, activity, social interaction,
posture, ambient temperature, and humidity [6]. Three
methods have been used to control masking effects in
humans: the ▶constant routine (CR) procedure, the
▶forced desynchrony procedure, and ▶mathematical
purification. The “gold standard” of these is the CR,
which holds masking effects constant in order to reveal
the CBT rhythm. After maintaining a regular sleep-
wake schedule for several days to weeks, subjects enter
a temperature, light, and humidity controlled laboratory
where they remain awake in a semirecumbent posture
throughout the 30–72 h assessment. Movements are
kept to a minimum and meals are replaced by isocaloric
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snacks at regular intervals. Using this technique,
Czeisler and colleagues have been able to accurately
determine the human phase response curve to light [7].
A major limitation of the CR is that effects of fatigue and
sleep deprivation are not controlled. In contrast, a forced
desynchrony protocol allows for the measurement of
masking effects of sleep by placing subjects on a sleep-
wake schedule either much longer, or much shorter than
24 h, to which the master ▶circadian pacemaker is
unable to entrain. In this way, the intrinsic circadian
period of CBT is revealed and the effect of sleep can be
observed at all circadian phases [8,9]. While both of
these techniques are very powerful, they are limited by
the necessity of being carried out in a laboratory over
extended periods of days to weeks. In contrast,
mathematical purification, which removes masking
effects mathematically, can be performed on any data
set, whether obtained in the laboratory under rigorous
conditions, or in the field. Unfortunately, although
purification is very powerful, it is limited by the
availability of the data used to describe masking effects.
For example, physical activity raises core body tempera-
ture. Therefore, to subtract the effect of activity from the
endogenous CBT rhythm, the effect of that activity on
temperature must be known. While some work has been
done to measure the effects of posture and activity on
temperature, normative values for a particular population
of interest may not be available [6]. Also problematic is
that many purification methods assume that exogenous
factors affecting CBT are independent of each other and
of the phase of CBT. If this assumption is violated,
a purification model that was simply additive could
potentially obscure changes in phase. Using a 90min day
protocol,Moul and colleagues [10] demonstrated that the
masking effects of sleep and posture on CBT are not
consistent across the day, but in fact also show circadian
rhythms. The greatest rate of temperature decrease
occurred several hours before the CBT minimum, while
the subject was lying in bed awake, and gradually
decreased after sleep onset. While a model for purifica-
tion of CBTcould certainly incorporate this type of data,
rigorous testing and comparison with accepted laborato-
ry based protocols like the CR will be necessary to
determine the reliability and validity of any purification
method, particularly when used with clinical popula-
tions, where observations about the phase relationships
betweenCBTandmasking variablesmay differ from that
observed in normal subjects.
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Mast Cell
Definition
Mast cells are a type of resident tissue leukocyte, widely
distributed in a variety of tissues/organs. Mast cells
have large numbers of cytoplasmic granules containing
histamine, bradykinin, prostaglandins, and etc., which
can be released upon mast cell activation (a process
called degranulation). Many of these substances
released have effects such as vasodilation and smooth
muscle contraction. In an activated state, mast cells can
also secret certain types of cytokines that shape further
adaptive immune responses.
Master-Slave Oscillators
Definition
Master oscillators are those that set the phase and period
of circadian rhythms by driving effectors for multiple
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rhythmic processes, or by coordinating slave (second-
ary) oscillators that drive effectors. Slave oscillators
drive local rhythms, and do not coordinate the phase of
oscillators elsewhere.

▶Internal Desynchrony
Mastication
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Synonyms
Chewing; rhythmic jaw movements

Definitions
The initial stage of digestion in which pieces of food are
mechanically broken down and mixed with saliva by
the rhythmical action of the teeth.

Characteristics
Quantitative Description
Humans and most other mammals except carnivores
grind or chop food between their upper and lower teeth
prior to swallowing. The incisor teeth are used to bite
off pieces of food that are then transported back in a series
of simple movements (Fig. 1a) by the tongue and facial
muscles to the premolar andmolar teeth, where reduction
of the food takes place (Fig. 1b) during a series of
repetitive movements of the mandible, at about 1.5 Hz in
adult humans. The general form of each movement cycle
depends on the type of foodbeing eaten: brittle foods tend
to be chopped, while tough foods are chewed with
wider lateral strokes. As the size of the particles declines
with successive cycles, the amplitude and velocity of
the opening and closing movements of the jaw fall, and
forces applied between the teeth drop. The tongue forms
the food and intermixed saliva into a bolus during a
pause in the opening phase of the cycles preceding
swallowing (Fig. 1c).

Higher Level Structures
The essential circuits controlling mastication are located
in the ▶hindbrain, and the basic rhythmical alternation
of jaw opening and closing movements can be produced
by a hindbrain Central Pattern Generator (CPG) in
the absence of sensory feedback [1–3]. However, when
scientists began to use repetitive electrical pulses to
stimulate the brain in the nineteenth century, they found
that mastication was represented in the cerebral cortex
of primitive mammals and in more evolved species,
including humans [3,4]. In lower species, the various
patterns of natural mastication are represented at distinct
sites in an orderly fashion. In primates, the cortical mas-
ticatory area is found at the lateral end of the▶precentral
gyrus, but it does overlap with the more medial rep-
resentation of individual jaw, tongue and facial muscles
in the primary motor cortex, and also extends into the
adjacent sensory cortex in the ▶postcentral gyrus [5].
Neurons in both the cortical masticatory and adjacent
motor cortex receive inputs from orofacial sensory recep-
tors, and lesions or cold block of both regions disrupt
ingestion, mastication and swallowing.

Lower Level Structures
The essential parts of the masticatory CPG lie between
the rostral poles of the Vth (trigeminal) and VIIth
(facial) cranial motor nuclei. There are two CPGs, one
for each side, that are connected by axons that cross the
midline. Each CPG is made up of many neurons. There
are a large number in the lateral ▶reticular formation
(RF) that surrounds the Vth motor nucleus (Motor V),
in the adjacent spinal trigeminal nucleus (Spinal V)
and in the dorsal cap of the Vth main sensory nucleus
(Main V), which change their pattern of firing during
▶fictive mastication (Fig. 2).

Many of these neurons control V motoneurons
directly [2]. Some fire tonically, but most of them fire
rhythmical bursts of action potentials that coincide with
either the jaw closing or jaw opening phases of the
“fictive” masticatory cycle [6,7]. Most of the neurons
receive inputs from oral mechanoreceptors or ▶muscle
spindles, and from the motor cortex [7]. The CPG also
includes the central axons of muscles spindle afferents,
which appear to transmit messages from their terminals
in Spinal V and lateral RF backwards to their other
terminals in Motor V [2]. The motor neurons in turn
control the activity of four groups of muscles: one to
open the jaws- the digastric, and three closers-the tem-
poralis, masseter and pterygoid groups, and four groups
of teeth (Incisors, Canines, Premolars, andMolars). The
jaw closing groups are complex, multi-component
muscle systems that are capable of moving the mandible
in all three planes. All are innervated by the trigeminal
nerve, except for a portion of the digastric muscle that
is innervated by the facial nerve. The jaw closing
groups are very powerful and also fatigue resistant.
Mastication requires coordinated actions of the tongue
and facial muscles. Saliva is mixed with the food during
mastication, and salivary enzymes begin the first stage
of chemical digestion. However, the main function of
saliva is to provide lubrication during mastication and
swallowing. Activation of ▶periodontal pressorecep-
tors causes reflex salivation.



Mastication. Figure 1 Records of movements of the lower incisor teeth of an awake rabbit and of jaw muscle
electromyographic (EMG) activity during the mastication of a pellet of rabbit chow. The sequence of movements is
divided into Preparatory, Reduction and Preswallowing series of cycles. The Preparatory cycles have only two
phases, Opening and Closing; the Reduction series has a Slow Closing phase in which the food is ground up, and
during the Preswallowing phase, the jaw pauses during opening to allow the bolus to be formed. Vert, Lat and
A-P- movement of the teeth in the vertical, lateral and anterior-posterior directions. RDig, LDig- right and left digastric
EMGs. RMass, LMass- right and left masseter EMGs. RPte- right medial pterygoid EMG. Thy- thyrohyoid muscle
EMG (swallowing marker). In A, B and C, the output of two pairs of axes is combined to show movement of the teeth
viewed from the front (left) and from the left side (right). Data fromSchwartz G et al. (1989) Journal of Neurophysiology
62:273–287.
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The medial RF at the level of Motor V also seems
to be implicated in the control of mastication [3,8],
but we do not know yet if it is an essential part of the
CPG. This region does not project directly to V
motoneurons, but it is reciprocally connected with the
lateral subgroups [9]. It gets direct inputs from the
motor cortex, but not from sensory afferents [8].
Many neurons in the dorsal half of the medial RF fire
in either the jaw opening or the jaw closing phases,
while most ventral neurons fire tonically. These tonic
neurons appear to inhibit the lateral subgroups during
mastication, while the phasic dorsal neurons have
mixed effects [8].

Higher Level Processing
The primary motor cortex has a primary role in co-
ordinating the ingestion and the transport phase of mas-
tication,while themasticatory cortex ismore important in
food reduction, preswallowing and swallowing [4, 5].
The corticobulbar pathways from these regions of the
cortex innervate all of the brainstem masticatory cell
groups bilaterally (Fig. 2), and the firing pattern of many
brainstem neurons ismodified by the short-latency inputs
from the cortex during fictive mastication [4,5,7,8].

Lower Level Processing
The motoneurons of the jaw closing muscles occupy
the anterior and dorsal portions of Motor V, while the
jaw opening motoneurons are confined to the ventral
and caudal parts. During fictive mastication, the CPG
causes jaw opening motoneurons to fire in very high
frequency (up to 250 Hz) bursts, which are super-
imposed on slow rhythmical depolarizing potentials
that return to resting levels during the jaw closing
phase [3]. The slow rhythmical oscillations are
mediated by excitatory amino acids. The jaw closing
motoneurons are only weakly depolarized by similar
slow potentials during the closing phase of fictive



Mastication. Figure 2 A model of the hindbrain CPG for mastication and associated structures. The figure
shows the right side of the brain viewed from the midline and slightly from behind. The Main sensory (blue-Main V)
and Spinal trigeminal nuclei (blue- Spinal V)) and adjacent lateral reticular formation (yellow-lateral RF) receive
direct inputs from sensory afferents and from the sensori-motor cortex that are capable of activating the CPG.
The three regions are reciprocally connected, and all project directly to Motor V. Some neurons in Main V have the
intrinsic ability to generate slow depolarizing potentials and bursts of spikes (Inset). The medial RF has direct
inputs from the cortex, but not from sensory receptors. It is reciprocally connected with the lateral nuclei, but not
with Motor V. Neurons in the middle of the nucleus can fire tonically even when isolated from other neurons. R-rostral,
M-medial, D-dorsal.
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mastication: however, they are muchmore active during
jaw closing in real mastication, because of excitatory
feedback from sensory receptors (see below). This
feedback is cut off by strong glycinergic inhibition of
the motoneurons during jaw opening [3]. Trigeminal
motoneurons receive a dense serotoninergic innerva-
tion, and express several receptor subtypes. Serotonin
has little effect on the activity of quiescent neurons, but it
plays an important role by modulating firing generated
by other transmitters. It also modifies the masticatory
rhythm [2,3].

The CPG can be turned on by tonic stimulation of
sensory receptors in the mouth and muscles [1], and
during mastication, several groups of afferents provide
feedback to motoneurons, the CPG and to higher
centers (Fig. 2). The pattern of firing that emerges from
the motoneurons is the result of these interactions. The
effects of three groups of afferents (muscle spindles,
periodontal pressoreceptors and nociceptors) have been
well described.

There are no, or very few, muscle spindles in jaw
opening muscles, but jaw closing muscles contain
many. These provide monosynaptic excitatory gluta-
matergic feedback to jaw closing motoneurons, and
to many interneurons in the trigeminal sensory nuclei
and lateral RF [2,6,7]. During the jaw opening phase
of mastication, these receptors are stretched, and
they fire at high frequency [10]. This activity facilitates
the CPG, but the monosynaptic excitation of the
jaw closing motoneurons is prevented by hyperpo-
larization (see above). Many spindle afferents continue
to fire as the jaw closing muscles shorten because
the ▶fusimotor neurons are driven strongly by the
CPG. This muscle spindle input lengthens the jaw
closing motoneuron bursts and greatly increases firing
frequency [1,10].

Periodontal pressoreceptors are located in the liga-
ment surrounding the roots of the teeth. They signal the
direction and intensity of loads generated during
mastication. Tapping on the teeth causes a bi-synaptic
inhibition of the jaw closing muscles that is abolished
by the glycine antagonist, strychnine, but heavy pres-
sure on the teeth does not cause inhibition during
mastication. Instead, these receptors cause the jaw
closing phase to lengthen, and jaw closing motoneurons
to fire at higher frequency. It appears that the CPG shuts
the inhibitory pathway, and opens an excitatory one
during mastication [1,10].
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The CPG also modulates inputs from other oral
mechanoreceptors and particularly from nociceptors
(pain afferents). When nociceptors are stimulated during
chewing (e.g., by biting the tongue), they strongly inhibit
the jaw closing muscles [1].

Process Regulation
Tonic stimulation of inputs to the CPG coming from
sensory receptors, from the cortex and other forebrain
and midbrain structures is converted into rhythmical
mastication by the CPG [1–3]. It is not known how this
happens, but there is evidence that special properties of
the network and of individual neurons may be involved.
For example, when the pattern of mastication changes,
say from grinding on the left teeth to grinding on the
right, about half of the active lateral RF and Spinal V
neurons change their rhythmical firing pattern, while
the others stop participating in the CPG [7]. This
suggests that the CPG uses at least two methods to
generate different patterns of mastication: addition
and subtraction of its constituent neurons, and changes
in firing frequency of active elements. There are exten-
sive interconnections, both excitatory and inhibitory,
between all of the lateral subgroups of the CPG [9]
that must be important in this reorganization, and
perhaps also in generating the rhythm. However, some
CPG neurons seem capable of generating self-sustained
membrane oscillations either spontaneously, or in
response to tonic inputs, and this can lead to regular
bursts of firing at about the masticatory frequency [6,9].
Most of these are in the dorsal cap of Main sensory V,
which is the only region of the nucleus that seems to be
part of the CPG [6].Most of the interactions within these
circuits involve amino-acid neurotransmitters. Excitato-
ry synapses seem to release glutamate, while inhibitory
inputs are either glycinergic or ▶GABAergic [2,9].

Function
The function of mastication is the mechanical break-
down of food to prepare it for digestion.

Pathology
Disorders of mastication are not a frequent symptom
of neurological disease, although strokes that cause
lesions of the cortical masticatory area are associated
with difficulty in initiating mastication and swallowing
[5]. Abnormal orofacial movements, which sometimes
resemble purposeless mastication, are a symptom of
tardive ▶dyskinesia, which is associated with damage
to the striatum caused by long-term treatment with
neuroleptic drugs.

Chronic pain of the jaw muscles and joints slows
mastication and reduces chewing forces, and loss of
salivary tissue (autoimmune disease, radiation) makes
it hard to chew and swallow. Many millions of people
throughout the world are handicapped because the
ability to masticate falls as teeth are lost.

Therapy
There is no effective treatment for tardive dyskinesia.
Lost teeth can be replaced by prostheses.
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Matching to Sample
Definition
Matching to sample discrimination (MTS) is a kind of
conditional discrimination. In MTS training, a sample
stimulus is given first, then two or more different choice
stimuli are given to animal. One of the choice stimuli is
the same as the sample stimulus and the animal has to
choose that stimulus to get reward.

▶Discrimination
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Material Body
Definition
A continuous collection of material particles. Techni-
cally, such a collection is known as a material
“continuum” or, more precisely, a differentiable
manifold.

▶Mechanics
Material Evolution
M

Definition
A concept used in theories of growth and remodeling,
whereby certain phenomena (such as motion of
dislocations, addition of matter or rearrangement
thereof) take place in the material body, in addition to
its deformation in space. An evolution law prescribes
the time-evolution of the material isomorphisms of a
body.

▶Mechanics
Material Frame Indifference
Definition
A constitutive principle according to which the
constitutive functionals are independent of the observer,
whether it be inertial or not.

▶Mechanics
Material Isomorphism
Definition
A map between the neighborhoods of two points
bringing the material responses into exact coincidence.
Also called a material transplant.

▶Mechanics
Material Symmetry
Definition
A material isomorphism of a point with itself.

▶Mechanics

Material Time-Derivative
Definition
The derivative of a field with respect to time while
following a specific particle. In the Lagrangian
description, the material time-derivative coincides with
the partial derivative of the field with respect to time. In
the Eulerian description an additional term needs to be
added to take into consideration the fact that the particle
is moving in space.

▶Mechanics

Materialism (Dialectical, Eliminative,
Emergentist)
JÜRGEN SCHRÖDER

University of Karlsruhe, Heidelberg, Germany

Synonyms
Materialist monism

Definition
Materialism is a metaphysical doctrine opposed to
idealism according to which everything that exists is
material, i.e. there are only material but no spiritual
substances. Angels, gods, incorporeal souls and spirits
are denied. Secondly, materialism is a methodological
attitude that is critical of tradition and authority.
According to this attitude, explanations of mental
phenomena should be given without reference to occult
powers whose existence cannot be independently (from
the facts to be explained) ascertained.
Description of the Theory
Dialectical Materialism
Dialectical materialism is a doctrine that originated in the
nineteenth century in the works of Marx and especially
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Engels [1,2,3]. Both authors approved of Hegel’s
dialectical method but rejected his idealism. They held
that matter is primary and that mind and conscious-
ness are dependent on matter. Marx’s materialism was
empiricist in the sense that all real knowledge is based
on sense experience, it was realist in that he believed
in a mind-independent material world. Furthermore
he rejected supernaturalism (the doctrine that some
events like, for example, the plague are to be explained
by the intervention of God or the Devil) and mind-body
dualism.

The dialectical aspect of dialectical materialism was
especially emphasized by Engels who understood
dialectical materialism as superseding mechanical
materialism as it was defended e.g. by Vogt, Büchner,
or Moleschott. At the core of mechanical materialism
is the idea that every phenomenon of nature, including
life and mind, can be reduced to arrangements of the
simple constituents of matter and explained by the laws
of mechanics. As opposed to this sort of reductive
materialism, dialectical materialism holds that there is
real novelty in the development of the world and human
history, e.g. new substances result from chemical combi-
nations, life as a novel phenomenon results from the
combination of a complex of chemical processes and
minds result from the complex functioning of brains.
Mechanical materialism turned out to be false because
electromagnetic phenomena cannot be explained by
the laws of mechanics. The underlying idea, however,
that every phenomenon can be ultimately reduced to
physical arrangements and physical laws has survived
until today in the doctrine of physicalism.

Engels claimed that there were three fundamental
dialectical laws of nature [3]: (i) The sudden change of
qualities of phenomena when certain quantities in them
reach a certain threshold, (ii) the law of the interpene-
tration of opposites, (iii) The law of the negation of the
negation. Examples of the first law are the change from
liquid to solid state when water is cooled down, the
transformation of mechanical motion into heat, and the
occurrence of a social revolution after the oppression of
the people reaches a certain threshold. The interpene-
tration of opposites is an idea that Hegel used in order to
explain how change and development are possible. For
example, the movement of a body in space, Hegel
thought, is only possible if the body is at one and the
same instant at a certain place and at another place.
For if it were at each instant at only one place then
there would be only a series of stationary states but
no movement. According to Engels (and Hegel) the
opposites (the different places) have to interpenetrate
one another if movement is to be possible.

The law of the negation of the negation is a law that
applies especially to those changes in nature that give
rise to novel phenomena and to progress in some sense.
Examples of this law are the process in which a plant
produces seeds giving rise to further plants, the process
in which the early materialism of the Greeks was
superseded by idealism which was superseded in turn
by dialectical materialism, and the development of
geological formations.
Of these three laws the second and the third seem to be

unacceptable for different reasons. The second law
amounts to the idea that there are contradictions in nature
and to the idea that two sentences that contradict each
other can both be true. From a contradiction, however,
any sentence whatsoever can be logically derived and
that means that the idea of truth, the idea that truth is a
property only of some descriptive sentences and not of
all, is abandoned. The third law suffers from a different
defect. A law that is applicable to virtually everything
and that accordingly cannot be refuted by any possible
observation is cognitively useless. It is uninformative
and its explanatory power is zero.

Eliminative Materialism
Eliminative materialism shares the rejection of super-
natural entities like gods and angels with dialectical
materialism. It also rejects the existence of soul sub-
stances in addition to physical substances. Whereas
dialectical materialism with its three laws and its
emphasis on novelty and progress is a positive doctrine
(although a poor one), eliminative materialism is a
negative doctrine. It says that certain things are not what
we take them to be. Furthermore, the scope of eliminative
materialism ismuchnarrower than the scopeofdialectical
materialism. Eliminative materialism is a thesis about a
certain part of the mental, viz. the propositional attitudes
and qualia. The thesis about propositional attitudes says
that since they are posits of a folk theory, viz. folk
psychology, and since every folk theory in the past was
wrong, folk psychology will also be wrong. Besides,
Churchland argues that folk psychology does not explain
certain things (e.g. whywe need sleep), that it has been in
a state of stagnation formore than2,000years and that it is
not reducible to the neurosciences (which is bad for folk
psychology because the ontology of the latter is beyond
any doubt) [4]. But – and this is the decisivemove – if the
theory (folk psychology) gets the properties of its posits
quite wrong then the terms that are used in folk
psychology like “belief,” “fear,” “hope,” “desire” etc.
do not refer. They do not designate any part of reality.
They are empty. And their being empty means that
propositional attitudes don’t exist.
The corresponding thesis about qualia, viz. that they

don’t exist, is similarly argued for. Qualia, i.e. sensory
qualities like tickles or color qualities, are supposed
to have certain properties as e.g. that one cannot be
wrong about one’s own sensations. But there is nothing
that has this property. So qualia in the traditional sense
don’t exist [5]. This line of attack on qualia is, however,
easily rebutted by admitting that qualia in this sense
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don’t exist and by insisting that states with a
characteristic feel and a subjective character do exist.

The basic strategy of eliminativists is, first, to say that
propositional attitudes are posits of a theory with which
we explain behavior and then to argue that this theory
is quite probably false. The final step concludes from
the alleged falsity of the theory to the emptiness of the
terms of the theory and thereby to the non-existence of
the entities those terms were supposed to refer to. This
strategy can be criticized at every step.

First, as an alternative to the idea that we predict and
explain the behavior of others by applying a theory (folk
psychology) some theorists have urged that we run a
simulation of the other’s mental processes within
ourselves, i.e. we take the information about the other
person’s situation in terms of her goals and beliefs and
then ask ourselves what we would do in a similar
situation [6]. In order to exclude the possibility that
this simulation is done with an underlying theory of
behavior, the proponents of the simulation approach
point out that human behavior is very sensitive to slight
changes in situations and that an incorporation of all the
possible details of a situation into either the theory or
the computational process of deriving conclusions
would be just too complex a task.

Second, contrary to Paul Churchland’s claim that our
folk psychology (if we accept that we use a theory in the
prediction of everyday behavior) is probably false,
other theorists have insisted that it is a highly successful
and deep theory without parallel in its domain (i.e.
everyday behavior) [7].

Third, even if one takes folk psychology to be a false
theory, it is far from clear what consequences its falsity
has. A theory can be false in many ways. It may be that
one peripheral claim of the theory is false or that many
are. Or it may be that a central postulate has to be
given up. The theory of electrons from 1900 ascribed
trajectories to electrons, but the theory from1934 rejected
trajectories. Both theories, however, were about the same
entities, viz. electrons. The term “electron” did not lose its
reference by the fact that the theory from 1900was found
to be false. On the other hand, the theory of combustion
before Lavoisier postulated a substance called “phlogis-
ton” that was thought to be released in a combustion
process. Oxygen, however, was thought to be absorbed
by theburningmaterial. In this case, the phlogiston theory
of combustion was not only false, but the term
“phlogiston” was said to refer to nothing. In order to
adjudicate the plausibility of eliminative materialism it
would be necessary to argue that folk psychology gets
things so fundamentally wrong that the propositional
attitudes will share the fate of phlogiston.

Oneway to argue for this conclusion takes its cue from
cognitive science. There are certain models of cognitive
processes like memory and inference according to which
the information that is needed for various tasks is
distributed over a network of nodes (connectionist
models). In these networks there are just no entities to
which the two characteristic properties of propositional
attitudes, viz. a certain content and a certain causal
role, can be ascribed. If connectionism with distributed
representations turns out to be the best paradigm in
cognitive science then this may be a decisive reason
against the existence of propositional attitudes thus
conceived (as distinct entities with a particular content
and a particular causal role) [8].

On the other hand, propositional attitudes needn’t be
conceived in this way. They needn’t be states with
distinct causal roles, but may be rather like parallelo-
grams of forces, i.e. devices that we use in order to make
predictions but that do not themselves belong to the
furniture of the world [9]. However, this move, viz. an
instrumentalist conception of propositional attitudes,
amounts to abandoning the reality of the attitudes
altogether if one adopts a causal criterion of reality, i.e.
that being real requires being causally efficacious.

A common objection to eliminative materialism
urges that the eliminative materialist makes an assertion
when expressing the thesis that there are no proposi-
tional attitudes. According to common sense assertions
express beliefs. The eliminativist thus falls victim of the
contradiction that he or she believes that there are no
beliefs. Against this Patricia Churchland pointed out
that we need a successor concept for the concept of
belief [10]. Once we dispose of such a concept we can
say that an assertion expresses a type of cognitive state
T which is not a belief. Thus the contradiction would
disappear. However, the problem with this answer is
that nobody has any idea what such a successor concept
would be like. So this answer does not seem to amount
to much more than handwaiving.

Emergentist Materialism
Emergentist materialism in the broad sense is the
doctrine that although there are only material sub-
stances there are various types of such substances with
properties that cannot be reduced to properties of their
parts together with composition laws describing the
interaction of the parts [11]. According to a weaker
sense of “emergentist materialism” any materialism that
acknowledges properties of wholes which are not
properties of their parts is emergentist [12]. In the early
1920s, before the advent of quantum mechanics and
quantum chemistry, C.D. Broad believed that certain
properties of chemical compounds, in particular their
chemical behavior, could not be predicted in principle
from knowledge about the properties of the atoms and
knowledge about how the atoms interact in a molecule.
“In principle” meant that empirical regularities like
“whenever atoms of type x, y, z etc. combine in
proportion P, then the resulting compound will show
behavior B in circumstances C”were disallowed for the
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prediction. These regularities were also called “ultimate
laws” because they were not reducible to or explainable
by other facts. The British emergentists like Samuel
Alexander and Convy Lloyd Morgan thought that
predictions of chemical, biological, psychological or
sociological properties could be made on the basis of
such empirical laws but they also thought that these
laws were brute facts that cannot be further explained.
According to the British emergentists a property of a
whole was emergent if and only if (i) it was not also a
property of its parts and (ii) it was not deducible from
the properties of the parts and general composition
laws. If a property of a whole was only deducible from
the properties of the parts and an ultimate law
connecting these properties with the property of the
whole then it was said to be emergent. The important
point about composition laws was that they be general.
In the case of chemistry this meant that they should be
valid for all chemical compounds and not only for a
certain kind of compound.

A prima facie strength of emergentist materialism was
that it allowed to account for the major distinctions in our
common sense picture of the world: the distinction
between the living and non-living, and the distinction
between organisms with a mind and organisms without a
mind. Life and mind were considered to be major
emergent properties.

A problem with emergentism thus construed is
whether emergence is a property of reality itself or
whether it is rather a property of our knowledge of
reality. Certain properties that were considered to be
emergent in the past such as the chemical properties of
chemical compounds or the property of life with its
more specific properties of growth, reproduction,
metabolism etc. have turned out to be non-emergent
according to Broad’s criterion of non-deducibility. This
fact supports the hypothesis that emergence has to do
with our knowledge rather than with reality itself [13].

As far as the mind and the brain are concerned,
emergentist materialism claims that among all proper-
ties of all things there is a certain class, viz. the qualities
of sensations, which is not deducible from physical
properties and furthermore that these qualities will
remain undeducible and therefore emergent forever
[14,15]. The more specific idea is that it will appear
forever contingent that the special character of, for
example, a visual sensation is connected with a
particular brain process. It is claimed that we cannot
give any reason why a visual sensation should be
correlated with brain process A and another visual
sensation with a brain process B instead of the reverse.

There is, however, an ambiguity as to the concept of
qualia involved in this claim. The quality of an
sensation can be described relationally by comparing
it to other qualities of the same domain. Colors, for
example, can be arranged in a circle such that any color
that is on the opposite side of the circle is maximally
dissimilar to a given color with respect to the other
colors. All the relational properties of a sensory quality
constitute its relational profile. It seems plausible that a
state with a certain relational profile cannot be realized
just by any brain state but only by such brain states that
have enough structure in order to guarantee the
relational profile of the respective sensory quality.
Qualitative states with different relational profiles
should accordingly be correlated with brain states that
have different structures. If we identify a sensory
quality with a certain relational profile there probably
are explanations of sensory qualities that remove the
impression of contingency that constitutes the so-called
explanatory gap [16].
On the other hand, qualia may be taken non-

relationally. One may conceive of a quale as a
structureless property that has a certain intrinsic
character. Even then qualia would not be completely
without relations. But the only relations would be
relations of difference without any specifications of
greater or smaller difference. The emergentist claim
would then be that with respect to these intrinsic, non-
relational qualities any correlation with some brain
process or other would be arbitrary, i.e. there would be
no reason why the intrinsic quality of red should be
correlated with brain process A instead of B.
According to this line of reasoning the only really

emergent properties would be the intrinsic qualities of
experience. But the underlying idea may also be used to
show that any real property whatsoever is emergent
relative to more fundamental properties. For, imagine
any property, e.g. the property of being magnetic or the
property of having some mass m. In order to
characterize this property, you may specify a certain
relational profile. You may say what the causal role of
this property is and you may say how it differs from
other properties in its domain. But you may also assume
that this property has a certain intrinsic character over
and above its relational profile. You may even assume
that this intrinsic character is the bearer of the relational
profile. In contrast with the case of qualia you don’t
knowwhat this intrinsic character is like, you only think
of it indirectly via its role of being the bearer of the
relational profile. All the same, if you take any set of
supposedly more fundamental properties and any
composition rules there will be no reason why it is
correlated with intrinsic character A instead of intrinsic
character B. So the reason for the appearance of
contingency of qualia relative to the brain states they are
correlated with is their intrinsic character and not their
being mental. Accordingly, every real property, i.e.
every property with a distinct causal role is emergent
relative to some set of more fundamental properties as it
appears equally contingent that its intrinsic character is
correlated with that set of more fundamental properties.
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But if every real property is emergent then the concept
of emergence does no useful work anymore, e.g. to
demarcate the major layers of reality.
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Materialist Monism
▶Materialism (Dialectical, Eliminative, Emergentist)
Maternal Transcript
Definition
Transcribed mRNA that is provided to the embryo
directly by the mother.

▶Alternative Splicing and Glial Maturation
Mathematical Model
Definition
A mathematical model is a mathematical tool (expres-
sion) representing the behavior of a physical system.
Differential or difference equations are commonly used
as models. Some mathematical models result from laws
of physics. Others are obtained by experimenting on the
system.

▶Adaptive Control
Mathematical Purification
in Circadian Rhythm
Definition
A procedure for mathematically removing the influence
of exogenous factors on rhythmic circadian variables of
interest. The correction is generally based on normative
data measuring the size of the effect of the exogenous
factor on the variable of interest, and applied according
to currently theory on the timing of that influence. For
this reason, the accuracy of mathematical purification is
limited by the quality of the experimentally derived data
used to develop the purification formula.

▶Masking (Positive/Negative)

Mathematical System
in Biomechanics
Definition
A defined set of mathematical equations.

▶Distribution Problem in Biomechanics

Mathematical Theory
of Communication
▶Information Theory
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Matrix
Definition
Body of the ligament that consists of water, collagen,
proteoglycans, fibronectin, elastin, actin and other
glycoproteins. In a ligament, the majority of the matrix
is composed of collagen.

▶Articular Cartilage
▶Ligaments
Matrix Metalloproteinases
Definition
The family of enzymes contributing to both normal and
pathological remodeling of the extracellular matrix and
playing a key role in the migration of normal and
malignant cells through the body. Matrix metallopro-
teinases are the members of a family of at least 15
Zndependent endopeptidases that function extracellu-
lary. Their catalytic domains have a similar structure but
the topology of the active site clefts differs, accounting
for some of the differences in substrate specificities.
Maturation of Cells – Differentiation
of Cells
▶Nervous, Immune and Hemopoietic Systems: Func-
tional Asymmetry
Mauthner Cell
Definition
Giant interneurons, arranged in a pair on either side of
the brainstem, that mediate directed escape turns (Cstart
escape) in fish and larval amphibians. Mauthner cells
respond to acoustic, vibrational and various other
sensory signals and initiate muscle contractions along
the flank of the animal, resulting in a C-shaped bend of
the body (see C-start escape).

▶Auditory-Motor Interactions
▶Startle Response
Mayer Waves
Definition
Blood pressure oscillations of low frequency (0.1 Hz in
humans and cats, 0.4 Hz in rats). These waves are
slower than the respiratory rate and are not synchronous
with each breath but affect the ventilatory pattern.

▶Pontine Control of Respiration
Maze Learning
Definition
A maze is a spatial puzzle. Mazes are typically two-
dimensional and involve a player, termed a “traveler”,
who attempts to move from a start location to a goal. A
labyrinth is a particular type of maze with tortuous,
walled alleyways and a single route from start to goal.
Mazes have long been used as tests of learning, memory
and intelligence. Common animal mazes include the T
maze, the plus maze, Hebb-Williams mazes, the
sunburst maze, the radial-arm maze, the water maze
and the Barnes maze. Three important chapters in
animal psychology involve mazes. Beginning in the
1920s Karl Lashley trained rats in labyrinths to explore
their general learning capabilities. He found that no
particular part of rat neocortex was necessary or
sufficient to support maze learning and memory, and,
from this observation, derived the principal of equipo-
tentiality (also known as mass action). In the 1940s and
1950s two contentious groups (the behaviorists and the
cognitivists) used a broad array of mazes to test whether
rats learn about space by means of response learning or
map learning. Finally, in recent years the radial-arm
maze, the Barnes maze and the water maze have been
used extensively to asses the role of the hippocampus in
spatial learning and memory.

▶Spatial Learning/Memory
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M-channels
Definition
M-channels (M for muscarine) are non-inactivating,
voltage-sensitive K+ channels that exist in many types
of neuron in the central nervous system and in
peripheral sympathetic neurons, and generate the only
sustained current in the range of action potential
initiation. In the absence of acetylcholine, M-channels
open at resting membrane potential and dampen
neuronal excitability. Acetylcholine inhibits M-channel
activity by activation of the muscarinic M1 receptors.
The M-current can be modulated by various receptor
types, either by suppression or enhancement. There are
two main ways of modulation: receptor-mediated
modulation and the control of current amplitude by
intracellular Ca2+.

▶Acetylcholine
▶Action Potential
▶Muscarinic Receptors
▶Neuronal Potassium Channels
M

Meaning (Verification Theory)
MARKUS SCHRENK DPHIL

Research Fellow, Department Philosophy, University of
Nottingham, University Park, Nottingham, UK

Synonyms
Verificationist theory of meaning; Verification princi-
ple; Verification criterion; Verificationism

Definition
The verification theory of meaning aims to characterize
what it is for a sentence to be meaningful and also what
kind of abstract object the ▶meaning of a sentence is.
A brief outline is given by Rudolf Carnap, one of the
theory’s most prominent defenders:

If we knewwhat it would be for a given sentence to
be found true then we would know what its
meaning is. […] thus the meaning of a sentence is
in a certain sense identical with the way we
determine its truth or falsehood; and a sentence has
meaning only if such a determination is possible.
[1: 420]

In short, the verification theory of meaning claims that the
meaning of a sentence is the method of its verification.
Description of the Theory
Verificationism can only be fully appreciated in the
larger context of the philosophical credo it emerged
from, namely twentieth Century ▶logical empiricism
(also known as ▶logical positivism) [2].

An empiricist subscribes at least to the following
doctrine: intuition or pure reasoning, can reveal what
the world is like. All factual ▶knowledge has its sole
source in sense experience. For example, if you want to
understand how the human brain works, there is no
other way to knowledge than via observation, especially
via empirical experiments.

This epistemic doctrine (see ▶epistemology) about
the nature and source of factual knowledge had already
been put forward by the ▶classical empiricists in
the seventeenth and eighteenth Centuries. The novelty
of twentieth Century logical empiricism is a shift in
focus from this doctrine about knowledge to a doctrine
about (scientific) language. More exactly, the logical
empiricists tried to underpin the validity of the doctrine
about factual knowledge with a doctrine about sentence
▶meaning. This is where the verification theory of
meaning has its place.

Supposewe stipulate that themeaning of a▶statement
(a sentence, a▶proposition) is given by the observations
we have to make to find out if it is true. Or stronger, that a
sentence has to be discarded as meaningless unless one
can offer a description of what fact or state of affairs has
to be observable so that this sentence can be said to be
true or false. That is precisely what the verification theory
of meaning demands: “The meaning of a proposition is
the method of its verification.” [3: 148]

Suppose furthermore, that all factual knowledge is
expressed in meaningful sentences. Then, together with
the verification theory of meaning, we arrive back at the
epistemic doctrine from above: factual knowledge has
its justification in observation. Thus, verificationism is
the linguistic counterpart of the empiricists’ doctrine
about knowledge.

Both logical empiricism and the verification theory
of meaning are, however, outdated theories. This is not
because the general idea behind them – that empirical
knowledge depends on sense experience – has been
given up by philosophers. Rather, verificationism in its
strongest form faced a few unsolvable technical
difficulties. A closer look at the verification theory of
meaning, as well as exemplary applications of the
theory will unveil some of these problems.

Verificationism and the Hierarchy of Language
Historical Background. The verificationist theory of
meaning has a by-product: logical empiricists perceive
language to be hierarchically structured. Observational
terms are at the basis of that structure, and all other
terms further down the hierarchy are translatable into
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terms of this basis.▶Logic and▶conceptual analysis is
the central tool to arrive at such translations of non-
observational terms to observational terms. What does
this mean?

Take a sentence like “This apple is red.” The
verification theory of meaning claims that it is
meaningful if and only if we can describe which state
of affairs has to be observable so that the sentence can
be said to be true. In this case, the task seems to be rather
easy: “This apple is red” is, indeed, a meaningful
sentence – it is true just if the apple in front of us is
really red, i.e. precisely if, under normal light condi-
tions, it appears red to us, and false if not.

However, not every sentence contains terms that refer
to directly observable features of easily observable
objects. For those sentences it is difficult to see how
the verificationist criterion can be met. For example,
what kind of observation verifies sentences like “This
fluid has a temperature of 100°C” or, worse, “The
electron’s mass is me = 9.11 × 10−31kg”?

For these sentences to meet the verificationist
criterion of meaning, an intermediate step seems
unavoidable: scientific terms which do not refer
themselves to directly observable features of the world
have to be analyzed or reduced to descriptive terms that
do so (See ▶operationalism). Those sentences that
contain non-observational terms can, with the help of
these analyses, be translated into sentences that are
observational. Only then can the verification criterion
of meaning be applied.

The following example illustrates what we mean:
“object O has temperature T” can be analyzed into the
phrase “if a mercury thermometer is placed into or
nearby object O the mercury will rise (or fall) to mark
T.”With the help of this analysis we can translate “This
fluid has a temperature of 100°C” into “if a mercury
thermometer is placed into this fluid the mercury will
rise (or fall) to mark 100.” The latter sentence clearly
indicates which possible observation would verify it.
Hence, according to verificationism, the sentence has
meaning.

The actual translation of all terms (or sentences)
to observational terms (or sentences) is, of course, a
utopian dream. In any case, the general possibility
of such a reduction would suffice to support
the empiricists’ credo. Attempts to prove the general
possibility have indeed been given [4].

Verificationism and Metaphysics. It is easy to
see how both the conceptual analysis of terms and
the verificationist doctrine about sentence meaning
could be used as a tool to criticize or even ridicule
metaphysical philosophy. Indeed, to try to show that
metaphysics does not make any sense at all was part of
the empiricists’ programme. Terms like god, nothing-
ness, or meaning of life are so the empiricists not
suitable for analysis into observational terms and are,
hence, not apt to figure in meaningful, verifiable
sentences and philosophical research in general. They
can, at best, be used to express a general attitude
towards life, a Lebensgefühl, but they have no factual
content [5].
Verificationism and Behaviorism. There is a close

relation between verificationism and behaviorism
(see ▶behaviorism, ▶logical). The aforementioned
idea of a reduction of all scientific terms and sentences
to observable terms and sentences means, too, that
psychological terms, i.e., terms concerning the human
▶mind, have to be translatable into observational
language. This is precisely what behaviorism asks for:
attributions of mental states to people (like “Agnes
is happy”) must be translated into statements about
people’s observable behavior or, at least, their disposi-
tions to behave.
Take the sentence “Alfons desires a good bottle of

wine.” Such an ascription of a mental state to a person
can only be admitted into scientific language if we can,
according to the verificationist theory of meaning,
describe the way we determine its truth or falsehood in
observable terms. Hence, in order to give the meaning
of that sentence we would have to say something along
the following lines: “Alfons desires a good bootle
of wine” is true if and only if (i) Alfons reaches for a
bottle of wine when he sees one standing on the table,
(ii) Alfons utters the words “Yes, please!” when
someone offers him a glass of Riesling, (iii) Alfons
seeks a wine shop when he has got the money and time,
etc. This list amounts to a catalogue of observable
stimulus and response connections (see▶testability). It
thereby offers testing conditions and so gives the
meaning of the initial sentence. In this way, statements
about mental states are generally thought to be reduced
to sentences about behavior (or dispositions to behave).

Problems with Behaviorism and Verificationism
There are, however, severe problems for behaviorism
and consequently for verificationism. For a start, note
that the list given above seems to be endless.Wine lovers
do various other things additional to those listed above.
Yet, when can we stop and be sure to have reached the
full meaning of the sentencewhich is to be analyzed? Is it
not rather doubtful that there is a comprehensive
catalogue of stimulus-response entries?
Furthermore, some wine lovers might not always be

disposed to do the things listed: they might have
interfering wishes, other preferences or they might obey
certain prohibitions. Alfons could be a wine lover but he
might not touch any alcohol for religious reasons.
Hence, some sort of proviso will have to be added to the
stimulus conditions: if Alfons sees a bottle of wine and
no other wish or desire or prohibition or promise etc.
prevents him from pouring himself a glass then he
will do so. However, the verificationist is still not off
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the hook, since the word preventing, which occurs in
the proviso clause, is again an unobservable mental
▶predicate (we were not talking about Alfons being
observably chained to the chair but about other desires
preventing him). In trying to reduce a statement about
one mental state to observational language we had to
use the non-observational mental terms, and it is
questionable whether we can ever escape. (Kind of this
vicious regress is already a danger for the analysis of
non-mental non-observational terms).
M

Verificationism and Physics: Further Problems
Aside from the realm of the mental, verificationism
has difficulties with statements from the very ▶science
which should cause the least problems, namely physics.
Consider a law hypothesis like “All masses attract
each other.” Which kind of observation would conclu-
sively establish this sentence’s truth and hence it’s
meaning? No doubt, this difficulty relates back to the
traditional problems of ▶induction of how to conclude
from some observed events to all of them (including
unobserved ones). In the guise of a puzzle about
meaning, the problem of induction is, however,
aggravated: not only is it difficult to define what would
provide conclusive evidence for “All masses attract
each other”, for verificationism, the lack of such a
characterization would mean that law hypotheses do
not form meaningful sentences. Hence, they should
be dropped from scientific language. And yet, this is
unacceptable for general and universal hypotheses
are, arguably, central to any scientific enterprise. Note
that similar problems arise from sentences about
past events for which observations are also in principle
impossible.

There have been attempts to reformulate verification-
ism in weaker forms to avoid these consequences:
observations should only be somehow relevant to the
determination of the truth or falsehood of sentences
[6,7: 18–19]. However, instead of going further into
detail of those reformulations (which have anyway
been unsuccessful in the end) it is worth turning to
problems on a more abstract level. The first concerns
the status of the verificationist doctrine itself. The
second challenges tacit presuppositions of verifica-
tionism which turned out to be untenable.

Verificationism Applied to Itself
Ironically, the verificationist doctrine itself falls short of
its own high demands. Take the statement: “Sentences
have meaning only in so far as they are empirically
verifiable.” Are there possible observations which could
prove the truth of this very sentence? It seems not. But
then the doctrine itself lacks meaning, i.e. it is a statement
like metaphysical claims without any sensible content.
The logical empiricists’ response to this charge was
to claim that the verification criterion is prescriptive
rather than descriptive in character. It is meant to be a
recommendation to scientists of what is best to be
counted as proper scientific language; it is not meant to
be a factual statement. Note inside that vertification is
a similar answer have offered for other indispensable
non-factual claims, like mathematical or logical state-
ments, or sentences which state conceptual truths. (See
▶necessity; ▶necessity, conceptual).
Verificationism and Meaning Holism
Still more problematic for verificationism is a thesis
called meaning ▶holism. Take again the sentence “if a
mercury thermometer is placed into this fluid the
mercury will rise (or fall) to mark 100.” which is
supposed to give the meaning of “The fluid is 100° C”.
Suppose your observation speaks against its truth. You
place a thermometer into the fluid, Yet, the mercury
does move only a little but not to 100. Unsurprisingly, it
is possible to make, adjustments at various other points
in our belief-system such that we could, in principle,
nonetheless affirm to the sentence that the fluid is 100:
we could, for example, doubt that the pressure is
appropriate for the measurement and the pressure
remains constant; we could suppose that the thermom-
eter is broken; we could claim that thermometer’s scale
has been wrongly calibrated, etc.

The upshot of this ▶thought experiment is that the
verificationists’ assumption that isolated sentences
alone face the tribunal of observational evidence is
not justified. It is always a whole bunch of interrelated
sentences – a whole belief system – which is tested by
observation. This is a thesis which came to be known as
meaning ▶holism and was argued for by W. V. O.
Quine [8]. Single sentences are too small a unit to be
verifiable by experience. Instead “the unit of empirical
significance is the whole of science.” [8: 42]. But if this
is so, the verification theory of meaning which is
defined for single sentences is false from the outset.

Verificationism Rejected
The prima facie attractive verificationist doctrine
proves to be untenable for various reasons: (i) It turned
out to be difficult if not impossible to apply the
verificationist theory of meaning in a concrete case: this
has been shown in the example from behaviorism.
Endless lists and regresses threaten the success of an
analysis. (ii) It was necessary to rewrite the verifica-
tionist doctrine several times, as underlined by the
example of law statements which would otherwise have
to be discarded as being nonsense. (iii) The self-
application of the doctrine reveals its own non-empirical
status; and finally, (iv), the hidden presupposition that
sentences are the units of observational verification had
to be dropped, and so verificationism as a whole.
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The Remnants of Verificationism
It should be mentioned that some verificationist ideas
still live on and are indeed worth pursuing. For
philosophical theories of sentence meaning it is
essential to hold on to the strong link between truth
and meaning: some philosophers claim that giving the
truth conditions of a sentence (not the verification
conditions for its truth, though) is giving the meaning of
that sentence [9]. The philosopher Michael Dummett
even revived a verificationism which is, in some
respects, akin to the logical empiricist’s doctrine. As a
result, Dummett had to adopt anti-realist positions
(compare ▶realism) when it comes, for example, to
statements about laws of nature (▶Law, Natural;▶Law,
Lawfulness) or the past: he claims that statements
whose truth cannot decisively be verified are neither
true nor false [10].
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Optical techniques; Force; Acceleration; Sonomicro-
metry; Strain

Definition
▶Optical methods in biomechanical analyses include
high-speed film and video. In the past decade, various
motion analysis systems that track passive or active
markers have become the preferred mode to capture
human and animal movements.
“▶Force” cannot be defined by itself. However, the

effects of forces can be described. Most importantly,
force is described by Newton’s second law, which states
that, for a particle system, the resultant force acting on a
system is proportional to the acceleration of that system.
Therefore, forces manifest themselves by accelerating
but also by deforming systems.
▶Acceleration is the second time derivative of

displacement, or the first time derivative of velocity.
Acceleration is an instantaneous vector quantity.
▶Sonomicrometry is a technique that uses ultra-

sound transmission from one piezoelectric crystal to
another to measure distances and strains. The principle
of sonomicrometry rests on the idea that ultrasound
pulses travel in a straight line and constant speed
through a medium. Therefore, by measuring the time
it takes the ultrasound signal to go from one crystal
(transmitter) to another (receiver), the distance between
the crystals can be calculated.
▶Engineering strain is defined as the change in

length of a material from its original reference length
divided by the original reference length; that is:

L�L0=L0ð Þ
Where: L0 is the original reference length, and L is the
current length of the material.

Purpose
Optical methods in biomechanics are used to quantify
the movements of the system of interest. These
movements may be on the whole system level, for
example human walking, or may be on the microscopic
level and include cell motility and division, or the
movements of a ▶molecular motor protein (e.g.
kinesin) on its motor track (microtubule). From move-
ments, forces can often be calculated through the
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so-called▶inverse dynamics approach [1], when direct
▶force measurements are difficult or impossible.

Force measurements in biomechanics represent a
basic tool to quantify the mechanics of a biological
system. Forces in human locomotion provide insight
into the loading of the musculoskeletal system and the
workings and control of muscles. Forces obtained
in micro scale systems may provide an understanding
of basic life functions, such as cell division, muscle
contraction, and ▶ATP synthesis.

Acceleration measurements are often performed
in situations where force measurements cannot be
made. Accelerations of a system are proportional to the
▶resultant external forces acting on the system, and
therefore represent a valuable piece of information
of the ▶kinematics and ▶kinetics of the target system.

Sonomicrometry has become an accepted tool
for measuring deformations of soft tissues in vivo.
For example, sonomicrometry is frequently used to
measure deformations of the heart on a beat-by-beat
basis, or to measure the strains in muscle fibers in
freely moving animals.

▶Strain measurements in biomechanics are funda-
mental to define the constitutive properties of hard and
soft tissues. The ultimate strain defines the strain at
which a material fails, while stress-strain measurements
provide ▶Young’s modulus, a basic material property.

Principles
Early optical methods for movement analysis in
biomechanics include single shot photography, chron-
ophotography, and stroboscopy. Photography has the
distinct disadvantage that only a single picture of a
movement is available, or in the case of multiple
exposures, several photographs may be available, but
typically with a poor time resolution.

Chronophotography uses a conventional photo-
graphic camera with a rotating disc shutter placed
in front of the film. The shutter can be rotated typically
at very high frequencies and the film is exposed every
time the opening of the shutter is in front of the film.
Thus, a movement is captured on a still photograph. The
limitations of chronophotography include that the
movement of interest must be in a given direction, so
that exposures do not start to overlap in time, that the
movement is relatively fast compared to the shutter
speed, and that movements are best captured in
an artificial environment where the background makes
a very good contrast with the system of interest.

Stroboscopy is also based on multiple exposures of a
still film. However, the exposures are obtained through
pulsed flashes in an otherwise dark room, thus the system
of interest is exposed each time the flash comes on,
and is invisible when the flash is off. Stroboscopy, in
principle, allows for very high frequencies of data
collection. However, in practice, the same limitations as
for the chronophotography apply. In addition, strobo-
scopy can only be performed in a laboratory setting
and for movements that can be performed easily in
partial darkness.

In the 1970s and 1980s, most biomechanical analyses
of movements were performed with high-speed cam-
eras. These cameras typically used 16mm film and were
intermittent pin registered or rotating prism cameras.
The intermittent pin registered cameras use a mechani-
cal device to advance and then hold the film with
pins that grab the holes on the side of the perforated
film. When the film is held still, one frame is behind
the lens and shutter and will be exposed during
that time. This process is repeated frame by frame
for a maximal time resolution of about 2 ms (i.e. 500
exposures per second).

In the rotating prism camera, light is focused through
the lens onto a rotating prism that directs the light
onto the continuously moving film. These cameras
can reach time resolutions of about 0.1 ms (i.e.
10,000 frames/s).

Today, most movement analyses with optical meth-
ods are based on automated video systems that capture
passive or active markers, and track them in three-
dimensional space through multiple camera systems,
and through software that is based on direct linear
transformation [2]. These systems are commercially
available (hardware and software), and typically
operate at set frequencies, with a maximal time
resolution of about 200 frames per second. Tracking
of the markers is performed automatically, and the
tester merely needs to interfere with manual corrections
of the marker tracking system when markers start
to overlap and cannot be identified uniquely by the
tracking software, or when markers are not simul-
taneously observed by at least two cameras (for three-
dimensional analyses).

In the past few years, high-speed digital cameras
have also become available. These cameras allow
data collection at rates of several kHz (i.e. several
thousand frames per second), but because of memory
limitations, can typically only operate for a few seconds
at the highest sampling frequencies. The advantages
of digital video cameras include that the movements
can be directly viewed and displayed on a computer,
and that the system can be configured such that very
fast events may be captured after they have occurred.
For example, a digital camera may be set to collect data
continuously, but not store the data. Once the event
of interest has occurred, data storage may be triggered
to include events that occurred several seconds prior
to the triggering of data storage, so that the event
of interest is included.

The principles of force measurements are virtually
unlimited. They range from mechanical springs, to
piezoelectric sensors, to ▶optical trapping and atomic
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force microscopy. Here, three examples of force
measurement principles are given. The first is the
▶force platform that is based on piezoelectric force
sensors; the second is a strain gauge based ▶tendon
force transducer for muscle force measurements in
freely moving animals and humans; and the third is an
optical trappingmethod using lasers to measure the pico
Newton forces in ▶molecular motors and springs.

Force platforms have been used in biomechanical
research for over a century and have been continuously
refined for force and time resolution. Commercial
platforms come in a variety of sizes and shapes, and
they typically contain force sensors in four corners of a
rectangular plate (Fig. 1, top panel, labels 1–4).

With this setup of sensors, it is possible tomeasure the
three-dimensional forces and moments in an orthogonal
reference system (x, y, z; Fig. 1), as well as the point
Measurement Techniques (Biomechanics). Figure 1 Fo
sensors at each of the four corners (top drawing). Resultan
corresponding point of application (P), and force componen
of application of the force (P, Fig. 1, lower panel). Force
platforms are typically based on piezoelectric or strain
gauge sensors. The piezoelectric effect was discovered
in the 1880s by the Curie brothers. Piezoelectric
materials are based on non-conducting crystals that
generate an electrical charge when strained. Quartz
and ceramic materials have piezoelectric properties. For
biomechanical applications, quartz crystals are typically
cut into discs, and when subjected to forces they
produce an electric charge that is proportional to the
applied load. Piezoelectric sensors have the advantage
that they can be used over a large range of forces.
However, they have the disadvantage that the charge
“leaks,” and thus they are not well suited for long-term
static force measurements.
Strain gauge based tendon force transducers have

been used for many years to measure the muscle forces
rce platform with reference frame (x, y, z) and force
t force (F) applied to the force platform with the
ts (Fx, Fy, Fz) (bottom drawing).
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in freely moving animals. Walmsley et al. [3] measured
the forces in the cat medial gastrocnemius and soleus,
and Herzog and Leonard [4] measured these same
forces, plus the plantaris and tibialis anterior forces,
for a variety of locomotor conditions. The tendon
force transducers used in these experiments are of
different shape and size depending on the tendon
geometry. However, the principle of these tendon
force measurements remains the same. A transducer
element is either fixed externally (Fig. 2) or internally
(Fig. 3) to the tendon.

Upon force production by the muscle, the transducer
element is deformed, this deformation is measured
with appropriately placed strain gauges, and the strain
gauge output is then calibrated against known forces
that are applied to the tendon in a terminal experiment.
Measurements of this kind have been instrumental
in identifying the forces acting on musculoskeletal
structures, such as joints, (e.g. [5]) and in determining
strategies of movement control (e.g. [3]).

Optical trapping was developed in the early 1970s
by Arthur Ashkin. Optical trapping and the manipula-
tion of small neutral particles is based on the forces
of radiation pressure. These forces allow for trapping of
a particle of the size of several nm to several μm
in diameter at the centre of focus of a laser beam.
Measurement Techniques (Biomechanics).
Figure 3 Schematic illustration of an implantable force
transducer (left) and a possible arrangement in a patellar
tendon (right). (From [7], with permission.)

Measurement Techniques (Biomechanics).
Figure 2 Schematic illustration of a buckle transducer
(left) and a possible arrangement on an Achilles tendon
(right). (From [6], with permission.)
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Optical trapping has been used in atomic physics, but
its use in biological applications is of primary interest
here. Due to the virtually perfect control that can be
exerted with optical traps, they have been used for a
variety of biological applications: the unfolding and
refolding of proteins and nucleic acids, testing of the
strength of ligand to receptor bonding, and the study
of a variety of molecular motor functions, and the
corresponding forces and basic displacement steps.

Optical traps are perfectly suited to measure forces
up to about 200 pN with sub-pico Newton resolution.
When combined with adequate displacement sensors,
nano metre steps of molecular motors can be detected
(e.g. [8]). These techniques have resulted in great
advances in our understanding of the basic forces and
displacements produced by elementary cycles of a
variety ofmolecular motors. For example, for themyosin
II-actin motor associated with muscle contraction,
single motor protein interactions are thought to pro-
duce forces in the 2–10 pN range, with single step
sizes of 3–12 nm and the unbinding force of myosin II
from actin in the absence of ATP has been measured
as 9.2 ± 4.4 pN.

Accelerations in biomechanics are often determined
using high-speed film or video for measuring displace-
ments as a function of time, and then calculating
acceleration through the second time derivative of
the displacement data. However, this approach is not
very accurate for situations where displacements are
small and accelerations are high, and taking time
derivatives of “noisy” displacement-time data using
numerical approaches always introduces errors that are
hard to quantify. Therefore, a number of sensors have
been used for specific applications in biomechanics to
measure accelerations directly rather than determining
them numerically through displacement data.

Accelerometers work on the principle that a small
inertial mass segment is moved within a sensor, that this
movement is captured electronically and is converted,
through appropriate calibration, into the corresponding
acceleration. Often, accelerometers are built around a
seismic mass element as shown in Fig. 4.

The cantilever is fixed to the base element, and the
seismic mass is attached to the base through a weakened
part in the beam design to allow for deformation of the
element as the sensor is accelerated. The deformation
is measured through strain gauge elements, as shown
in Fig. 4 or piezoresistive elements.

Another principle underlying acceleration measure-
ments is based on a mass element that is positioned
between two coils that are attached to the accelerometer
base (Fig. 5).

The mass is magnetically coupled between the coils,
and when the mass is displaced by acceleration, the
magnetic coupling is changed and the corresponding
change in the inductive current is measured as a change
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Figure 6 Muscle length (top trace) and fiber length trace
(bottom trace) from the medial gastrocnemius during
one-step cycle. The “down” arrow indicates first paw
contact, the “up” arrow indicates paw aft at the end of the
stance phase. Note how immediately after first paw
contact, muscle length increases while fiber length
decreases, thereby illustrating the dissociation of muscle
and fiber length for specific contractile conditions.
(Adapted from [9], with permission.)

Measurement Techniques (Biomechanics).
Figure 4 Illustration of a piezoresistive accelerometer.
(From Instruction Manual for Endevco Piezoresistive
Accelerometers, 1978, with permission.)

Measurement Techniques (Biomechanics).
Figure 5 Schematic illustration of the construction of an
inductive accelerometer.
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in electrical output that can be related to the acceleration
of the transducer. Accelerometers can be custom built
for applications that require specific frequency and
amplitude responses. Proper acceleration measurements
are extremely difficult to perform and interpret because
it is typically not trivial to attach the sensors rigidly to
the target segment and to place them at the point of
interest.

Sonomicrometry is a method based on ultrasound
transmission between piezoelectric (ceramic) crystals
for measurement of length and strain in tissues.
For recording, a minimum of two crystal markers
are attached to the target sites (for example, on arteries
[10] or muscle fibers [11]). One of the crystals emits a
short ultrasound pulse while the second crystal receives
the pulse. From the known time between transmission
and reception of the pulse, and the known speed of
ultrasound transmission, the distance between the two
markers can be measured continuously. Sonomicrome-
try can be used with at least 32 crystals, each acting
simultaneously as a transmitter and a receiver for all the
other crystal markers. Depending on the number of
recording crystals, sonomicrometry signals can be
measured with a time resolution of better than 1 ms
(>1 kHz) and a spatial resolution of 12 μm.
Sonomicrometry has been used extensively to

measure the behavior of single muscle fibers (cells)
in cardiac and skeletal muscles. With this technique,
it was first demonstrated that fiber length changes were
not necessarily in concert with the corresponding length
changes of the entire muscle (Fig. 6), a result that had
great implications for the mechanics of whole muscle
contraction, as well as the control of muscles through
the ▶muscle spindles [9]. Recently, measurements
of the strains in vertebral arteries during high speed, low
amplitude spinal manipulation of the neck have been
instrumental in providing practice guidelines for
these types of medical treatments [10].
Strain measurements are fundamental in biomechan-

ics research. They are used to derive constitutive laws
for biological tissues, to determine failure properties
of materials, to determine stress distributions indirectly,
to analyze interface compatibility between artificial
and biological materials, and many other applications.
Strain on hard tissues, where deformations are less
than about 1% of specimen length, can be measured
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Figure 7 Typical arrangement of four strain gauges with
resistances R1, R2, R3, and R4, respectively, for strain
measurements in biomechanics. Depending on the
number of active cross-bridges, signals are captured
with a conditioning amplifier in a ¼, ½ or a full bridge
configuration (see text for details).
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readily and cheaply with today’s technology. However,
strain measurements on soft (hyperelastic) materials
are much more difficult to measure, as strain transdu-
cers are typically hard to fix “rigidly” on soft specimens
and might add to the force required to stretch the test
specimen.

Strain gauges measure engineering strain (ε), which
is defined as the change in length divided by the original
length. There are a variety of possibilities of strain
measurement and many of these have been used
in biomechanical applications. These include electri-
cal resistance strain gauges, extensometers, optical
methods, Hall effect transducers, and many more.
Strain gauges are used more often in biomechanics
than any other strain-measuring device and they will
be discussed briefly below.

Electrical resistance strain gauges rely on the general
principle that the resistance of an electric conductor is a
function of its dimensions and resistivity, or:

R¼ sL=A

Where R is the electrical resistance, s is the resisti-
vity, L is the length and A the cross-sectional area
of the conductor. When a conductor is stretched, L
increases and A decreases, and the change in resistance
(ΔR) can be captured with the appropriate circuitry and
related to the corresponding change in length of the
conductor (ΔL):

R=R0 ¼ Gf L=L0

� �

Where R0 is the electrical resistance of the unstrained
material, Gf is the gauge factor, and L0 is the length
of the unstrained material. Strain gauge signals are
captured with a conditioning amplifier in a ¼, ½, or a
full bridge configuration. In the ¼-bridge configuration,
only one gauge will be active during testing (e.g. R1

in Fig. 7). Two of the remaining gauges (R3 and R4)
would be precision resistors of equal value inside
the amplifier, while R2 would be a dummy gauge.

In the unstrained condition, R2 is adjusted to have
the same resistance as the active gauge, R1, and the
circuit is balanced with a zero output. If R1 experiences
strain, R1 changes by ΔR and the output, Vout is non-
zero and depends directly on ΔR. If R1 and R2 are
active, we have a half-bridge configuration, which
is particularly useful when one of the gauges is
compressed while the other is stretched, as for example
when they are attached to opposite sides of a deflecting
beam. When all four gauges are active (Fig. 7), we
have a full bridge configuration that maximizes the
voltage output of the sensor.

There are two basic types of strain gauges: foil
gauges and semiconductor gauges. Foil gauges consist
of a thin layer of a metal conductor arranged in an array
of connected parallel lines. These gauges are the most
commonly used sensors in biomechanical applications.
Semiconductor strain gauges are wafers of semiconductor
doped to the form of a strain gauge. They have a higher
gauge factor than the foil gauges, and thus, have a
higher voltage output for a given strain and excitation
voltage than the foil gauges. Semiconductor strain
gauges can measure strains with a resolution
of �1 microstrain.
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Synonyms
Wavelet analysis; Time/frequency analysis; Windowed
Fourier analysis
Measurement Techniques (Electromyography).
Figure 1 Scalogram (average over five trials) of EMGs
of the gastrocnemius medialis for a person running at
4 m/s. The signal rises from lower frequencies at 50 ms
to higher frequencies at 125 ms, and the high frequency
components end at 150 ms. The drop in frequency seen
after 150 ms leads to a muscular event that lasts about
50 ms and is typically seen when wearing shoes.
Definitions
Electromyogram (EMG): EMG is the electrical signal
in volts recorded by electrodes from a contractingmuscle.
Wavelets: Wavelets are short oscillations that have a
zero (0) integral, are defined in a limited time window
and have a band limited power spectrum. Usually
one has a “mother” wavelet and scales and shifts
(translates) this wavelet appropriately to obtain a set
of wavelets that cover the frequency and time range
of the signal of interest.
Tiling: Subdivision of the time-frequency plane into
time-frequency boxes covered by the scaled and shifted
wavelets.
Wavelet transform: The mathematical method for
obtaining the wavelet transformed EMG is a convolu-
tion of the EMG with different wavelets.
Scalograms: The intensity that is extracted from
the signal by the wavelet transform is displayed in a
scalogram as a function of time (abscissa) and scale
(ordinate). Scalograms do not show the phase aspects
of the wavelet transform (Fig. 1).

The intensity may be displayed in different ways, for
example, as a gray scale, where intensity is represented
in different shades of gray, black representing the
highest intensity and white the lowest one. If colors
are available, it is preferable to use color-coding to
represent the intensities (e.g. rainbow colors). It has
also become common practice to display constant
intensities as contour lines similar to contour lines
on geographical maps.
The time intervals on the abscissa are given by

the tiling or by constant time increments in a time
continuous wavelet transform.
The scale (ordinate) is used to represent the

differently scaled wavelets. Frequently, the scale is
represented by the actual scaling factor, but an index
representing the different wavelets can also be used.
If wavelets can be characterized by a center frequency,
then the center frequencies can be displayed on the
ordinate and thus the ordinate represents a measure
of frequency in Hz. These scalograms are also called
intensity patterns [1].
Wavelet domain: The wavelet domain contains the

intensity of the EMG that is extracted by one wavelet
and displayed over time (wavelet domains are repre-
sented as horizontal lines in an intensity pattern).
Intensity spectrum: The Wavelet transform decom-

poses the power of the EMG signal for each time point
(small time window) into a limited set of freque-
ncy bands (Fig. 2). The intensity spectrum (wavelet
spectrum) is the equivalent of a power spectrum for
the Fourier transform. The intensities along a vertical
line in an intensity pattern represent the wavelet spectra.
Total intensity: The sum of the intensities of the

intensity spectrum is called the total intensity, and
is assigned to the specific time point at which the
intensity spectrum was measured. The total intensities
represent a summation of the intensities across all
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Figure 2 Wavelet spectrum extracted from Fig. 1. The
dots represent the intensities extracted by the wavelets
70 ms after heel strike. The dots are located at their
respective center frequencies. The solid line represents
an interpolation between the dots.
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wavelet domains and form a one-dimensional time
series. The square root of total intensities of this time
series contains the same information as the root mean
squared EMG signal [1].

Heisenberg’s uncertainty principle: This principle
states that the time resolution Δt and the frequency
resolution Δf cannot simultaneously be infinitesimally
small. The product Δt · Δf is constant and equals about
1. To exemplify this principle one can think of a
sinusoidal signal of finite duration. If the duration is
much shorter than the period of the sinusoidal wave one
cannot accurately determine its frequency. On the other
hand, if the signal duration is very long, and thus the
time when the signal occurs is not known, then one can
accurately measure its frequency.

Frequency resolution: Frequency is a property of a
signal. If signals with distinctly different frequencies are
superimposed, the difference can only be resolved if it
is larger than the frequency resolution. The frequency
resolution is a property of the wavelet and relates to the
bandwidth of thewavelet. Scalingwavelets tomake them
shorter increases their frequency resolution.

Time resolution: Each wavelet has a frequency
resolution,Δf, and, according toHeisenberg’s uncertainty
relationship, a corresponding time resolution, Δt. The
time resolution is different for each wavelet domain and
represents the shortest time separating two events that are
located in the same wavelet domain. Time resolution
relates to the finite width in time of the wavelet.

Discrete versus continuous wavelet transforms:
Wavelet transforms require a discrete base set ofwavelets
to fully represent the information contained in an EMG
signal. A discrete wavelet transform uses the smallest
number of discretely scaled and discretely translated
wavelets to transform the signal without loosing
information about the original signal. Thus, discrete
wavelet transforms require the smallest computational
effort retaining the information for reconstructing the
original signal. If we focus on the scaling and thus on the
spectral aspect first we find that the spacing between
the differently scaled wavelets can be so large that the
resolution is too broad for projects that aim at a very fine
frequency resolution. This handicap can be overcome by
using a continuous wavelet transform in which the
wavelets are scaled using very small, almost continuous
changes of the scaling factors. The continuous wavelet
transform is best used for getting a smooth wavelet
spectrum, which allows for finding the maximum of the
spectrum very accurately.

If two independent EMG signals are recorded,
Heisenberg’s uncertainty principle does not apply and
one can resolve very small spectral differences; for
example, differences in the position of the mean of
the spectrum that are smaller than the frequency
resolution. However, if one analyzes spectra that
were recorded within a time interval in the order
of the time resolution, then Heisenberg’s uncertainty
relationship becomes the limiting factor and one cannot
have infinitely fine spectral resolution. In this case it
does not make sense to use the continuous wavelet
transform. Thus, when recording and analyzing move-
ment related patterns of EMG intensities, the continu-
ous wavelet transform is not appropriate.

The discrete wavelet transform is also discrete in
time. The time intervals are given by the appropriate
tiling. Thus, if one desires to see a smooth continuous
development of the wavelet transformed signal in time,
one will use almost continuously shifted (translated)
wavelets to obtain a time continuous wavelet transform.
A time continuous wavelet transform should be used
if one is interested in observing the exact timing
of muscular activities during a movement. If two EMG
signals were separately recorded, for example, for two
different external conditions, then the timing difference
of muscular events can be measured with an accur-
acy that exceeds the time resolution imposed by
Heisenberg’s uncertainty relationship. However, if
two muscular events occur in the same EMG recording
then Heisenberg’s uncertainty applies.

The decision of how “continuous” the wavelet
transform should be depends on the desired frequency
or time resolution. Unfortunately, one cannot have
both simultaneously with great accuracy.

Characteristics
Purpose
The purpose of wavelet analysis of EMG signals is to
decompose EMG signals into their frequency compo-
nents in such a way that temporal aspects of the signal
are conserved and resolved [1–3]. For practical cases
of analyzing EMG signals, the purpose translates into
decomposing the signal in such a way that conclusions
about muscle physiological aspects can be drawn. Four
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specific purposes relating to physiological aspects
are mentioned below.

1. Muscles contain different fiber types that have type
specific motor unit action potentials and conduction
velocities. Short motor unit action potentials and
fast conduction velocities generate high frequency
contributions, and broad action potentials and slow
conduction velocities generate low frequency con-
tributions to an EMG. Decomposition of an EMG
signal into the frequency bands covered by the
wavelets provides information about the interplay
of muscle fibers generating high or low frequency
components in the EMG [4].

2. Muscles are typically only activated during parts
of cyclic movements. Decomposition using wavelet
analysis can resolve time-dependent muscle activ-
ities. Therefore, the time resolution can be selected
such that it corresponds to physiological response
times for activation and relaxation.

3. Assessment and evaluation of fatigue is a major
field of muscle research. Evaluations are typically
limited to steady-state recordings of EMG last-
ing at least 250 ms. Decomposition using wavelet
analysis allows detection of the continuous decre-
ase in frequency content that occurs with fatigue.
Wavelet analysis is particularly useful when analyz-
ing muscle fatigue for dynamic conditions such
as isokinetic contractions [5].

4. Decomposition of EMG through wavelet analy-
sis yields EMG intensity patterns representing the
activity of one or multiple muscles at the same time.
These patterns can be used as input to pattern
recognition methods, which can reveal small differ-
ences in muscle activities governing a given move-
ment. For example, male and female runners
generate different EMG intensity patterns [6].

Principles
An EMG signal is a recording of the potential generated
by ionic fluxes in muscle fibers at the position of
the electrode with reference to some other potential
(reference potential). These potentials depend on tissue
properties between the electrodes and the muscle
fibers, and the recorded voltages depend on electrode
configuration. The frequency of the EMG depends
on the inter electrode distance and on the shape of
the electrodes. Proper electrode placement is the
key to obtaining high quality signals. The recorded
EMG is a signal of the fiber action potentials as
measured by “remote” electrodes. However, indepen-
dent of the distortion of EMG signals as a result of
electrode placement, any EMG contains information
about the underlying physiological processes and
structures.
The theory of wavelet analysis has greatly evolved
in the last decade and has been well described by Mallat
[7]. Various biomedical applications have emerged using
this technology [8]. For time/frequency analyses of EMG
signals, an appropriate set of base functions, or wavelets
are required. Commercial software packages (Math-
Cad™ orMatLab™) provide wavelets algorithms. There
are commercial software packages that use a specific set
of wavelets (Biomechanigg Research Inc.) designed for
the analysis of EMGs. There are many different types of
wavelets, and the selection of thewavelets depends on the
purpose of the analysis. If one is mainly interested in
frequency aspects, it is an advantage to select wavelets of
a damped sinusoidal shape (Morley or Cauchywavelets).
For data compression, one might prefer Daubechies
wavelets. The result of the transform depends on the
wavelet selection, and there is no consensus as to which
wavelets would be the most appropriate for a given
situation. Selection is often guided bywhat is available in
software packages, rather than by functionality. Once the
wavelets have been selected, the wavelet transform is a
straightforward mathematical operation of convolving
the measured signal with the wavelets (Convolution, see
Karniel in this Encyclopedic Reference). The magnitude
of the wavelet-transformed signal (square root of the sum
of the squared real and imaginary part) is called the
intensity. Phase aspects are not used for the analysis of
EMG signals.
Advantages and Disadvantages
The main advantage of the wavelet transformed EMG
signal is that physiological processes that change the
frequency content of the EMG signal become visible
simultaneously in the time and frequency domain. Thus,
the classical separation of time- and frequency-domain
can be overcome. Wavelet analysis is also an improve-
ment overwindowed Fourier transform because the time/
frequency compromise is optimized.
Since researchers have used many different types

of wavelets, it is difficult to compare results across
studies. Nevertheless, wavelet analysis combined with
pattern recognition algorithms will probably become
the method of choice of EMG signals.
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of Fuji film and their pressure ranges [2]

Film grade Pressure range (MPa)

Ultra-super-low 0.2–0.5

Super-low 0.5–2.5

Low 2.5–10

Medium 10–50

High 50–130

M
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Synonyms
Stress

Definitions
▶Stress/Pressure: The force per unit area exerted on a
material.

▶Diarthrodial Joint: A joint encased in a ligamen-
tous capsule including an articular cavity.

▶Spatial/Temporal Resolution: A property of a
measurement system that defines its ability to resolve
measurements taken at two adjacent points in space or
time. The closer the adjacent space or time points, the
better the resolution is said to be.

Characteristics
Introduction
Pressure measurement techniques are currently utilized
in several major biomechanical fields. For example,
pressure sensitive mats and plates are used to measure
the pressure distribution between different parts of the
body (e.g. the foot or finger) and external surfaces (e.g.
the floor, a shoe or a keyboard) [1]. Direct measurement
of the contact pressure at articular interfaces within
diarthrodial joints of the body (such as the femoral head
and acetabulum in the hip joint) continues to remain a
challenge in orthopedic biomechanics. Research in this
particular field has enabled us to better understand the
structure-function relationships of ▶articular cartilage
and other joint tissues in providing joint motion and the
pathomechanical processes involved in joint diseases
such as ▶osteoarthritis. The main focus of this essay
will be to give an overview of this latter area
of application.

Measurement Methods
Pressure Sensitive Films
Fuji prescale pressure-sensitive film (Fuji Photo Film
Co. Ltd, Tokyo, Japan) is the most extensively used
technique to measure contact pressures in diarthrodial
joints. The film comes in grades, with each grade
covering a different pressure range between 0.2 and 130
MPa (Table 1).

Except for the high-grade film, Fuji film consists of
an A- and C-sheet [2]. The A-sheet contains randomly
arranged fluid filled bubbles 2–25 μm in diameter.
When pressure is applied, the bubbles burst, releasing
their fluid content. The second C-sheet contains an
active layer that reacts to the fluid to produce a red stain
(Fig. 1) [2].

Since different sized bubbles break at different
pressures, the amount of fluid released and thus the
color density of the stain is dependent upon the pressure
acting across that area (Fig. 1). The A- and C-sheets
of the film are generally sandwiched between poly-
ethylene layers to protect them from humidity.
The film including the sealing materials is �250 μm
thick [2]. Thicker packets of film have been made by
stacking films of different grades on top of one another
[3]. This technique increases the sensitive range of the
Fuji film packet. A much thinner Fuji film, 25–50 μm
thick, has recently been introduced, though it has not
yet been thoroughly assessed for biomechanical
applications [4].

A second pressure sensitive film was developed and
applied in the biomechanics field around the same time
as Fuji film was first introduced. This sensor consisted
of four layers with a total thickness of 285 μm [5].
A layer of fast-drying enamel paint sprayed onto an
acetate film acted as a plastic material in this sensor.
A nylon screen woven out of monofilament threads
with 12 threads per millimetre lay on top of the paint
layer with a mylar film on top of that to protect the



Measurement Techniques (Pressure). Figure 1 Typical Fuji film stains from the patellofemoral joints of five cats
under 300N of applied force on: (a) low- and (b) medium-grade film. Increasing pressures are associated with
increasing stain darkness. Reprinted from the Journal of Biomechanics, 35:1, clark AL, Herzog W and Leonard TR,
contact area and pressure distribution in the feline petallofemoral joint under physiologically meaningful loading
conditions, Pages 53–60, Copyright (2002), with permission from Elsevier.
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sensor from moisture [5]. Pressure applied to the film
pressed the threads of the nylon screen into the plastic
paint material leaving a series of permanent micro-
indentations. The depth of these micro-indentations
were then evaluated and related to the magnitude of the
applied pressure with ▶calibration [5].

Most recently Iscan, an electric film for measuring
pressure in joints, has been developed. The Iscan sensor
(Tekscan Inc, South Boston, MA, USA) is 200 μm
thick, has a sensing area of 56 mm2, and can take
measurements at up to 125 Hz [4]. Each sensor consists
of two polyester sheets bonded together with a layer of
semi-conductive ink between them. The polyester
sheets have electrical conductors evenly distributed
across them producing a sensing element at each point
where the conductors on both sheets cross each other.
As pressure is applied to the sensor, the semi-
conductive ink is compressed, altering the resistance
between the two polyester sheets [4]. This change in
resistance is then related to the applied pressure by a
calibration routine.

Discrete Pressure Transducers
In addition to pressure sensitive films, a second major
approach to measuring contact pressure in diarthrodial
joints has been to place a number of small discrete
▶transducers over the articulating surfaces. In the
majority of cases, piezoelectric materials have been
used to make transducers that are recessed into the
superficial layer of the articular cartilage. In one series
of studies, 24-flat-bottomed cylindrical wells,�3.5 mm
in diameter, were drilled into the articular surfaces of
cadaver femoral condyles and femoral heads [6].
Miniature piezoresistive transducers 400 μm thick were
then secured into the wells using cyanoacrylate
adhesive. The depth of each well was adjusted so that
the face of the transducer was palpably flush with the
articulating surface. Two lead wires from each trans-
ducer passed across the cartilage surface to a signal-
processing unit [6]. The transducers were made of a
tightly packed granular piezoresistive material, con-
tained and loaded in parallel through a silastic annular
spacer. Transducer resistance changes due to the applied
surface pressure were detected by output changes to a
simple electronic circuit [6].
In a more recent study, a piezoelectric film replaced

the piezoresistive material as the sensing element of
these transducers [7]. Piezo film develops an electrical
charge proportional to the mechanical stress or strain
applied to it. The piezo film was sandwiched between
two stainless steel electrodes and sealed in a water
resistant capsule. Six of these transducers, 3 mm in
diameter and �300 μm thick, were embedded into
the articular surface of cadaver patellae [7]. Wells were
drilled into the cartilage as described above; however,
an extra 1mm diameter hole was drilled in each well
through the subchondral bone to allow the wires to
pass through to the other side of the patella [7].
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In contrast to these piezoelectric transducers, pres-
sure pipes (1.5 mm in diameter) inserted into holes
drilled through the articular cartilage and subchondral
bone have also been used as discrete pressure trans-
ducers [8]. Physiological saline was utilized as a
pressure medium within the pipes and the pipe pressure
was measured using a transistor pressure transducer
and pressure gauges. This set up was used to measure
instantaneous contact pressures between cadaver femo-
ral condyle and tibial articular surfaces [8].

Instrumented Prosthesis
Among the earliest attempts to measure contact
pressures in diarthrodial joints was an instrumented
femoral hip ▶prosthesis [9]. A number of small pres-
sure transducers were introduced in the hollow sphere at
the end of the prosthesis to be positioned in the hip joint
in contact with the cartilage in the socket. A hole (4 mm
diameter) was machined into the inside of the hollow
hemisphere leaving a thin diaphragm 445 μm thick.
This diaphragm was deflected slightly (0.28 μm/MPa)
by the contact pressure with the acetabular cartilage [9].
The displacement of the centre of the diaphragm was
detected and measured by a strain-gauged, silicon
crystal cantilever beam transducer. Fourteen pressure
transducers were evenly distributed across the sphere of
the prosthesis. Each transducer was switched on serially
and the output sent to a remote data collection station
using a radio transmitter and receiver [9]. The trans-
ducers were sampled at 253 Hz and the electronics were
powered using an induction arrangement involving a
pair of magnetically coupled concentric coils. The
primary coil circled the upper thigh and was coupled
with a smaller secondary coil located on the tip of the
stem of the prosthesis inside the femur. The prosthesis
was therefore completely self-contained and used no
batteries [9].

Advantages and Disadvantages
Disruption of Joint Contact Mechanics
Introducing a pressure sensitive film between two
contacting surfaces alters the very pressure distribution
that is being measured. This error is primarily caused by
the stiffness and thickness of the film. The softer and
thinner the film is, the smaller the errors will be. The
magnitude of this problem has been evaluated for Fuji
film using a theoretical approach [10]. The pressure
distribution in the feline patellofemoral joint was cal-
culated for given loading conditions with and without
the pressure sensitive film. The film, including sealing
materials, was defined as 250 μm thick with a stiffness
of about 200 times the stiffness of the articular cartilage.
The results of this case indicated that introducing the
Fuji film into the joint caused an underestimation of the
true pressure distribution by about 10% [10]. Along
similar lines, pressures recorded by an instrumented
prosthesis are likely to be quite different from those in a
natural joint due to the metal on cartilage as opposed to
the cartilage on cartilage interface [9].

With discrete pressure transducers, the cylindrical
defects made in the articular cartilage and the different
elastic moduli of the transducer relative to the surround-
ing cartilage may alter the local load transmission pro-
cesses and therefore the pressures being measured [7].
Slight differences in the amount of cement used at the
base of each transducer and differences in the congru-
ity match at the cartilage surface may also influence
local pressures [7]. While drilling holes through the
bone to allow leads to pass out of the joint will keep
the leads from disrupting joint contact, it may also cause
greater disruption to the fluid flow within the cartilage
and between the cartilage and bone in the vicinity of
the defect.

When an instrumented prosthesis is implanted,
roughly half of the cartilage in the joint is lost [9].
This will almost certainly affect the distribution and
quantity of ▶synovial fluid between the joint surfaces
[9]. The significance of any variation in pressure dis-
tribution caused by this redistribution of synovial fluid
is currently unknown.

Spatial Resolution of Pressure Measurements
One of the major advantages of pressure sensitive films
is that they can record the pressure distribution over the
entire contact area within a given joint. In contrast,
discrete transducers only record local pressure values
from certain points in the joint from which the
corresponding whole contact stress patterns must then
be reconstructed [6]. In particular, the reported peak
local stress values reflect the highest single transducer
reading, which may not coincide with the most highly
stressed point on the contact surface. Increasing the
number of transducers in a joint would improve the
spatial resolution of this method, although would also
lead to more severe disruption of joint mechanics as
discussed above.

Temporal Resolution of Pressure Measurements
The viscoelastic deformational characteristics of articu-
lar cartilage suggest that static measurements may not
be ideal for estimating the transient pressure distribu-
tion that occurs in diarthrodial joints in vivo. One of the
major advantages of the pressure measurement techni-
ques that utilize electronics, the pressure pipes or
the instrumented prosthesis is that they have the
potential to record virtually continuous pressures during
joint loading. For example, an Iscan sensor can record
measurements at 125 Hz [4] and an instrumented
prosthesis at 253 Hz [9]. Pressure films similar to the
Iscan, however, have demonstrated drift; a significant
time-dependent response to load which may lead to
large errors during measurements of dynamic activities
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[4]. Fuji film and the film introduced by Ahmed do not
allow such time resolution of pressure measurements
[5,10,2]. Both of these films record maximal pressures.
Therefore, either of these films inside a joint will record
the local peak pressures occurring during a loading
period rather than any actual pressure distribution or
the time history of the pressure distribution.
Other Potential Sources of Artifact
The complex and often multidimensional curvature in
many diarthrodial joints is a potential cause of artifacts
in pressure measurements. Studies using Fuji film
have described artifacts as the film has crinkled while
negotiating the curvatures in a joint [10,2]. While not
wrinkling, the accuracy of the Iscan sensor may be
affected by joint curvature, though it is not clear by how
much [4]. Clearly, discrete pressure transducers are not
affected as significantly by the curvature of a joint.

The majority of the pressure transducers outlined
above are sensitive to things other than pressure. These
include temperature, humidity, electromagnetic inter-
ference and crosstalk. It is important, therefore, that
these variables are either eliminated (e.g. by sealing
transducers in water resistant coating), minimized (e.g.
by limiting the number of connecting wires routed
through a joint) and/or held constant throughout loading
and calibration routines.
Adaptability of Technique for In-Vivo Measurements
Ultimately, in trying to understand the in vivo structure-
function relationships of joints it is most desirable to
conduct experiments that resemble the in vivo situa-
tion as closely as possible. Use of the instrumented
prosthesis, for example, has enabled pressure measure-
ments to be made in humans during a wide range
of daily activities such as riding a bike and using
a bedpan. The Iscan sensor has also been inserted
into the medial compartment of knees during routine
arthroscopic examination. It was used to measure the
effects of braces on patient knee loading during normal
stance.
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Mechanical Impedance
Definition
A dynamic operator that specifies the forces that a
mechanical system generates in response to imposed
motions. It is normally represented as the transfer
function relating the velocity of the system (input) to the
force (output). Inertia, damping and stiffness can be
identified from the phase relation between output force
and imposed velocity. Admittance is the inverse of
impedance: an operator specifying a motion in response
to imposed forces. Muscle-environment interaction is
fundamentally two-way; since the muscle is coupled to
the skeleton, which tends to impose motions, muscle is
usually best regarded as providing impedance. In the
context of vertebrate motion, mechanical impedance
determines how the forces applied to a body segment
will be transformed into motion.

▶Impedance Control
Mechanical Obstruction (or Ileus)
▶Bowel Disorders
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Mechanically Skinned Fiber
Definition
An isolated single muscle fiber preparation that
involves physically peeling or rolling back the
sarcolemma (plasma membrane) leaving the other
structures relatively unaltered. Upon skinning, the
transverse-tubular system seals off which makes it
possible to study the normal excitation-contraction
coupling process in these fibers (i.e. depolarization-
induced Ca2+ release).

▶Excitation-Contraction Coupling
Mechanics
M

MARCELO EPSTEIN

Schulich School of Engineering, University of Calgary,
Calgary, AB, Canada

Definition
The science that studies the motion of material bodies
and its relation with the forces acting on them.

Description of the Theory
As the science ofmotion and▶deformation of▶material
bodies, ▶mechanics plays an essential part in the study
of those aspects of biological systems that underlie the
functioning of living tissues and organs regardless of the
fact that they are alive. In biomechanics therefore,
mechanics and physiology are complementary disci-
plines. The barriers between these two main components
of biomechanics are not however sharply defined. A
chemical reaction involving long, geometrically complex
molecules may require a mechanical description of
the relative motion of the molecules, while a proper
understanding of the macroscopic deformation of an
organ may need the incorporation of chemical reactions
in the continuum model. In broad terms, mechanics can
be divided into two main branches, classical mechanics
of particles and rigid bodies and continuum mechanics
of deformable media. Both are of relevance to bio-
mechanics. For instance, the description of many
physical activities and sports, such as diving or running,
can be undertaken fairly faithfully by ignoring the
deformability of the tissues involved and considering the
human or animal body as an assembly of rigid members
joined together by means of ideal hinges and articula-
tions. Models developed under such assumptions fall
within the realm of classical rigid body mechanics. The
description of the functioning of the heart, on the other
hand, is a typical example in which the methods
of continuum mechanics are called for. Intermediate
between these two realms lies the domain of the so-called
rheological models, which represent an attempt at
describing deformable systems as if they were made
of a discrete array of a small number of idealized
deformable elements (such as▶springs and▶dampers).
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Mechanoelectric Transduction
▶Mechanosensory Transduction

Mechanoreceptor Mechanism
▶Mechanosensory Transduction

Mechanoreceptors
Definition
A class of sensory receptors whose adequate stimulus is
a physical change in the position of a body part or
surface, including the various mechanoreceptors in the
skin, the auditory and vestibular hair cells of the inner
ear, and the stretch receptors in skeletal muscle. The
mechanical deformation causes an electrical change
within the receptor cell (i.e., the generator or receptor
potential), and eventually an action potential in the
nerve fiber(s) connected to the receptor organ.

▶Sensory Systems
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Mechanosensation
Definition
The sensation of a mechanical event (e.g., contact,
deformation, stretch or displacement) involvinga somatic
tissue, such as the skin, oral mucosa, muscle or joint.

Mechanosense
▶Evolution of the Mechanosensory and Electrosensory
Lateral Line Systems

Mechanosensory Transduction
HISASHI OGAWA

Department of Neurology, Kumamoto Kinoh Hospital,
Kumamoto, Japan
Department of Sensory and Cognitive Physiology,
Faculty of Medical and Pharmaceutical Sciences,
Kumamoto University, Honjo, Kumamoto, Japan

Synonyms
Mechanoelectric transduction; Mechanoreceptor mecha-
nism; Mechanosensitive ion channels; Mechanically-
gated ion channels

Definition
Low mechanical energy is received at cutaneous
mechanoreceptors and converted into electrical energy
in the form of receptor potential.Mechanoreceptorswork
as sensory transducers to transformmechanical energy to
electrical energy. Receptor potential is then converted
into a series of impulses at a spike generating site, the
first Ranvier node of sensory nerve fibers innervating.
Different structures ofmechanoreceptors may be suitable
to receive different forms of mechanical energy. Com-
ments are also made on the mechanical filter of lamella
of corpuscles, the possible functional role of Merkel
cells in the Merkel cell-▶neurite complex, which
yield receptor potentials in response to mechanical sti-
mulator mechanosensitive ion channels.

Characteristics
Quantitative Description
Receptor potentials in response to mechanical stimula-
tion were first discovered at Pacinian corpuscles
isolated from the mesentery in cats [1]. Receptor
potentials to mechanical stimulation were also recorded
from the muscle spindle of frog [2] and from stretch
receptors of muscles in crayfish. Receptor potentials are
generated locally at the non-myelinated nerve terminals
(or at the dendrites of muscle stretch receptor cells), and
▶graded depending on the strength of mechanical
stimulus. Receptor potentials from the Pacinian corpus-
cle are rapidly adapting or ▶phasic in time course,
generated at the onset and offset of mechanical pulses
applied (Fig. 1c), whereas those from muscle spindles
and stretch receptors are tonic, lasting during the
application of muscle stretch.
Thus, it is believed that receptor potentials are phasic

in rapidly adaptingmechanoreceptors, such as lamellated
corpuscles or Meissner corpuscles, but they are tonic in
slowly adapting mechanoreceptors, such as Merkel cell-
neurite complexes or Ruffini endings, although receptor
potentials have not been recorded from most of the
cutaneous mechanoreceptors. The size of receptor
potentials are dependent on the sodium concentration in
the solution bathing the isolated Pacinian corpuscles.
Therefore, mechanical forces increase ▶membrane
conductance, probably by gating the ionic channels
permeable sodium ions [3] which have not yet been
identified. ▶Tetrodotoxin and local anesthetics affect
receptor potentials, however, the effects of amiloride
which affect Deg/ENaC, mechanosensitive ion channels
in C. elegans (see below), have not been investigated.
Receptor potentials increase in a graded manner in

response to the increased strength of mechanical pulses.
The magnitude of the receptor potential is proportional
to the strength of mechanical stimulation [1] (Fig. 2).
Receptor potentials spread electrotonically [▶Elec-

trotonus, electrotonic (ally)] to the spike generation site,
the first Ranvier node, and are recorded as generator
potentials. Generator potentials are now converted
into spikes when they exceed the threshold for the
firing spike. As far as generator potentials exceed the
firing threshold, spikes are generated successively,
although adaptation at the spike generation sites is
different with different mechanoreceptors. The number
of spikes generated in a unit time is proportional to the
receptor potential height as well as to the mechanical
stimulus applied.
Further study of the mechanosensory transduction

mechanism may exceed the limit of electrophysiologi-
cal technique, and may proceed with collaboration
of both electrophysiology and molecular biology (see
mechanosensitive ion channel).

Lamellate Structure Works as a Mechanical Filter
Lamellated corpuscles work as a mechanical filter and
transmit a transient change of mechanical forces applied
to the unmyelinated nerve terminal in the central core
[3]. Application of short mechanical pulses to the



Mechanosensory Transduction. Figure 1 Responses of intact and decapsulated Pacinian corpuscles (PC) to
brief and prolonged mechanical stimulation. The upper part of the figure illustrates the gross morphology of an
intact PC and the method to stimulate and record from it. A, B; Responses to evoked by graded brief mechanical
stimuli at both intact and decapsulated Pacinian corpuscles (A, B). The strongest stimulus evoked a response
that exceeded threshold for generation an action potential. C. An intact PC produced a phasic receptor potential at
the onset and offset of a prolonged stimulus. D. A decapsulated PC produced a sustained receptor potential.
(Reproduced and modified from PB Detwiler ‘Sensory transduction’, In: HD Patton et al. (eds) Textbook of
Physiology, 21st Edition, vol. 1, Excitable Cells and Neurophysiology, WB Saunders Company, Philadelphia
1986, pp 98–129, Fig. 5–9).
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outer lamella in the Pacinian corpuscle generates both
transient and static phases of mechanical displacement
at the outer part of the lamella. But the static phase of
the displacement is rapidly decreased as the displace-
ment is transmitted further down to the inner core, and
finally only the transient phase of displacement is
transmitted to the non-myelinated nerve terminal. Such
a mechanical filter action has theoretically also been
analyzed. Resection of the outer lamella from the
Pacinian corpuscle changes the adaptation of receptor
potentials from phasic to tonic form; now, receptor
potentials last during the period of mechanical stimula-
tion (Fig. 1b). Thus, the lamella works as a mechanical
filter to pass only the high frequency component of
mechanical forces to the nerve terminals.

Generation of the RP at offset as well as at onset of
mechanical compression is explained by the oval form
of nerve terminals [3]. The unmyelinated nerve terminal



Mechanosensory Transduction. Figure 2 Relationship between the stimulus strength applied to crystal or an
electromechanical transducer (in voltage) and receptor potential relative to the maximum amplitude (%) in a PaC.
Filled circles, relationship in the range of 0~30 volts; open circles, in the range of 0~6 volts. (Reproduced and
modified from JAB Gray and M Sato (1952) ‘Properties of the Receptor Potential in Pacinian Corpuscles’, J. Physiol.
122:610–636, Fig. 8).
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is oval in shape, and the longer transverse axis is aligned
with the cleft of the inner lamella. The application of
mechanical displacement to the shorter axis depolarizes
the nerve terminal but the stimulation of the longer
axis hyperpolarizes it. Application of mechanical forces
displaces the lamella at the onset to increase the
pressure inside the lamella, depolarizing the nerve
terminal at the shorter axis. When mechanical distor-
tion is over, the lamella return to the original sphere
and the pressure inside the lamella is decreased as
a whole, which depolarizes the nerve terminal at the
longer axis.

This mechanical filter hypothesis is applicable
to all lamellated corpuscles, since all sensory units
innervating lamellated corpuscles are rapidly adapting
to generate both on and off discharges in response to
mechanical pulses.

Functional Role of Merkel Cells at Merkel Cell-Neurite

Complexes

Since F Merkel (1875) discovered Tastzellen (Merkel
cells) in various vertebrates, it has been known that they
are located at the position of the skin to readily receive
mechanical deformation or force to the skin from the
outside; under the touch dome in hairy skin or under
the papillary ridges in glabrous skin. However, there is
long-lasting controversy over the issue of whether
Merkel cells are receptor cells, merely accessory cells
to transmit mechanical forces to the associated nerve
terminals or to induce their innervation of the skin
during development [4]. Among affirmative evidence
for the mechanotransduction hypothesis, included are
phototoxic or chemical destruction of Merkel cells to
abolish the tonic phase of discharges, chemical or
gaseous manipulation of the circulating blood supply or
bathing solutions for Merkel cells in situ or in vitro
to modify the discharge patterns, and tonic discharges
to anodal DC stimulation [4–6]. Among the negative
evidence against the hypothesis, however, the failure by
phototoxic destruction of Merkel cells to abolish
discharges in response to short mechanical stimulations,
the capability of Merkel cell-▶neurite complex afferents
to follow high frequent sinusoidal stimulation, possibly
denying the function of synapse between Merkel cells
and nerve terminals, and the survival of slowly adapting
afferent discharges of irregular form (a specific feature
of mechanoreceptor afferents innervating Merkel cell-
neurite complexes) in spite of almost all loss of Merkel
cells in mice lacking some neurotrophin [4,7]. To
compromise the two parties, two-mechanotransduction
site hypotheses have been submitted [4] (Fig. 3);
Merkel cells are receptor sites for both phasic and tonic
transduction and nerve terminals those for phasic
transduction.

Mechanosensitive Ion Channels
Application of mechanical forces to mechanorecep-
tors open mechanosensitive ion channels which is
reflected as an increase in membrane conductance,
to generate receptor potentials. By using techniques



Mechanosensory Transduction. Figure 3 Schematic illustration of two site-hypothesis in mechanosensory
transduction in Merkel cell-neurite complex. Each of the two receptor sites, Merkel cells and nerve ending,
transforms different forms of mechanical forces (static + phasic and phasic only). GP, generator potential at the
spike generation site;MC, Merkel cell; NE, nerve ending; RP, receptor potential; ST, stimulation). (Reproduced from
H Ogawa (1996) “The Merkel Cell as a Possible Mechanoreceptor Cell”, Progress in Neurobiology, 49:317–334.
Elsevier Science Ltd, Fig. 15).
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of both electrophysiology and molecular biology,
mechanosensitive ion channels have been extensively
studied in nematode (Caenorhabditis elegans) and
arthropod (Drosophila), and some correspondence in
mammals has also been studied. However, ion channels
gated by low mechanical stimulation have not yet
been identified in mammals.

In both C. elegans and Drosophila, ion channels
of two gene families, degenerin/epithelial Na channel
(Deg/ENaC) and transient receptor potential (TRP)
superfamily, are proposed as the candidates for mechan-
osensitive ion channels to mechanically gate in a short
latency. Corresponding genes in are also found.

Deg/ENaC superfamily [8] have two transmembrane
domains with a large extracellular loop for receiving
physical stimuli from outside and the N and C terminals
facing intracellular space. Among the superfamily,
MEC-4 complexes have been identified as a mechan-
otransduction inC. elegans; the assembly is composed of
Deg/ENaC subunits MEC-4 and MEC-10 and the
accessory subunits MEC-2 and MEC-6. The MEC-4
complex is thought to associate with the extracellular
matrix. ▶Null mutation in MEC-4, MEC-2 and MEC-6
abolish mechanotransduction in body touch neurons.
Sincemammalian correspondence,β-ENaCand γ-ENaC,
localize at lanceolate nerve endings in the vibrissae,
Merkel cells and lamellated corpuscles in the food pad of
the rat, they are assumed to act as a mechanotransduction
channel. However, the function remains to be studied
because of failure in their mutation study.

Three members of the acid-sensing ion channels
(ASICs), a related subfamily of Deg/ENaC, are tested
for a possible mechanotransduction channel. Na current
through the channel is blocked by amiloride and
facilitated by an acid lower than pH 5 and Zn. Knockout
of respective genes in mice has been carried out to
elucidate their involvement. Knockout of ASIC1 did
not affect cutaneous touch, but did affect visceral
mechanical afferents. Since both ASIC 2 and ASIC 3
are expressed at various mechanoreceptor afferent
terminals, such as Meissner’s corpuscles, Merkel cell-
neurite complex, and hair follicles, several research
groups knocked out ASIC 2 and 3 to see the influence
on cutaneous mechanoreception. One group found that
knockout of either ACIC 2 or ASIC 3 reduced in
▶firing rates of rapidly adapting afferents in hairy skin
but not in other types of mechanoreceptor afferents.
Other groups, however, did not find any disruption of
mechanoreceptor afferent activities by knockout of
ASIC2 and/or ASIC3.

TRP family [8,9] is comprised of seven families. They
are generally nonselective cation channels, having a
molecular architecture similar to that of voltage-gated ion
channels: subunits have six transmembrane domainswith
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a putative pore region, and are arranged to form a
tetrameric channel. Almost all TRP families are ex-
pressed at ciliated structures, such as hair cells in the inner
ear, and the vaniloid receptor TRP subfamily (TRPVs) is
probably involved in mechanotransduction in verte-
brates. TRPV4 are expressed at cutaneous nerve
terminals, including Meissner corpuscle, Merkel-cell
neurite complex, and Ruffini endings, but not in hair
follicle palisade, however, its knockout did not impair
mechanotransduction in low threshold mechanorecep-
tors but did in high threshold pressure receptors or
mechanical nociceptors. TRPV4 is also activated by
osmotic stimuli which cause cell to swell to regulate
osmotic pressure in the brain. Since TRPV4 are usually
activated by a second messenger in response to
chemicals or temperature, a real mechanosensor is sug-
gested in an upstream element even if it is involved in
mechanosensory transduction. Isolated Merkel cells
increased intracellular Ca in response to hyposmotic
stimuli [10] and Merkel cells have lots of cytoplasmic
processes probably corresponding to cilia of hair cells
(see Mechanoreceptor, Anatomy in this Encyclopedia).
However, it is not known whether TRP is involved in
mechanotransduction of Merkel cells.

In spite of efforts, no mechanosensitive ion channels
have so far been identified for low threshold cutaneous
mechanoreceptors. Attempts to record mechanically-
gated ionic currents from dorsal root ganglion (DRG)
cells with genes of possible candidates for mechan-
osensitive ion channels have resulted in vain, probably
because mechanosensors are not expressed at the
membrane of DRG cells but at the nerve terminals.
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Mechanotransduction
Definition
The sensing of mechanical stimuli by specialized
mechanoreceptor cells, which transduce the stimuli
into membrane potential changes (receptor potentials).

▶Sensory Systems

Medial Diencephalic Disorder
Definition
Frequently referred to as ‘diencephalic amnesia’,
medial diencephalic disorder is a type of amnestic
disorder linked to lesions in the medial diencephalic
region of the brain. The specific structures and
connections in this region that must be damaged to
cause memory impairment continue to be investigated.
Two structures most frequently implicated include the
medio-dorsal thalamic nucleus and mammillary nuclei.
The presentation of diencephalic amnesia is similar to
medial temporal lobe amnesia, with the usual occur-
rence of both anterograde and temporally graded
retrograde amnesia.

▶Amnesia

Medial Eminence
Synonyms
▶Eminentia medialis; ▶Medial eminence

Definition
Protrusion created by underlying cranial nerve nuclei
and pathways.

▶Pons
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Medial Geniculate Body
ADRIAN REES
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Synonyms
Auditory thalamus; Medial Geniculate Nuclei
Definition
The medial geniculate body is the thalamic processing
centre of the auditory pathway. It receives projections
from several nuclei in the auditory brainstem and
midbrain (predominantly the inferior colliculus), the
auditory cortex, and the thalamic reticular nucleus
(TRN). The projections of the MGB include regions
of the auditory cortex, the TRN, and the lateral nucleus
of the amygdala. The MGB comprises several sub-
nuclei, each of which has distinct structural and func-
tional properties. As well as being important for
sound recognition and localization, it also plays a role
in the emotional responses to sounds and auditory
attention.
M

Characteristics
Introduction
The innervation of the MGB provides compelling
evidence that sound perception depends on more than
the upward sweep of sensory information from cochlea
to cortex. Although the MGB receives ascending inputs
chiefly, but not exclusively, from auditory centers
in the brainstem, these are greatly outweighed by the
descending inputs it receives from cortical sources.
Indeed, the thalamic and cortical centers are so closely
interconnected they are often referred to conjointly as
the thalamo-cortical loop. Although we know little
about the function of these connections, it seems likely
they enable prior experience and stimulus history to
influence sensory inflow to the cortex. But as well as
projecting to the cortex, theMGB also targets the limbic
system, a region of the brain involved in controlling
emotions, and other subcortical targets such as the
auditory sector of the thalamic reticular nucleus (TRN).
Thus, the MGB not only has an essential role in
auditory perception, but also contributes to learning,
memory and attention in the auditory domain.

Our knowledge of the MGB is based on anatomical
studies in a variety of mammals from rodents to humans,
and physiological studies principally in cat, rat, guinea
pig and primate. Species differences exist, but for the
sake of clarity the emphasis here will be on the common
features.
Location and Subdivisions
The paired MGBs are the most caudal thalamic nuclei,
and are visible as rounded eminences on the lateral
edges of the diencephalon at its junction with the
mesencephalon. Caudal to each MGB is the superior
colliculus, while dorsally and laterally is the lateral
geniculate body: the principal visual nucleus of the
thalamus.

The MGB is not a single uniform structure, but
consists of three divisions, or nuclei: ventral (MGv),
dorsal (MGd) and medial (MGm). Within these
divisions further subdivisions have been recognized
by their distinct cytoarchitecture, connections, and
functional properties [1]. In contrast to some structures
in the auditory brainstem, the two MGBs are not
directly interconnected.

MGv, the largest of the three divisions, is overlain by
the flatter dorsal division (MGd), while the narrowMGm
liesmedial to them.Of the three divisionsMGvappears to
be primarily sensory. It receives the major ascending
(lemniscal) input from the ▶inferior colliculus in the
auditory midbrain, and sends outputs to the frequency
mapped (tonotopic) subdivisions of the auditory cortex
on the ipsilateral side, which in turn project back to
MGv. MGd receives its inputs primarily from the dorsal
cortex of the inferior colliculus and projects pre-
dominantly to nontonotopic, or extra-lemniscal, auditory
fields and to the limbic system. MGm is characterized
by polymodal inputs, and outputs that project to both
tonotopic and non-tonotopic regions of auditory cortex.
It also targets non-cortical structures including the lateral
▶amygdala in the limbic system, and is involved in
emotional responses to sound and auditory learning. The
TRN comprises a shell of GABAergic neurons envelop-
ing the thalamus laterally and rostrally; the auditory sector
being most caudal part of the nucleus. It receives
collateral inputs from excitatory thalamo-cortical and
cortico-thalamic synapses, while delivering inhibitory
feedback to the MGB via GABAA and GABAB fibers.
Thus, under the influence of these feed forward and
feedback connections, TRN modulates information flow
from thalamus to cortex. The connections of the MGB
are summarized in Fig. 1.

Ventral Nucleus (MGv)
The major ascending input toMGv is from the midbrain,
chiefly the central nucleus of the inferior colliculus on the
ipsilateral side.Although this projection is predominantly
excitatory, there is also a significant GABAergic, inhi-
bitory projection, at least in rat and cat. As with other
nuclei in the lemniscal division of the auditory pathway,
the incoming fibers are arranged systematically within
MGv according to their▶best frequency (BF), so giving
rise to a topographic representation of sound frequency
(a ▶tonotopic map) that reflects the spatial analysis of
frequency on the basilar membrane in the cochlea.



Medial Geniculate Body. Figure 1 Connections to and from the medial geniculate body. Double-headed arrows
indicate bi-directional connections. Arrows in the area enclosed by the dashed line labeled “paralaminar nuclei”
represent connections of all nuclei in this group. Key: CNC, cochlear nucleus complex; CNIC, central nucleus of the
inferior colliculus; DCIC, dorsal cortex of the inferior colliculus; IC, inferior colliculus; MGv, MGd, MGm, ventral, dorsal
and medial nuclei of MGB, respectively; PIN, Posterior intralaminar nucleus; TRN, thalamic reticular nucleus; SC,
superior colliculus; SOC, superior olivary complex; SpC, spinal cord; SPG, suprageniculate nucleus.
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The neural substrate underlying this organization is an
arrangement of large principal neurons whose flattened,
tufted dendrites align with the incoming fibers. In the
lateral part of MGv in cat, the species investigated most
intensively, the cells and fibers are arranged in curved
sheets or laminae orientated approximately dorsal to
ventral and rostral to caudal. Neurons responding best to
low-frequency sounds are encountered in the most lateral
laminae and those with high frequency BFs occur
medially. The sequence changes in the neighboring pars
ovoidea; a region named for the laminae’s distinctive
concentric arrangement. The tonotopic mapping reflects
this structure with neurons tuned to low frequency in the
centre [2]. The tonotopy continues into the lateral part of
the Posterior Group of the thalamus, a nucleus that abuts
the MGv on its lateral, rostral and medial borders. The
similarity of the auditory representation in the posterior
group to that inMGvhas led to its inclusion as a lemniscal
component of the auditory pathway [2]. The tonotopic
organization of MGv is reportedly less precise in lightly,
or unanesthetized animals.

Other parameters of sounds are distributed across
the two dimensional surface of each frequency lamina
in MGv. Specific regions of the laminae represent
different binaural interactions, e.g., bands of neurons
that are excited by sound at either ear are separated
by neurons that are excited by sound presented to
the contralateral ear and inhibited by sound in the
ipsilateral ear.
In cat and primate, MGv has an abundance of

small inhibitory (GABAergic) interneurons distribu-
ted amongst the lamina-forming principal cells. These
neurons form complex nests of connections with
the principal cells called glomeruli. In marked contrast,
GABAergic neurons are virtually absent in the rat,
indicating differences of function across species [1].
In general, neurons in MGv are selective, or tuned, for

sound frequency, with the majority showing the same or
sharper tuning compared to that of auditory nerve fibers.
Avariety of different firing patterns to tonal stimuli have
also been described including onset (the majority), tonic
and off responses [3]. These patterns may reflect the
distinct response properties of different units, but they
may also be influenced by different functional states of
the thalamus. Cells in the MGB, like many in the other
thalamic nuclei, are capable of switching between two
different modes of firing, “tonic” and “burst,” depending
on the state of a voltage-sensitive calcium conductance.
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Bursts occur when this ion channel is activated by
hyperpolarization of the neuron’s membrane potential,
presumably as consequence of the abundant inhibition
derived from intrinsic and extrinsic sources in the MGB.
Suggestions for the possible functional relevance of
bursting include enhancing sensitivity to weak stimuli,
and more effective driving of cortical target neurons. In
MGv there is a greater tendency for bursts to firewhen the
stimulus is near the neuron’s best frequency, thus perhaps
generating a more robust representation of such sounds.

A caveat to any discussion about the functional role
of these different modes of firing is the influence of
the animal’s conscious state. Membrane potential
hyperpolarization appears to be prominent under anes-
thesia and slow-wave sleep, whereas MGB neurons
are more depolarized in awake animals. Recordings
in unanesthetized preparations are thus essential to
reveal the true physiological response patterns of MGB
neurons.

Outputs of MGv project to the tonotopic areas of the
auditory cortex; these includeA1 andAAF in cat, and the
equivalent areas in primates identified as the “core” areas
(AI and R, the area rostral to AI). These projections
terminate predominantly in layers III–IV; the main input
layers of the cortex. The ventral nucleus receives a heavy
projection from the same areas of cortex particularly from
cells in layer VI, but these patterns of connections are
complex, and not simply reciprocal to the sources of input
[4]. Collaterals of thalamo-cortical fibers from the MGv
terminate in TRN which sends projections back to MGv
and the other subdivisions.

We still know little about the functional role of the
cortico-thalamic projection, although several studies
have demonstrated changes in the tuning and firing rates
of thalamic neurons following manipulation of the
cortical activity [5]. It seems likely that cortico-thalamic
projections mediate the feed-forward as well as feedback
of cortical information to the MGB.

Dorsal Nucleus (MGd)
The dorsal nucleus of the MGB has been subdivided
into as many as five heterogeneous subdivisions. Like
the ventral nucleus, the inputs to MGd originate from
excitatory and inhibitory (GABAergic) neurons in the
inferior colliculus, but in this case mainly from the
dorsal cortex and the nearby lateral tegmental area
rather than the central nucleus.

Generally, MGd neurons are not particularly selec-
tive for sound frequency and have broad or complex
tuning curves; consequently there is little evidence of
tonotopic organization in this nucleus, except in the
deep dorsal division where neurons with more sharply
tuned frequency responses have been recorded [3].

A particular property of MGd neurons is that many
fail to respond to simple acoustic stimuli, and their
responses habituate to repeated presentation of the same
stimulus. Some authors have also reported the prefer-
ence of MGd neurons for sounds that are spectrally and
temporally complex, particularly animal calls and
vocalizations [3].

The outputs ofMGd are predominantly to the auditory
cortex, but they are distributed more diffusely than those
of MGv and directed mainly to the non-tonotopic, non-
primary areas. For example, in cat there is a particularly
strong input to the second auditory area AII, and in
primates the strongest projections are to the belt regions
surrounding the primary core areas of auditory cortex.
The fibers’ terminals are more widely distributed within
the cortical layers with endings in all six layers [4].
Projections from MGd also go to the insular cortex and
to the lateral nucleus of the amygdala indicating that
it contributes to emotional responses to sound. MGd
receives reciprocal projections from the auditory cortex,
particularly from layer V cells, from the perirhinal
cortex, the caudate and the putamen. As is the case
with MGv, collaterals of MGd output fibers project to
the TRN which, in turn, sends projections back to MGd.

Medial Nucleus (MGm)
The medial nucleus of the MGB lies within the
paralaminar group of nuclei found medial to the rest
of the MGB. The group includes MGm, the supragen-
iculate nucleus (SPG; included in MGd in some
classifications) and the posterior intralaminar nucleus
(PIN). Functionally, these nuclei have many features in
common and may be parts of the same entity [6].

MGm is a multimodal nucleus; in addition to its
auditory input it also receives connections from other
sensory pathways including the visual (superior
colliculus), vestibular (vestibular nuclei) and▶somato-
sensory (spinal cord) systems. Its auditory afferents
originate chiefly from the extra-lemniscal external
cortex of the inferior colliculus, but it also receives
axons from the central nucleus of the inferior colliculus,
and auditory centers peripheral to the midbrain
including the superior olivary complex and the cochlear
nucleus.

Consistent with the input it receives from lemniscal as
well as extra-lemniscal divisions of the IC, some neurons
inMGmhaveproperties rather like those inMGv, namely
relatively sharp tuning and short response latencies. But
ingeneral the frequency tuningofMGmneurons is broad,
and some have distinctive multi-peaked tuning curves.
Tonotopic organization is similarly relatively weak in
MGm, although more apparent in the rostral part of the
nucleus [3]. Responses are often more labile than those
in the MGv, and, like neurons in MGd, often show
habituation to repeated stimulus presentation. An impor-
tant functional difference between neurons in MGm and
those in other subdivisions of MGB is the reduced or
absent expressionof the calciumconductance responsible
for the burst mode of firing [6].
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A subset of MGm neurons are amongst the largest
found in theMGB. An asymmetry in the size and number
of these magnocellular neurons has been reported in the
brains of dyslexic subjects at post mortem [7]. Compared
with controls there was a deficit in the number and size of
the neurons in the left MGm. Some assert this finding
supports a general magnocellular theory of ▶dyslexia.
This posits that dyslexia results from a general deficit in
magnocellular neurons leading to impaired processing
of rapidly changing visual and auditory signals in the
thalamus. However, while auditory deficits in processing
dynamic stimuli have been reported in dyslexics, they
are not always most pronounced for sounds with the
most rapid fluctuations of frequency or amplitude.
Furthermore, MGm does not appear to be homologous
in input or function to the magnocellular layers in the
visual thalamus.

The outputs of MGm project widely in the auditory
cortex and target both primary, (tonotopic) and secondary
(nontonotopic) areas. In contrast to the cortical projec-
tions of the other subdivisions, axons from MGm termi-
nate primarily in the most superficial and deepest cortical
layers (I and VI). Such a distribution is consistent with
evidence that inputs to the cortex from MGm and other
paralaminar nuclei contribute to cortical mechanisms
mediating the formation of auditory memories, perceptu-
al binding and aspects of attention. Electrical stimulation
of the PIN enhances 40 Hz ▶gamma oscillations in the
cortex in rat, whereas they are attenuated by stimulation
ofMGv andMGd. These oscillations are hypothesized to
reflect the binding of the different sensory representations
of an object into a single percept [8]. Similarly,
stimulation of TRN also increases cortical gamma
oscillations suggesting that the paralaminar group and
TRN are part of the same circuit.

Another important role of MGm is its contribution to
the circuit mediating ▶fear conditioning to acoustic
stimuli. In this behavioral paradigm studied in rat, a
neutral conditioned stimulus, e.g., a tone, is paired with
a fear inducing unconditioned stimulus (mild foot-
shock). After several such pairings, and consequent
to the neural plasticity they induce, presentation of
the conditioned stimulus alone is sufficient to elicit
the fear response. The MGm and other paralaminar
nuclei send direct projections to the lateral nucleus of
the amygdala in the limbic system, the centre res-
ponsible for activating the behavioral and autonomic
changes associated with fear responses [9]. The impor-
tance of such mechanisms for survival may explain the
existence of a direct, and therefore fast, connection
between the cochlear nucleus, (the first nucleus of the
auditory pathway) and the MGm. An fMRI study in
human has reported a correlation between activity in the
amygdala and thalamus during conditioning.

There is no dispute that MGm is a source of auditory
input to the fear conditioning circuit, but there is
disagreement about where the conditioned and uncon-
ditioned stimuli become associated. The combined
auditory and somatosensory input to MGm could
provide a necessary substrate for such an interaction.
Receptive field plasticity has been reported for MGm
neurons in the form of an enhanced response and
selectivity for the frequency of the conditioned stimulus
[10]. These changes are persistent and occur with
appetitive as well as fear conditioning. Others argue that
the association between the conditioned and uncondi-
tioned stimulus first occurs in the lateral amygdala, and
changes in MGm reflect feedback from the amygdala –
although the necessary feedback connection has not
been described. Alternatively, plasticity could of course
occur at both sites, and differences in the properties of
the plasticity observed in the two nuclei are consistent
with this possibility.
Information from the MGB also reaches the

amygdala via a second (albeit slower) indirect projec-
tion from both the dorsal and medial nuclei via the
cortex. Other projections of MGm include the basal
ganglia and feedback connections to the inferior
colliculus.
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Medial Lemniscus
M

Synonyms
Lemniscus med.

Definition
The medial lemniscus arises from the union of the
spinothalamic tract (anterior column of the spinal cord,
protopathic sensibility), the bulbothalamic tract (gracile
nucleus and cuneate nucleus, epicritic sensibility), the
trigeminal lemniscus (face) and afferents of the solitary
nucleus (gustatory sensibility). Hence it is also called
the somatosensory tract. The fibers terminate in the
corresponding thalamic nuclei,

which in turn project to the somatosensory cortex.

▶Pathways
▶Somatosensory Projections to the Central Nervous
System
Medial Longitudinal Fasciculus
Synonyms
Fasciculus longitudinalis med.

Definition
A nerve fiber bundle running rostrally to caudally in the
brainstem, a little laterally to the midline and below
the oculomotor complex (rostrally) and the surface
of the fourth ventricle caudally. The riMLF (rostral
interstitial nucleus of the MLF) is the rostralmost of the
nuclei and is reticulated by the interspersed fibers of
the MLF. It borders caudally with a second interstitial
nucleus of the MLF, the interstitial nucleus of Cajal
from which it is separated by the dorsal to ventral
running fibers of the tractus retroflexus. Also, dorsally
and medially it is demarcated by the thalamo-
subthalamic paramedian artery. Themedial longitudinal
fasciculus is composed of two fiber components:
. Vestibular component: conducts efferents of the
vestibular nuclei to the nuclei for controlling eye
and cervical muscles, thus coordinating organ of
equilibrium with eye and head movements

. Internuclear component: it coordinates motor cranial
nerve nuclei and provides for synchronous eye
movement and coordination of pharyngeal muscles
while speaking and swallowing

The following tracts course here:

. Interstitiospinal tract

. Reticulospinal tract

. Tectospinal tract

. Lateral vestibulospinal tract

. Medial vestibulospinal tract

▶Interstitial Nucleus of Cajal
▶Pathways
Medial Nucleus of the Trapezoid Body
Definition
One of the primary nuclei in the superior olivary nuclei
located within the fibers of the trapezoid body.

▶Superior Olivary Nuclei
▶Trapezoid Body
Medial Octavolateralis Nucleus (MON)
Definition
Primary hindbrain recipient zone for mechanosensory
neuromast afferents.

▶Evolution of Mechanosensory and Electrosensory
Lateral Line Systems
Medial Pallium
▶Evolution of the Hippocampus
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Medial Preoptic Nucleus
Synonyms
POML; Nucl. preopticus med.

Definition
Lies in the preoptic area, involved in thermoregulation,
hypovolemic thirst, male sexual behavior, brood care,
modulation of go nadotropin secretion. Larger afferents
from the amygdala, subiculum, interstitial nucleus of
the stria terminalis, lateral septal nucleus, insula.
Efferents to the diagonal band, septum, substan-tia
innominata, interstitial nucleus, amygdaloid body,
brainstem. Has numerous cells with receptors for
gonadal steroids. Disruption of this nucleus induces
ongoing hypothermia, while stimulation results in
hyperthermia.

The menstruation cycle is also interrupted in the
event of dysfunctioning of this area.

▶Diencephalon
Medial Rectus Muscle
Definition
Medial rectus is one of the six eye muscles.

▶Eye Orbital Mechanics
Medial Reticular Formation
Definition
The magnocellular, medial region of the RF stretches
across the entire brainstem and enables the following
sections to be distinguished:

. Gigantocellular reticular nucleus

. Caudal pontine reticular nucleus

. Oral pontine reticular nucleus

Belonging here are also the mesencephalic nuclei:
cuneiform nucleus, subcuneiform nucleus and central
medulla oblongata nucleus. This region of the RF is
involved in motor and sensory tasks.

▶Pons
Medial Septum
Definition
Medial part of the septum, an area in the medial wall of
the cerebral hemispheres, contains cholinergic cells in
many species.

▶Evolution of Subpallial Cholinergic Cell Groups

Medial Superior Olive
Definition
One of the primary nuclei in the superior olivary nuclei
located most medially and important for encoding
interaural time disparities.

▶Interaural Time Difference (ITD)
▶Superior Olivary Nuclei

Medial Superior Temporal Area
(Area MST)
Definition
An area in the superior temporal sulcus of the rhesus
monkey that contains neurons with selectivity for large-
field optic flow. Area MST receives its main input from
the middle temporal area.

▶Optic Flow

Medial Temporal Lobe Amnesia
Definition
Amnesia that results from damage to one or several
medial temporal lobe structures crucial for memory;
such as, the hippoocampal region and the adjacent
perirhinal, entorhinal, and parahippocampal cortices.
The severity of amnesia observed depends on the

locus and extent of medial temporal lobe damage. A
typical presentation might include anterograde amnesia
with temporally graded retrograde amnesia. Generally,
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memories for remote events are spared in medial
temporal lobe amnesia.

▶Amnesia
▶Anterograde Amnesia
Medial Vestibular Nucleus
Definition
Cluster of cells located within the medial region of the
complex of the vestibular nuclei. It projects to the spinal
cord, the cerebellum and the motor nuclei of the
extraocular muscles.

▶Vestibular Nuclei
▶Vestibulo-ocular Reflexes
▶Vestibulo-Spinal Reflexes
M
Medial Vestibulospinal Tract
Synonyms
Tractus vestibulospinalis med

Definition
The efferents going from the medial vestibular nucleus
and inferior vestibular nucleus in the direction of the
spinal cord form the medial vestibulospinal tract which
passes in the medial longitudinal fasciculus of the spinal
cord into the cervical and upper thoracic cord, ending
here on the motoneurons, innervating the cervical
musculature and the upper extremities. Themotor fibers
of the lateral vestibular nucleus runs in the lateral
vestibulospinal tract.

▶Medulla spinalis
Mediterranean Diet
Definition
Traditional diet of the inhabitants of the countries
around the Mediterranean Sea comprises of fresh fruits
and vegetables. Their diet is popular all over the world,
after the research linked their better health with their
traditional and cultural diet.

▶Central Nervous System Disease – Natural Neuro-
protective Agents as Therapeutics
Medium Spiny Neuron
Definition
A type of central nervous neuron comprising more than
95% of the neurons in basal ganglia input structures,
such as the caudate nucleus, putamen, nucleus accum-
bens and striatal districts in the olfactory tubercle. The
cell body has a diameter in a range between 15 and
18 μm and gives rise to three to five primary dendrites
that are aspiny proximally, but densely spiny beginning
at about the first branch point.

The dendrites are extensively branched, producing
approximately spherical dendritic fields with diameters
of 200–300 μm. Medium spiny neurons utilize γ-amino
butyric acid (GABA) as an inhibitory neurotransmitter
and may co-express a number of peptide neuromodu-
lators, such as enkephalin, substance P, dynorphin and
neurotensin. They express dopamine and glutamate
receptors and their activities are robustly modulated by
dopaminergic projections arising in the midbrain and
glutamatergic projections from a variety of sources,
including the cortex and intralaminar thalamic nuclei.

The axons of medium spiny neurons give rise to
dense terminations characteristic of the striatopallidal
and striatonigral projections. Medium spiny neurons are
also found in certain other of the deep telencephalic
nuclei, such as the central and medial nuclei of the
amygdala, bed nucleus of stria terminalis and lateral
septum.

▶Basal Ganglia
▶Ventral Striatopallidum
Medium-Lead Burst Neurons in Eye
Movement (MLBNs)
Definition
Neurons that exhibit a burst of spikes beginning no
more than 15 ms before the onset of saccades in a
preferred direction, but are silent or nearly silent during
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fixation or slow eye movements. These include
excitatory and inhibitory burst neurons.

▶Brainstem Burst Generator
▶Saccade, Saccadic Eye Movement
Medulla Oblongata
Definition
The medulla (Latin for marrow) is the caudal most part
of the brainstem. Its rostral border is immediately
caudal to the caudal edge of the pontine nuclei and its
caudal border is marked by the top of the spinal cord
just caudal to the pyramidal decussation and the cuneate
and gracile nuclei.

▶Evolution of the Hindbrain
▶Myelencephalon
Medulla Spinalis
▶Spinal Cord
Medullary Raphe Nuclei
and Respiratory Control
GEORGE RICHERSON

Department of Neurology, School of Medicine,
Yale University, New Haven, CT, USA

Definition
Effect of medullary serotonin (5-HT) neurons on motor
output from the brainstem respiratory network.

In the accompanying essay of this Encyclopedia, we
discuss the effects of medullary 5-HT neurons on the
control of breathing. By releasing 5-HT, substance P
(SP) and thyrotropin releasing hormone (TRH), they
are thought to modulate respiratory output in a sleep
state dependent manner, are required for ▶hypoxia
induced plasticity, and contribute to the stimulation of
respiratory output by high CO2 and/or low pH.
Characteristics
Anatomy
There is a caudal group of 5-HT neurons found in four
locations in the caudal pons and medulla: the raphé
pallidus, raphé obscurus, raphé magnus and parapyr-
amidal region (▶caudal raphé). Using tract tracing
methods combined with immunohistochemistry for
5-HT or tryptophan hydroxylase (TPH), caudal 5-HT
neurons have been found to project widely to nuclei
containing respiratory neurons, including the nucleus
ambiguus, nucleus tractus solitarius (NTS), hypoglossal
motor nucleus and phrenic motor nucleus [1]. A variety
of 5-HT receptor subtypes have been identified within
these respiratory nuclei, including 5-HT1a, 5-HT1b, and
5-HT4a [1].

Effect of 5-HT on Breathing in vivo
5-HT has a variety of modulatory effects on respiratory
output and respiratory neurons in vivo [1]. Early
experiments showed that blockade of 5-HT synthesis
induced an increase in ventilation, suggesting that 5-HT
inhibits breathing. Later it was found that stimulation of
neurons within the medullary raphé nuclei causes
release of 5-HT into the NTS and phrenic motor
nucleus, and this could either stimulate or inhibit
breathing depending upon where the electrode is
placed. In contrast, selective agonists for 5-HT1a,
5-HT2a/1c and 5-HT4a receptors stimulate ventilation
(Fig. 1) [1,2]. The precise role of 5-HTand serotonergic
neurons remains unclear, because it has been difficult to
determine how endogenous release of 5-HT influences
breathing in vivo under physiological conditions. This
has been particularly problematic due to confounding
effects of arousal state, separation of the effects of
different receptor subtypes, and the interaction with
other neuromodulatory inputs (e.g., norepinephrine,
acetylcholine, histamine, SP and TRH). However, the
consensus is that 5-HT has a primarily excitatory effect
on respiratory motor output under most conditions.

Co-localized Neuropeptides
Many 5-HT neurons in the medulla are also immunore-
active for neuropeptides, including SP and TRH. These
neuropeptides are co-released by 5-HT neurons, and
there are receptors for them on respiratory neurons.
For example, neurokinin 1 (NK1) receptors for SP are
localized in high concentration within the pre-Bötzinger
Complex (pre-BötC) [3]. When administered in vivo,
SP and TRH both have effects on breathing that are
often stronger than 5-HT itself, and are uniformly
stimulatory [1]. For example, studies in a variety of
species have shown that TRH reverses respiratory
depression induced by anesthetics. The relative impor-
tance of TRH in mediating the respiratory effects of
5-HT neurons has been difficult to determine, because
there are not good antagonists of TRH receptors, but
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Figure 1 5-HT4a receptor activation stimulates
breathing in vivo. Data is from a rat in vivo. Each trace is
a recording of lung ventilation. Under control conditions
there is regular breathing. Fentanyl leads to severe
apnea that required ventilatory support to prevent the
animal from dying. Breathing was restored with the
5-HT4a receptor agonist BIMU8. (From Manzke et al,
Science, 301:226, 2003).

Medullary Raphe Nuclei and Respiratory Control.
Figure 2 5-HT2a receptor activation stimulates
respiratory activity in vitro. Shown is activity recorded
from the pre-Bötzinger Complex in a brain slice from the
rostral rat medulla. Fictive respiratory activity is recorded
as regular bursts of action potentials (shown here as an
“integrated” recording). Application of the 5-HT2a agonist
DOI increases the frequency of respiratory output (top
trace). Application of the 5-HT2a antagonist ketanserine
abolishes respiratory output (bottom trace), due to
blockade of the effect of endogenously released 5-HT.
(From Pena & Ramirez, J Neurosci, 22:11055, 2002.)
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there is some evidence that TRH and SP are released
primarily as the firing rate of 5-HT neurons increases
to higher levels.

Effects of 5-HT, SP and TRH on Respiratory Neurons

in vitro

Compared with in vivo experiments, in vitro work has
more consistently shown that 5-HT, and 5-HT neurons,
stimulate the respiratory network. For example, sponta-
neous respiratory output generated by the pre-BötC in
brain slices is stimulated via 5-HT2a (Fig. 2) and NK1
receptors [4,5]. In slices, 5-HT induces ectopic bursting
activity in non-pacemaker neurons of the pre-BötC, and
TRH induces bursting pacemaker activity in neurons
within the respiratory portion of the NTS [1]. 5-HT, SP
and TRH also have excitatory effects in the in vitro
brainstem spinal cord preparation and perfused brain
preparations. It is not clear why there are different
results from in vitro preparations compared to in vivo,
but it may be related to the more reduced nature of these
preparations in which there is less influence of inputs
from the periphery and other brain regions.

CO2/pH Chemoreception by 5-HT Neurons
5-HT neurons are normally tonically active in vivo, with
greater activity during wakefulness and less during
sleep, but are relatively unresponsive to most other
perturbations and afferent inputs in vivo. Two excep-
tions are that they increase their firing rate in vivo in
response to inhalation of CO2 and during repetitive
motor activities. This has been shown using extracellu-
lar recordings from medullary raphé neurons in
behaving cats [6], as well as c-fos staining in rats.
Interestingly, the response of these neurons to CO2 is
depressed during sleep, in tandemwith a decrease in the
▶hypercapnic ventilatory response.

5-HT neurons are intrinsically chemosensitive to
CO2. After chemical or physical isolation from other
neurons in brain slices and in cell culture, they respond
to ▶hypercapnia with an increase in firing rate (Fig. 3)
[1]. This response is indirectly due to the decrease in pH
induced by increased PCO2. Based on these and other
data, serotonin neurons are thought to be ▶central
respiratory chemoreceptors (CCRs), i.e., sensors of
blood CO2 that stimulate respiratory output in response
to hypercapnic acidosis. This response lowers PCO2,
thus maintaining pH homeostasis.

5-HT neurons in rats have anatomy that suggests they
are specialized to detect changes in blood PCO2. Many
5-HT neurons are located in the midline medulla, which
is highly perfused by large arteries, and they have
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Figure 3 5-HT neurons are intrinsically sensitive to
acidosis. Shown is the membrane potential of a 5-HT
neuron from the medullary raphé grown in cell culture.
A decrease in pH from 7.4 to 7.2 induces an
increase in firing rate. (From Wang et al, J Physiol,
540:951, 2002.)

Medullary Raphe Nuclei and Respiratory Control.
Figure 4 Serotonin neurons are closely associated with
large midline arteries in the medullary raphé and
ventrolateral medulla. Shown is a brain slice after
recording from a neuron that was stimulated by acidosis.
The neuron was identified by filling with biocytin (green).
Immunohistochemistry for tryptophan hydroxylase
(blue) revealed that it was serotonergic. This neuron had
dendrites that were closely associated with large
penetrating arteries stained with an antibody for
α-smooth muscle actin (red). P – pyramidal tract.
Bar – 50 μm. (From Bradley et al, Nature Neurosci,
5: 401, 2002.)
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dendrites and cell bodies that are closely apposed to
these arteries (Fig. 4). The PCO2 of arterial blood is
inversely proportional to gas exchange in the lungs.
This location would avoid confounding effects of
changes in local brain metabolism or cerebral blood
flow that would influence the PCO2 near venous blood
or brain capillaries, and would thus allow a relatively
greater selectivity for monitoring lung ventilation.

5-HT neurons play a role in the increased ventilation
induced by hypercapnic acidosis. In slices of the
medulla, focal application of acidic solution into the
raphé nuclei leads to an increase in frequency of
respiratory rhythm generated by the pre-BötC. In rats
and goats in vivo, focal acidosis in the medullary raphé
leads to an increase in ventilation [3]. Specific lesions of
5-HT neurons with the neurotoxin 5,7-dihydroxytryp-
tamine, or genetic deletion of 5-HT neurons, leads
to blunting of the hypercapnic ventilatory response
in vivo. The relative importance of 5-HT neurons in
central respiratory chemoreception in vivo, compared to
other putative chemoreceptors in the brain, has not been
determined. However, some data suggest that as much
as 50% of the central chemoreceptor response is
dependent upon 5-HT in mice. Current work is aimed
at defining the relative importance of each of the
candidates for central chemoreceptors, and whether this
varies under different conditions, such as sleep or
disease states.

5-HT and Plasticity of Respiratory Output
Respiratory output is generally considered to be hard-
wired, but it has recently been shown to undergo
considerable plasticity [3]. For example, after three
episodes of mild hypoxia of 5 minutes each, ventilation
slowly increases over the next hour despite withdrawal
of the hypoxic stimulus. This “long term facilitation” of
respiratory motor output is due to strengthening of the
synaptic drive to respiratory motor neurons from the
medullary respiratory centers, and requires protein
synthesis. It has recently been found that this LTF is
blocked by 5-HT antagonists [3]. Elucidation of the
serotonergic mechanisms involved in LTF may provide
new avenues for treatments to strengthen respiratory
drive in patients with respiratory weakness, such as that
due to incomplete spinal cord injury.

5-HT Neurons and Breathing in Disease
5-HT neurons of the midbrain (dorsal and median
raphé) are central to many psychiatric diseases. Those
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within the medulla are now known to be involved in the
pathophysiology of diseases in which there are
breathing abnormalities.

▶Sudden infant death syndrome (SIDS) is defined as
the “sudden death of an infant under one year of age,
that remains unexplained after a complete clinical
review, autopsy, and death scene investigation.” SIDS is
a heterogeneous disorder, including a small subset due
to genetic cardiac defects. However, a large percentage
of SIDS cases are believed to occur when a develop-
mental defect in the brainstem of otherwise normal
infants makes them vulnerable to an exogenous stressor
such as obstruction of the airway, a mild infection, or
variations in ambient temperature. The stressor can
then lead to a decrease in ventilation, hypoxia and
hypercapnia, and ultimately death.

Recent neuropathological studies of infants that died
of SIDS have found abnormalities in serotonin recep-
tors, the serotonin transporter and the number and
morphology of serotonin neurons in the medulla [7].
Genetic studies have also linked SIDS to polymorphisms
in the promoter for the serotonin transporter. It is now
believed that a large percentage (> 50%) of SIDS cases
are due to a developmental defect in 5-HT neurons. This
defect can be genetically influenced or induced by
environmental factors such as cigarette smoking.

Animal experiments have provided insight into
mechanisms by which a defect in the 5-HT system
could lead to vulnerability to an exogenous stressor.
Selective deletion of 5-HT neurons by genetic methods
or neurotoxins in rodents leads to blunted CO2

chemoreception and impaired thermoregulation in
adults. There is also irregular breathing and an increase
in mortality in neonatal mice [8]. These abnormalities
in mice are reminiscent of defects proposed to exist in
SIDS cases. Although the pathological changes in these
mouse models are not the same as those in human
SIDS, current research is aimed at determining whether
the physiological changes are similar, if a test can be
developed to identify infants at highest risk, and if
preventive treatments are possible.

▶Sleep apnea occurs in 4% of adult males in the US,
and is most commonly due to obstruction of the upper
airway from withdrawal of muscle tone during sleep,
particularly during REM. Many patients are apneic
more than 15 times per hour, each time becoming
hypoxia. This can lead to a variety of consequences
including daytime sleepiness, difficulty concentrating,
hypertension, right sided heart failure and stroke.

One of the factors that contributes to airway obstruc-
tion during sleep is the withdrawal of 5-HT input onto
motor neurons that innervate upper airway muscles.
Hypoglossal neurons, which have been studied the most
intensively, are depolarized in vitro by 5-HT, SP and
TRH, each of which inhibit leak K+ channels. During
sleep, the firing rate of 5-HT neurons decreases, with
almost complete cessation during REM. The decrease in
excitatory neuromodulation of motor neurons is thought
to play an important role in the decrease in upper airway
tone during sleep.

▶Multi-System Atrophy (MSA) is a neurodegenera-
tive disorder that involves degeneration of dopamine and
autonomic neurons in the brain. Patients have symptoms
similar to Parkinson’s disease, but also have autonomic
dysfunction. It has recently been found that there is also
degeneration of 5-HT neurons in some of these patients
[9]. This may explain why sleep apnea can be an early
manifestation of MSA, because of impairment of central
respiratory chemoreception and/or greater reduction in
5-HT tone during sleep.

▶Panic attacks are discrete periods of fear or
discomfort in which there is rapid development of
symptoms such as a feeling of air hunger, choking and/
or palpitations. They often include hyperventilation.
These episodes can occur spontaneously or can be
induced by situational triggers. They can also be induced
by breathing CO2. Selective serotonin reuptake blockers
are highly effect for treatment.Awidelyheld theory is that
panic attacks are an inappropriate triggering of a reflex
that can be activated in normal people by hypercapnia,
andwhich is designed to restore normal bloodCO2 levels.
This “false suffocation alarm” has been proposed to be
due to a defect in 5-HT neurons [10].
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MEG
▶Magnetoencephalography
Meissner Corpuscle
Definition
Cutaneous mechanoreceptor located in the dermis just
below the epidermis, only in glabrous skin.

▶Cutaneous Mechanoreceptors, Anatomical Charac-
teristics
▶Cutaneous Mechanoreceptors, Functional Behavior
Meissner Corpuscle Regeneration
CHIZUKA IDE

Department of Anatomy and Neurobiology, Kyoto
University Graduate School of Medicine,
Yoshidakonoe-cho, Sakyo-ku, Kyoto, Japan;
Department of Occupational Therapy, Aino University
Faculty of Nursing and Rehabilitation, Ibaragi City,
Osaka, Japan

Synonyms
Meissner’s corpuscle; Wagner’s corpuscle; Corpuscu-
lum tactus; Tactile lamellar corpuscle; Digital lamel-
lated corpuscle

Definition
A rapidly-adapting mechanoreceptor for touch sensa-
tion, situated at the top of the dermal papillae of the
skin. The corpuscle consists of thin sheets of lamellar
cells densely piled around axon terminals.

Characteristics
Structure
The corpuscle is oval in shape, with a long axis of ca.
100–300 μm. The corpuscle is usually situated with the
apical end pointing towards the base of the epithelium
of the dermal papillae. Generally, one or sometimes
two to three nerve fibers innervate the corpuscle, ending
as enlarged terminals after branching within. The axon
terminals are characterized by containing numerous
mitochondria and clear vesicles, and are sandwiched
by thin lamellar cell processes (ca. 0.5 μm in width) in
the basal-apical direction of the corpuscle [1]. Lamellar
cells are specialized Schwann cells, extending thin
sheet-like cytoplasmic processes with characteristically
numerous caveolae on the cell surface membrane [2].
Lamellar cell processes are interposed with neighbo-
ring ones by narrow connective tissue spaces, being
covered by basal laminae at the connective tissue surface.
Lamellar cells secrete the enzyme cholinesterase into the
interlamellar spaces [3], and have TGF-beta immunore-
activity [4]. The corpuscle lacks the perineurial sheath.

Regeneration
When an innervating nerve is cut, its axon ter-
minals disappear, and concomitantly the surrounding
lamellar cells become atrophic. The atrophic corpuscle
then persists for an extended time. When regenerating
axons enter the atrophic corpuscle, the lamellar cells
retain their original “active” form. Some trophic factors
available from axons are needed for lamellar cells to
maintain their active form [5]. Meissner corpuscles
are reinnervated by host axons in the allograft skin
[6], or ectopically grafted digital skin [7]. Meissner
corpuscles can regenerate in an acellular environment.
When the skin is freeze-treated with liquid nitrogen,
all cellular components including lamellar cells are
killed and only connective tissues including basal
laminae constituting the corpuscle remain in their
original condition. Reinnervating axons first enter such
an acellular environment, followed by Schwann cells.
The Schwann cells then gradually develop into lamellar
cells with a small number of thin cytoplasmic pro-
cesses (Fig. 1). Innervating axons are enlarged at their
ends as in the original Meissner corpuscle. Although
the patterns of lamellar cells are incomplete compared
to the original normal corpuscle, the overall structures
are those of normal Meissner corpuscles, and thus
can be called an atypical Meissner corpuscle [8]. The
extracellular matrix of the Meissner corpuscle has
the ability to develop new Meissner corpuscles after
re-innervation. A new corpuscle can never develop in
an acellular site other than that of the original corpuscle.
Similarly, there is no evidence of Meissner corpuscle



Meissner Corpuscle Regeneration. Figure 1 The rat
toe skin was freeze-treated to kill the cellular
components of tactile digital corpuscles in the toe
pad. The extracellular matrix of the corpuscle
remained in loco after the cellular components had
been removed. About 1 week after treatment,
regenerating axons (A) accompanied by immature
Schwann cells (SC) entered the acellular matrix of the
corpuscle. It is noted that immature Schwann cells with
regenerating axons begin to develop into digital
corpuscles by extending cellular processes (S) through
the basal lamina scaffolds (B), mimicking the formation
processes during digital corpuscle development.
Axons end in axon terminals associated with layers of
Schwann cell lamellae. Thus, the new digital
corpuscle, although atypical in cellular organization,
can be formed in the acellular matrix of the old
corpuscle. Scale bar: 2 μm.

Melancholic Features 2287

M

regeneration de novo in nerve fascicular repair [9].
There is no tactile lamellar corpuscle regeneration when
developing corpuscles are denervated before postnatal
day 5 in the rat [10].

References

1. Ide C (1976) The fine structure of the digital corpuscle of
the mouse toe pad, with special reference o nerve fibers.
Am J Anat 147:329–356

2. Ide C (1977) Development of Meissner corpuscle of
mouse toe pad. Anat Rec 88:49–68

3. Ide C (1982) Histochemical study of lamellar cell
development of Meissner corpuscles. Arch Histol Jpn
45:83–97
4. Stark B, Carlstedt T, Risling M (2001) Distribution of
TGF-beta, the TGF-beta type I receptor and the R-II
receptor in peripheral nerves and mechanoreceptors;
observations on changes after traumatic injury. Brain Res
913:47–56

5. Ide C (1982) Regeneration of mouse digital corpuscles.
Am J Anat 163:73–85

6. Samulack DD, Munger BL, Dykes RW, Daniel RK
(1986) Neuroanatomical evidence of reinnervation in
primate allografted (transplanted) skin during cyclospor-
ine immunosuppression. Neurosci Lett 72:1–6

7. Uno H,MontagnaW (1982) Reinnervation of hair follicle
end organs and Meissner corpuscles in skin grafts of
Macaques. J Invest Dermatol 78:210–214

8. Ide C (1986) Basal lamina and Meissner corpuscle
regeneration. Brain Res 384:311–322

9. Dellon AL (1976) Reinnervation of denervated Meissner
corpuscles: a sequential histologic study in the monkey
following fasicular nerve repair. J Hand Surg 1:98–109

10. Zelena J, Jirmanova I, Nitatori T, Ide C (1990)
Effacement and regeneration of tactile lamellar corpus-
cles of rat after postnatal nerve crush. Neuroscience
39:513–522
Mel
▶Melatonin
Mel1a
▶Melatonin Receptors
Melancholia
▶Major Depressive Disorder
Melancholic Features
Definition
These involve the inability to find pleasure in positive
things combined with physical agitation, insomnia or
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decreased appetite. Roughly 10% of people with
depression suffer from melancholic depression.

▶Major Depressive Disorder
Melanin and Neuromelanin
in the Nervous System
WILLIAM H. TOLLESON

Division of Biochemical Toxicology,
National Center for Toxicological Research,
US Food and Drug Administration, Jefferson,
AR, USA

Synonyms
Neuromelanin; Melanin; Eumelanin; Pheomelanin

Definition
▶Melanins are naturally occurring polymeric pigments
produced from L-tyrosine and L-cysteine by catechol-
aminergic neurons and▶melanocytes. Melanin subcat-
egories occurring in humans include ▶neuromelanin,
▶eumelanin and ▶pheomelanin.
Melanin and Neuromelanin in the Nervous System. Fig
nigra increases steadily throughout life. Regression analysis
substantia nigra (ng/mg tissue) and age of normal male an
Zecca et al. [2]; copyright (2004) National Academy of Scie
accumulate within the locus coeruleus.
Characteristics
Quantitative Description
In humans, melanin pigments are distributed among
anatomic sites harboring melanocytic cells or dopami-
nergic and noradrenergic neurons. Melanocytes resid-
ing in hair follicles and the interfollicular epidermis
produce eumelanin and pheomelanin pigments that
are responsible for natural individual variations in
external pigmentation. Other major populations of
melanocytes are present in the: (i) uveal tract in the
posterior portion of the eye, (ii) stria vascularis within
the scala media of the cochlea, and (iii) meninges
covering the brain [1].
Neuromelanin is produced by dopamine- and norepi-

nephrine-synthesizing neurons, but not those producing
epinephrine. It is generally believed that▶catecholamine
neurotransmitters are the major biochemical precursors
of human neuromelanin, although definitive chemical
analysis of neuromelanin has been impeded by its
low abundance. Elucidating the chemical structure and
origin of neuromelanin is a matter of active research.
Dopaminergic neurons of the substantia nigra lack

neuromelanin at birth; it is detectable as intracellular
granules within the substantia nigra pars compacta by
3 years of age and becomes increasingly abundant
throughout life [2]. The substantia nigra pars compacta
of normal brains (mean age 61 years) contain approxi-
mately 1 mg of neuromelanin, or about 2.5 μg
neuromelanin per mg wet tissue (Fig. 1).
ure 1 Neuromelanin content within the substantia
of the relationship between neuromelanin content in the

d female subjects, ages 14–97 years. (By permission,
nces, USA.) Similar concentrations of neuromelanin
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The major population of noradrenergic neurons
located in the locus coeruleus of the brain stem also
contains neuromelanin granules. Although greater
inter-individual variation is apparent, neuromelanin
levels in the locus coeruleus also increase with age and
are comparable to the amounts found in the substantia
nigra of the same individuals (�2.5 μg/mg wet tissue at
61 years) [2].

Higher Level Structures
Pigmented Dopaminergic Neurons of the Substantia Nigra

Pars Compacta

The largest nuclear mass of the mesencephalon is the
substantia nigra (Fig. 2), divided into two sections by
the interpeduncular fossa and interpeduncular nucleus
[3]. The substantia nigra extends caudally from the
rostral mesencephalon to the pons. The substantia
nigra can be subdivided into its dorsal neuromelanin
pigmented portion, designated the substantia nigra
pars compacta, and the ventral substantia nigra pars
reticularis. The substantia nigra pars compacta includes
closely packed, pyramidal or polymorphic neurons
containing neuromelanin. The substantia nigra pars
reticularis, also called the stratum intermedium, contain-
ing polymorphic GABAnergic neurons, is positioned
Melanin and Neuromelanin in the Nervous System. Fig
human brain. The majority of neuromelanin-containing dop
located in the mesencephalon. Another major cluster of ne
coeruleus in the anterior pons adjacent to the superior cereb
nigra pars compacta, ventral tegmentum area, and arcuate
striatum, nucleus accumbens, cerebrum, and the hypothala
the spinal cord, cerebellum, hypothalamus, amygdala, cere
ventrally to the substantia nigra pars compacta and
dorsally to the crus cerebri. Cells of the substantia nigra
pars reticulum lack neuromelanin but contain abundant
iron, which imparts a reddish color to this region.
Dopaminergic axons from the substantia nigra pars
compacta project anteriorly to the striatum, constituting
the nigrostriatal neural pathway that regulates muscle
control. A minor number of pigmented dopaminergic
neurons innervate the nucleus accumbens and cerebrum.
These neurons originate from the ventral tegmentum
area, which is ventral to the red nucleus, medial to the
substantia nigra and dorsal to the interpeduncular
nucleus.

Pigmented Noradrenergic Neurons of the

Locus Coeruleus

Noradrenergic neurons are aggregated in the locus
coeruleus (Fig. 2) [3,4]. The tightly packed, pigmented,
polygonal cells of the locus coeruleus communicate
with diverse regions of the CNS. The locus coeruleus
receives inputs from the hypothalamus, amygdala,
cingulate gyrus, raphe nuclei, and cerebellum. Efferent
fibers from the locus coeruleus innervate the spinal
cord, cerebellum, hypothalamus, amygdala, cerebral
cortex, and the basal telencephalon.
ure 2 Primary neuromelanin-containing regions of the
aminergic neurons are found in the substantia nigra
uromelanin-containing cells are found within the locus
ellar peduncle. Dopaminergic axons from the substantia
nucleus of the mediobasal hypothalamus project to the
mic median eminence. Noradrenergic neurons innervate
bral cortex, and the basal telencephalon.

M



Melanin and Neuromelanin in the Nervous System. Figure 3 Synthesis of eumelanins and pheomelanins.
Tyrosinase (EC 1.14.18.1), a copper-containing monooxygenase, catalyzes the first steps of melanogenesis
(reactions 1, 2, and 10) – the formation of dopaquinone by hydroxylation and oxidation of L-tyrosine. Dopaquinone is a
key intermediate essential for synthesis of both pheomelanins and eumelanins. Pheomelanin synthesis is initiated
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Dopamine Neural Pathways
Four dopamine neural pathways exist: (i) nigrostriatal,
(ii) mesocortical, (iii) mesolimbic, and (iv) tuberoin-
fundibular. The nigrostriatal is the largest of the four
dopamine pathways and it connects the substantia
nigra pars compacta and striatum to facilitate muscle
control. The mesocortical pathway regulates emotional
responses and connects the ventral tegmentum area of
the midbrain to the cerebrum. The mesolimbic pathway
connects the ventral tegmentum area to the nucleus
accumbens, the reward/desire center of the brain.
The tuberoinfundubular pathway connects the arcuate
nucleus of the mediobasal hypothalamus to the hypo-
thalamic median eminence, and regulates the release of
prolactin. Neuromelanin granules have been detected
within dopaminergic neurons in each of the four path-
ways, but are the most abundant and consistently
evident in the substantia nigra pars compacta of the
nigrostriatal pathway.

Melanocytes Associated with the Nervous System
Three major populations of extracutaneous melano-
cytes provide accessory functions for the nervous
system [1]. A large number of highly pigmented
melanocytes can be found within the posterior choroid
and cilliary body of the uveal tract, separated from
the neural retina by the retinal pigment epithelium
and Bruch’s membrane. Melanin of the pigment
epithelium and uveal tract prevents photodynamic
damage in the very highly perfused choriocapillaris
of the uveal tract and improves visual acuity by
absorbing stray light. Specialized melanocytes, termed
intermediate cells, are found in the stria vascularis of
the scala media in the inner ear. These cells play a
critical role in maintenance of the endocochlear
potential, essential for hearing, by regulating potassium
transport into the endolymph. Scattered melanocytes
can be found throughout the meninges but are most
apparent within the ventrolateral leptomeninges over-
lying the pons and medulla. Melanin produced by these
melanocyte populations is believed to scavenge toxic
when L-cysteine reacts spontaneously with dopaquinone to
dopaquinone or other oxidants convert 5-S-cysteinyl-DOPA
(reaction 4). Elimination of water from 5-cysteinyl-dopaquin
which isomerizes spontaneously to form 1,4-benzothiaziny
1,4-benzothiazinylalanine monomers yields pheomelanin (
spontaneous cyclization of dopaquinone to produce leukod
form dopachrome via a recycling reaction that regenerates
Dopachrome tautomerase (tyrosinase-related protein-2, TR
5,6-dihydroxyindole-2-carboxylic acid (reaction 11). Sponta
reduced rate in the absence of TRP2 enzyme activity to yie
of 5,6-dihydroxyindole-2-carboxylic acid (reaction 13) yield
5,6-dihydroxyindole (reaction 14). Tyrosinase (in humans)
catalyze oxidation of 5,6-dihydroxyindole-2-carboxylic acid
(reactions 15 and 16, respectively), which polymerize spon
materials, including organic and inorganic cations and
reactive oxygen species, providing a defense/protective
function.

Lower Level Components
Synthesis of Melanin, Pheomelanin, and Neuromelanin
Eumelanin and pheomelanin biosynthesis from
L-tyrosine and L-cysteine sequestered within melano-
somes, the specialized cytoplasmic organelles related
to lysosomes and unique to melanocytes, is well
understood (see Fig. 3) [1]. The levels of these two
amino acids within melanosomes, along with intrame-
lanosomal pH and the relative expression of melanin-
producing enzymes, influence the forms of melanin
ultimately produced. By contrast, less is known
concerning neuromelanin synthesis (see Fig. 4). Within
melanosomes, tyrosine is converted to L-DOPA by
tyrosinase followed by oxidation to dopaquinone
(Fig. 3, reactions 1, 2). Dopaquinone may react spontane-
ously with L-cysteine in the first committed step
towards pheomelanogenesis (Fig. 3, reaction 3) or
experience intramolecular cyclization to form leukodo-
pa, which leads to the eumelanogenesis pathway
(Fig. 3, reaction 8). The cytoplasmic enzyme tyrosine
hydroxylase catalyzes formation of L-DOPA from
L-tyrosine in neurons (Fig. 4, reaction 1) followed
by decarboxylation to form dopamine in a reaction
catalyzed by aromatic amino acid decarboxylase
(Fig. 4, reaction 2). Dopamine is readily oxidized to
the neuromelanin precursor dopamine quinone within
dopaminergic neurons (Fig. 4, reaction 3). In noradren-
ergic neurons, dopamine is converted to norepinephrine
by dopamine β-hydroxylase, which is also subject to
oxidation to its analogous quinone, noradrenoquinone,
believed to be another neuromelanin precursor.

Melanosome Structure
The processes of melanin synthesis and melanosome
assembly (divided into Stages I–IV) are coordinated
in human melanocytes. Mature human Stage IV
▶eumelanosomes are membrane-enclosed ellipsoidal
form 5-S-cysteinyl DOPA (reaction 3). Excess
to 5-S-cysteinyl-dopaquinone nonenzymatically
one yields cyclocysdopaquinonimine (reaction 5),
lalanine (reaction 6). Polymerization of
reaction 7). Synthesis of eumelanins begin with the
opa (cyclodopa; reaction 8) followed by its oxidation to
L-DOPA from excess dopaquinone (reactions 9, 10).
P-2, EC 5.3.3.12) converts dopachrome to
neous decarboxylation of dopachrome may occur at a
ld 5,6-dihydroxyindole (reaction 12). Polymerization
s a lighter colored pigment than does polymerization of
or tyrosinase-related protein 1 (TRP-1, catalase B)
or 5,6-dihydroxyindole to their respective o-quinones
taneously to form eumelanins.



Melanin and Neuromelanin in the Nervous System. Figure 4 Neuromelanin synthesis. Neuromelanin synthesis
begins with hydroxylation of L-tyrosine to produce L-DOPA (reaction 1), catalyzed in catecholaminergic neurons by
tyrosine hydroxylase (EC 1.14.16.2), a nonheme Fe-containing monooxygenase that utilizes tetrahydrobiopterin
(BH4) as a cofactor. Aromatic amino acid decarboxylase (EC 4.1.1.28) utilizes pyridoxal phosphate as a coenzyme to
produce dopamine via L-DOPA decarboxylation (reaction 2). Dopamine is easily oxidized nonenzymatically at
physiological pH to generate dopamine o-quinone (reaction 3). Cyclization of dopamine o-quinone (reaction 4) to form
leukoaminochrome occurs more slowly at physiological pH than in acidic conditions. Leukoaminochrome
can be oxidized to aminochrome by dopamine o-quinone (reaction 5). Aminochrome rearranges to generate
5,6-dihydroxyindole (reaction 6) that polymerizes to form neuromelanin (reaction 7). Tyrosine hydroxylase also
possesses an L-DOPA: L-cysteine conjugating activity that generates 5-S-cysteinyl-DOPA (reaction 8). Excess dopa
(amine) quinone converts 5-S-cysteinyl-DOPA to its o-quinone (reaction 9), which can form pheomelanin by the
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Melanin andNeuromelanin in theNervous System. Figure 5 Melanosome structure. Mature Neuromelanosomes
found within catecholaminergic neurons may exhibit a distinct lipid bilayer enclosing aggregates of electron dense
pigment granules associated with electron lucent lipid and heterogeneous granular material. Eumelanosomes and
pheomelanosomes are foundwithinmelanocytes – ormay be taken up by adjacent cells. A eumelanosome (Stage III)
and a pheomelanosome (Stage IV) are depicted here. Stage II–III melanosomes exhibit a striated proteinaceous
network that imparts a characteristic “fingerprint” appearance that is often obscured by pigment deposits in Stage IV
melanosomes.
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structures 0.3 μm × 0.9 μm that contain eumelanin
pigment deposited in, or on, a fibrillar proteinaceous
network that may be partially visible or completely
obscured by pigment. Human Stage IV ▶pheomelano-
somes are spherical membrane-bound organelles
0.7 μm in diameter that contain pheomelanin pigment
(Fig. 5).

Melanosome development begins with budding of
spherical Stage I melanosomes from the endoplasmic
reticulum. Stage I melanosomes (premelanosomes)
accumulate their major melanosomal scaffolding pro-
tein, Pmel17, which is organized to form the character-
istic “fingerprint” network pattern via proteolytic
processing. Stage II eumelanosomes begin to adopt
their typical ellipsoidal shape and acquire tyrosinase via
same mechanism as in melanocytes (Fig. 3, reactions 5–7
noradrenergic neurons begins similarly with 3-hydroxylatio
followed by decarboxylation catalyzed by aromatic amino a
is formed from dopamine via dopamine β-hydroxylase (EC
ascorbate and molecular oxygen as cosubstrates. In a pro
dopamine into neuromelanin, norepinephrine is oxidized to n
generate noradrenochrome. Tautomerization converts nora
monomer.
endosome sorting vesicles. Pigment synthesis begins
in Stage III melanosomes and Stage IV melanosomes
are fully pigmented.

Neuromelanosome Structure
Mature ▶neuromelanosomes examined by electron
microscopy vary in size from 0.5 μm to 2.5 μm and
appear as aggregates of electron dense pigment granules
combined with electron lucent lipid bodies and
heterogeneous granular material [5]. A lipid bilayer
can sometimes be detected. Proteomic analysis of
purified human neuromelanosomes identified 72 pro-
teins and over half were characteristic of lysosomes
(29), endosomes or sorting vesicles (9), or endoplasmic
reticulum (4), supporting the hypothesis that these
and Fig. 4, reactions 10–12). Neuromelanogenesis in
n of L-tyrosine via tyrosine hydroxylase to form L-DOPA,
cid decarboxylase to produce dopamine. Norepinephrine
1.14.17.1), a Cu-containing oxidoreductase that utilizes
cess analogous to that described for incorporation of
oradrenoquinone, which then cyclizes and rearranges to
drenochrome to 3,4,6-trihydroxyindole, a neuromelanin
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structures are derived from a lysosomal-endosomal
lineage [6].

Process Regulation
Melanin synthesis by melanocytes is stimulated by
α-melanocyte stimulating hormone, stem cell factor,
endothelins, histamine, eicosanoids, estrogen, and
vitamin D [7]. Neuromelanin synthesis is driven by
cytoplasmic dopamine or norepinephrine levels that
exceed their capacity for removal. In addition to
consumption to form neuromelanin, the other principal
mechanisms for cytoplasmic clearance of neurotrans-
mitters include: (i) vesicular monoamine transporter
(VMAT2)-dependent packaging into secretory vesicles,
(ii) conversion to DOPAC by monoamine oxidase, and
(iii) methylation via catechol O-methyltransferase.

Function
Excessive cytoplasmic catecholamine levels generate
dangerous quinone and semiquinone species [1,2,5,8,9].
Polymerization of reactive intermediates to form
neuromelanin provides an effective cellular defense
mechanism.

Hydrogen peroxide can be converted to much more
reactive and dangerous hydroxyl radicals via the
▶Fenton reaction. Melanins bind copious amounts of
metal ions via abundant hydroxyl and amine functional
groups which block these metal ions from participating
in hydroxyl radical formation [1,8]. Chemical analysis
of eu- and pheomelanosomes isolated from human hair
reveal that metal ions represent 4.0% and 1.6% of the
total mass, respectively [10]. Similar metal ion binding
properties have been determined for neuromelanin [8].
The toxicity of a variety of chemicals and drugs, such as
paraquat, chlorpromazine, haloperidol, amphetamine,
and imipramine, can be modulated through sequestra-
tion by melanins [1,8].

Melanins are characterized as sinks for reactive
oxygen species and diffusible alkoxy (RO·) and peroxy
(ROO·) radicals. Electron spin resonance spectroscopy
shows that melanins (including neuromelanins) exist as
stable free radicals; a typical free radical content is one
radical per 2,000 polymer unit [2,9]. The uniquely
stable combination of quinone, hydroquinone, and
radical groups present in melanin allows it to participate
as electron donor or acceptor in one- and two-electron
transfer reactions. Thus, melanins contribute to cellular
antioxidant defenses by consuming a spectrum of toxic
oxidizing agents.

FDA Disclaimer
No official support or endorsement of this article by the
Food and Drug Administration is intended or should
be inferred. The views presented in this article do
not necessarily reflect those of the Food and Drug
Administration.
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Melanocyte
Definition
Melanocyte is a cell located in the bottom layer of the
skin’s epidermis and in the middle layer of the eye, the
uvea. Through a process called melanogenesis, these
cells produce melanin, a pigment in the skin, eyes, and
hair. There are both basal and activated levels of
melanogenesis; lighter-skinned people generally have
low basal levels of melanogenesis, and exposure to
ultraviolet (UV) radiation generally causes increased
melanogenesis (see MSH).

▶Melanin and Neuromelanin in the Nervous System
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Melanoma-associated Retinopathy
Definition
▶Inherited Retinal Degenerations

Melanopsin
M

IGNACIO PROVENCIO

Department of Biology, University of Virginia,
Charlottesville, VA, USA

Synonyms
Opn4; OPN4

Definition
The opsin-based ▶photopigment that confers photosen-
sitivity upon ▶intrinsically photosensitive retinal gan-
glion cells (ipRGCs). In non-mammalian vertebrates, it is
also present in other photoreceptive cells such as
melanophores and pinealocytes.

Characteristics
Discovery
Melanopsin was originally identified in the dermal
melanophores of the African clawed frog Xenopus
laevis. Melanophores darken in response to light and
this photosensitivity is maintained in culture. Darken-
ing is dependent upon the presence of retinoids, thereby
suggesting that an opsin-based photopigment initiates
this response. The search for such a photopigment in
these cells eventually led to the discovery of melanop-
sin which was achieved through low-stringency screen-
ing of a melanophore cDNA library using probes based
on the nucleotide sequences of the known opsin-based
photopigments of Xenopus. Overexpression of mela-
nopsin in these cells causes hyperphotosensitivity indi-
cating a prominent role for this photopigment in
darkening [1].

Melanopsin’s deduced amino acid sequence shows
highest homology tomembers of the opsin superfamily of
G protein-coupled receptors. A lysine residue is present in
the predicted seventh transmembrane domain, a hallmark
of all opsins and a required site for retinoid chromophore
attachment. Melanopsin possesses an unusually long
intracellular carboxy-terminus tail containing many
putative phosphorylation sites. Despite being identified
in a vertebrate, melanopsin shares greater sequence
homology to the rhabdomeric opsins that are typically
found in invertebrate ▶photoreceptors rather than the
ciliary opsins of vertebrate ▶rods and ▶cones [2].
In addition to amphibians, melanopsin homologs
have been characterized in cephalochordates, fish,
reptiles, birds, and mammals. Non-mammalian verte-
brates possess at least two melanopsin genes designated
“x” and “m.” The “x” genes are orthologs of the original
gene identified in Xenopus, and the “m” genes are
orthologs of the original homolog identified in mouse.
The “x” melanopsin gene was lost in mammals prior to
the eutherian/metatherian split [3].

Localization
Like all opsin-based photopigments, mature melanop-
sin resides in the plasma membrane. However, unlike
ciliary or rhabdomeric photoreceptors, the cells that
contain melanopsin do not possess a photopigment-
dense organelle specialized for light capture such as the
outer segments of rods and cones or the rhabdomeres of
invertebrate photoreceptors. Rather, melanopsin is
found throughout the plasma membrane of most of
the cell including the membranes of the cell soma,
dendrites, and proximal axon [1].

In mammals, melanopsin is only expressed in a small
subset of ▶retinal ganglion cells that are intrinsically
photosensitive (ipRGCs) [4]. At least three mor-
phologically distinct subclasses of ipRGCs exist. The
first subclass has dendrites that reside within the
OFF sublamina of the inner plexiform layer (IPL) of
the ▶retina. The second subclass has dendrites that
stratify within the ON sublamina of the IPL. The third
subclass ramifies dendrites in the ON and OFF
sublaminae of the IPL [5]. The primary central pro-
jections of these cells are to the ▶suprachiasmatic
nucleus (SCN), ▶intergeniculate leaflet, ▶olivary
pretectal nucleus, and lateral habenula. Other areas of
the forebrain and midbrain receive less prominent
projections [6].

In non-mammalian vertebrates, melanopsin is ex-
pressed in a range of cell types previously believed to be
photoreceptive. For example, in Xenopus a high level of
melanopsin is expressed in iridial myocytes, suggesting
that melanopsin is likely to be responsible for the
photosensitivity observed in the isolated amphibian iris.
Non-mammalian vertebrates also exhibit melanopsin
expression in the pineal gland and areas of the brain
believed to harbor encephalic photoreceptors. In lower
vertebrates and birds, inner retinal cells, in addition to a
small number of retinal ganglion cells, also express
melanopsin. The pattern of retinal expression varies
across the classes of vertebrates, with birds demonstrat-
ing the most expansive pattern of retinal melanopsin
expression. Finally, melanopsin has been identified in
amphioxus (Branchiostoma spp.), the closest living
relative to modern-day vertebrates. In these animals,
melanopsin is found in the rhabdomeric Joseph and
Hesse photoreceptor cells but not the frontal eye that
contains ciliary photoreceptors [1].
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Spectral Sensitivity
Thepupillary light reflex and▶entrainment of behavioral
▶circadian rhythms to the ambient ▶light:dark cycle
are both examples of light-regulated physiology that
does not require the construction of images. Accordingly,
they can be considered non-visual responses to light.
Previous action spectra studies on such responses inmice
lacking functional rods and cones revealed a sensitivity
in the blue wavelengths that peaked around 480 nm.
At the time of these studies, the photoreceptor cells
and their respective photopigments responsible for this
blue sensitivity were not known. It is now firmly estab-
lished that melanopsin-expressing ipRGCs mediate
these non-visual photoresponses in blind mice. Consis-
tent with this is the finding that the peak spectral
sensitivity of light-induced membrane depolarization
in ipRGCs is 484 nm. This value correlates well with
photoresponses measured in Xenopus oocytes and
HEK293 cells heterologously expressing mouse mela-
nopsin. The peak sensitivities observed in these systems
were 480 and 479 nm, respectively. Heterologously
expressed amphioxus melanopsin absorbs maximally
at 485 nm and behaves as a bistable photopigment
much like Rh1 opsin of Drosophila [1,3,4,6–8].

Signal Transduction
Metazoan opsin-based photopigments can be classified
as rhabdomeric (r-opsins) or ciliary (c-opsins) accord-
ing to the photoreceptor type in which they reside.
Typically, ciliary photoreceptors electrically hyperpo-
larize their cell membrane in response to illumination
while rhabdomeric photoreceptors depolarize the mem-
brane. The characteristic that correlates most closely
with the rhabdomeric/ciliary classification scheme of
opsins is the second messenger system that these pho-
topigments initiate; r-opsins activate a Gqα-mediated
transduction cascade while c-opsins activate a Gtα-
mediated pathway. As mentioned, melanopsin, at the
amino acid level, shows greater sequence homology to
r-opsins than c-opsins [2]. Additionally, all melanopsin-
bearing cells studied to date depolarize in response to
light. These features strongly suggest that melanopsin
initiates a Gqα-based cascade [4].

Studies in cultured amphibian melanophores have
shown that inhibitors of phospholipase C (PLC) and
protein kinase C (PKC) block photoresponses. Fur-
thermore, chelation of intracellular calcium renders
melanophores photically insensitive. Moreover, a small
cohort of proteins is phosphorylated in a PKC-dependent
manner after melanophores are exposed to light. Taken
together, these data also suggest that a Gqα-based
transduction cascade is initiated by melanopsin [1].
Several studies employing heterologous expression in
cells not typically photoreceptive have concluded that
melanopsin likely signals through a rhabdomeric Gqα-
mediated pathway [6]. The details of such a transduction
mechanism remain unknown. For example, the terminal
effector of this cascade that directly results in membrane
depolarization is yet to be elucidated. Because of the
similarities between melanopsin-based signaling and
the canonical insect ▶phototransduction cascade, it
has been proposed that the melanopsin-initiated cascade
is likely to regulate the gating of an ion channel in
the transient receptor potential channel superfamily
[4]. The kinases potentially involved in regulating
or modulating the terminal effector also remain to
be determined. Interestingly, PKCζ colocalizes with
melanopsin in ipRGCs, and mice null for PKCζ are
behavioral phenocopies ofmice null formelanopsin [3,7].

Function
In mammals, non-visual responses to light persist in
the absence of rod and cone photoreceptors. Surgi-
cal removal of the eyes, however, abolishes these
responses. These findings suggested the presence of an
ocular non-rod, non-cone class of photoreceptor. The
identification ofmelanopsin and the subsequent discovery
of the ipRGCs that express this photopigment provided an
explanation for the paradox that mammals lacking visual
photoreceptors continue to respond to light. Mice null for
melanopsin show some attenuated non-visual responses
to light. Interestingly, they retain residual photoresponses
that are mediated by rods and/or cones. Consequently,
mice null for melanopsin and lacking rods and cones
display no responses to light; they behave as animals do
when bilaterally enucleated [1,3,7,9].
Among the non-visual photoresponses shown to be at

least partially dependent upon melanopsin-based sig-
naling are the photoentrainment of circadian locomotor
rhythms, the acute photic regulation of pineal melatonin
synthesis, the acute light-induced suppression of
nocturnal activity, and the pupillary light reflex. The
central targets of ipRGCs also provide insight into other
potential forms of non-visual photophysiology that may
be influenced by this newly discovered photosensory
system. For example, a projection to the ventrolateral
preoptic area suggests a role in the photic regulation of
sleep. Likewise, a minor projection to the supraoptic
nucleus of the hypothalamus implicates ipRGCs in the
light-mediated regulation of neuroendrocrine output.
The previously described sparse retinal inputs to the
lateral hypothalamus now appear to be derived almost
exclusively from ipRGCs, suggesting that information
from these cells may converge with olfactory inputs
to regulate the reproductive axis. Other targets too
numerous to detail here indicate a broad role for the
melanopsin-expressing ipRGCs in the photic regulation
of physiology [10].
Several human responses to light are maximally

sensitive to blue wavelengths, consistent with the
involvement of melanopsin. Acute photosuppression
of serum melatonin, photic control of alertness and
vigilance, light regulation of sleep architecture, and
light mediated changes in heart rate all show maximal
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sensitivity in the blue wavelengths thereby implicating
the melanopsin-based photoreceptive system. In addi-
tion, some humans, despite being cognitively blind,
continue to suppress serummelatonin levels in response
to illumination. Taken together, these responses should
give pause to clinicians who recommend enucleation of
blind patients to minimize ocular complications such as
recurrent infections. Although these patients may not be
capable of forming images (vision), their eyes may still
be serving them to regulate the multiple emerging
examples of physiology regulated by light via the
melanopsin-based ipRGC photoreceptors.
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Melatonin
JOSEPHINE ARENDT

Centre for Chronobiology, Faculty of Health and
Medical Sciences, University of Surrey, Guildford,
Surrey, UK

Synonyms
N-acetyl-5-methoxytryptamine; mel (abbreviation);
MT (abbreviation); Pineal hormone; Darkness hormone
Definition
An indolic hormone derived from the amino-acid
tryptophan, via the tryptophan metabolite serotonin
(5-hydroxytryptamine).

Characteristics
Synthesis
The primary site of melatonin synthesis is the ▶pineal
gland (epiphysis cerebri), a small, unpaired central
structure, essentially an appendage of the brain. In
humans the pineal weighs around 100–150 mg.
Melatonin is synthesized within pinealocytes – cell
types derived from ▶photoreceptors – via the pathway
shown in Fig. 1. In virtually all species studied to date,
whether ▶nocturnal or diurnal, melatonin is synthe-
sised and secreted during the dark phase of the day.
Melatonin production is clearly a highly evolutionarily
conserved phenomenon. In most circumstances the
rate-limiting enzyme is serotonin-N-acetyltransferase
(arylalkylamine N-acetyltransferase [AA-NAT] com-
monly abbreviated as NAT). Control in mammals is via
sympathetic innervation from the superior cervical
ganglia terminating in adrenergic receptors within the
pineal gland. The rhythm of production is endogenous
in that, like other circadian rhythms, it is generated in
the ▶suprachiasmatic nucleus (SCN), the major central
rhythm-generating system in mammals (the pineal itself
is a self-sustaining “clock” in some, if not all, lower
vertebrates) [1]. Other sites of synthesis exist, notably
the ▶retina, however pinealectomy abolishes the
rhythm of circulating melatonin in mammals. Within
the rodent retina a self-sustaining “clock” maintains
rhythmic production of melatonin in vitro as it does in
some lower vertebrates [2]. Whether this pattern is true
in humans remains to be seen.

Melatonin synthesis is both entrained and suppressed
by light of suitable intensity and spectral composition
such that the duration of night time secretion reflects the
length of the night [3]. The most effective wavelengths
for melatonin suppression and▶phase shifting lie in the
460–480 nm area [4]. Rapid decline in activity with
light treatment at night appears to depend on prote-
asomal proteolysis of NAT following dephosphoryla-
tion and removal of a protective 14–3–3 protein [5].

Metabolism
Melatonin is metabolized primarily within the liver by
6-hydroxylation, followed by sulphate and/or glucuro-
nide conjugation. 6-sulphatoxymelatonin (aMT6s)
is the principle metabolite in humans, accounting for
50–80% of melatonin produced. A number of minor
metabolites are also formed through ring splitting,
cyclization of the side chain, or demethylation. In
humans and rodents, exogenous oral or intravenous
melatonin has a short metabolic half-life (20–60 min,
depending on the author and species), with a large



Melatonin. Figure 1 Diagram of the sympathetic control of melatonin synthesis in the rodent pineal gland. 5HT,
5-hydroxytryptamine; NAS, N-acetyl serotonin; AANAT, serotonin-N-acetyltransferase; NE, noradrenalin
(norepinephrine); cAMP, cyclic adenosine monophosphate; AC, adenylate cyclase; pKA, protein kinase A; pKC,
protein kinase C; DAG, diacylglycerol; AR, adrenergic receptor; CREB, cAMP-responsive element–binding
protein; pCREB, phosphorylated cAMP-responsive element–binding protein; pAANAT/14–3–3, phosporylated
serotonin-N-acetyltransferase /14–3–3 protein complex; pAANAT, phosphorylated serotonin N-acetyl transferase.
From Ganguly, S., Coon, S.L. & Klein D,C. Control of melatonin synthesis in the mammalian pineal gland: the critical
role of serotonin acetylation. Cell Tissue Res, 2002, 309:127–137.
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hepatic first-pass effect and a biphasic elimination
pattern. In ruminants, longer half-lives are seen after
oral administration [3].

A Photoneuroendocrine Transducer
When seasonal functions are primarily timed by day
length, species are referred to as being photoperiodic.
Moreover photoperiod is often critical for the timing of
pubertal development. In photoperiodic mammals and
marsupials, an intact innervated pineal gland is essential
for the perception of photoperiodic change. The critical
signal is the changing duration of melatonin secretion in
response to daylength. Long-duration melatonin is
equivalent to short days, and short-duration melatonin
is equivalent to long days. Interpretation of the signal,
as with day length, depends on the physiology (for
example, long- or short-day breeder) of the species in
question [6]. The mechanism of action of melatonin
with regard to seasonal variation in reproductive
competence and the timing of puberty in animals is
thought to involve an influence of melatonin on steroid
feedback mechanisms in the brain, together with a
direct influence on the pituitary gland via melatonin
receptors. There is recent evidence that melatonin
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acts directly on peripheral ▶clock genes to convey
information about photoperiod. Melatonin treatment
has been commercialised for the purpose of changing
the time of the breeding season (and other seasonal
functions) in domestic species such as sheep and goats.
In appropriate experimental conditions humans show a
duration change in response to daylength changes, like
animals [4].

A Hand of the Clock
The secretion of melatonin from the pineal is probably
the most direct peripheral link to the central circadian
clock. In healthy individuals, the timing, amplitude, and
even the details of the profile can be highly reproducible
from day to day and from week to week, rather like a
hormonal fingerprint even without strictly controlled
sampling conditions. The very large interindividual
variations have been ascribed to the size of the pineal
gland rather than to variations in enzymic activity. No
consistent gender differences have been found and a
small number of apparently normal individuals have no
detectable melatonin in plasma at all times of day.
Diurnal preference (morningness) and short ▶free-
running circadian ▶period are associated with earlier
Melatonin. Figure 2 Diagram of the markers used to char
rhythms. Area under the curve or total 24-h excretion (aMT6
standard definition of onset-offset (and hence duration). Re
chronobiotic. Sleep Med Rev, 2005, 9:25–39.
melatonin phase. There are seasonal variations in
human melatonin (and aMT6s), with an earlier phase
in summer and, according to some reports, increased
levels and duration of secretion in winter in high
latitudes. Plasma melatonin declines during develop-
ment and with age [4].

For clinical assessments of possible circadian
abnormality, the use of melatonin “onset” – the start
of the evening rise – in plasma or saliva has been used as
a phase marker of the internal clock, as it avoids
overnight sampling [4]. There is some evidence that two
▶oscillators usually known as M and E (for▶morning/
evening oscillators) are concerned with the generation
of the melatonin rhythm. The rise is theoretically
associated with E, and the fall with M [4]. Differential
effects on the rise and fall, and even on the details of
the overnight profile, may well be clinically important
(Fig. 2). There is extensive evidence for good
correlations in both timing and amplitude between the
rhythms of plasma and saliva melatonin and the urinary
metabolite aMT6s.

A variety of observations in disease states indicate
that the amplitude and sometimes the timing of the
rhythm may be modified. It is hard to draw any general
acterize melatonin and aMT6s (6-sulphatoxymelatonin)
s) is used to assess total secretion. At present, there is no
drawn from: Arendt, J. & Skene, D. J. Melatonin as a

M
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conclusions, and it is rare for such clinical studies to
control for all known masking factors.

The timing and duration of melatonin secretion are
its critical features with regard to physiological func-
tions. The relevance of small changes in melatonin
amplitude remains obscure, particularly in view of the
enormous individual variation between normal healthy
subjects.

Role of Melatonin in the Circadian System
In some lower vertebrates and birds melatonin has a
major role in the organisation of circadian rhythms. In
mammals this role is hierarchically less important
and until quite recently, opinion was that the pineal
did not have an important role in the mammalian
circadian system. Some strains of (healthy, prolific)
laboratory mice have virtually no detectable melatonin.
Pinealectomised rats show no obvious circadian ab-
normalities unless ‘challenged’. However, in rats,
pinealectomy increases the rate of re-▶entrainment to
forced phase shifts of the light-dark cycle, and pinealec-
tomy of hamsters in constant light leads to major
disruption of the circadian system [3]. In rodents,
maternal melatonin can influence the circadian timing
of the foetus [7]. In humans it is likely that the phase
shifting effects of light do not depend on melatonin
suppression, but that the presence of endogenous or
exogenous melatonin can in some circumstances
modulate the effects of light on the circadian system.
Melatonin has received much attention as a ‘sleep
hormone’. However it is quite possible to sleep out of
phase with melatonin (although sleep is somewhat
compromised). Essentially the presence of melatonin
secretion appropriately timed, at night, reinforces
physiological events that occur at night, for example
sleep and the decline in core body temperature. Most
evidence for a circadian role of melatonin derives from
timed administration.

Effects of Exogenous Melatonin on Sleep and

Circadian Rhythms

Aaron Lerner discovered melatonin. He was the first
person to show, 40 years ago, that melatonin had sleep-
inducing effects. Now it is clear that low (0.1–10 mg)
doses of melatonin during the “biological day,” that is,
when endogenous melatonin levels are low, can induce
transient sleepiness or sleep, and lower core body
temperature, in suitably controlled circumstances
(posture is important; the greatest effects are seen with
recumbent subjects in very dim light). These effects are
opposite to the acute effects of bright light given at
night. A substantial body of literature has described
effects on sleep and sleep structure comparable to but
not identical with benzodiazepines [8]. There is little
evidence to suggest that it has important effects in
normal sleepers if given at habitual bedtime.
Melatonin can shift the timing of SCN activity in
vitro: clear evidence that it affects the central circadian
clock [9]. In the dose range 0.05–10 mg melatonin is
able to shift circadian timing to both later and earlier
times when administration is appropriately timed.
▶Phase advances (and possibly ▶phase delays) are
dose-dependent using a single dose in the range 0.05 to
5 mg. As for light, appropriate timing of treatment to
delay or advance the circadian system can in principle
be predicted from a ▶phase-response curvea (PRC)
in subjects whose body clock phase is known [10]. The
reported PRCs to melatonin are essentially the reverse
of that to light. In controlled experiments melatonin
can shift all circadian rhythms observed to date. It is
possible to differentiate the acute sleep-inducing and
circadian phase shifting effects and in these circum-
stances it is evident that melatonin changes the timing
and distribution of sleep but not total sleep time in
healthy subjects (Fig. 3). In subjects whose sleep is
suboptimal due to misalignment of circadian rhythms
the ability of melatonin to optimise circadian phase
relative to sleep and to induce sleep during biological
day mean that it has therapeutic properties in circadian
rhythm sleep disorder.
The phase shifting properties of melatonin mean that

in principle it can entrain free running rhythms. This
property was initially demonstrated in rats. However
it was only 15–20 years later that full entrainment
was shown in humans. There is no doubt that timed
melatonin administration (0.5–5 mg at 24-h intervals,
usually at desired bedtime) can entrain (or synchronize)
the free-running circadian rhythms of most blind
subjects, with a consequent improvement in sleep and
daytime alertness (even without entrainment, sleep is
improved). Interestingly, if entrainment does not occur,
shortening of circadian period is seen in the blind. It is
possible that one action of melatonin is to shorten
period, to the extent that entrainment is possible by
other time cues if present [10].

Treatment of Circadian Rhythm Sleep Disorders
Melatonin has been employed to treat various circadian
rhythm disorders, including ▶delayed sleep phase
syndrome (DSPS), free run (non-24 h sleep wake
cycles, common in blind people with no light percep-
tion at all), and desynchrony due to▶jet lag and▶shift
work. Most success has been obtained in DSPS and
in blind free-run [10]. Various factors may influence
the ability of melatonin to entrain and or phase shift
both blind and sighted humans including dose, for-
mulation, individual pharmacokinetics, free-running
period, receptor sensitivity, and behavior. In sighted
subjects, unknown circadian phase, unpredictable light
exposure, and self-selected sleep times are probably
the reason for some inconsistency in the clinical trials
of melatonin in shift work and jet lag.



Melatonin. Figure 3 The direct and circadian effects of melatonin. (a) Melatonin administration (at 16h) phase-
advances endogenous melatonin and cortisol rhythms in healthy volunteers (n = 8) exposed to a phase-
advanced, extended sleep opportunity (16.00 h, daily for 8 days). Data are mean ± SEM) for placebo trial (left)
and melatonin (right), pre-treatment (closed circles) and post-treatment (open circles). Melatonin reinforced the
phases advances seen with placebo (P < 0.05). Redrawn from Rajaratnam, S. W., Dijk, D. J., Middleton, B., Stone, B.
M. & Arendt, J. Artificially prolonged melatonin profile phase-shifts human circadian rhythms without altering the
duration of endogenous melatonin secretion, daytime sleepiness, mood or the 24h production of reproductive
hormones. J Clin Endocrinol Metab, 2003, 88:4303–9. (b) Sleep-promoting and phase-shifting effects of
melatonin. Sleep efficiency (% per hour, mean ± SEM, polysomnography) from the study in Fig. 3a. The direct,
sleep-promoting effect of melatonin (left panel) is seen by comparison of the last day of melatonin treatment
(closed circles) and the first post-treatment day, open circles). Increased sleep efficiency is observed for the first
2 to 3 h during melatonin treatment (grey shaded). The phase-shifting effect of melatonin on sleep (right panel) is
seen when comparing data (melatonin, closed circles, placebo open circles) from the first post-treatment day. A
shift in the distribution of sleep can be observed after melatonin treatment. Redrawn with permission from
Rajaratnam, SM.W., Middleton, B., Stone, B.M., Arendt, J. & Dijk, D-J. Melatonin advances the circadian
timing of EEG sleep and directly facilitates sleep without altering its duration in extended sleep opportunities.
J Physiol, 2004, 561:339–351.
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Melatonin and Cancer
This subject is included here since there is evidence that
pinealectomy, photoperiod per se and forced phase
shifts of the light dark cycle can influence growth of
tumors. In vivo, it has also been reported that melatonin
may increase or decrease tumor growth, depending on
▶photoperiod, in hamsters. It has been proposed that
light at night during night shift work suppresses
melatonin and that this loss of melatonin “activity” is
responsible for the possible increased cancer risk.
However, to attribute any detrimental effects directly to
loss of melatonin is overspeculative. Light at night
has numerous other effects. The mere fact of frequent
disruption of all circadian rhythms, not just melatonin,
is effectively a physiological insult [4].

Summary
The rhythm of melatonin production provides informa-
tion on daylength for the organisation of biological
rhythms. It appears to be the only solidly established
humoral method of signaling time of day and time of
year to other physiological systems. The rhythm in
plasma or saliva provides the best available measure of
the timing of the internal circadian clock. Melatonin is
not only a “hand of the clock”; endogenous melatonin
acts to reinforce the functioning of the mammalian
circadian system. Most is known in humans about its
relationship to sleep and the decline in core body
temperature and ▶alertness at night. Melatonin clearly
has the ability to induce sleepiness and lower core body
temperature during “biological day” and to change the
timing of human rhythms when treatment is appropri-
ately timed. It can entrain free-running rhythms and
maintain entrainment in most blind and some sighted
people. Used therapeutically it has proved a successful
treatment for circadian rhythm disorder, particularly the
non-24-h sleep wake disorder of the blind. Numerous
other clinical applications are under investigation. In
normal subjects endogenous melatonin and light may
act in concert to help maintain synchrony with the
24 h day. Threads of evidence indicate an involvement
in timing mechanisms throughout life. For therapeutic
purposes a combination of timed melatonin and
exposure to bright light promises much for the future.
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Synonyms
MT1, Mel1a, MTNR1A; MT2, Mel1b, MTNR1B

Definition
A seven transmembrane domain, G protein-coupled
receptor (GPCR) which binds melatonin.

Characteristics
Melatonin Binding Sites
Melatonin G protein-coupled membrane receptors are
considered to mediate the effects of this hormone on
numerous physiological systems and notably its influ-
ence on seasonal and circadian rhythms. The develop-
ment of 2-125I-iodomelatonin as a high-specific activity
ligand permitted the identification of high-affinity,
saturable, specific, and reversible ▶melatonin binding
to cell membranes in the central nervous system,
initially in the central circadian clock, the▶suprachias-
matic nucleus (▶SCN), and the pars tuberalis (PT)
of the pituitary, [1–4] and subsequently in many
brain and other areas, including cells of the immune
system, a number of cancer cell lines, the gonads, the
kidney, and the cardiovascular system. The SCN shows
clear binding in human postmortem tissue [3]. Species
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variation of melatonin-binding sites in the brain is
apparent. The most consistent (but not universal) bind-
ing site between mammalian species is the pars
tuberalis, primarily implicated in transduction of the
effects of ▶photoperiod, via melatonin, on seasonal
variations in prolactin secretion in ruminants [5].

A functional melatonin receptor exists in rabbit and
chicken▶retina (inhibition of calcium-dependent dopa-
mine release) and is localized in dopamine-containing
amacrine cells in the inner plexiform, in the outer and
inner segments in mice, and possibly in the pigmented
layer in some mammals [4].

The interaction of melatonin with nuclear receptors
(RZR/ROR alpha and RZR beta) and intracellular
proteins, such as calmodulin or tubulin-associated pro-
teins has also been reported. The transcription factor
RZR/ROR alpha may mediate a direct gene regulatory
action of the hormone. It has been hypothesized that
while the effects of melatonin on circadian and seasonal
rhythms appear touse themembrane receptors, peripheral
effects of melatonin (such as immunomodulatory effects)
may largely be mediated by RZR/ROR alpha [6].

Melatonin Receptor Pharmacology
Melatonin-induced pigment aggregation in amphibian
melanophores provided an early model for investigation
of melatonin receptor pharmacology. It is a pertussis
toxin-sensitive system and melatonin inhibits forskolin-
activated cAMP formation. Inhibition of cAMP pro-
duction may be a general feature of melatonin receptors.
Intensive investigation of the properties of the pars
tuberalis-binding site has revealed that physiologic doses
of melatonin inhibit forskolin-activated cAMP produc-
tion in vitro in a time- and dose-related manner [2].
Guanosine triphosphate analogues, which interfere with
the regeneration of G1-coupled receptors, decrease the
affinity and sometimes the capacity of 125I-melatonin
binding in reptiles, birds, and mammals.

Melatonin receptors have been cloned, and three
subtypes were initially named Mel-1a, Mel-1b, and
Mel-1c [3]. The Mel 1a receptor gene has been mapped
to human chromosome 4q35.1. Its primary expression
is in the pars tuberalis of the pituitary and the SCN.
Mel 1b has been mapped to chromosome 11q21–22
and its main expression is in the retina and the brain.
Mel 1c is not found in mammals. Two cloned mam-
malian receptors (Mel 1a, Mel 1b) have now been
renamed MT1 and MT2 [4]. They are a new family of
G protein coupled receptors (GPCRs), have high
affinity (Kd 20–175 picomolar) and inhibit forskolin-
stimulated cyclic AMP formation. The so-called MT3
receptor is an enzyme, quinone reductase, concerned
with detoxification mechanisms. This may be at least
a partial explanation for some of the free-radical
scavenging/antioxidant properties of high dose melato-
nin (not to be considered here).
The two cloned receptors, MT1 and MT2, are of
particular importance with regard to rhythm physiology
and pharmacology. Using gene knockout technology in
mice and pharmacological manipulations, initially the
MT1 receptor, most studied in the SCN and the pars
tuberalis of the pituitary, and the MT2 receptor (also
found in the SCN) were thought to have different
functions, with ▶phase shifting rhythms attributed to
MT2 and suppression of SCN activity (countering the
“wake” signal of the SCN) attributed to MT1. However
more recently it appears that there is redundancy
between these two receptors [7]. They can also form
heterodimers which differ in properties from the mono-
meric forms [8].

MT1 has important actions within the pars tuberalis
controlling seasonal prolactin variations in ruminants
[5]. The hypothalamic receptor(s) concerned with sea-
sonal and circadian variations in gonadotrophins has
not been unequivocally identified, however melatonin
regulation of reproductive functions in sheep is medi-
ated by action in the premammillary hypothalamus [9].

Genetic polymorphism has been identified within
melatonin membrane receptors, and further investigation
of these polymorphisms in relation to photoperioidism,
human disease, sensitivity to melatonin, and so on, is
ongoing.

Probably the most interesting development in the
effects of melatonin concerns its influence on peripheral
gene expression in the pars tuberalis [5]. In rodent pars
tuberalis cells, rhythmic expression of the▶clock gene
per1 appears to be dependent on sensitization of adeno-
sine A2b receptors, which in turn depend on melatonin
activation of MT1 receptors [10]. Clearly it is possible
that the melatonin signal is a widespread humoral
mechanism related to biological timing, acting through
modification of peripheral clock gene expression. The
effects of melatonin on peripheral, as well as central,
clock gene expression are likely to be a rich field of
enquiry.

Melatonin Analogues
In view of the properties of melatonin (see section
“Melatonin”) there has been much effort directed to the
synthesis and evaluation of indolic and non-indolic
analogues specific for either or both of theMT1 andMT2
receptors. Both agonists and antagonists with varying
specificity have been described. Human trials of sleep
promoting, circadian phase-shifting and anti-depressant
effects are ongoing. Most information is available for
three agonists (agomelatine/valdoxan/S20098, N-[2-
(7-methoxynaphthalen-1yl)ethyl]acetamide, ramelteon
TAK-375 rozerem (S)-N-[2-(1,6,7,8-tetrahydro-2H-
indeno-[5,4-b]furan-8-yl)ethyl]propionamide and VEC-
162 (1R-trans)-N-[[2-(2,3-dihydro-4-benzofuranyl)
cyclopropyl] methyl] propanamide). All appear to be
selective for the MT1 and MT2 receptors with little
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affinity for other receptors. Agomelatine in addition has
5-HT2c antagonist activity and in view of this the
emphasis of clinical work has shifted to its anxiolytic
and anti-depressant activity. It effectively targets both
depressive disorders, in particular major depressive
disease, and circadian rhythm sleep disorders. Ramel-
teon has received marketing authorization for insomnia.
VEC-162 shows promise with respect to its ability
to phase shift the circadian system and to regulate
sleep [11].

Development of melatonin agonists and antagonists,
with varying affinities to MT1 and MT2, and possibly
to other, yet to be reported, melatonin receptors, may
elucidate the mechanisms of melatonin action, and
further enhance the therapeutic potential of “melatoni-
nergic” drugs.
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Synonyms
Membrane physico-chemical relationships

Definition
Application of the laws and methods of physics to the
study of cell membrane properties and functions.

Introduction
At a cellular level, information transmission and
processing must occur within the cell, between its
different parts, and with the extracellular environment
at the cell surface. Internal membranes that delineate
compartments, and the surface cell membrane (▶plas-
malemma or ▶sarcolemma) play prominent roles in
organizing cellular life. They serve to preserve the semi-
autonomy of the cell, with two competing aspects: cell
▶homeostasis (maintenance and preservation of a fairly
constant internal milieu) by incapsulation on the one
hand, and exchange with the environment through a
continual flux of matter, energy and information on
the other. Membranes provide and organize means
to subserve both aspects. In particular, information
transmission must be securely put on a molecular basis.
The cell membrane should thus provide the following:

. Mobility of cell wall constituents

. Selective permeability for compounds, implying a
reconnaissance function

. Asymmetry between internal and external sides

. Electrical insulator function because the cell mem-
brane must also separate ions and, hence, electric
charges (see below)

The information exchange process has two aspects:
acquisition and delivery of information. Acquisition
involves reception of signals related to many different
facets of the environment. Delivery implies executive
acts, be they motor, excretory or the like. In single-
celled organisms (protozoa) such as Paramecia, the
same cell carries out both processes and for the most
part they take place at cell surface membranes. In highly
developed metazoa, cells have specialized functions,
certain groups being “receivers” and others “executors”
of information, but most in fact are both. Executors
include muscle, glandular and other cells because motor
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acts and glandular functions transmit information to the
environment or other cells.

In the following sections, we will be primarily
concerned with information transmission in metazoa.
To receive information, metazoa have developed
specialized “▶receptor cells” (or often, for brevity,
▶receptors). As is intuitively clear, metazoa need to
collect information about many different aspects of
their internal and external environments (▶Sensory
systems).

Information is an abstract entity that needs to be
encoded in a signal to be transmitted and processed.
Signals in turn are generated by some material substrate
or carrier that may engage one or the other mechanism
to produce a signal. This chapter will deal with the
following questions:

. What are the signals used by the nervous system to
encode information?

. What are the structures carrying them?

. How are the signals generated, by what mechanisms?

. How are the signals transmitted over some distance?

. How is information encoded and decoded again?

. How can information be quantified?

The first problem to be solved by evolving cellular
organisms is to find a suitable signal and a carrier. The
signal should be:

. Easily implemented with biological structures at
hand: molecules and their aggregates

. Reproduced into what can be called a resting state

. Able to propagate over long distances

. Fast (within the scope of biological “time”)

. Energy-efficient

. Versatile

. Modifiable

In processing information, protozoa and multi-celled
organisms have the same interest. It is therefore
intuitively appealing to think that the basic structures
and mechanisms involved in information transfer have
evolved early on and been preserved fairly well
throughout evolution. The signal and its supporting
physical structure should then be common to most
animals. Communication of a unicellular organism and
of an individual cell within a metazoon must occur at
their cell surfaces, hence signals must be generated,
propagated and processed at cell membranes.

Historical Notes. The study of cell physiology was
launched in the seventeenth century with the use of
microscopes by M. Malpighi (1627–1694) and A. von
Leeuwenhoek (1632–1723). Neurophysiology took off
in the eighteenth century after electricity had become
amenable to experimentation (Leyden flask). Seminal
experiments were performed by A. Galvani (1737–
1798) who noted that frog muscles contracted whenever
a contact was made with a Leyden flask. He demon-
strated that no external source was needed if different
metals were used in the frog experiments: contractions
also occurred when the brass wire in contact with the
spinal cord touched the iron support on which the frog
was lying. He concluded that electricity was an intrinsic
property of the muscle. Galvani’s interpretations were
criticized by A. Volta (1745–1827) because he was able
to produce electrical batteries from different metals and
salt solutions. Volta was correct in saying that Galvani
had used external electrical stimulation. Nonetheless,
Galvani’s idea of the existence of intrinsic electricity
turned out to be right in the end. Further important
contributions came from, among others, J. Müller (1801–
1858), T. Schwann (1810–1882), C. Matteucci (1811–
1868), E. du Bois-Reymond (1818–1896), H. von
Helmholtz (1821–1894), A. Fick (1829–1901),
L. A. Ranvier (1835–1922), W. Kühne (1835–1900),
L. Hermann (1838–1914), J. Bernstein (1839–1917),
J. vonKries (1853–1928) [1]. In the twentieth century, the
field exploded, and a number of achievements were
rewarded with the Noble Prize (NP) for Medicine
or Physiology, among the prize winners being:
E. D. Adrian (1889–1977; NP 1932), J. Erlanger
(1874–1965; NP 1944), H. S. Gasser (1888–1963;
NP 1944), J. C. Eccles (1903–1997; NP 1963), A. H.
Hodgkin (1914–1998; NP 1963), A. F. Huxley (*1917;
NP 1963); B. Katz (1911–2003; NP 1970), E. Neher
(*1944; NP 1991), B. Sakmann (*1942; NP 1991).

Nerve Cell Membrane
Membrane Structure
The nerve cell membrane (▶Cell membrane – compo-
nents and functions) is a microscopically thin mem-
brane that separates the cell cytoplasm and intracellular
organelles from the extracellular milieu. Its chemical
composition and structural features allow free passage
of most lipids, and selective passage of ions, sugars and
amino acids. The membrane, in addition, contains the
molecular machinery for cell-to-cell chemical and
electrical communication (below) and immune respon-
siveness (▶Neuroimmunology).

Anatomy and Chemical Makeup of the Nerve

Cell Membrane

The unit membrane of the nerve cell is, on average, about
50 nm thick and comprised of various types of phos-
pholipids, proteins and carbohydrates. Proteins, being the
largest molecules, make up the greatest membrane mass
but the smaller phospholipids are the largest in number and
carbohydrate molecules are the fewest. The molecules
making up the membrane proper, or attached to it, are
mobile, interactive and in many cases functionally inter-
dependent. Theyare replacedby intracellular biosynthesis,
and turned over by a process called membrane trafficking.
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Membrane Phospholipids
Membrane lipids are arranged in a bilayer with the
glycerol phosphates facing the extracellular and
intracellular fluids, and the fatty acid chains arranged
in rows side by side in the membrane. Phospholipid
molecules have a high degree of lateral mobility in the
bilayer, which facilitates movement of small non-polar
molecules across the cell membrane. Fluidity of cell
membrane phospholipids also facilitates ▶transport
processes and enzyme activities. Less frequently,
phospholipid molecules will “flip-flop,” i.e., migrate
from a monolayer on one side to that on the other.

Functions of membrane phospholipids include:

. Insulation and barrier properties

. Intracellular signaling

. Electrical properties

The extremely thin, expansive lipid bilayer of the
nerve cell membrane has a ▶membrane capacitance on
the order of 1 μF/cm2 that produces a charge of about
8 × 10−9 coulombs/cm2 at a resting membrane potential
(below; ▶Membrane potential – basics) of –80 mV, or
approximately 5 × 1011 monovalent ions/cm2.

Cholesterol. The nerve cell membrane contains
large amounts of ▶cholesterol, which enhances the
permeability-barrier property of the lipid bilayer. This
renders the lipid bilayer less permeable to small water-
soluble molecules.

Glycolipids. These lipids contain carbohydrate
groups and are found only on the extracellular side
of the cell membrane. ▶Glycolipids are believed
to be involved in cell-cell interactions. Five to ten
percent of the total lipid mass consists of a particular
type of glycolipid called a ▶ganglioside. Ganglio-
sides are thought to alter the electrical field across
the cell membrane, as well as the concentration of
Ca2+ ions along the external surface of the cell mem-
brane. They may also be involved in cell–cell recogni-
tion at the extracellular matrix that promotes cell
aggregation.

Membrane Proteins
The membrane contains a large group of membrane
proteins, not all of which have been identified.
▶Integral proteins completely traverse the cell mem-
brane, whereas ▶peripheral proteins are anchored to
either the cytoplasmic or extracellular side. Mem-
brane proteins exhibit function-dependent polarity. Cell
membrane proteins are also stored in membranous
cisterns in dendrites and axons, where they play impor-
tant roles in ▶synaptic plasticity and ▶axon growth.

The locations of different types of proteins in the cell
membrane serve as general predictors of how they
function in the nerve cell.

Integral membrane proteins serve as:
. ▶Ion pumps (below), moving ions against a
concentration gradient, using energy derived from
adenosine triphosphate (ATP)

. ▶Ion channels (below), allowing flow of ions and
water across the cell membrane down an electro-
chemical gradient

. ▶Transporters of sugars and amino acids

. Cell–cell recognition sites

Peripheral proteins function as:

. Receptors for ▶neurotransmitters, ▶neuromodula-
tors,▶hormones and other chemical messengers that
trigger membrane ion permeability changes

. Enzymes that catalyze intracellular signal cascades

. Immunoreactive elements (Neuroimmunology)

. Membrane structural support proteins

. Mediators of neurite outgrowth and axon bundling

. Intermediaries in membrane trafficking

Membrane Potential
Membrane potential denotes the electrical potential
difference (▶voltage, V) across the cell membrane of all
living cells, which is produced by an unequal net
distribution of positive and negative charges on either
side of the cell membrane. The potential in the intra-
cellular milieu is normally negative with respect to the
extracellular milieu, reference set to zero (Membrane
potential – basics).
Resting membrane potentials can be measured in all

living cells. They vary in magnitude, but are negative
inside vs. outside. It is assumed, on well-established
physico-chemical grounds, that they originate from
concentration differences across the cell membrane of
ions that carry electric charges. Generally, the concen-
trations of Na+ and Cl− are high extracellularly and low
intracellularly, thus establishing a strong inward
concentration gradient across the cell membrane. The
situation is opposite for K+. Another ion that is
unequally distributed is Ca2+, with a high extracellular
and a normally very low intracellular concentration.

Membrane Potential and Ion Concentration Gradients
In 1902, Julius Bernstein [2] hypothetized that the
resting membrane potential, V, is a diffusion potential
determined exclusively by K+. According to the
▶Nernst equation, V should then be the K+ equilibrium
potential, EK:

V ¼ EK ¼ R:T

F
� In

Kþ½ �0
Kþ½ �i

where [K+]o is the external and [K+]i the internal K+

concentration.
However, later measurements showed that Bern-

stein’s hypothesis could not fully account for the real
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situation because, in addition to K+, other ions can
permeate the membrane even under resting conditions,
giving rise to deviations of the membrane potential
from EK. A most important ion is Na+, whose equi-
librium potential is opposite in sign to that of K+. In
most cells, the resting membrane potential is much
closer to EK than to ENa, however, because under resting
conditions the membrane permeability for K+ is much
larger than that for Na+. Also, Ca2+ with its positive
charge and inwardly directed concentration gradient
has, like Na+, a positive equilibrium potential. Chloride
with its negative charge and inwardly directed concen-
tration gradient has a negative equilibrium potential
(Membrane potential – basics).

Ion Pumps
As outlined above, even under steady-state or resting
conditions, membrane channels, including some K+ and
Na+ channels, stay open and generate a “▶leak
conductance” [3]. In effect, what results is a leaky RC
circuit, with a specific membrane resistance of about
1,000 Ωcm2 [4]. The RC circuit properties have
functional consequences. In the resting state, the net
movement of K+ ions down its concentration gradient
through leak channels will leave behind impermeant
cytoplasmic organic anions that accumulate on the inner
side of the cell membrane and an accumulation of
cations on the extracellular side [5], which accounts for
the potential difference (V) of about −80 mVacross the
cell membrane (Membrane potential – basics).

Because the membrane is permeable to several ions
that flow passively down electrochemical gradients,
unrestricted ion flow would eventually abolish concen-
tration differences between the inside and outside of
the cell and, in consequence, the equilibrium and
membrane potentials. In order to prevent this, the cell
invests much energy in so-called ion pumps that
transport the leaking ions back to where they come
from, against their respective gradients (▶Ion trans-
port). Such pumps need

. Metabolic energy, ultimately supplied by adenosine
triphosphate (ATP)

. Regulation mechanisms, including the sensitivity for
particular ions and their concentrations (e.g., inside
for Na+)

The action of the Na+ pump that expels Na+ from a cell
was first demonstrated by Hodgkin and Keynes [6],
who showed that the metabolic poison dinitrophenol
(DNP), which deprives energy sources for the Na+/K+

pump, depresses cellular extrusion of Na+. Since then,
other laboratories have demonstrated the active role of
ion pumps that maintain steady state membrane
potential by regulating intracellular Na+, Cl−, K+ and
Ca2+ concentration.
Spread of Local Potentials
Local potential changes (▶receptor potential, ▶synap-
tic potential) originating anywhere on the cell surface
must ultimately be conveyed to other regions of the cell
or, more generally, the nervous system, where a
response to the stimulus begins to be formulated.
However, passive electrical properties, resistive and
capacitive, reduce the size and alter the shape of the
receptor potential as it moves transversely through the
cell’s soma and fibrous, cable-like processes (▶Cable
theory). Passive cable properties that affect the receptor
potential are also present in dendrites and axons of
nerve cells, and thin elongated muscle fibers such as
frog sartorius muscle [5]. In the latter preparation, a
rectangular current pulse depolarizes membrane poten-
tial with a near-exponential time course, declines in
amplitude with distance along the fiber and changes
shape due to temporal filtering. The pulse-evoked
response is an approximate simulation of the receptor
potential, and attributable to the cable properties of
an ▶equivalent electrical circuit that consists of a
membrane ▶capacitor (Cm) and a resistor (Rm) ar-
ranged in parallel. In the RC circuit of a biological
membrane, Cm is a leaky capacitor that allows ionic
charge to accumulate and dissipate through Rm. The
time-related change of voltage during discharging of
an RC circuit is described by the relationship:

VðtÞ ¼ V0½expð�t=tÞ� ð1Þ
Where V0 is the membrane potential at the cessation of
applied current, V(t) is the membrane potential at a
corresponding time after termination of the applied
current, and τ is the time constant, where τ = RmCm. In
neurons, time constants τ are of the order of 0.5–5ms [7].

Current flowing from the receptor region through the
longitudinal resistances of the cytoplasm and extracel-
lular fluid form current circuit loops. Current gets
progressively smaller with distance. A constant fraction
per unit length is diverted through ion leak channels,
and falls off exponentially with distance from the region
where the stimulus has originated:

�VðdÞ ¼�V0:expð �d=�Þ; ð2Þ
where the length (space) constant λ is √(Rm/Ri),
defining the distance at which the original voltage
change drops to a fraction of 1/e ≈ 0.37.

The principles illustrated in these simple reduced pre-
parations provide only a relatively primitive explanation
for some of the basic properties of sensory transduction.
Nonetheless, two important conclusions are evident:

. The passive or ▶electrotonic spread of local
membrane potential changes (receptor and synaptic
potentials) across a cell membrane is no means for
transmitting information over long distances.
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. A process of▶encoding, is necessary to transform the
receptor potential from a wave form to a discharge of
▶action potentials that reach sites of sensory integra-
tion, and that reflects the magnitude and duration of
the waveform and thus the applied stimulus.

Action Potential
The action potential is the active electrical response of
an excitable cell membrane to a stimulus, reflected in a
fairly stereotyped change in membrane potential from a
resting value (negative inside) to a depolarized (positive
inside) value and back (Action potential). The durations
of action potentials range from a few milliseconds in
neurons to hundreds of milliseconds in cardiac and
smooth muscle cells. The underlying mechanisms
include time- and voltage-dependent changes in ion
conductances.

Ion Currents Underlying the Squid-Axon

Action Potential

Early, simple experiments by a number of investigators
led Bernstein [2] to propose that the action potential
represented a sudden transition from a selective K+

permeability at rest to a generalized, i.e. non-selective
increase ofmembrane ion permeability. On this basis, one
would predict a value of 0 mV at the peak of an action
potential. However, Bernard Katz’s measurements with
conventional ▶intracellular recording in the 1940’s
(reviewed in [4,8]) showed that membrane potential
at the peak of a shock-evoked action potential was
on the order of +50 mV. From Nernstian considerations,
this implicates a cation species such as Na+, which Katz
proved by showing that the amplitude of the action
potential changed by about 58 mV for a 10-fold change
of extracellular Na+ concentration. But the peak depolari-
zation was rapidly followed by repolarization and
▶hyperpolarization that momentarily exceeded the
resting value, indicating that a secondary, selective ion
permeability change had occurred. It was previously
shown that in frog muscle fibers, resting membrane
potential changed in approximate conformation with the
Nernst equation when external K+ concentration was
varied. Moreover, Keynes [9] was able to measure shock-
evoked efflux of radioactive K+ from Sepia giant axons.

The superposition of various time-varying currents
was difficult to disentangle using the more conventional
methods of the time. The invention of the ▶voltage-
clamp technique (Action potential; Intracellular record-
ing), a by-product of advances in electronics pioneered
by K. S. Cole in 1949 [10] and used by A. F. Hodgkin
and A. L. Huxley in the 1950’s [11], made it possible
to separate and analyze voltage-and time-dependent
properties of the action potential (Action potential). The
giant axon of the squid turned out to be a favorable
structure because its size (diameter 0.5–1 mm) and
robustness allowed it to be removed from the animal,
placed in a bath and subjected to varying extracellular
compositions. Its size allowed insertion of relatively
bulky longitudinal electrodes, and because of mem-
brane durability it was possible to squeeze out the
intracellular content and replace it with solutions of
varying composition (Intracellular recording).
The squid-axon experiments showed that the action

potential is brought about by voltage-dependent opening
of Na+, Ca2+ and K+ channels. The action potential is
initially depolarizing due to opening of Na+ (▶Sodium
channels) and/or Ca2+ channels (▶Calcium channels – an
overview), and subsequently repolarizing due to delayed
opening of K+ channels (▶Neuronal potassium channels).
Na+Inactivation. The fall of the action potential from

its peak is promoted not only by K+-channel opening,
but also by inactivation of the Na+ conductance, which
has a slower time course than activation. The Na+

system recovers from inactivation with an approximately
exponential time course and a time constant on the
order of 5 ms, with the time constant depending on
the holding potential imposed experimentally [2]. The
period of reduced Na+ channel reactivity characterizes
the ▶refractory period. The impact of membrane depo-
larization on both activation and inactivation of Na+

conductance has profound functional consequences.
The sequence of Na+ activation and inactivation
(i) limits action potential rate (below); (ii) controls the
direction of ▶action potential propagation (Action
potential propagation); (iii) leads to accommodation;
(iv) has clinical implications (Action potential).
Single-Channel Currents. In 1976, Neher and

Sakmann [12] introduced the breakthrough ▶patch-
clamp technique, through which it became possible to
voltage-clamp small patches of cell membrane and record
▶single-channel currents (Intracellular recording).

Action Potentials in Central Neurons
The squid axon is a simple system devoted to conducting
action potentials along the axon (Action potential pro-
pagation). Individual central neurons, however, typically
express several subtypes of voltage-dependent ▶Na±

channels, voltage-dependent Ca2+ channels (Calcium
channels – an overview), voltage-dependent K+ channels
(Neuronal ▶potassium channels), Ca2+-activated K+

channels (Neuronal potassium channels), ▶hyperpolari-
zation-activated,▶non-selective cation channels (▶HCN
channels), and more. The different combinations of
channels enable diverse action potential amplitudes,
shapes and firing patterns [13].
Sodium (Na+) Currents. In central neurons, the rising

phase of the action potential is generated by very
fast activation and inactivation of ▶voltage-dependent
Na+ channels [13] (Action potential propagation).
Calcium (Ca2+) Currents. Inward Ca2+ currents

(Calcium channels – an overview) contribute little to
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the action potential upstroke, but initiate intracellular
signaling pathways, influence action-potential shape
and firing patterns, and – at presynaptic terminals the
amount of neurotransmitter released [13] (Action
potential propagation).

Potassium (K+) Currents. Central neurons express a
wide range of ▶Voltage-gated (or –dependent) K+

channels (Kv; Neuronal potassium channels), only a
fraction of which activate appreciably during the action
potential. Significant contributions to action potential
repolarization are commonly made by Kv3 family and
Kv4 family channels mediating the▶A-type K+ current
(IA). Large-conductance Ca2+-activated K+ channels
(▶BK channels) promote membrane repolarization.
Small-conductance Ca2+-activated K+ channels (SK
channels) contribute to the following ▶afterhyperpo-
larization [13] (Action potential propagation; Neuronal
potassium channels). Furthermore, ▶Na±-activated K±

channels (K(Na) channels) may modulate action-
potential shape, and contribute to slow afterhyperpolar-
ization after repetitive firing [14] (Action potential).

Afterdepolarization. In many neurons, the fast phase
of action potential repolarization is followed by a
delayed depolarization, whose origins may be passive
and/or active, i.e., mediated by an electrotonic mecha-
nism or amplified and supported by active Na+, Ca2+

and ▶non-selective cation currents (Action potential
propagation).

Afterhyperpolarization (AHP). Afterhyperpolariza-
tions in mammalian central neurons may be complex,
often showing different phases and being due to
different K+ currents. BK-channel-mediated afterhy-
perpolarizations are usually brief, while SK-channel-
mediated ones can last up to seconds [13] (Action
potential propagation). ▶Na+-activated K+ channels
(K(Na) channels) may contribute to slow afterhyperpo-
larization after repetitive firing [14] (Action potential).

Repetitive Firing. Many central neurons discharge
over a wide range of rates and with various patterns,
to which many factors may contribute, including
various Na+, K+, Ca2+ and HCN channel currents.
Many central neurons fire spontaneously and fairly
regularly, and are called “▶pacemakers” [13] (Action
potential propagation).

Fast-Spiking Neurons. Neurons capable of firing at
high rates for prolonged periods often possess voltage-
gated K+ channels or special “resurgent” Na+ current,
which activates transiently upon repolarization after
inactivation due to strong depolarization and is
sensitive to▶tetrodotoxin (TTX) [13] (Action potential
propagation).

Action Potential Propagation
Propagation along Muscle and Nerve Fibers
The action potential propagates over long distances.
Propagation along a nerve or muscle fiber occurs
automatically as a consequence of the axonal cable
structure (Cable theory; Action potential propagation).

In a muscle or nerve fiber, the ring of membrane that
is just being depolarized during the action potential’s
rise experiences a strong influx of positive charges
(Na+) that distribute internally in both forward and
backward directions. The local currents reaching out in
the action potential’s propagation direction unload
the capacitor of the advanced membrane regions
and depolarize them. This depolarization increases the
Na+ conductance and elicits the inward Na+ current in
the adjacent membrane segment until threshold is
reached for action potential generation at this site.
Since charging or discharging of a capacitor takes some
time, expressed in the time constant, the substantial
depolarization-induced ionic (Na+) currents are delayed.

In a muscle fiber or an unmyelinated axon, action
potentials propagate in feed-forward fashion, regener-
ating progressively with passage in small increments of
membrane. In myelinated nerve fibers, the conduction
mechanism is different. The ▶myelin sheath is a good
insulator. When a ▶node of Ranvier between inter-
nodes (stretches of myelin sheath) is depolarized during
an action potential, local circuit currents depolarize the
next one ahead, without discharging the internodal
region. The excitation thus leaps from node to node, a
process called ▶saltatory conduction. This type of con-
duction confers several advantages: (i) economy of space;
(ii) economy of energy expenditure; (iii) high safety
factor for conduction (Action potential propagation).

Myelination has notable disadvantages, namely
limits to ▶regeneration after injury and involvement
in various neurological diseases. Functional recovery
following injury differs dramatically in the peripheral
and the central nervous system (Regeneration).

Demyelination disorders are numerous and are
exemplified by the ▶Guillain-Barré syndrome and
▶Multiple sclerosis.

Back-propagation of Action Potentials
In many neurons, action potentials originate close to the
axon’s juncture with the cell soma (the initial segment),
from where they travel down the efferent axon, but may
also “back-propagate” into the dendritic tree (Action
potential propagation). These back-propagating action
potentials are supported by active, tetrodotoxin-
sensitive, voltage-dependent Na+ channels and possi-
bly ▶Ca2± channels. The extent of this decremental
back-progagation varies widely between different
types of central neurons, different specimens of the
same sort, and possibly different dendritic branches of
individual cells. Back-propagation depends on cell
morphology and densities of dendritic ion channels,
as well as adaptive influences provided by excitatory
and inhibitory inputs and neuromodulators. Back-
propagating action potentials have been implicated in
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short-term and long-term changes in▶synaptic efficacy
involving increases in Ca2+ influx [15] (Action poten-
tial propagation).

More Ion Channels and their Functions
A wide range of channels affect additional cellular
functions in addition to control of excitability.

Cyclic Nucleotide-regulated Cation Channels
▶Cyclic nucleotide-regulated cation channels are
activated by intracellular binding of cyclic AMP
(cAMP) or cyclic GMP (cGMP) to a cyclic nucleo-
tide-binding domain (CNBD) in the channel protein,
thereby translating intracellular changes in signaling
molecules to changes in membrane potential. Two
families of channels, both exhibiting a high sequence
similarity to voltage-gated K+ (Kv) channels (Neuronal
potassium channels) and regulated by cyclic nucleo-
tides, have been identified, the cyclic nucleotide-gated
(CNG) channels and the hyperpolarization-activated
▶cyclic nucleotide-gated channels (HCN) channels.
CNG channels require the obligatory binding of a cyclic
nucleotide in order to be activated. In contrast, HCN
channels are activated by membrane hyperpolarization
and modulated by cyclic nucleotides [16]. Cyclic
nucleotides enhance HCN channel activity by affecting
the voltage-dependence of channel activation.

Hyperpolarization-activated Cyclic

Nucleotide-regulated Channels

The HCN1–4 channel gene family encodes HCN
channels. They are slowly activated by membrane
hyperpolarization and by intracellular cAMP or cGMP,
and give rise to depolarizing inward ionic currents
termed Ih, If (“f ” for “funny”) or Iq. They were first
discovered in cardiac pacemaker cells, but are widely
distributed in various excitable cells including CNS
neurons, retinal ▶photoreceptors and ▶taste buds.
HCN channels are structurally similar to voltage-gated
K+ (Kv) channels (Neuronal potassium channels), but
much (> or = 25 times) less selective than Kv channels
[17]. They are involved in a range of functions,
including the setting of resting membrane potential
(Membrane potential – basics), ▶input conductance
and ▶length constants, dendritic integration, cardiac
and neuronal pacemaker activity, and the regulation of
presynaptic release of neurotransmitter [18]. Deficits in
the HCN1 gene impair motor learning but enhance
spatial learning and memory. Deletion of HCN2 plays a
role in ▶absence epilepsy, ▶ataxia and sinus node
dysfunction [19].

Non-selective Cation Channels
Non-selective cation channels are macromolecular
pores in the cell membrane that form an aqueous
pathway. In distinction to selective ion channels, non-
selective cation channels enable cations such as Na+, K+

or Ca2+ to flow rapidly, as determined by their elec-
trochemical driving force, at roughly equal rates (>107

cations per channel pore and per second). One of them
is the ▶nicotinic acetylcholine receptor (▶nAChR);
others include the ▶ionotropic glutamate receptors,
▶capsaicin receptors, cyclic nucleotide-gated (CNG)
cation channels, and ▶TRP channels.
Transient Receptor Potential (TRP) Channels
Non-selective cation channels of the transient receptor
potential (TRP) superfamily (TRP channels) display a
great variety of activation mechanisms and sensitivities
and are thus involved in multifarious functions. TRP
proteins are assigned to distinct subfamilies based on
sequence similarities to Drosophila TRP or structural
and functional features. The ion-permeating pores
mostly allow the permeation of monovalent and
divalent cations through all channels and of Ca2+ ions
through all but two channels [20]. TRP channels make
significant contributions to▶olfaction, taste,▶hearing,
▶vision,▶thermosensation,▶touch,▶osmosensation,
and ▶nociception [21]. As to thermosensation, at least
six different TRP channels cover the spectrum of
relevant temperatures for our body. As mechanosen-
sors, TRP channels are involved in functions ranging
from Drosophila hearing to nematode touch to mouse
mechanical pain [22]). Other TRP channels are essen-
tial for the Ca2+ and Mg2+ homeostasis in our body.

Anion Channels
Chloride channels (▶Chloride channels and transpor-
ters) are membrane proteins that allow for the passive
flow of anions across biological membranes. As Cl− is
the most abundant anion under physiological condi-
tions, these channels are often called “Cl− channels”
instead of “anion channels”, although other anions
(such as iodide or nitrate) may permeate more easily. In
mammals, the CLC gene family encodes nine different
Cl− channels in the plasma membrane or intracelluar
organelles such as vesicles. These diverse channels are
involved in the control of membrane potential in muscle
and nerve cells, in the regulation of cell volume, in the
acidification and ionic homeostasis of endosomes and
synaptic vesicles, in the transepithelial transport of salt
and water, and in the degradation of bone by
osteoclasts. Mutations of human CLC channels cause
diseases such as myotonia, neurodegeneration and
possibly epilepsy, cystic fibrosis, Bartter syndrome
(renal salt loss) with or without deafness, Dent’s disease
(kidney stones and proteinuria), osteopetrosis. The
CLC from Escherichia coli functions as a Cl−/H+
exchanger [23]. Some Cl− channels are activated by
intracellular Ca2+ (Ca2+-activated Cl−-channels) [24].
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Ion Channel Development
The distribution patterns and properties of ligand- and
voltage-gated ion channels in developing nerve and
muscle cells differ profoundly from those of mature
cells (▶Ion channel development). At early develop-
mental stages, these specific patterns determine the
timing and waveform of spontaneous electrical activity,
which is required for the normal maturation of
excitability and synaptic connections and for Ca2+

influx triggering activity-dependent developmental
programs [25].
M

Channelopathies
Rapid advances in genetics, molecular biology and
neurophysiology have enabled unraveling and charac-
terization of the molecular bases of a number of
neurological and other diseases, among which ▶chan-
nelopathies comprise a class of diseases caused by ion
channel dysfunctions. They can be due to autoimmune
and paraneoplastic [26] processes and drug, toxic or
genetic mechanisms that affect all kinds of channels:
Ca2+, Cl−, K+, Na+, HCN, TRP channels etc. Mutations
in genes encoding ion channel proteins that alter
channel function are common mechanisms underlying
channelopathies. Examples are plentiful (see Calcium
channels – an overview; ▶Calcium channelopathies;
▶Epilepsy [27]; ▶Episodic ataxia [28]; ▶Familial
periodic paralyses and ▶Non-dystrophic myotonias
[29];▶Migraine;▶Neuromyelitis optica; Non-dystrophic
myotonias). Channelopathies may also affect internal
cell membranes, e.g., of the mitochondria [30].
Prospects
There has been a rapid progression of new concepts
related to membrane structure and function, so much so
that we seem to have merely touched the surface in our
understanding of cell membranes. As we go forward
with new techniques that provide more accurate spatial
and temporal resolution of membrane dynamics, it
seems likely that molecular conformational changes
involving channel proteins and lipids will be visualized
with optical methods and other techniques as they
occur. Gene-gene interactions and the impact of
environmental perturbations may also be fruitfully
investigated, leading to treatments directed at channe-
lopathies, synaptic dysfunction and correction of
myelin disorders.
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Membrane Capacitance
Definition
The membrane capacitance is the stored charge of ions
across the cell membrane. The cell membrane serves as
an insulator of the membrane potential generated by the
disequilibrium of ionic charge on either side of the
membrane. The membrane capacitance (C) is a function
of the stored charge divided by the potential difference
across the membrane. As a result, any potential
difference change generates a capacitance transient.
Membrane capacitance is directly proportional to
surface area, so biophysicists often use membrane
capacitance as a measure of the changes to membrane
surface area.

▶Action Potential
▶Cable Theory
▶Membrane Potential: Basics
Membrane Conductance
Definition
Easiness of passing ion or electricity across membrane.
When membrane is activated, membrane conductance
increases probably because certain ionic channels are
open.

▶Action Potential
▶Action Potential Propagation
▶Cable Theory
▶Membrane Potential: Basics
Membrane-delimited Modulatory
Mechanism
Definition
Molecular events confined to the membrane surface and
triggered by the activation of a G-protein coupled
receptor (GPCR). The activated G-protein subunit
diffuses along the membrane and activates (or inhibits)
surrounding ion channels or metabotropic receptors.

▶Calcium Channels – an Overview
▶G-protein Coupled Receptors (GPCRs): Key Players
in the Detection of Sensory and Cell-Cell Communica-
tion Messages
Membrane-patch Excision
Definition
Mechanical manipulation of the cell using glass
micropipettes that leads to the extraction of a narrow
region of cell membrane. The excision can lead to an
isolated membrane patch in which the side of the
membrane is preserved (outside-out) or inverted
(inside-out).

▶Intracellular Recording
Membrane Potential: Basics
UWE WINDHORST
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1Göttingen, Germany
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Synonyms
Transmembrane voltage

Definition
The electrical potential difference (▶voltage) across the
cell membrane (▶plasmalemma or ▶sarcolemma) of
all living cells that is produced by an unequal net
distribution of positive and negative charges on either
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side of the cell membrane. The potential in the intra-
cellular milieu is normally negative with respect to
the extracellular milieu, reference set to zero.

Characteristics
Even phylogenetically ancient unicellular organisms
such as Paramecium need to exchange matter and
information with their environment. In multicellular
organisms, the exchange must be organized across
different cellular and body parts. Information is an
abstract entity that needs to be encoded in a signal to be
generated, transmitted and processed. Signals in turn
are generated by mechanisms bound to some material
substrate or carrier. The basic structure for information
exchange is the cell membrane, and the signals required
are generated by physico-chemical mechanisms. Here,
we describe a fundamental type of signal: the mem-
brane potential. To understand how it is generated, it
is instructive to start from two basic principles.

Ion Concentrations Differ in the Internal and External

Solutions of Cells
M

The first principle is that the concentrations of some basic
sorts of ions, which characteristically are abundant on the
earth’s surface, are different in the internal and external
milieus of cells. Table 1 lists concentrations of some
pertinent ions in the frog muscle fiber and in the
giant axon of the squid.

The respective ion concentrations are higher in the
squid axon than in the frog muscle fiber, because the
squid lives in seawater with higher ion concentrations.
For both types of cells, the concentrations of Na+ and
Cl− are high extracellularly and low intracellularly, thus
establishing a strong inward ▶concentration gradient
across the cell membrane. The situation is opposite
for K+. Another ion that is unequally distributed is Ca2+,
with a high extracellular and a normally very low
intracellular free concentration.
Membrane Potential: Basics. Table 1 Extra vs.

intracellular concentrations of several types of ion in

mM/l (Data from [1])

Ion Extra Intra Ratio extra/intra

(A) Frog muscle fiber

K+ 2.5 140 0.018

Organic anions 40 86 0.465

Na+ 120 10 12

Cl− 77.5 1.5 51.667

(B) Giant axon of squid

K+ 10 400 0.025

Organic anions 360

Na+ 460 50 9.2

Cl− 540 40–100 5.4–13.5
Cells Exhibit a Resting Membrane Potential
This second principle is apparent from the experimental
measurement illustrated in Fig. 1a. A long skeletal
muscle fiber is isolated and put in a medium represent-
ing the extracellular milieu. Two sets of electrodes
measure the electrical potential differences and apply
electrical stimuli. To do the former, a large electrode
(so-called indifferent, or reference electrode) is placed
in the extracellular milieu, and another movable elec-
trode with a very fine tip is also situated initially in the
extracellular fluid. Both electrodes are connected to an
amplifier that leads the potential difference to a
voltmeter (▶Intracellular recording). As long as the
movable electrode remains in the homogeneous
extracellular milieu, there is no potential difference
(Fig. 1b, left), but once the fine electrode penetrates the
membrane and enters the interior, a potential difference
of about −90 mV is measured (Fig. 1b, right). This
steady-state voltage is called the ▶resting membrane
potential. A value of roughly 0.1 V across a membrane
50–100 Å thick corresponds to an electrical field
strength of 1–2 × 105 V cm−1 [2].

Resting membrane potentials can be measured in
all living cells. They vary in magnitude, but are negative
inside vs. outside. It is assumed, on well-established
physico-chemical grounds, that they originate from con-
centration differences across the cell membrane of
ions that carry electric charges.

Relation Between Ion Concentration Gradients and

Membrane Potential

In order to understand this relation, consider some
fundamental phenomena in aqueous salt solutions.

Diffusion
Imagine a container made up of two compartments
separated by a thin membrane. Both compartments
contain a solution of two types of electrically uncharged
molecules, one of relatively high molecular weight
and the other small. The concentrations are low in
the left compartment (c2) and high in the right com-
partment (c1 = 10.c2). If a step-like change in con-
centration occurs right at the membrane and the
membrane is removed, diffusion occurs because of
the statistical thermal movement of the particles. The
diffusion process follows the following physico-
chemical rules:

1. Net flux of both particles proceeds from higher
(right) to lower (left) concentrations because, on
the average, there are more particles on the right
moving leftward than particles on the left moving
rightward.

2. Concentration gradients, initially step-like, flatten
with progressing diffusion until equilibrium (homo-
geneous particle concentration) is reached.



Membrane Potential: Basics. Figure 1 (a–b) Recording from, and stimulation of, an isolated skeletal muscle fiber
(yellow lines). (a): Two microelectrodes (micro-pipettes filled with an electrolyte solution) are connected to a battery
(left) or voltmeter (right), and are referenced to large indifferent electrodes in the external medium. (b): As long as the
recording electrode tip remains in the external medium, it measures a zero potential difference relative to the large
indifferent electrode (left lower trace). When the recording electrode tip enters the internal medium of the muscle fiber
(first vertical arrow), the potential difference jumps to a negative value of ca. −90 mV, corresponding to the so-called
restingmembrane potential. As long as the stimulus electrode tip remains in the external medium, rectangular current
pulses passed through it (upper trace) elicit only small smoothed voltage changes picked up by the recording
electrode whether extra- or intracellular (left upper trace). When the stimulus electrode tip enters the muscle fiber
(second vertical arrow), the recording electrode measures deviations from the resting potential corresponding to
low-pass filtered versions of the current pulses (Adapted from [7]).
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3. Velocity of diffusion depends quantitatively on:
Concentration gradient at any time and site: the
shallower the gradient, the slower the diffusion.
Velocity is faster for the small than the large particles
because the former meet less friction in solution than
do the latter, therefore the diffusion fronts of both
particles will separate over time (this difference
being eliminated in equilibrium). The higher the
temperature, the faster are the particles’ motions,
thus diffusion is faster.

Diffusion Potential
The above model considers uncharged particles. What
happens when we are dealing with ions? Assume, for
example, that the small particles are potassium ions
(K+) and the large particles are organic anions (A−)
such as isethionate, glutamate, aspartate and organic
phosphates with a net negative charge. Initially, when
the membrane is still in place, there are equal numbers
of oppositely charged particles in each compartment,
providing electro-neutrality.
After removal of the membrane, diffusion will again

set in from right to left, with the small (positive)
particles tending to rush away from the large (negative)
particles, as long as there is a concentration gradient.
However, the two types of particle are not moving
independently of each other because positive and
negative charges attract each other. There is thus a
competition between opposing forces. The concentra-
tion gradient tends to separate small from large
particles, while the ensuing charge separation tends to
re-unite particles in the opposite direction. These two
forces create an▶electrochemical equilibrium. (In case
the two opposite forces are not of equal magnitude, they
create an ▶electrochemical gradient).
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The two particle types will therefore separate only
partially, building up a potential difference between
their diffusion fronts; specifically, a ▶diffusion poten-
tial. It is a vector force, with a direction and a
magnitude. The direction is from left (positive) to right
(negative), because K+ ions rush away leftward from
the anions.

The diffusion potential has the following
characteristics:

1. ▶Equilibrium potential. It is an equilibrium poten-
tial because it equalizes the chemical force originat-
ing in the concentration gradient and acting in
opposite direction.

2. Dependence on concentration gradient. The equilib-
rium potential’s magnitude naturally depends on the
concentration gradients, it thus disappears when
diffusion stops (in thermodynamic equilibrium).

3. Dependence on the difference of ion mobilities. The
equilibrium potential’s magnitude depends on the
difference of ion mobilities in watery solution, u+
and u−. If there is no mobility difference, as is the
case with K+ and Cl−, there is no diffusion potential.

Quantitatively, the last two dependencies are formalized
as follows. The magnitude of the diffusion potential,
ED, depends on the concentration gradient as expressed
in the ratio c1/c2, and on the difference of ion mobilities,
u+-u-, according to the formula [2]:

ED ¼ R:T

z:F
� uþ � u�
uþ þ u�

� ln ðc1=c2Þ; ð1Þ

whereR is the general gas constant (1.987 cal K−1mol−1 =
8.315 J K−1 mol−1), T the absolute temperature in
Kelvin (K), z the number of elementary electric charges
per molecule (e.g., z = 1 for K+), and F the Faraday
constant (9.648 × 104 C mol−1).

In the special case where one ion, say the large
anion, cannot diffuse at all, i.e., that its mobility is zero
and u− = 0, (1) simplifies to:

ED ¼ R:T

z:F
� ln ðc1=c2Þ ð2Þ

This is the famous Nernst equation (named after
Walther Nernst, Nobel Prize in Chemistry 1920), which
describes the situation of a single sort of ion in free
solution. (For a derivation from thermodynamic princi-
ples see, e.g., [2,3]. Could it describe a real situation?

Semi-Permeable Membranes
In the container model (above), the two compartments
are initially separated by a membrane that cannot be
passed by either sort of ion. Now assume that the
membrane contains pores, through which only the small
K+ ions, but not the large anions can pass. The K+ ions
will then diffuse through the pores from right to left, but
separate from the anions left behind only as much as the
evolving diffusion potential allows them to do. This
diffusion potential is the equilibrium potential for K+,
EK. This is a physical situation described by the Nernst
equation (2).

The membrane described above is semi-permeable,
which has important consequences:

1. The concentration differences are maintained be-
cause the large anions cannot diffuse through the
membrane and thus, through the diffusion potential,
also prevent the small permeable ions from equal-
izing their concentrations.

2. The diffusion potential is maintained because the
concentration differences stay the same.

Semi-permeability can be generated by several me-
chanisms: Pores (more often called channels) with
different diameters let ions pass or not pass, according
to their (hydratized) diameters. Electric charges within
in the channels prevent the passage of ions of the
same charge.
Bernstein’s Hypothesis
In 1902, Julius Bernstein [4] proposed that the resting
membrane potential, V (Fig. 1b), is a diffusion potential
that is determined exclusively by K+. According to the
Nernst equation, V should then be equal to the K+

equilibrium potential, EK:

V ¼ EK ¼ R:T

F
� ln

½Kþ�o
½Kþ�i

; ð3Þ

where [K+]o is the external and [K+]i the internal K+

concentration.
Bernstein was not able to test his hypothesis

experimentally because the required techniques includ-
ing ▶intracellular recording and the related electronics
were not yet available. A more recent test [5] is shown
in Fig. 2. It was conducted at the frog muscle fiber at a
temperature of T = 20° C = 293K. Inserting values for R
and F, and with ln a = 2.3 log10 a, (3) becomes

V ¼ EK ¼ 58 log10 ½Ko=Ki�ðin mVÞ: ð4Þ
While the internal K+ concentration [K+]i remains
constant at about 140 mM l−1, the external K+

concentration [K+]o can easily be changed, and the
resultant theoretical dependence of V on [K+]o accord-
ing to (4) is depicted in Fig. 2 as the solid straight
line. The values actually measured experimentally are
given as dots. Note that, since the external K+

concentrations are lower than the internal concentra-
tions, the resultant membrane potentials are negative.
At high external K+ concentrations, the measured
resting membrane potentials are fairly well fitted by
the solid line, in agreement with Bernstein’s hypothesis,
but the measurements deviate from the prediction to
more positive values at low K+ concentrations.



Membrane Potential: Basics. Figure 2 Dependence
of resting membrane potential on extracellular K+

concentration. Frog sartorius muscle fiber.
The resting membrane potential is plotted on the
ordinate (in linear coordinates) as a function of
extracellular K+ concentration in logarithmic units on
the abscissa. The straight solid line shows the
theoretical relation according to the Nernst equation,
assuming that only K+ passes through the membrane;
the blue dots are experimental measurements
(Adapted from [5]).
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The discrepancies between theory and measurement in
Fig. 2 suggest that Bernstein’s hypothesis cannot fully
account for the real situation, and invite an inquiry into
the underlying reasons. The starting point of course is to
question the central assumption in the hypothesis,
which is that K+ is the only ion able to diffuse through
the membrane.

What happens if – in addition to K+ ions – other ions
can diffuse through the membrane as well? First con-
sider another major cation, namely Na+. The resulting
situation can be captured by two limiting cases:

1. Limiting case 1: Membrane permeable solely to K+

ions ⇒ V = EK, as assumed by Bernstein: This
makes the cell interior negative with respect to the
outside, according to the Nernst equation; in nerve
cells EK is around −70 mV, in muscle cells around
−90 mV.

2. Limiting case 2: Membrane permeable solely to Na+

ions⇒ V = ENa; this makes the cell interior positive
with respect to the exterior because Na+ ions would
tend to diffuse inward and thus impose their positive
charge onto the inside: ENa is around +50 mV.
If, however, the membrane is permeable to both K+ and
Na+ ions, membrane potential V must lie somewhere
between EK and ENa, which as extreme cases constitute
the limits for V: EK < V < ENa. This could account for
the positive deviation of the experimentally measured V
values (circles) from the theoretical EKs (straight line)
in Fig. 2.
If the membrane is permeable to both K+ and Na+

ions, no cation is at its equilibrium. This has important
consequences, as illustrated in Fig. 3. The left column
(a–b) explains the situation for K+ ions and the right
column (c–d) for Na+ ions.
Figure 3a depicts limiting case 1, where V = EK. K

+ is
at its equilibrium, and there is thus no net K+ flow
through the membrane. In Fig. 3b, EK <V, implying that
the electrical potential does not compensate for the K+

concentration gradient. Hence, K+ ions flow out of the
cell, following the surplus electrochemical gradient
directed outward.
Figure 3c depicts limiting case 2, where V = ENa. Na

+

is at its equilibrium, and there is thus no net Na+ flow
through the membrane. In Fig. 3d, V < ENa, implying
that the electrical potential does not compensate for the
Na+ concentration gradient. Hence, Na+ ions flow into
the cell, following the electrochemical gradient directed
inward.
In general, therefore, when EK < V < ENa, there will

be net ion currents flowing through the membrane,
outward K+ and inward Na+ currents.
These qualitative points can be formulated quantita-

tively. According to▶Ohm’s law, the amount of current
I carried by each ion through the membrane is
proportional to the electric ▶conductance g (in units
of Ω−1 cm−2) of each ion and the ▶driving potential,
which is the difference between the actual membrane
potential Vand the equilibrium potential for each ion, as
follows:

INa ¼ gNaðV� ENaÞ; ð5aÞ

IK ¼ gKðV� EKÞ: ð5bÞ
Whenever the membrane potential V remains constant
during steady state, no net current flows through the
membrane. Hence, the two currents INa and IK must
cancel each other:

INa ¼ �IK or INa þ IK ¼ 0

gNaðV� ENaÞ þ gKðV� EKÞ ¼ 0

Solving for V yields

V ¼ gNa ENa þ gK EK

gNa þ gK
ð6Þ

In the extreme,

1. Limiting case 1: for gNa = 0 ⇒ V = EK



Membrane Potential: Basics. Figure 3 (a–d) Origin of passive net K+ and Na+ ion flows across the cell membrane.
The left column (a–b) explains the situation for K+ ions and the right column (c–d) for Na+ ions. (a): Situation at V = EK:
There is no net K+ flow because the outward concentration gradient (left blue arrow headed upward) is balanced
by the inward electrical potential (right arrow headed downward) corresponding to the K+ equilibrium potential, EK. (b):
Situation for EK < V: K+ ions flow out of the cell, following the surplus electrochemical gradient directed outward. (c):
Situation at V = ENa. There is no net Na+ flow because the inward concentration gradient for Na+ (left green arrow
headed downward) is balanced by the outward electrical potential difference (right arrow headed upward). (d):
Situation for V < ENa. Na

+ ions flow into the cell, following the huge electrochemical gradient directed inward
(Adapted from [6]).
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2. Limiting case 2: for gK = 0 ⇒ V = ENa

In this Na+-K+ system (with conductances for all other
ions being zero), the two equilibrium potentials
determine the limits, within which the membrane
potential V can move.

Other Ions
Equation 6 can be extended to other sets of ions, e.g.,
by including additional conductances, such as, e.g., for
Ca2+ and Cl−. Ca2+ with its positive charge and
inwardly directed concentration gradient has, like
Na+, a positive equilibrium potential. Chloride with
its negative charge and inwardly directed concentration
gradient has a negative equilibrium potential. Including
Cl− with Na+ and K+ in (6) would yield:

V ¼ gNa ENa þ gKEK þ gCl ECl

gNa þ gK þ gCl
ð7Þ

Constant Field Equation
The formulations in (6) and (7) use electrical variables,
i.e., conductances and potentials, which are related to
chemical variables, albeit not in a simple way. The
equilibrium potentials are related to concentration
gradients via the Nernst equation, and the conductances
to permeabilities (in units of cm/s) of the membrane to
certain ions [2].

These relationships are expressed in the ▶Goldman-
Hodgkin-Katz equation (Alan Hodgkin and Bernard
Katz, Nobel Prizes in Physiology or Medicine 1963 and
1970, respectively)or▶constant field equation,whichhas
the form of a generalized Nernst equation (generalized
to several permeant ions) (see, e.g., refs. [2,3,7,8]):

V ¼ R:T

F
� ln

PK½Kþ�o þ PNa½Naþ�o þ PCl½Cl��i
PK½Kþ�i þ PNa½Naþ�i þ PCl½Cl��o

; ð8Þ

where PK is the membrane permeability for K+ etc. Note
that, in the strict sense, the common habit of using the
terms conductance and permeability as synonyms is not
correct [2].

Conductances as Weighting Factors
Equations (6) and (7) reveal the role of the different ion
conductances as weighting factors: Increasing any one
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of them drags the membrane potential V closer to the
equilibrium potential of the respective ion, and vice
versa. V is thus an average of the relevant equilibrium
potentials weighted by the conductances.

In most cells, the resting membrane potential is much
closer to EK than to ENa because under resting
conditions gK is much larger than gNa (by a factor of
10–75 in different cells, the latter value applying to frog
muscle fibers; see ref. [2]).

Ion Pumps
Because the membrane is permeable to several ions that
flow passively down electrochemical gradients, unre-
stricted ion flow would eventually abolish concentration
differences between the inside and outside of the cell and,
in consequence, the equilibrium and membrane poten-
tials. In order to prevent this, the cell invests much energy
in so-called ▶ion pumps that transport the leaking ions
back to where they come from, against their respective
gradients (▶Ion Transport). Such pumps need:

1. Metabolic energy, ultimately supplied by adenosine
triphosphate (ATP).

2. Regulation mechanisms, including the sensitivity for
particular ions and their concentrations (e.g., inside
for Na+).

The action of the Na+ pump that expels Na+ from a cell
was first demonstrated by Hodgkin and Keynes [9],
who showed that the metabolic poison dinitrophenol
(DNP), which deprives energy sources for the Na+/K+

pump, depresses cellular extrusion of Na+. Since then,
other laboratories have demonstrated the active role of
ion pumps that maintain steady state membrane
potential by regulating intracellular Na+, Cl−, K+ and
Ca2+ concentrations [10].

Sub threshold Membrane Potential Transients are

Shaped by cable Properties

Membrane potential changes is response to transmem-
brane current flow are low-pass filtered as illustrated in
Fig. 1, (right side). As long as the stimulus electrode tip
remains in the external medium, rectangular current
pulses passed through it (upper trace) elicit only small
smoothed voltage changes picked up by the recording
electrode whether extra- or intracellular (left upper
trace). When the stimulus electrode tip enters the axon
(second vertical arrow), the recording electrodemeasures
deviations from the resting potential corresponding
to low-pass filtered versions of the current pulses. The
low-pass filtering is due to cable properties of the nerve
or muscle fiber (▶Cable Theory).
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Membrane Properties
▶Intrinsic Properties of Auditory Neurons

Membrane Resistance
Definition
The membrane resistance is a measure of the impedi-
ment to the transmembrane flow of ions. The membrane
resistance is infinite in the absence of ionic channels
and transporters in the membrane. The membrane
resistance decreases as the number of ion channels and
transporters increase in the membrane, which permit the
transmembrane flux of ions under the driving force of
electrochemical gradients.

▶Action Potential
▶Action Potential Propagation
▶Cable Theory
▶Membrane Potential: Basics

Memory
▶Learning and Motivation
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Memory, Long-term
Definition
▶Long-term Memory

Memory, Molecular Mechanisms
M
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Definition
Formation of certain kinds of memory (declarative
memory) requires functional activation of the hippo-
campus. Synaptic plasticity of excitatory synaptic trans-
mission, represented by long-term potentiation (LTP),
has been regarded as a cellular and molecular model of
learning and memory. LTP in the hippocampal CA1
region is induced by the activation of the ▶NMDA
receptor, which is one type of the ▶ionotropic gluta-
mate receptors, and is expressed by the enhancement of
basal synaptic transmission mediated by the ▶AMPA
receptor, which is another type of the ionotropic gluta-
mate receptors. NMDA receptor activation regulates
intracellular biochemical processes, resulting in long-
lasting modification of synaptic transmission, which
has been thought to be a molecular mechanism of
memory.

Characteristics
Hippocampal LTP
Fast excitatory synaptic transmission in the central
nervous system is mediated mainly by the two iono-
tropic glutamate receptors, the AMPA receptor and
NMDA receptor [1]. Basal synaptic transmission in
the pyramidal cell at a membrane potential around the
resting membrane potential is mostly mediated by
AMPA receptors. When the neurotransmitter glutamate
is released from the presynaptic terminal and binds
to the AMPA receptor, the receptor channel opens
regardless of the membrane potential and permeates
monovalent cations. Because the ionic concentration of
Na+ is higher outside the cell, the ionic concentration
of K+ is higher inside the cell, and the membrane
potential of the cell is negative at rest, mainly Na+ ions
enter the cell through AMPA receptors, resulting in the
depolarization of the cell.

On the other hand, NMDA receptors fail to open at a
membrane potential around the resting membrane
potential even if glutamate binds to the receptor, because
external Mg2+ ions block the ionic channel of the
receptor (Mg2+ block). However, when the synapse is
repetitively activated at high frequencies and the post-
synaptic cell sufficiently depolarizes, the Mg2+ block is
released and Ca2+ ions as well as Na+ ions enter the
postsynaptic cell through the NMDA receptor channel
[1]. Thus, the NMDA receptor functions as a coincidence
detector for presynaptic and postsynaptic activities.

The increased intracellular Ca2+ then activates Ca2+-
dependent biochemical processes such as the calcium/
calmodulin-dependent protein kinase II (CaMKII) and
protein kinase C cascades, which further promotes the
process of LTP expression. The final expression mecha-
nism for LTP is thought to involve an insertion of active
intracellular AMPA receptors into the synaptic site and/
or a long-lasting increase in the conductance of AMPA
receptor channels [2].

LTP and Memory
LTP has been thought to be involved in memory for-
mation. In Morris water maze task, in which the ability
of spatial memory in rats and mice can be assessed, the
blockade of LTP by intraventricular injection of an
NMDA receptor antagonist impairs the spatial learning
in the rat [3]. It has also been reported that the genetic
deletion of the NR2A subunit of NMDA receptors in
the mouse causes the reduction of hippocampal LTP
and the impairment of learning abilities in Morris water
maze task [4]. Furthermore, overexpression of the
NR2B subunit has been reported to enhance learning
and memory in the mouse [5]. Thus, the NMDA
receptor, which is essential for LTP induction, plays a
pivotal role in memory formation.

There are many reports showing the involvement of
various intracellular signaling molecules downstream
of NMDA receptor activation in learning and memory.
The first papers in which LTP of knockout mice is
examined suggest that CaMKII is essential for LTP
induction in the hippocampal CA1 region [6] and that
spatial memory of the mutant mice is severely impaired
[7]. So far, many intracellular signaling molecules, such
as protein kinase C, mitogen-activated protein kinase
and protein kinase A, have been shown to be involved
in both LTP and memory formation.
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Memory, Short-term
Definition
▶Short-term Memory
Memory: Eidetic, Photographic
Definition
The ability to store perceived events. Eidetic memory
refers to motor programs that help to orient in familiar
environments even when no sensory input is present
(people may find light switches in familiar dark rooms).
If the storage results in a representation of space similar
as in a photograph, the term photographic memory is
used.
Memory and Dementia
MURRAY GROSSMAN

Department of Neurology, University of Pennsylvania
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Definition
Memory is the acquisition and mental representation of
information. ▶Dementia is a progressive neurodegen-
erative disease that compromises neurologic function-
ing in individuals who have attained adult levels of
intact cognition. There are many kinds of memory, and
each of these has a different fate in patients with the
most common form of dementia,▶Alzheimer’s disease
(AD). The distinct ways in which these different forms
of memory are compromised depends in large part on
the neuroanatomic distribution of disease in AD.

Characteristics
▶Episodic memory is the ability to learn a new event
consciously and then to recall this specific event purpose-
fully and at will [1]. This form of memory depends on
the hippocampus and intimately related structures in the
medial temporal lobe. The earliest evidence of histopath-
ologic disease in AD is the accumulation of neuritic
plaques composed of amyloid and neurofibrillary tangles
consisting of paired helical filaments of tau in the
hippocampus, and the earliest clinical feature of AD thus
is impaired episodic memory. Indeed, a prodromal
Alzheimer’s condition known as amnestic Mild Cogni-
tive Impairment (aMCI) is defined clinically as an
isolated deficit of episodic memory.
Impaired episodic memory is commonly demon-

strated by a list-learning task. On this task, a supraspan
list of words (a list of 10–15 words that is longer than
can be repeated in one try) is presented for learning, and
as many words as possible are repeated by the patient.
This sequence of list presentation and repetition is
repeated for several learning trials. Subsequently, a
brief period filled with another task is administered to
prevent rehearsal of the words, then the list is recalled.
Although we do not fully understand how the
hippocampus and medial temporal structures accom-
plish this task, one important theory proposes that a
to-be-remembered event is bound to its context or other
associated attributes of the event. On a list-learning
task, this is the specific list of words bound to its recent
presentation as part of the memory test. Healthy adults
typically demonstrate learning by repeating a longer list
on each successive learning trial. Moreover, despite the
filled period that prevents rehearsing the list, healthy
adults can recall most of the stimulus words. In AD, by
comparison, there is impaired learning and impaired
recall. AD patients may repeat only three or four words
during a learning trial, and they do not show learning by
repeating more words on subsequent trials. Moreover,
AD patients typically recall no words following the
brief delay. Patients with aMCI and mild AD may be
able to recognize some of the words in a multiple-
choice format. A similar pattern of findings is evident
regardless of the stimulus modality (e.g. aural or visual)
or material (e.g. words or geometric designs). Imaging
studies directly relate this episodic memory deficit to
hippocampal atrophy or reduced hippocampal metabo-
lism in AD through correlation studies, while functional
imaging that monitors brain activity during episodic
memory shows reduced hippocampal activation in AD
patients compared to healthy adults [2].
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▶Remote Memory is the long-term representation of
information that was learned months to years earlier [3].
This may include factual knowledge or personal auto-
biographical knowledge. It often seems that remote
memory is relatively preserved in AD, since these
patients frequently enjoy reminiscing about events that
occurred in their early years. However, careful exami-
nation demonstrates that remote memory also may be
impaired in AD [4]. These are at least two possible
explanations for this deficit. One account, paralleling the
mechanism for episodic memory mediated by the
hippocampus, suggests that impaired remote memory
involves difficulty retrieving facts bound to a specific,
remote period of time. However, functional neuroimag-
ing studies of healthy adults suggest that the hippocam-
pus may not be activated to retrieve information from
remotememory. An alternate possibility is that the neural
representation of remote memories is degraded as the
disease in AD spreads from the hippocampus to other
cortical areas in the temporal lobe and the frontal lobe.

▶Semantic Memory is the representation of the
meaning of words, objects, actions, thoughts, and the
like [5]. Semantic memory is also impaired in up to 50%
of patients with AD. Like episodic memory and remote
memory, one theory of semanticmemorydifficulty inAD
is that hippocampal disease interferes with this form of
memory. This may be because the hippocampus is
necessary for binding features into ameaningful category
of knowledge, or the hippocampus mediates retrieving
semantic information form its long-term cortical repre-
sentation.However, these accountswould not explain the
dissociation between episodic memory difficulties pres-
ent in virtually all patients with AD, and the semantic
memory deficit that is present only in a subset of these
patients. An alternate possibility is related to the frequent
correlation of impaired semantic memory with cortical
atrophy in the posterolateral temporal and dorsolateral
frontal lobe. It is unlikely that temporal and frontal
regions are the neural repository for all semantic
knowledge. Instead, the semantic memory deficit
associated with temporal and frontal disease may be
related to a categorization process that assembles
information that is widely represented throughout the
cortex into a meaningful concept. Consistent with this
possibility, the temporal and frontal regions consist of
multimodal association cortex, where there is a connec-
tivity pattern involving reciprocal projections with all
unimodal association cortices. Functional neuroimaging
studies of semantic categorization in healthy adults
show activation of these areas, and this activation is
reduced in AD [6].

▶Working Memory is a form of short-term memory
that may supplement many of the other forms of memory
described above [7]. For example, retrieval from epi-
sodic, remote or semantic memory may benefit from
working memory that maintains the to-be-remembered
target in an active mental state during searches and
decision-making components of these forms of memory.
Working memory also may contribute to other processes
such as understanding a long and grammatically complex
sentence, or weighing all relevant facts during mental
reasoning tasks. Much evidence indicates that working
memory is impaired in AD. This appears to be related to
disease in prefrontal cortex and inferior parietal cortex,
according to correlation studies of cortical atrophy inAD.

▶Implicit Memory is another form of memory for
acquiring new information [8]. Unlike the kinds of
memory described above, implicit memory occurs
without conscious awareness. This may take the form
of a habit that is acquired through repeated performance
of a particular activity, or repeated exposure to a
category of similar materials that subsequently biases
an individual towards accepting similar appearing
materials as members of the same category. Implicit
memory appears to be relatively preserved in AD [9].
Thus, patients with AD are able to learn a new habit and
a new perceptual category such as a dot array when
presented implicitly. Recent work also suggests that
AD patients can learn a meaningful category when
presented implicitly. Functional neuroimaging studies
in healthy adults suggest that implicit memory tasks
involve the caudate as well as other cortical association
regions. Functional neuroimaging studies of patients
with AD during implicit memory challenges show some
activation of caudate and cortical association regions.
The hippocampus is not activated in AD, ad this may
account for the minor deficit in implicit memory tasks in
AD relative to age-matched controls.

Memory difficulty in non-Alzheimer’s forms of
dementia is also well documented [10]. In semantic
dementia, for example, there is profound impairment of
semantic memory. In this condition, comprehension
of words, objects, actions and abstract concepts is
significantly compromised. This is related to their tempo-
ral lobe disease. In frontotemporal dementia presenting
with a disorder of social comportment and personality,
workingmemory is regularly compromised. This appears
to be due to their prefrontal disease. In Parkinson’s
dementia, habit learning is impaired due to disease
affecting the caudate.

Multiple forms of memory difficulty are evident in
AD. While we typically think of an episodic memory
deficit as the sine qua non of AD, difficulty with remote
memory, semantic memory, and working memory also
are regularly compromised in AD. More surprisingly, it
appears that some forms of memory are relatively
preserved in patients with AD, including habit learning
and implicit memory.
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Definition
Memory and sleep refer to the role of sleep in memory
processing

Characteristics
A large number of studies offer substantial evidence
supporting the role of sleep in what is becoming known
as sleep-dependent memory processing [1]. Many
reports, ranging from studies on cellular and molecular
processes in animals to behavioral studies in humans,
have provided a wealth of converging evidence that
sleep-dependent mechanisms of neural plasticity lead
to the consolidation of learning and memory across a
range of animal species. There are a number of stages of
memory consolidation, and each stage uses distinct
brain processes to perform separate functions. When
combined with multiple memory systems such as
procedural or declarative memory and the different
stages of sleep such as▶REM or▶NREM sleep, one is
faced with a truly staggering number of possible ways
that ▶sleep cycle might affect memory consolidation.
Recent findings show that sleep deprivation can impair
learning and memory for both motor procedural and
declarative memory systems. It is only by asking
whether a specific stage of sleep affects a particular
aspect of memory processing for a given type of
memory that one can begin to ask scientifically
answerable questions concerning sleep-dependent
memory processing. There remain numerous important
and unanswered questions regarding sleep-dependent
memory consolidation. While procedural learning,
both perceptual and motor, is clearly enhanced by
post-training sleep, the forms of declarative memory
that are similarly affected are uncertain. Contribution
of sleep to the processes of memory stabilization,
enhancement, reconsolidation, integration, transloca-
tion, and active erasure require further elucidation. The
actual processes within sleep that effect consolidation
are almost completely unknown; however, many papers
allow us to draw conclusions. Both REM and NREM
sleep seem necessary for learning andmemory: thus, for
efficient consolidation of both (declarative) knowledge
and (procedural) skills, the biggest risk can come from
sleep loss or fragmentation.

Different Sleep Stages: REM and NREM Sleep
Sleep can be defined as a state of immobility and greatly
reduced responsiveness distinguishable from coma or
anesthesia by its rapid reversibility. An additional
defining characteristic of sleep is that when it is preven-
ted, the body tries to recover the lost amount, termed
“rebound.” Sleep is the state of natural rest observed in
humans and throughout the animal kingdom in all
mammals and birds, and in many reptiles, amphibians,
and fish. Two types of sleep have been defined based on
themeasurement of eye movement during slumber: rapid
eye movement (REM) and non-rapid eye movement
(NREM). Each type has a distinct set of associated
physiological, neurological, and psychological features.
In NREM sleep, the body is active and the brain

inactive, and there is relatively little dreaming. NREM
is comprised of four stages according to the “The
American Academy of Sleep Medicine (AASM)”;
stages1 and 2 are considered the light sleep stages,
and 3 and 4 the deep sleep stages, differentiated solely
by electroencephalography (EEG). NREM accounts for
75–80% of total sleep time in normal human adults.
Sleep-activated neurons, which have been dis-

covered in the preoptic and basal forebrain regions
[2], are maximally active during NREM sleep. When



Memory and Sleep. Figure 1 Schema of sleep-
regulating neuronal populations. Mpo, median preoptic
area; Vlpo, ventrolateral preoptic area; LH, lateral
hypothalamus; PH, posterior hypothalamus; NREM
sleep, non-rapid eye movement sleep; REM sleep,
rapid eye movement sleep.

Memory and Sleep 2323

M

stimulated, these cells will induce the NREM state. In
contrast, damage to these regions greatly reduces sleep.
The neurons in these brain regions give inhibitory
projections to aminergic, cholinergic, and orexinergic
neurons in the forebrain and brainstem. GABAergic
inhibitory projections from preoptic regions might be
important in inhibiting orexin neurons, which are thought
to be involved in sleep regulation, during sleep (Fig. 1).

In humans, the duration of REM sleep episodes
progressively increases throughout the sleep period and
is maximal just prior to the expected time of awakening.
For example, the initial REM sleep period may last
only 5–10 min, whereas the last REM period before
awakening may last for more than 25 min. REM
amounts are maximal near the nadir of the brain and the
core body temperature cycles. REM sleep phenomena
can be generated by the isolated brainstem region, in
particular the pons and adjacent midbrain [2]. Although
an animal in REM sleep is behaviorally asleep, brain
metabolic and neuronal activity are high, respiration
and heart rate are variable, rapid eye movement and
twitches of the extremities occur, and males frequently
develop erections. Several theories have suggested that
REM state, and its associated ▶periodic brain activa-
tion, plays a role in localized recuperative processes
and in emotional regulation during sleep. The brain
areas where REM sleep neural activity is higher than
wakefulness consist of the anterior cingulated cortex,
the amygdala and the limbic-paralimbic regions, and
the associated visual areas [3].

Each sleep cycle (NREM sleep + REM sleep) lasts
about 90 min. Most people repeat this cycle four times
a night, for a total of approximately 6–8 h of sleep.
REM sleep time elongates with each repeating cycle,
and a comfortable wake-up is best just after the end of
a REM sleep period. The alternation between NREM and
REM sleep is the outcome of a balanced action based
on the cyclic function of the brainstem and forebrain
structures.

Sleep and the Different Memory Systems: Declarative

and Non-Declarative Procedural Memory

Human memory has been subjected to several different
classification schemes, the most popular being based on
the distinction between declarative and non-declarative
(procedural) memory. Non-declarative memory includes
procedural memory (“knowing how”) learning of
actions, habits, and skills, as well as implicit learning.
This type of memory system appears to be less depen-
dent on medial temporal lobe structures. Declarative
memory is comprised of the consciously accessible
memories of fact-based information. Current neural
models of declarative memory formation emphasize the
critical importance of structures in the medial temporal
lobe, including the hippocampus, a structure that is
thought to form a temporally ordered retrieval code for
neocortically-stored information.

The evidence for sleep-dependent consolidation of
declarative memories is less consistent. Many earlier
experiments investigated the effects of classic tests of
declarative memory (verbal learning tasks) on REM
sleep changes following training. More recently, verbal
(recall of paired–associated word lists) and non-verbal
declarative memory were investigated through a
subject’s ability to recall spatial locations in memory
rotation tasks, and findings showed improved recall
spanning the early sleep interval, rather than late sleep
interval, and the corresponding intervals of wakeful-
ness. While the results were taken to mean that in
addition to REM sleep, NREM also exerted a selective
facilitation of declarative memory consolidation in
humans, they may actually just reflect the nature of
the word pairs used: unrelated word pairs such as dog-
leaf for earlier and related pairs such as dog-bone for
later. Other findings on declarative memory suggest
that following initial practice of a numeric sequence
problem-solving task, a night of sleep can trigger
insight into a hidden rule(?) and thus improve perform-
ance strategy the following morning.

In contrast to the declarative memory system, there
have been robust and consistent findings that across a
wide variety of functional domains, including visual,
auditory and motor systems, procedural memory relies
on sleep. The results frommany reports seem to support
the hypothesis of sequential processing of memories
during sleep stages, suggesting that memory formation
is promoted by NREM and then consolidated by REM
sleep. Accordingly, the amount of sleep-dependent
improvement on a perceptual learning task is linearly
correlated with the amount of NREM during the first
quarter of the night and with the amount of REM sleep
in the last quarter.
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The beneficial effect of sleep on procedural memory
has also been investigated through motor skill learning
tasks. A night of sleep can trigger significant perfor-
mance improvements in speed and accuracy on a
sequential finger-tapping task, while equivalent periods
of awake time provide no significant benefit. These
sleep-dependent benefits appear to be specific to both
the motor sequence learned and the hand used to
perform the task. Furthermore, overnight learning gains
seem to correlate with the amount of stage 2 NREM
sleep. A complex procedural motor adaptation task
requiring hand–eye coordination was introduced. The
extent of the local parietal lobe increase in slow-wave
activity in the first 90 min of sleep strongly correlated
with subsequent performance enhancement (learning)
observed the next day, showing a close relationship
between local EEG activity and subsequent regional
slow-wave activity homeostasis.

It has been shown that periods of awake time
following training on a synthetic speech recognition task
result in a degradation of task performance, while a
subsequentnight of sleep can restore performance topost-
training levels. Hence, it appears that there is a process
of sleep-dependent consolidation capable of reestab-
lishing previously learned complex auditory skill mem-
ories. Faced with such consistent and reproducible
findings on sleep-dependent visual, auditory, and motor
skill learning, it seems difficult to refute the claim that
sleep is necessary for the consolidation of human
procedural skills, the restoring of previously decayed
memory traces, and the triggering of additional learning.

On the whole, recent findings have generally been
interpreted as supportive of the notion that early night
NREM and late night REM play a fundamental role in
the consolidation of procedural memories in humans,
while NREM-rich sleep seems to have facilitating
effects for declarative memories.

Studies with monoamine oxidase inhibitors and other
REM suppressing antidepressants have proven that
REM sleep plays no role in memory consolidation, and
thus the argument arose that such REM suppressants
could be taken for years with no deleterious effects on
memory. However, there are some arguments for the
reemergence of REM sleep with chronic drug treatment
and REM rebound with drug withdrawal.

Sleep-Dependent Brain Plasticity
Memory formation depends on brain plasticity-lasting
structural and/or functional neuronal changes in res-
ponse to stimuli from an individual’s experiences. If
sleep is to be considered a critical mediator of memory
consolidation, then evidence of sleep-dependent plas-
ticity would greatly strengthen this claim. Indeed,
there is now a wealth of data describing sleep-dependent
brain plasticity at a variety of different levels thanks
to neuron-imaging studies, electrophysiological studies,
and cellular molecular studies in both animals and
humans, complementing evidence of sleep-dependent
changes in behavior. Findings of sleep-dependent plas-
ticity in the visual cortex of the rat suggest that
REM sleep, in conjunction with visual stimuli, modu-
lates the initial course of visual cortex maturation.
At the molecular level, administration of protein
synthesis inhibitors to rats during REM sleep
windows, a time thought to be critical to consolida-
tion, prevents behavioral improvement following
the sleep period. Thus, learning and memory are
dependent on processes of brain plasticity, the same
processes that must also mediate sleep-dependent
learning and memory consolidation. Many examples
of such plasticity during sleep have now been
reported, several of which were specifically induced
by experiences that took place during awake time.

Sleep and Academic Performance
As sleep has a relevant role in facilitating learning
and memory processes, and since sleep deprivation
and/or fragmentation usually impair these functions, the
effect of sleep patterns and schedules on academic
performance is an area of interest. In terms of an indirect
link between sleep and academic performance, it was
shown that students with more regular sleep-wake
patterns (shorter sleep latency, fewer night awaken-
ings, later school rise times, earlier rise times on
weekends) reported a higher grade point average,
whereas students with lower grades reported increased
daytime sleepiness, also as a consequence of less
sleep at night [4].

Orexins, Narcolepsy and Memory
Endogenous ▶orexin, also referred to as hypocretin,
may be involved in multiple functions including
arousal, the sleep-wake cycle, sleep disorders, and
learning and memory. Orexin is the common name
given to a pair of highly excitatory neuropeptide
hormones. The two related peptides (orexin A and B),
are produced by cleavage of a single precursor protein.
Although these peptides are produced by a very small
population of cells in the lateral hypothalamus [5], they
send projections throughout almost the entire brain. The
orexin system was initially suggested to be involved
in the stimulation of food intake, and later in sleep
regulation because of dysfunctional orexin and its
association with the sleep disorder▶narcolepsy. Orexin
neurons strongly excite various brain nuclei with roles
in wakefulness and the dopamine, norepinephrine,
histamine, and acetylcholine systems.
Orexin A enhances normal long-term potentials (LTP)

in medial perforant path – dentate granule cell synapse in
the hippocampus. Given the well-documented involve-
ment of monoaminergic and cholinergic neurotrans-
mitter systems over a wide range of memory processes,
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memory impairments might accompany the sleep symp-
toms seen in narcolepsy.

The main characteristic of narcolepsy is an over-
whelming excessive daytime sleepiness, even after an
adequate night of sleep. A person with narcolepsy
is likely to become drowsy or fall asleep, often at
inappropriate times and places. Daytime naps can
occur several times a day. Drowsiness may persist
for prolonged periods of time, and nighttime sleep may
be fragmented by frequent awakening.

In narcolepsy, the order and length of NREM and
REM sleep periods are disturbed, with REM sleep
occurring at sleep onset instead of after a period of
NREM sleep. Thus, narcolepsy is a disorder in which
REM sleep appears at an abnormal time. When narco-
lepsy patientswere compared tomatched control subjects
on a range of tasks that measured attention, memory and
executive control, impairments were only observed
during the attention and executive function tasks, which
involved higher demands on inhibition or task manage-
ment abilities. The relatively routine memory and
attention tasks yielded intact performances in the
narcolepsy patients. Thus, the overall pattern of results
indicates an executive control deficit that occurs with
narcolepsy that might be related to a reduction of
available cognitive processing resources because of the
need for continuous allocation of resources toward
monitoring and maintaining vigilance.
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Memory Capacity
Definition
Maximum ratio between the number of patterns stored
in an associative memory network and the number of
units of that network, above which the stored patterns
are not stable states of the network.

▶Associative Memory
▶Neural Networks
Memory Consolidation
Definition
The time-dependent process of fixation of new memory
traces into stable long-term memory.

▶Emotional Learning/Memory
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Synonyms
False memory; Memory illusions

Definition
Memory distortion refers to a memory report that differs
from what actually occurred.

Characteristics
Memory’s fate is determined by factors present at
encoding (when the memory is first recorded), storage
(how andwhere the memory is represented in the brain),
and retrieval (when the memory is reported). The level
of attention paid to the original event, the time that
passes after the original encoding, the match between
encoding and retrieval contexts, and the presence of
competing and interfering information in memory are
but a few of the factors that determinememory accuracy.
Memory records experiences. The recording includes
sensory information like sight, sound and touch, as well
as emotions, thoughts, and feelings about the experi-
ence. These details are stored in a distributed fashion
throughout the brain, making it difficult if not im-
possible to localize any particular memory trace in
the brain [1].

The British psychologist, Sir Fredrick Bartlett [2]
demonstrated the constructive nature of memory. Bartlett
examined the fate of memory, and concluded that
memory undergoes typical transformation over time
including omissions, deletions and distortions. In one of
Bartlett’s most famous experiments, British subjects read
aNativeAmerican folktale called theWarof theGhosts in
which a battle occurs between twowarring tribes. Using a
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method called serial reproduction (akin to the child game
called “telephone”), one subject would recall the story in
as much detail as possible. Another subject would read
the first subject’s account of the story and then try to recall
it, followed by additional subjects reading the account of
their immediate predecessor and trying to recall it. This
method revealed that memory for the original story
undergoes massive distortion after very few repetitions.

Memory Distortion Techniques
Many techniques have been shown to distort memory.
A partial list of techniques includes misinformation,
outcome information, semantic relatedness, suggestion,
imagination, and more subtle manipulations such as
subliminal repetition and unscrambling. Each of these
techniques reveals the inherent fallibility of memory.

In the early 1970s, researchers began to explore
the effects of misleading post-event information on
memory for events. In one study, subjects viewed a
simulated vehicle-pedestrian accident. Some subjects
watched as a car approached an intersection and stopped
at a stop sign. The car then turned right and hit a
pedestrian whowas crossing the street. After viewing the
accident, some subjects were asked a question that
suggested it was a yield sign. Later subjects had to report
on the sign theyhad actually seen, andmany subjectswho
received the misinformation incorrectly recalled seeing
the opposite sign. In related work, researchers showed
how the wording of a question during an eyewitness
interview affects memory for what was seen. For exam-
ple, subjects who viewed an accident on film and were
asked, “About how fast were the cars going when they
smashed into each other?” reported greater speed than did
subjects who were asked, “About how fast were the cars
going when they hit each other?” Additionally, those
who were asked the “smashed” question were more
likely to report having seen broken glass than subjects
who were asked the “hit” question, even though no
broken glass had appeared. Thus, simple word choices
can distort memory for details of an event [3].

In a related paradigm involving post-event informa-
tion, subjects predicted the outcome of an event that had
not yet occurred. After finding out the true outcome,
they were asked to remember what they originally
predicted. For example, prior to Nixon’s 1972 visit
to China and the Soviet Union, subjects were asked to
provide probability estimates for various outcomes:
President Nixon will meet Chairman Mao; President
Nixon will declare the trip a success. Even when told to
ignore the true outcome, most subjects adjusted their
original estimates to concur with the actual outcome,
thereby claiming that they “knew it all along.” This
hindsight bias has been demonstrated using a variety
of materials and sensory modalities, including verbal,
visual, and even gustatory judgments [4]. Like the mis-
information effect, hindsight bias is a form of memory
distortion that is influenced by outcome information
that conflicts directly with one’s original memory.
Other techniques show how easy it is to distort

memory for details of prior experience. For example,
consider the following set of words: bed, rest, awake,
tired, dream, wake, night, blanket, pillow. Most people
who hear or read a similar list will mistakenly recall
hearing or seeing the word, “sleep” in the original list.
The fact that the words in the list are all semantically
related to the critical word, “sleep” causes the vast
majority of people to misremember [5]. Semantic
relatedness also underlies another common form of
memory distortion called ▶conjunction errors. These
errors occur when people fuse together in memory
aspects of an event or experience. For example, subjects
who read the words, blackboard and jailbird often
mistakenly remember having read the conjunction word,
blackbird. Again, these examples demonstrate how easy
it is to distort people’s memory for details of a prior
experience [6].
But is it possible to distort memory in a larger way,

namely by making people believe that they experienced
a whole event in the past that never occurred? The
answer is, “yes.” Simply by suggesting to adults that they
had experienced a particular event in their childhood, like
being lost in a shopping mall for an extended period
of time or being hospitalized overnight for an ear
infection, investigators have created▶falsememories for
whole events in their subjects’ minds. In such studies,
researchers often use a form of strong suggestion where
they might tell a subject that a family member reported
the event in question or that the subject’s dreams suggest
that she had a particular unpleasant experience as a child.
For instance, researchers might tell the subject that
“most” people under the age of five have been attacked
by a dog. The purpose of such suggestive techniques is to
increase the plausibility of the false event. Researchers
might also ask their subjects to imagine the false event in
detail: “Even if you do not recall the event, just try
to imagine what it was like. Where were you when the
event occurred? Who were you with? What were you
doing? How did it make you feel?” Imagination serves to
imbue the false memory with sensory details, and often
leads people to adopt the false memory as part of their
autobiography [3].
In contrast to the more obvious forms of suggestion

that distort memory for the past, memory can be distorted
by more subtle means. Consider the phenomenon called
unconscious plagiarism, in which a person inadvertently
claims ownership of an idea that belongs to someone
else. There are numerous examples of unconscious
plagiarism, including cases of accusations against high-
profile individuals like the writer, Helen Keller and the
singer, George Harrison. Unconscious plagiarism relates
to priming in that the information or idea, once heard or
read from another source, may return to one’s memory
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laterwithout the person realizing that the informationwas
encountered before. Another related form of memory
distortion, called unconscious transference, occurs when
an eyewitness to a crime adamantly declares that a certain
person was the “one” who committed the crime simply
because this certain person looks familiar. For example,
the memory researcher, Donald Thomson, was accused
of rape after appearing on live television in Australia.
The victim in this case was raped while watching the
television program featuring Dr. Thomson. Thus, the fact
that the victim had seen Thomson’s face before, albeit in
another context that was linked to the rape, was enough
to lead her to believe that Thomson was the rapist.

Given the variety of memory distortions that have
been observed and created in laboratory experiments,
what is the evidence that memory distortion also happens
in the real world? Unfortunately, all-too-meaningful
therapists, seeking to help a client, may encourage their
client to plumb the depths ofmemory for clues that might
help explain the client’s problems. Although potentially
therapeutic, this tactic sometimes backfires: Therapists
have been known to implant false memories in their
clients, often using many of the techniques that we have
discussed here, like suggestion and imagination. These
implanted false memories have resulted in innocent
people being sent to prison, and have caused lasting and
irrevocable damage to family unity and trust. Related to
this issue of false memory, is the issue of repressed
memory.▶Repressedmemory refers to the hypothesized
notion that themind banishes traumatic experiences from
conscious awareness due to the memory’s threatening
nature. This memory, once repressed, may return to
consciousness at some later point in a person’s life.
The resulting memories are thought to be accurate in
detail, and the processes involved different from ordinary
forgetting and remembering. Although there is clear
experimental evidence that false memories exist, there is
at present no direct experimental evidence for repressed
memories.

By now, it should be clear that memory is malleable.
Given the variety of techniques that can and have been
used to distort memory, one might ask how these
techniques work.

Proposed Mechanisms
Several theories have been proposed to explain the
formation of false memories andmemory distortion.We
focus here on three of these theories. According to the
Source Monitoring Framework, people routinely moni-
tor their memory for accuracy.▶True memories tend to
elicit more sensory and contextual detail, for example,
“It was a rainy afternoon when I saw the accident. I
remember that my jacket was drenched and my shoes
squished when I walked. The car turned at the inter-
section and hit the pedestrian in the crosswalk.” False
memories, however, can also contain sensory detail.
This makes it particularly difficult to distinguish between
true and false memories. The Source Monitoring Frame-
work argues that techniques such as imagination serve to
creatememory traces that sometimes canbedistinguished
from actual experiences stored in memory. The problem
is that over time it becomes harder tomonitor the origin of
information coming from different sources like imagina-
tion, perception and action, resulting in source monitor-
ing errors and false memories [7].

Another theory, related to source monitoring,
involves what is called Familiarity Misattribution.
According to this theory, techniques like suggestion,
imagination, repetition and unscrambling serve to
increase the fluency with which a person processes an
event or experience. By fluency, we mean that the
experience is processed more quickly. Consider imagi-
nation and repetition. Both techniques serve to prime an
individual to process an event or experience more
quickly. After imagining an event in detail, the event
will be processed more quickly and fluently when the
person subsequently thinks about it. In this way, the
event seems to “spring” to mind. Similarly, repetition
speeds subsequent processing. For example, if I present
the word “window” to you, and then sometime later ask
if you ever broke a window as a child, you will process
the word “window” more quickly the second time you
see it. This means that you will read and understand the
word “window” faster than if you had not seen that
word presented earlier. Just like with imagination, we
tend to interpret the enhanced processing fluency as
familiarity. So, the event, “broke a window”might now
feel somehow familiar to you. If you fail to realize that
the event feels familiar because you saw the word,
“window” earlier, then you may mistakenly claim that
you broke a window as a child [8].

One final theory that we discuss, called Fuzzy-trace
theory, dividesmemory into two types of traces.Verbatim
traces store sensory information, while gist traces store
semantic information. Verbatim-basedmemory relates to
detailed recollection of past experience, while gist-based
memory relates to familiarity for past experiences [9].
Both types of memory traces can produce true and false
memory; however, true memory is more often associated
with verbatim traces, while false memory is more often
associated with gist traces. Returning to our memory-
distortion techniques, the suggestion that one was lost in
the mall as a child leads to many different associations
with malls. The person receiving this suggestion might
begin to think about different, actual experiences that she
did have in malls as a child. She might even think about
how she would feel if she were lost in the mall. These
associations, thoughts, and emotions would be stored
as gist-based memory traces. When later asked about
the event in question “were you ever lost in the mall as a
child,” the event will likely feel familiar. If our imaginary
subject fails to realize the source of this familiarity – that
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last week the experimenter told her that she had been lost
in themall as a child– shewillmistakenly come tobelieve
that the event actually occurred.

Thus, source monitoring, familiarity misattribution
and fuzzy trace theory all posit that people routinely
monitor their memory for accuracy. Failure to distin-
guish among potential sources (e.g., I imagined the
broken glass, I saw the broken glass, I only heard
the broken glass) can result in memory distortion.

Memory Distortion and Brain
Much work over the past decade has focused on the
neural regions supporting true and false memory. In
search of a neural signature of true and false memories,
researchers have employed a variety of neuropsycho-
logical, neuroimaging, and electrophysiological tech-
niques. These include lesion studies, Positron Emission
Tomography (PET), functional Magnetic Resonance
Imaging (fMRI), electroencephalogram (EEG), event-
related potentials (ERPs), and more recently trans-
cranial stimulation, and near-infrared spectroscopy. A
consensus is beginning to emerge that true and false
memories activate different brain regions, leading some
investigators to claim that they have located a neural
signature of false memories. Specifically, the medial
temporal lobe has been implicated in false recognition,
while the prefrontal cortex has been implicated in
memory monitoring errors [7,10]. Despite these
advances, some studies have also found that true and
false memories activate similar brain regions, including
prefrontal cortex, parietal cortex and medial temporal
lobe. There is at present growing excitement in the field
of cognitive neuroscience. As this field advances, it
should soon be possible to distinguish true from false
memories reliably and consistently by observing brain
activation. Someday it may even be possible to deter-
mine the veridicality of one’s memory for an individual
event simply by looking at the person’s overall pattern
of brain activity.
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Memory Dysfunction
▶Amnesia

Memory-guided Saccade Task
Definition
A task in which a target is briefly presented at the same
time that the subject continues to look at a fixation
point. The subject is not allowed to make a saccade to
the target until after the fixation point is extinguished,
usually 0.5–3 s after the target disappears. Thus the
subject must make a saccade to the remembered
location of the target.

▶Saccade, Saccadic Eye Movement

Memory-guided Saccades
Definition
A type of saccadic eye movement that is directed to a
remembered target. The target position is indicated
while the subject is fixating at the center and then the
subject is required to make a saccade to the remembered
position.

▶Saccade, Saccadic Eye Movement

Memory Illusions
▶Memory Distortion
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Synonyms
Cognition enhancement

Definition
Memory improvement refers to the enhancement of
cognitive functions such as attention, learning and
memory without affecting other physiologic functions
in subjects with cognitive deficits as well as in healthy
subjects.

Characteristics
Conditions
Learning is the acquisition of new information or
knowledge. Memory is the retention of learned infor-
mation. Certain diseases and injuries to the brain cause a
serious impairment of learning and memory, the
condition known as amnesia. Amnesia following brain
trauma has two different forms; ▶anterograde amnesia
and▶retrograde amnesia. Transient global amnesia is an
inability to form new memories (anterograde amnesia),
which lasts less than 24 h, and is not associated with
other focal neurological signs or symptoms. This type
of amnesia can be induced by brief cerebral ischemia,
in which the blood supply to the brain is temporarily
reduced, or concussion to the head from trauma such as a
car accident. There is also retrograde amnesia for recent
events before the attack. ▶Anxiolytic agents such as
benzodiazepines, muscarinic acetylcholine (ACh) recep-
tor antagonists such as scopolamine, and N-methyl-D-
aspartate (NMDA) receptor antagonists are known to
induce memory impairment in humans and experimen-
tal animals. Some neuropsychiatric diseases, including
Alzheimer’s disease, mild cognitive impairment, vascu-
lar dementia, and schizophrenia, are accompanied by
memory impairment or loss.
Alzheimer’s Disease
Alzheimer’s disease is the most common cause of
senile dementia, which is characterized by the presence
of numerous senile plaques, neurofibrillary tangels
accompanied by neuronal loss. The cholinergic neurons
that project from the medial septal nuclei and basal
nucleus of Meynert to the hippocampus and cerebral
cortex, respectively, play an important role in learn-
ing and memory. Degeneration of the basal forebrain
cholinergic neurons is correlated with cognitive defi-
cits in Alzheimer’s disease. The so-called “cholinergic
hypothesis” proposed in the early 1980s essentially
states that a loss of cholinergic function in the central
nervous system contributes significantly to the cogni-
tive deficits associated with aging and Alzheimer’s
disease [1]. Based on the hypothesis, agents that can
enhance cholinergic function have been developed
to improve memory deficits in Alzheimer’s disease.
An alternative hypothesis regarding the mechanism
of Alzheimer’s disease is that excessive activation of
glutamate receptors may be responsible for the neuronal
loss observed in those with the disease. Although it
is unlikely that glutamate-mediated excitotoxicity is the
primary etiopathological factor in Alzheimer’s disease,
it may partly contribute to the neurodegeneration. Sup-
porting this idea, memantine, an uncompetitive NMDA
receptor antagonist with moderate affinity, has been
approved in Europe and USA for the treatment of
moderate to severe Alzheimer’s disease. In addition,
various ▶neuroprotective agents with diverse mechan-
isms of action have been proposed for treating
Alzheimer’s disease [2]. The dominant hypothesis
regarding the etiology and pathogenesis of Alzheimer’s
disease is the “amyloid cascade hypothesis”: Amyloid β
produced by the amyloidogenic processing of amyloid
β precursor protein triggers a neurotoxic cascade,
thereby causing neurodegeneration and Alzheimer’s
disease [3]. According to the amyloid cascade hypothe-
sis, there are several possible molecular targets for
treating Alzheimer’s disease [2].

Mild Cognitive Impairment (MCI)
Mild cognitive impairment is regarded as a transition
phase between healthy cognitive ageing and dementia.
Accordingly, clinical studies of elderly individuals
with memory impairment reveal a rapid rate of con-
version to Alzheimer’s disease, reaching as high as 15%
per year. Recognition that MCI may represent a
transition phase between normal cognitive decline by
ageing and dementia will provide a possible early
diagnosis and potential treatment with the aim of
delaying the onset or preventing dementia [4].

Vascular Dementia and Stroke
Vascular dementia, the second most common form
of dementia, is a term currently used to define any
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type of dementia resulting from cerebral blood vessel
disease. The classification of vascular dementia is based
on the following main diagnostic points: cognitive
deficits, a history of stroke and/or focal vascular
neurological deficits, neuroimaging showing neurovas-
cular focal or diffuse lesions, and a temporal association
between stroke and the onset of dementia. Among
the risk factors for vascular dementia, hypertension
has a major role. An elevated blood pressure measured
in midlife increases the risk of dementia or accelerates
age-related cognitive decline. Clinical studies have
demonstrated that donepezil, an acetylcholinesterase
(AChE) inhibitor, has significant effects on the cog-
nitive deficits of vascular dementia [5]. In stroke
victims, the ischemic vascular bed is composed of a
core area where cerebral blood flow (CBF) is severely
decreased and a more distal penumbra with less severely
affected CBF. The penumbra is the focus of new
therapeutic targets because it may be salvaged with
restored circulation, and prevention of cell death may be
possible with neuroprotective agents. Several com-
pounds such as NMDA receptor antagonists, calcium
channel blockers, radial scavengers, and antioxidants
have shown neuroprotective effects in animal models,
but have failed to be effective in human clinical trials [6].

Schizophrenia
Schizophrenia is a chronic mental disorder characterized
by psychosis (e.g., hallucinations and delusions), flat-
tened emotions, and impaired cognitive function. There
are no drugs that can effectively treat the cognitive
dysfunction in patients with schizophrenia. The areas of
impaired function are verbal learning and memory,
working memory, visual learning and memory, speed of
processing, reasoning and problem solving, attention and
vigilance, and social learning [7]. The “NMDA receptor
hypofunction hypothesis” has been proposed for schizo-
phrenia because NMDA receptor antagonists such as
phencyclidine and ketamine induce a schizophrenia-like
spectrumof symptoms in healthy subjects and exacerbate
symptoms in patients with schizophrenia. Hypofunction-
ing of NMDA receptors contributes to the pathophy-
siology of schizophrenia, especially those symptoms
associated with the endophenotype such as cognitive
impairment and negative symptoms [8]. According to the
hypothesis, agents that enhanceNMDAreceptor function
may ameliorate the cognitive impairment and negative
symptoms in patients with schizophrenia. Because an
excessive activation of NMDA receptors could lead
to excitotoxicity and neuronal degeneration, an indirect
enhancement of NMDA receptor function with agonists
acting at the glycine modulatory site on NMDA recep-
tors would be required for the treatment of schizophre-
nia [8]. Ampakines that bind to a site on the AMPA
receptor and stabilize the receptor in its channel-open
state following the binding of glutamate are also
promising candidates for agents to treat cognitive
dysfunction [9]. Furthermore, there are possible molecu-
lar targets for treating cognition in schizophrenia such as
dopamine D1 receptors, serotonin 5-HT1A, 5-HT2A, and
5-HT6 receptors,muscarinic andnicotinicACh receptors,
and GABA receptors [7].

Cognitive Enhancers
Various agents with different chemical structures
and diverse mechanisms of action are currently
being investigated as a ▶cognitive enhancer or ▶anti-
amnesic agent to improve cognitive functions such as
learning and memory. They include AChE inhibitors,
and muscarinic and nicotinic ACh receptor agonists.
Alternatively, agents that directly or indirectly activate
the glycine modulatory site on the NMDA receptor
complex, ampakines, and ▶sigma-1 receptor ligands
may provide memory improvement in those with
cognitive disorders. Furthermore, neuroprotective agents
that can protect neurons from various neurotoxic sub-
stances including glutamate, amyloid β, and free
radicals may afford memory improvement in cases
where cognitive deficits are associated with neurodegen-
erative diseases, such as Alzheimer’s disease and
cerebral ischemia.

AChE Inhibitors
The cholinergic system in the cerebral cortex and hippo-
campus plays an important role in learning andmemory.
Degeneration of the basal forebrain cholinergic neurons
is correlated with cognitive deficits in Alzheimer’s
disease. Therefore, enhancement of cholinergic func-
tion would lead to an improvement of memory deficits
in those with Alzheimer’s disease. One of the phar-
macologic strategies used to enhance cholinergic fun-
ction is to inhibit the decomposition of ACh into
choline and acetic acid, which is catalyzed by AChE.
Four AChE inhibitors (tacrine, donepezil, rivastigmine
and galantamine) have been approved so far for the
treatment of Alzheimer’s disease [2].

Muscarinic ACh Receptor Agonists
The direct activation of muscarinic ACh receptors is
supposed to improve cognitive deficits in Alzheimer’s
disease as well as other neuropsychiatric diseases.
Muscarinic M1 receptors are predominantly present in
the frontal cortex and hippocampus, while M2 and M3
receptors predominate peripherally where they mediate
effects on cardiovascular, respiratory, and secretory
systems. Accordingly, specific M1 receptor agonists are
supposed to ameliorate cognition impairment with few
peripheral side effects associated with the stimulation of
M2 and M3 receptors. However, no muscarinic M1
receptor agonists have been approved so far because of
their side effects [2,7].
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Nicotinic ACh Receptor Agonists
The activation of nicotinic ACh receptors with selective
agonists may have some beneficial effects on the cog-
nitive deficits in patients with Alzheimer’s disease and/or
schizophrenia. Nicotinic ACh receptors are ligand-gated
cation channels, the neuronal subtypes of which (α7 and
α4β2) are highly permeable to Ca2+. Thus, nicotinic ACh
receptors modulate neurotransmitter release and synaptic
plasticity, and thereby improve cognition. Moreover,
accumulated evidence demonstrates that nicotine and
subtype selective nicotinic ACh receptor agonists have
neuroprotective effects in the brain. For instance, nicotine
provides neuroprotective effects against glutamate and
amyloid β toxicity via α7 nicotinic ACh receptors.
Galantamine, a weak AChE inhibitor, allosterically
modulates nicotinic ACh receptors and improves Alzhei-
mer’s disease [2,7].

Ampakines
Ampakines bind to a site on the AMPA-type glutamate
receptor, and stabilize the receptor in its channel-open
state following the binding of the neurotransmitter
glutamate, with no agonistic or antagonistic effects.
Thus, ampakines prolong current flow through AMPA
receptors and enhance synaptic responses. Ampakines
accelerate learning, reduce age-related memory impair-
ments, and suppress symptoms in models of schizo-
phrenia, attention-deficit hyperactivity disorder, and
depression [9].

Glycine Modulatory Site Agonists
NMDA receptors play an important role in the synaptic
plasticity associated with learning and memory. The
activation of NMDA receptors requires the binding
of L-glutamate to the NR2 subunit and a co-agonist
(D-serine or glycine) at the glycine modulatory site on
the NR1 subunit. D-serine is abundant in the forebrain
and the expression is correlated with that of NMDA
receptors. The glycine modulatory site is not saturated so
that the activation could potentiallymodulate responses of
the NMDA receptors. According to the NMDA receptor
hypofunction hypothesis, enhancement of NMDA recep-
tor function with agonists at the glycine modulatory
site could have benefits in the treatment of schizophrenia.
The results of clinical trials are encouragingwith D-serine
having a beneficial effect on the positive, negative,
and cognitive domains of schizophrenia [8].

Sigma-1 Receptor Ligands
Sigma receptors are widely distributed in the mamma-
lian brain, and recognize a diverse array of compounds,
including opiates, antipsychotics, antidepressants, phen-
cyclidine-related compounds, and neurosteroids. Two
sigma receptor subtypes have been identified, and the
sigma-1 receptors have been cloned. Sigma-1 receptors
regulate NMDA receptor function and the release of
neurotransmitters such as ACh and dopamine. Accord-
ingly, selective sigma-1 receptor ligands have been
suggested to represent a new class of therapeutic agents
for neuropsychiatric disorders [10].
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Memory Loss
▶Amnesia
Memory Retrieval
Definition
A cognitive process in which information is accessed
from memory.

▶Emotional Learning/Memory
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Menière’s Disease
Definition
Disorder of the labyrinth characterized by episodes of
vertigo, fluctuating hearing loss, tinnitus and fullness in
the ear. The disorder typically begins in one ear but can
in some patients progress to involve both ears.

▶Disorders of the Vestibular Periphery
▶Labyrinth (Vestibular Labyrinth)
▶Tinnitus
▶Vertigo
Meningeal Cell
Definition
▶Leptomeningeal Cell
Meninges and Cisterns
▶Dura Mater Of Brain
▶Falx Cerebri
▶Fourth Ventricle
▶Pia Mater
▶Third Ventricle
▶Ventricular System
Meningism
Definition
A syndrome of headache and neck stiffness with flexion
indicative of meningeal irritation. This syndrome may
be found with viral or bacterial meningitis or subarach-
noid hemorrhage.

▶Headache
Meningitis
Definition
An inflammation of the membranes (dura mater,
arachnoid mater and pia mater) covering the brain and
spinal cord due to infectious, immune-related or
paraneoplastic (associated with cancer) causes, injury
or medication. Infectious causes of meningitis include
bacteria, viruses, fungi, parasites and protozoa. Symp-
toms typically begin with non-specific flu-like symp-
toms: fever, headache, eye pain, back pain, malaise,
myalgias and sometimes a rash, then proceed to
stiffness and pain of the neck (meningismus), change
in mental status or coma, and at times weakness, cranial
nerve dysfunction, or seizures. Diagnosis is confirmed
by demonstration of increased number of white blood
cells in the cerebrospinal fluid (pleocytosis) or contrast
enhancement of the meninges on computerized tomog-
raphy or magnetic resonance imaging.
Meningoencephalitis
Definition
Inflammation of the brain and meninges. Also
called cerebromeningitis, encephalomeningitis, and
meningocerebritis.
.

Meningoencephalomyelitis
Definition
Inflammation of the meninges, brain, and spinal cord.
.

Meningovascular Syphilis
Definition
Meningovascular syphilis manifest itself ca. 2 years
after the primary infection and presents with cerebro-
vascular accidents, cranial nerve palsies, and often
convulsions.
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Mental Causation
Definition
“Mental causation” is a term for the causal interaction
between mental and physical phenomena. Although it
applies to physical-to-mental causation and mental-
tomental causation no less than to mental-to-physical
causation, it is customarily reserved for instances of
mental-to-physical causation, as when a sharp pain
makes one wince, fear makes the heart beat faster,
remembering an embarrassing situation makes one
blush, and Fred’s desire for beer and his belief that there
is beer in the fridge cause him to go to the fridge.

▶Epiphenomenalism
Mental Development
M

Definition
Cognitive development. Changes with age in human
ontogeny in mental processes and abilities, that is, the
development of higher mental processes such as
problem solving, reasoning, conceptualizing, classify-
ing, and planning, as well as more basic processes such
as perception and language.

▶Cognitive Development
Mental Models
VERENA GOTTSCHLING

Department for Philosophy, York University,
Toronto, ON, Canada

Definitions
Kenneth Craik was the first to introduce the term
“mental model.” He contends that humans translate
external events into internal mental models and that
▶reasoning takes place by manipulating these models.
Then, either the resulting symbols are in turn translated
into actions, or recognition of a correspondence
between these symbols and an external event occurs.
Hence, for Craik a mental model is mainly a simulation
of the world; this simulation also has a structure similar
to that of the simulated process.

Subsequently, various mental model accounts have
been introduced. Apart from their labels, these accounts
have little in common other than the fact that internal
representations are involved. Indeed, the term “mental
model” is sometimes used as a synonym for “▶mental
representation.”

In our days, the term “mental model” is used mainly
to refer to Philip Johnson-Laird’s mental models ac-
count. According to Johnson-Laird, a mental model is a
special kind of mental representation – either long-term
or short-term knowledge – whose structure is iso-
morphic to the structure of the situation it represents,
and in which no free variables are found.

Characteristics
Description of the Theory
Mental models are thought to be the result of several
cognitive processes, and they are assumed to play
a role in central cognitive processes like comprehen-
sion, reasoning, and discourse. [1] They are internally
generated models of situations, scenes, or objects and
can play a role in very different situations. But besides
this, it turns out to be surprisingly difficult to determine
precisely what mental models are. As we will see,
mental models can be short-term or long-term repre-
sentations, conscious or unconscious representations,
and they can be voluntarily or spontaneously generated.
We can distinguish mental models in discourse, in
perception, and in reasoning processes. I will consider
them in turn. A further tricky issue is to determine the
role mental models play in another cognitive capacity,
namely visual imagination and mental imagery.

Mental Models in Discourse
Mental models are considered to be representations that
can be constructed during verbal discourse. Descrip-
tions of complex situations lead us to construct a mental
model of the situation and read out information that
is only implicitly contained in the description. For
example, by using a mental model in working memory
we envisage the setting of a verbal description. Con-
sider: “Watson enters the kitchen from the right door,
at the opposite end Holmes was kneeling beside the
crying victim, whereby the glistering sunshine from
the window nearby threw light on the scene, even if the
rest of the kitchen was relatively dark.” This assertion
establishes a relation between several entities, Holmes,
Watson, and other elements of the scene, the door, and
the window. We can infer that the victim is at the left
side of the kitchen on the basis of a mental model we
construct. This mental model is isomorphic to the
situation described, and contains at least three mental
tokens, corresponding to Watson, the unnamed victim,
and Holmes. Furthermore, these tokens are interrelated
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in a way that corresponds to the spatial relation between
them. According to Johnson-Laird, these discourse
models make explicit the structure of situations as we
perceive or imagine them.

Mental Models in Perception
Mental models are also supposed to play a role in
perception, especially in vision. Vision is characte-
rized as a multi-stage process. It is accomplished in
three separable and successive processing states often
referred to as low-level, intermediate-level and high-
level vision.1 Cognitive neuropsychologists distinguish
successive states in vision roughly corresponding to
David Marr’s levels, together with three different levels
of perceptual representations mentioned before [2].

Johnson-Laird’s mental models have often been
identified with high-level representations, that is, with
viewpoint independent, three-dimensional models of
the spatial relations between objects. Correspondingly,
the most appropriate candidates for their neural cor-
relates seem to be regions in the inferior-temporal
cortex (IT) in the ventral system.

In contrast to high-level representations, the experi-
enced percept, a viewpoint-dependent representation is
typically identified either with low-level or intermediate
representations. These representations are not object-
centered, but strongly bound to knowledge about visual
appearances – information that resides in the 3D repre-
sentation described above. Therefore, images and per-
cepts are restricted to a particular point of view; they are
instances of categories stored in the conceptual system
and generated from knowledge contained in 3Dmodels.

Ray Jackendoff [3] proposes a related but different
view. He sees the conceptualized world as divided
between the “cognitive structure,” which is approxi-
mately propositional, and the “spatial structure,” which
is geometric, but is nonetheless not restricted to a par-
ticular point of view, and more abstract than experienced
images and percepts. In the cognitive structure, knowl-
edge, like category memberships and properties, is
encoded. The spatial structure2, by contrast, is identified
with Marr’s 3D sketch and Johnson-Laird’s mental
models. Here, knowledge about visual appearance is
encoded; these representations are 3D representations,
which are roughly understood as images of prototypic
instances of categories. Thus, they are imagistic, but no
longer strictly visual. Additionally, they are abstract and
support visual object categorization and identification.
They are image-schemas, abstract structures from which
a variety of different images can be generated and to
which a variety of percepts and images can be compared.
1 They can be roughly identified with David Marr’s three
levels, the primary sketch, the 2.5D-ketch, and the 3D-sketch.
2 Jackendoff’s spatial structure makes use of Marr’s 3D sketch
and understands Biederman’s geons as an extension.
These representations are conceptual, they specify the
configuration of the object’s parts relative to one another,
and encode possible shape variations of objects. But for
Jackendoff, this structure is, to some degree, modality-
independent3. Thus, elements in the spatial structure
including mental models are not perceptual representa-
tions, but part of central cognition. The spatial structure is
concerned with judgments and inferences having to do
with shapes and locations and necessary for visual object
categorization and identification. This structure includes
all parts of the object, including hidden parts. It is not a
simple three-dimensional object but a complex hierarchy
of representations, which encode how objects can
be regarded as assemblages of parts.

Mental Models and Visual Images
Other authors do not distinguish between theories
of visual imagery and mental model theories. They
identify mental models and visual mental images. Picto-
rialist theories of visual imagery understand images as
mental representations that function in the way pictures
do, whereas the most important relations to be discussed
are spatial relations. During the last years, participants in
this debate moved away from an emphasis of pictorial
representation and more towards perceptual representa-
tions. [4] Themental spatial representations they focus on
are identical with perceptual representations, and are also
thought to play an important role in reasoning and
learning. But as in the case of identification with
perceptual representations, the relation between mental
models and visual images is controversial. Their possible
relations can be summarized as follows:

1. Images and mental models are assumed to be
different terms for the same entities.

2. Images are a subclass of mental models, very rich
mental models within perception. “Mental models” is
the more general term, though [5] mental models can
take many forms and serve many purposes. A model
can be a “physical” model and consist of elements
corresponding only to perceptible entities, in which
case it may be realized as an image, either perceptual
or imaginary. Alternatively it can contain elements
corresponding to abstract notions; in this case it
would be a “conceptual” model.

3. According to Johnson-Laird’s “triple-code” hypo-
thesis [6], mental models are a different and more
abstract format ofmental representations than images.
Images differ from mental models and need distinct
processes, although they often function like models.
But both sorts of representations are more closely
related than the third kind of mental representations,
namely propositional representations. Both mental
3 In contrast to Marr, who saw it as a part of vision, as the
“perceptual front end.”
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models and visual images can be used in reasoning
processes, but under some circumstances visual
imagery can in fact impede reasoning [1,7]. There is
a structural isomorphism between the represented
situation and the representations in both cases. Both
mental models and visual images are isomorphic, but
differ with respect to the relations and properties that
make up this structural isomorphism. In contrast to
images, mental models are pure spatial representa-
tions. In mental models, visual characteristics like
color, texture, and form can be neglected. Mental
models are not restricted to a specific modality, they
can contain symbols, and theremay be only aminimal
degree of analogical structure. Even tokens represent-
ing abstract concepts like negation, which are hard to
visualize, are accredited.However,mentalmodels can
also be used to generate visual images. These images
are assumed to be necessarily restricted to two
dimensions, are conscious, and contain visual infor-
mation.

All three views understand mental models as representa-
tions inworkingmemory, in contrast to theories described
above, which identify them only with the structures used
to generate these representations. The situation is even
worse: Imagery theorists describe the relation between
visual images and mental models differently. The focus
in the imagery debate lies in spatial relations as well.
With regard to other typically “pictorial” properties
the theories are more or less silent; it is not always
assumed that images can only be two dimensional. It is
controversial how strongly they are bound to concepts, as
well as whether they have to be pictorial in a literal sense
[4,8,9], andwhether they are to be identified with patterns
of activation in the visual system, and if so, which level
this is. Sometimes image properties (such as color and
texture) are assumed to be represented elsewhere in amore
abstract format, and are connected by pointers to specific
parts of the depictive representation. The main proponent
of pictorialism, Steven Kosslyn, is sympathetic to these
hybrid accounts. A related claim is that images are
symbolic representations, but nonetheless modality-
specific; they consist of a subset of neural activity
associated with the corresponding visual perception.
[10] Thus, images are basically representations using a
spatial layout. In addition, images are not to be identified
with the experience of having them.The imagery debate is
rather about the format of the mental representations that
come along with this experience. In other words, it seems
we run into a similar problem than the one we already
encountered: The term “image” is used in the same broad
sense as “mental model.”
Reasoning in Mental Models
Mental model theory as a model-theoretical method is
an alternative view to formal rule theories. Formal rule
theories posit that deduction depends on formal rules of
inference. In contrast, the main idea in the mental model
theory of deduction uses the idea that instead of rules we
use a special kind of mental representation in reasoning.
We construct a model, or a set of models, based on such
things as relevant background knowledge, meaning of
the premises, and perceptual information. We then
formulate a conclusion by describing a relation in the
models that was not explicitly asserted in the premises.
Finally, we check whether there are alternative models
that comply with the premises but are incompatible with
the conclusion. The conclusion is valid and necessary
if the conclusion holds in all models of the premises.
In cases of connectives like “if,” “and,” and “or” we
construct a set of models in which each model represents
a different possibility. The complete set of mental models
describes exactly the cases where the compositional
statement is true. Deductions that depend on quantifiers
like “all” or “some” call for the construction of models
containing sets of tokens, in which each token represents
an individual. Again, we generate as many mental
models as possible and check whether the conclusion is
true. If we fail to find a mental model in which the
conclusion is false, the composed statement is taken to be
true. The underlying idea inmental model theory is again
that the model or set of models represents the relation
between the elements by isomorphism. Drawing the
inference, then, is reading out the information that is
implicitly contained.

An important advantage of mental model theory is
that it covers not only deductive reasoning, but also
probabilistic and ▶modal logic. In probabilistic and
modal cases, we need to adjust the description above:
We do not talk about true or false statements, but about
possible or impossible circumstances, propositions that
might be true or false etc. A conclusion is impossible if
it holds in no mental model; possible if it holds in at
least one mental model; probable if it holds in most
mental models; and necessary if it is valid in all mental
models.

Furthermore, mental model theory gives us explana-
tions for several systematically invalid conclusions
people typically draw, i.e. they explain performance
errors reasoners frequently make. These conclusions
tend to correspond to just a single model instead of all
possible models. Reasoners seem to fail to realize what
is common in those multiple models. Mental model
theory even predicts that reasoners will commit certain
systematic fallacies. In the case of complex models,
they construct models that are too simple and neglect
some aspects. Content effects are to be expected as well.
Logically untrained reasoners do not use formal rules,
but rather, rely on their ability to understand the
premises. Their models mirror their understanding of
the situation, along with their background knowledge.
The conclusions they draw are true with respect to their
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models. Other systematic invalid conclusions are illu-
sory inferences in probabilistic reasoning. Naïve indi-
viduals assume that each constructed model is equally
probable, and wrongly infer the probability of an event
from the proportion of models in which this event
occurs.

For all these reasons, mental model theory in
deduction can be seen as a strong alternative to formal
rule reasoning.

Mental Models and Central Cognition: Meta-Reasoning,

Mindreading, and Theories of Concepts

In addition to reasoning associated with logical
conclusions, mental models are assumed to play an
important role in other central cognitive capacities
such as meta-reasoning, i.e. reasoning about what other
individuals have reasoned. Mental models are also
thought to play a role in mindreading, our ability to
understand and predict the mental states of our
conspecifics. More precisely, they are assumed to play
a role in developing central concepts for mindreading:
In order to attribute mental states or to reason about
other people’s reasoning, I need to understand how a
situation is represented from the perspective of other
subjects. It is assumed that we use mental models
during these processes.

In addition, the value of mental models for theories of
concepts has recently been discussed. According to
exemplar theories, concepts are stored instances of
individual categories; they are perceptually derived
mental representations. These stored representations
can be activated in working memory to represent a
category. Prototype theories and proxytype theories are
related versions, which see concepts either as generated
from perceptually derived individual representations
(prototypes) or sets of prototypes (proxytypes). Again,
mental models are frequently mentioned as paradigm
examples for these representations. Since concepts play
a role in almost all cognitive processes, these accounts
would assign mental models a central role in cognition
in general.

Let us take stock. According to the majority of
mental model accounts, these representations are short-
term representations. They are generated during reason-
ing processes, during discourse or in mental imagery, or
as the result of visual perception. Sometimes the
concept “mental model” is used for long-term repre-
sentations as well, for example if mental models are
identified with the underlying information used to
generate short-term representations. Even if the term
“mental model” is used for representations stored in
long-term memory, these representations are assumed
to have a similar structure to the representations used in
working memory. Examples are accounts that treat
mental models as schemas or stored prototypes of
spatial representation, or accounts of concepts holding
that they are long-term memory networks of perceptual
representations. These accounts do justice to Johnson-
Laird’s central idea that mental models may be a central
structure of cognition: “It is now plausible to suppose
that mental models play a central and unifying role in
representing objects, states of affairs, sequences of
events, the way the world is, and the social and
psychological actions of daily life.” [5, p. 397]

Problems With Mental Models
Mental Models: A Variety of Connected Concepts
The most pressing problem in the debate is that the
notion of a mental model is unclear and that proponents
do not us the same characterization of “mental model.”
In other words, the central term is used both vaguely
and ambiguously. Moreover, the term “mental model”
is often used as an umbrella term covering all sorts
of spatial representations. Researchers in Artificial
Intelligence, linguistics, and psychology often seem to
use mental models in this broad sense as well. Mental
models are spatial representations of any kind. More-
over, authors who use the term in a stricter sense use it
either for long-term representations or short-term
representations. Different authors also explicitly use
different characterizations. Unfortunately, these char-
acterizations are probably incompatible. The term is
used not only in different ways, but also in mutually
exclusive ways.

Ockham’s Razor
The postulation of a special format of mental repre-
sentations characterized by structural isomorphism is
frequently accused of being unnecessary. The reason is
that alternative explanations exist which postulate
symbolic representations only. According to Ockham’s
Razor, entities must not be multiplied beyond necessity.
As a result, the postulation of mental model is not
warranted, or so the argument goes.
A standard reply is that the legitimacy of a postulated

entity does not only depend on Ockham’s Razor. More
factors play a role, and Ockham’s Razor is only
warranted if the alternative explanations and predic-
tions are comparable. Other criteria, such as physiolog-
ical evidence, optimality, plausibility, and efficiency,
give us additional constraints, and they help us to decide
between theories that posit different kinds of represen-
tations. Consequently, advocates of mental models
could argue, for example, by presenting empirical evi-
dence for spatial representations in high-level vision
and intermediate-level vision. They can also argue that
mental models explain performance errors in reasoning,
and systematic invalid conclusions people typically
draw, in a more plausible way than rule-based reasoning
theories.
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Confusing Levels of Explanation? Properties

of the Underlying Representations
M

Related to the former two issues, another group of
objections is frequently mentioned: We witness a
confusion of levels in mental model theory. Mental
models are supposed to be high-level representations,
representations at the “representational level” (Marr).
At this level we postulate representations of different
formats and algorithms. We deal with representations
of the input and output as well as an algorithm, which
transforms one into the other. Another level of analysis
is the implementation or hardware level, dealing with
the physical realization of these algorithms and
representations. According to the theory we outlined,
mental models are representations which play an
important role for explanatory projects at the represen-
tational level. It seems hasty to simply identify them
with neural representations in the brain, representations
postulated as elements within a different explanatory
project. A related objection states that we should not
identify these representations with the experiences we
have during events of reasoning. For it is not clear that
the experience during, for example, mental imagery,
helps us to learn something about the properties of the
representations used in these processes. This takes us to
the classical interface problem: how do explanations at
different levels (in the different disciplines) relate to one
another? This is a question about the connection between
the different explanatory projects and of the theoretical
postulates at different levels. In other words, what does a
successful inter-theoretical reduction look like?What are
the requirements a theory has to fulfill in order to give an
explanation for phenomena at a higher level? Unfortu-
nately, the term “explanatory level” is not clear, nor do
unambiguous criteria exist for distinguishing particular
levels, or for specifying the notion of an explanatory (or
analytical) level. It is clear though that the personal level
and sub-personal levels of analysis should be distin-
guished. The former level of explanation deals with the
explanation and prediction of behavior of the thinking
and acting person, whereas lower levels of analysis
explain the mind at sub-personal levels. If consciously
experienced images (personal level) are identified with
mental models (sub-personal level), or even specific
retinotopic areas in the brain (a lower sub-personal level),
it is tempting to suspect that we witness a confusion of
levels. Another question is how the theoretical postulates
in different accounts are related. Far fromuncontroversial
though, according to the classical view, the structure of
“higher levels” of a system should not be assumed to be
isomorphic, or even similar, to the structure of “lower
levels” of a system. The same holds for the explanatory
projects at these levels. Since the term “mental model” is
used for structures at different levels, it invites confusion,
to put it moderately.
But to say that the concept of mental models is an
umbrella concept, and that some of the characteriza-
tions are even incompatible, does not imply that it is out
of the question to develop a consistent explanatory
account. Rather, a refinement and improvement of this
concept is required.

References

1. Held C, Knauff M, Vosgerau G (ed) (2006) Mental
models and the mind. Amsterdam

2. Marr D (1982) Vision. New York
3. Jackendoff R (2002) Foundations of language. Oxford
4. Kosslyn SM (1994) Image and brain: the resolution of the

imagery debate. Cambridge, MA
5. Johnson-Laird PN (1983)Mental models. Cambridge,MA
6. Johnson-Laird PN (1996) Images, models, and proposi-

tional representations. In: de Vega M, Intons-Peterson MJ,
Johnson-Laird PN, Denis M, Marshar M (eds) Models
of visuospatial cognition. New York, pp 90–127

7. Knauff M, Johnson-Laird PN (2002) Visual imagery can
impede reasoning. Mem Cogn 30:363–371

8. Gottschling V (2003) Bilder im Geiste. Die Imagery-
Debatte. Paderborn

9. Tye M (1991) The imagery debate. Cambridge, MA
10. Barsalou L (1999) Perceptual symbol systems Behav

Brain Sci 22(4):577–660

Mental Representation
Definition
A theoretical construct of cognitive science. It is a basic
concept of the Computational Theory of Mind, accord-
ing to which cognitive states and processes are con-
stituted by the occurrence, transformation and storage
(in the mind/brain) of information-bearing structures
(representations) of one kind or another. More broadly
construed, a mental representation is a mental object
with semantic properties, which need not be understood
only in computational terms, but as a vehicle that refers
to or denotes something, or as the relation between a
thing and the object or state of affairs that it stands for.

▶Mental Models

Mental Rotation
Definition
A particular type of mental image transformation
abilities. The ability to mentally rotate representations
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of two-dimensional or three-dimensional objects is
conceived to be analogous to a physical rotation.
Research showed that reaction times are linearly
proportional to the difference in angle between two
items when participants decide whether they are the
same or not (i.e. a mirror image).

▶Action Representation
Mental States (States of Mind)
Definition
The perceptions, beliefs, desires, hopes, fears and
intentions of an individual.

▶Theory Theory (Simulation Theory, Theory of Mind)
Mentalizing, Mind-Reading
Definition
The ability to attribute mental states to oneself and
others in order to predict and explain thoughts, feelings
and behavior.

▶Theory Theory (Simulation Theory, Theory of Mind)
Merkel Cell-Neurite Complex
Regeneration
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Synonyms
Merkel’s corpuscle
Definition
The Merkel cell-neurite complex is a slowly adapting
type I mechanoreceptor that recognizes punctate pressure
stimuli applied to the surface of the skin or oral mucosa.
The corpuscle is composed of a specific epithelial

cell, the Merkel cell, discovered by F. S. Merkel in
1875, and an afferent axon terminal.

Characteristics
Structure and Distribution
Merkel cell-neurite complexes are usually localized in
the basal layer of the epithelium of the skin and oral
mucosa. They are mainly distributed in areas of high
touch sensitivity, including the digital pads, the ver-
milion border of the lip, ▶touch domes of hairy skin,
hair follicles, ▶sinus hair, ▶Eimer’s organ and the
epithelia of masticating oral mucosa [1].
Merkel cells are less electron-dense with scanty

tonofilaments than epidermal cells, extending spur-like
projections (1–2 μm long and ca. 0.2 μm wide) into the
intercellular spaces between neighboring epithelial
cells. An axon terminal containing numerous mitochon-
dria and clear vesicles attaches to the Merkel cell like a
disc at the basal surface, i.e., the side towards the basal
lamina. Merkel cells contain many dense-cored gran-
ules of ca. 100 nm in diameter, which deviate in the
cytoplasm towards the associated axon terminal. These
granules contain bioactive substances such as neuro-
peptides, ATP, serotonin and glutamate [1]. Although
the function of Merkel cells is still unclear, it has been
proposed that Merkel cells serve as mechanoreceptors
by the exocytotic release of neurotransmitters or neuro-
modulators from granules [1,2].

Regeneration
Following transection of the nerve innervating Merkel
cell-neurite complexes, most Merkel cells (60–80%)
disappear, while some survive without any contact with
axons for an extended period [3,4]. Regenerating axons,
after penetrating the basal lamina, make contact with
those surviving Merkel cells. Although the number of
Merkel cells decreases immediately after denervation,
the original population of Merkel’s corpuscles can be
retained following re-innervation [4]. There are usually
nerve-free Merkel cells in varying proportions in
normal skin and oral mucosa. Approximately 4% of
the total Merkel cells have no contact with axon
terminals in the adult rabbit labial mucosa, in which the
population of Merkel cells is estimated to be ca. 1,000
per 1 mm2 [5]. A touch dome in the adult rat contains
between 80–100 Merkel cells, of which only 50% or
fewer are innervated [6]. It is considered that Merkel
cells are targets of regenerating axons [6].
Merkel cells can newly differentiate in the epithelium

of labial mucosa during wound healing in adult rabbits.
These Merkel cells make contact with the regenerating
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axons, and finally develop into structurally normal
Merkel cell-neurite complexes [5].

It appears that Merkel cells probably develop from
epithelial cells bordering the wound. On the other hand,
a recent study has reported that Merkel cells are derived
from the neural crest [7]. Interestingly, Merkel cells do
not develop in the absence of neurotrophin-3 [8].
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Merkel’s Corpuscle
▶Merkel Cell-Neurite Complex Regeneration
Merosin (Laminin-2)
Definition
One type of laminin and is closely related to axonal
regeneration.

▶Laminin
▶Regeneration
▶Regeneration of Optic Nerve
Mesencephalic
Definition
Related to the midbrain (mesencephalon).

Mesencephalic Locomotor Area
Definition
Mesencephalic nuclear region that can coordinate
simple step movements. Corresponds to the peduncu-
lopontine tegmental nucleus, pars compacta.

▶Mesencephalon

Mesencephalic Reticular Formation
(MRF)
Definition
A neuronal structure located in the core of the brain stem
whose caudal boundary is the crossing of the superior
cerebellar peduncle (brachium conjunctivum) and ex-
tends rostrally to the thalamic reticular nucleus. It is
reciprocally interconnected with the superior colliculus.
Original function was defined as part of the reticular
activating system (RAS). Clear evidence now that there
are subgroups of cells that participate in the control of
saccadic andvergence eyemovements. TheMRFhas two
major subdivisions. The posterior commissure in the sub-
human primate serves to separate the MRF into rostral
and caudal regions. The cells of the rostral portion of the
MRF are associated with the control of vertical eye
movements, while neurons in the caudal region also
termed the central MRF (cMRF) are more closely
associated with the control of horizontal eye movements.

▶The Central Mesencephalic Reticular Formation –

Role in Eye Movements

Mesencephalon
Definition
Midbrain. The most rostral portion of the brainstem.
Three parts:
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1. The cerebral peduncles contain large fiber bundles
from the cerebrum.

2. The tegmentum area contains substantia nigra, red
nucleus, cranial nerve nuclei and parts of the
reticular formation.

3. The tectum is formed from the quadrigeminal plate
(inferior and superior colliculi). Tasks: eye move-
ment, fine motor control, sensory-motor coupling,
effector movement, synaptic center.

Mesenchymal Stem Cell
Definition
Mesenchymal stem cells are derived from various
tissues including bone marrow, skin, adipose tissue,
synovium, periosteum, skeletal muscle, placenta and
thymus. They proliferate in vitro, and have the
pluripotent capacity of differentiating into a broad
range of cells such as osteocytes, chondrocytes,
tenocytes, adipocytes, and smooth and cardiac muscle
cells. Mesenchymal stem cells express CD 13, CD 29,
CD 44, CD 90, CD 105, and HLA-ABC.

▶Transplantation of Bone Marrow Stromal Cells for
Spinal Cord Regeneration

Mesentery
Definition
Mesentery is a thin transparent membrane containing
neurovascular bundles supplying blood and innervation
to the viscera. In certain areas, the membranes form an
omentum with a similar structure, but without such well
defined attachments to viscera.
Mesopallium, Nidopallium,
Entopallium
Definition
Three major nuclear components of the pallium of birds
(see Reiner et al., 2004, J Comp Neurol 473:377–414).

▶Evolution of the Wulst
Mesopontine Tegmentum
PHILIP WINN

School of Psychology, University of St Andrews,
Fife, UK

Definition
The mesopontine tegmentum sits between the midbrain
(also called the mesencephalon and therefore meso)
and the anterior pons (and therefore pontine). The
term tegmentum is a generic one that translates directly
from Latin as “a cover”. The mesopontine tegmentum
is therefore the upper area at the junction of pons and
midbrain; it is a region of brain rather than a clearly
delineated structure. It sits above the underlying pontine
tissue (principally the pontine nuclei and the nuclei of
the pontine reticular formation) and the fibers of the
superior cerebellar peduncle, which marks an approxi-
mate border between the mesopontine tegmentum and
these nuclei. Laterally, both the pontine nuclei and
mesopontine tegmentum are bordered by the fibers
of the lemniscal system. Medial to the mesopon-
tine tegmentum is the central gray and in the dorsal
part of the area is the inferior colliculus, though this
is a structure better understood in conjunction with
the superior colliculus in the midbrain proper. In
comparative terms, the mesopontine tegmentum differs
little across vertebrate species, suggesting that whatever
its functions are, they evolved early and have been
preserved. What differentiates the region across species
most clearly is the density of the fiber systems that cross
the area rather than its structural or morphological
identity.
Within the mesopontine tegmentum are two small

nuclei with uncertain functions, the microcellular
tegmental nucleus and the deep mesencephalic nucleus.
These are identifiable by the aggregation of neurons of
similar morphology, separable from the surrounding
structures. In addition there is the cuneiform nucleus
and three nuclei – the parabigeminal nucleus, the
laterodorsal tegmental nucleus (LDTg) and the pedun-
culopontine tegmental nucleus (PPTg PPT or PPN).
The pedunculopontine tegmental nucleus can also
be referred to as the pedunculopontine nucleus, the
tegmental pedunculopontine nucleus (TPP) or the
nucleus tegmenti pedunculopontinus (NTPP). Peduncu-
lopontine tegmental nucleus (PPTg) is preferred, being
used by the major stereotaxic atlases. These nuclei, all of
which contain large, deeply pigmented neurons whose
principal neurotransmitter is acetylcholine, are undoubt-
edly the most prominent in the mesopontine tegmentum
and are thought to be part of the ascending reticular
activating system ARAS), an organized network of
neurons in the hind- and mid-brain that regulate neural
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functions throughout the entire CNS. However, while the
cholinergic neurons of the PPTg and LDTg fulfill the
criteria for inclusion in this system, it is important to
recognize that different elements of the ARAS have
different functions. Using this one generalized term
to describe a number of structures collectively carries
the danger that one obscures the specific functions of
each one.

Characteristics
Neurodevelopment
The neurodevelopmental literature refers to a structure
not recognized in the adult brain, called the isthmus. It sits
between the midbrain and hindbrain – the area that in the
adult brain includes the mesopontine tegmentum. This
primordial tissue contains what is known as the “isthmic
organizer”, responsible for the proper development of
midbrain and hindbrain tissue from the tectum to the
cerebellum. The critical molecule involved in this, as
demonstrated by a range of transplantation techniques,
appears to be Fgf8, though a variety of other transcription
factors are also involved [1].

The developmental history of the large cholinergic
neurons that are the most prominent cells of the
mesopontine tegmentum has been specifically studied.
In rats, similar histories have been described for both
PPTg and LDTg cholinergic neurons. The final adult
number and morphology are achieved by postnatal day
21, but their development is not linear. The numbers
of what will become cholinergic neurons (identifiable
by morphology, location and the use of antibodies
for choline acetyltransferase [ChAT] and the vesicular
acetylcholine transporter [VAChT]) declines over post-
natal days 1–3 but increases progressively thereafter,
with ChAT and VAChT activity developing during
postnatal days 7–14. Neuronal size is relatively large
during this time, with later shrinkage to the adult form.
This developmental time course appears to parallel
changes in sleep, from the juvenile active sleep (which
does not involve muscle atonia) through to the adult
rapid eye movement (or paradoxical) sleep, in which
muscle atonia is a prominent feature [2].

Principal Structures
The cuneiform nuclei – so called because of their wedge
(cuneiform) shape – receive inputs from the superior
colliculus and send projections to the medulla and spinal
cord. They function as relay stations for collicular motor
output and have been suggested to be involved in rapid
“fight or flight” activities. For example, local chemical
manipulation of the cuneiform nuclei produces behavior-
al freezing or darting movements. The cuneiform nuclei
are also part of the mesencephalic locomotor region
(MLR), a region defined functionally rather than
anatomically. In pre-collicular – post-mamillary trans-
ected animals, electrical stimulation of the MLR elicits
co-ordinated walking. This is a robust and reliable effect,
but one whose significance can be misinterpreted. In
otherwise intact animals, bilateral▶excitotoxic lesions of
the cuneiform do not impair locomotion and similar
lesions of the PPTg (similarly suggested to be in the
MLR) also leave locomotion intact. TheMLR’s existence
should not be taken as showing that the primary function
of this part of the brain is locomotor control. Rather, it
might better be taken to demonstrate that in the absence of
descending inhibitory control from the forebrain, these
low level systems are capable of generating organized
responses.

The pedunculopontine tegmental, laterodorsal tegmen-
tal and parabigeminal nuclei are nuclei that each contain a
population of cholinergic neurons, designated (using the
classification of Marek Marsel-Mesulam) Ch5, Ch6 and
Ch8 respectively. The Ch8 neurons of the parabigeminal
nuclei sit in an isolated cluster and innervate principally
the geniculate nuclei of the thalamus. Ch5 and Ch6
however are closely coupled, forming a continuous chain
of cholinergic neurons – called the caudal cholinergic
column when first identified – that stretches (in rodents)
from the caudal pole of the substantia nigra back as far as
the locus coeruleus. These cholinergic neurons are
thought in addition to contain a variety of other
neurotransmitters (including neuropeptides and neuroac-
tive amino acids) and neuromodulators (including nitric
oxide – nitric oxide synthase is present in virtually all
mesopontine cholinergic neurons). Receptors for a very
wide variety of signaling molecules are present on these
neurons, including those for acetylcholine; there appears
to be strong intercommunication between PPTg and
LDTg. Both also contain populations of non-cholinergic
neurons, identified by morphology, electrophysiology
and the absence of cholinergic markers. Precisely which
neurotransmitters characterize these neurons is not clear,
though recent evidence from immunohistochemical and
in situ hybridization studies strongly suggests that many
of them contain GABA.

Mesopontine Connections with the Limbic System,

Basal Ganglia, Sensory and Motor Systems

The mesopontine tegmentum is a point of convergence
for a variety of information. Visual, auditory and soma-
tosensory data are all processed through here and some
of this processing is very fast, PPTg neurons for
example fire in response to auditory signals with a mean
latency of only ~8 ms. Complementing this sensory
input, several structures in the mesopontine tegmentum
have output to sites of motor control in (for example)
the pontine and medullary reticular formation, the
trigeminal complex and spinal cord. As well as these
sensory inputs and motor outputs, there is substantial
descending (mostly inhibitory) control from the
forebrain, with convergence of information from both
basal ganglia and limbic system. Indeed, the description
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“▶limbic-motor interface” which was applied to the
nucleus accumbens in the forebrain might better be used
in relation to the mesopontine tegmentum. All of this
connectivity is well illustrated by considering in
particular the most closely studied mesopontine
structures, the PPTg and LDTg.

The Pedunculopontine and Laterodorsal

Tegmental Nuclei

The cholinergic neurons of the PPTg and LDTg project
widely through the brain. These neurons are both
heavily collateralized and, in many instances, have
ascending and descending connections. They innervate
the thalamus en masse, as well as midbrain dopamine
(DA)-containing neurons (which they excite) and
elements of the basal ganglia, the colliculi, hypotha-
lamic and basal forebrain sites of non-specific cortical
input and multiple motor structures in the brainstem and
spinal cord. As well as these cholinergic neurons, both
PPTg and LDTg contain non-cholinergic neurons that
project widely, though not to quite the same extent as
the cholinergic neurons. What controls the activity
of these neurons appears to be two types of information:
(i) basic sensory information from midbrain and brain-
stem visual, auditory and somatosensory systems and
(ii) descending control from limbic structures (such as
the amygdala, extended amygdala and hypothalamus)
and from various parts of the basal ganglia (including
the prefrontal and motor cortex). These various con-
nections can be made sense of if brain systems are
considered to be organized hierarchically in a form of
layered architecture. The PPTg and LDTg receive
primary sensory data and can generate output aimed at
motor systems – this represents a simple system aimed
at producing rapid responses to imperative signals. In
addition to this, it can activate systems at a higher level,
aiding more detailed processing. However, descending
forebrain output, nearly all of which is GABA-mediated
inhibition, allows for modification of both the ascend-
ing signals from PPTg and the rapid motor response
generation to be effectively regulated by neural systems
at higher levels of the architecture [3]. Note that this
organization is consistent with the effects described
above in relation to the MLR; loss of descending
inhibition does not impair the ability of the PPTg to
organize locomotion.

At the single unit level, the characteristic firing
patterns of individual neurons in the PPTg and LDTg
have been used to discriminate putative cholinergic and
non-cholinergic neurons (see [4] for a brief review).
More globally, mesopontine cholinergic neurons have
been known for many years to be involved in regulating
the electrical activity of the thalamus and through this,
the cerebral cortex. Cholinergic activity in the thalamus
has a complex action on the thalamic reticular nucleus
and thalamic relay nuclei, with the outcome that in-
creased cholinergic activity is associated with effective
corticothalamic transmission, while decreased cholin-
ergic activity inhibits traffic. These two states are
differentiated in ▶behavioral state control processes –
increased cholinergic activity is associated with the
waking state and REM sleep, while decreased activity is
associated with slow wave (or paradoxical) sleep [5].
The traditional view has been very much that

structures at this level of the brain are associated with
basic mechanisms of behavioral state control and the
regulation of locomotion. However, recent studies have
revealed that more complex processing is represented
here as well. There is no doubt that PPTg and LDTg
neurons are differentially active at different stages of the
sleep wake cycle, and as such play a role in behavioral
state control. However, bilateral excitotoxic lesions of
the PPTg do not prevent rats from exhibiting normal
patterns of sleep and wakefulness, indicating that while
the PPTg is important in the sleep wake cycle, it is not
critical; it is not some form of master switch for sleep.
As noted above, the PPTg is a part of the brain described
previously as part of the MLR. Likewise, bilateral
excitotoxic lesions do not impair locomotion, indicating
that the essential function of this area is not just the
production of movement. Indeed, a variety of studies
from many labs worldwide have shown that bilateral
excitotoxic lesions of the entire PPTg do not impair
locomotion, feeding, drinking, grooming or any other
basic activity; in their home cages, such lesioned rats
are indistinguishable from controls. However, when
challenged in a variety of tests involving more complex
processes relating to ▶reward and reinforcement,
attention, learning and memory, lesioned rats are
strikingly impaired [4]. In a recent attempt to aggregate
these various deficits into a theoretical framework,
Alderson and Winn [6] argued that the essential deficit
present in PPTg lesioned rats is an inability to properly
associate actions and outcomes. It is a significant move
away from considering tissue at this level of the
neuraxis as being only involved in automatic regulatory
processes, one that moves toward a different account of
the relationships between processes such as learning
and memory and widely distributed brain systems.
One final point of interest is that the PPTg has been

linked to neurodegenerative brainstem disorders such as
Parkinson’s disease and progressive supranuclear palsy
[4]. In this context it is important to note that outflow
from the basal ganglia to a focused part of the PPTg
(termed the midbrain extrapyramidal region by David
Rye and his colleagues) is disturbed in Parkinsonism.
Very recently, several groups have shown that deep
brain stimulation in the region of the PPTg can
provide relief from some of the motor symptoms
of this disorder. What the longer-term consequences of
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this are – and whether there are any non-motor effects –
remains unclear, but this is nevertheless an exciting new
therapeutic development.

New ideas about the role of this part of the brain in
both neurological disorders and more complex psycho-
logical processing than had previously been expected
suggest that it might be exposed to more detailed study
in the near future.
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Messenger RNA (mRNA)
Definition
Messenger RNA (mRNA) is the mature RNA,
processed from the single stranded pre-mRNA tran-
scribed from DNA, which is translated into protein.

Metabolic Coupling
Definition
The term metabolic coupling refers to the ability
of many gap junctions to coordinate the metabolic
and/or signaling state of multiple cells trough the
exchange of small intracellular messenger molecules
and metabolites.

▶Electrical Synapses
▶Gap Junctions
Metabolic Encephalopathy
Definition
One form of encephalopathy.

▶Encephalopathy (or Acute Organic Brain Syndrome)
Metabotropic
Definition
An influence on ion channel activity mediated indi-
rectly by the binding of a neurotransmitter or hormone
to its receptor. Commonly, receptor binding activates one
or more second messenger systems within the target cell,
which ultimately causes relatively long-lasting changes
in the activity of voltage-dependent ion channels. This is
a relatively long-latency, long-lasting event.
Metabotropic Glutamate Receptors
(mGluRs)
Definition
G-protein-coupled receptors activated by glutamate
made up of three groups: I, II, and III. Group I mGluRs
trigger phospholipase C (PLC) hydrolysis of phospha-
tidyl inositol (4,5)-bisphosphate (PIP2), whereas groups
II and III trigger adenylyl cyclase synthesis of cyclic
adenosine monophosphate (cAMP).

▶G-protein Coupled Receptors (GPCRs): Key Players
in the Detection of Sensory and Cell-Cell Communica-
tion Messages
Metabotropic Receptors
Definition
Neurotransmitter receptors that activate or inhibit intra-
cellular biochemical processeswhen the neurotransmitter
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binds to the receptor. They are membrane protein with a
seven-transmembrane domain.

▶G-Protein Coupled Receptors in Sensory Neuron
Function and Pain
▶Memory, ▶Molecular Mechanisms
▶Associative Long-Term Potentiation (LTP)
▶Long-Term Potentiation (LTP)
Metachromatic Leukodystrophy
(MLD)
Definition
Rare, autosomal recessive, lysosomal storage disorder
characterized by severe and progressive ▶demyelin-
ation. It is caused by a deficiency of the lysosomal
enzyme arylsulfatase A (ARSA), which leads to the
accumulation of galactosylceramide-3-O-sulfate (sulfa-
tide) in the central and peripheral nervous systems. In
the late-infantile form (50% of the patients), which
manifests in the second year of life and for which no
efficient therapy exists, death occurs within a few years.
There are also juvenile forms (onset between 4 and 12
years) and adult forms (onset after 12 years). Allogeneic
hematopoietic cell transplantation may ameliorate the
condition of selected patients with juvenile or adult
forms.

▶Lysosomal Storage Disease
Metacognition
SHUNICHI MARUNO, KAZUO KATO

Department of Psychology, Kyushu University,
Fukuoka, Japan

Synonyms
Metalearning

Definition
Metacognition is, in a narrow sense, defined as cogni-
tion about and emotion for one’s own cognitive
states and processes, but in a broader sense, the self-
regulatory process of cognitive processes while
engaging in the task, or even more simply cognition
and cognition (which is based upon the view underlying
those definitions that “humans are reflective thinking
agents who are actively monitoring, regulating, and
reflecting upon their own cognitive processes while
engaging, in order to achieve certain set goals”).

Characteristics
In the accompanying essay, we shall discuss (i) com-
ponents, (ii) characteristics of research, and (iii) new
directions.

Two Components of Metacognition
The first component includes declarative, proce-
dural, and conditional (if-then) knowledge and strate-
gies, and beliefs on human cognitive processes and
states (e.g., ▶self-appraisal). It could be called as a set
of beliefs or as naïve theories of human cognitive
functioning.
The second component constitutes the online control

process that monitors and guides underlying cogni-
tive processes, or the dynamic executive system (e.g.,
▶self-management) that actively guides the processes
generating cognitions. It consists of the four functions:
(i) to know what the problem is, (ii) to plan and acti-
vate strategies appropriate for engaging in and solving
the problem, (iii) to predict and direct performance, and
(iv) to monitor and regulate ongoing cognitive acti-
vities [1,2]. Those functions are closely intertwined
and are recurrently deployed until achieving set goals
satisfactorily.

Five Research Areas: What Aspects of Metacognition

have been Focused upon?

Metacognition has been investigated in various areas
of psychology (developmental, educational, cognitive,
social, brain/neuroscience, etc.). What functions and
mechanisms of metacognition researchers believe is
essential to elucidate and unveil and probably what
methodology to employ, however, depends upon what
theoretical approach they would take [3]. For example,
cognitive psychologists analyze accuracy and bases of
metacognitive judgments in memory and learning –

where ▶prospective monitoring and ▶retrospective
monitoring is involved (e.g., feeling of knowing (FOK),
judgments of task difficulty and ease of learning
(EOL), and judgments of learning (JOL)), and regu-
latory mechanisms of the cognitive processes that occur
based upon those judgments. Educational psycholo-
gists investigate the role of metacognition as a tool
for self-regulated learning of reading, writing, mathe-
matics, and problem-solving in academic contexts
(i.e., in what way metacognition is related with age,
motivation, IQ, and academic achievement, and how
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it can be cultivated so as to facilitate instruction and
learning) [4,5]. Developmental psychologists study
ontogeny of metacognition in a variety of areas, by
examining individual- and group-differences in
metacognitive knowledge, ability, strategies, etc. Brain
scientists and cognitive neuropsychologists determine,
with elders and patients suffering from brain function
disorders, the area(s) that control(s) metacognition, and
how those different areas interact.

Finally, the solution to the endlessly debated question
of whether metacognition is conscious/explicit versus
unconscious/implicit depends upon what metatheory
researchers hold. We believe that “metacognition oper-
ates implicitly as long as problem-solving proceeds
smoothly, but once problems emerge, it begins to
function explicitly and solves them; the beneficial
functions of metacognition, therefore, come into play
whenever trouble-shooting is necessitated.”

New Directions in Metacognition Research
Figure 1 shows differentially increasing trends (the
number of papers) in the five research areas from 1981
to 2005.
Metacognition. Figure 1 Trends in the five areas of meta
in peer-reviewed journals were retrieved, by searching Psyc
bar graphs indicate the percentages for the total number o
(c) Line graphs delineate the increasing trend of research i
The following characteristics can be pointed out: (i) in
the 1980s, most research focused on memory, com-
prehension, and problem-solving with normal children
and adults; (ii) in the late 1980s, social metacogni-
tion research began to increase; (iii) in 1992, brain/
neuroscience research began (the journal of “Conscious-
ness and Cognition” started), and (iv) research with the
populations suffering from psychiatric and brain
function disorders increased, corresponding closely to
the increment of brain/neuroscience research. In addi-
tion to those general trends, the following changes are
particularly noteworthy.

Metacognition in Social Contexts
A review on the previous research led to the reali-
zations: (i) although online, or moment-to-moment,
monitoring, control, and emotional reactions have been
well investigated, implicit theories underlying society
and culture were not paid much attention, and (ii) most
research has put too much emphasis on metacognit-
ive judgments within the individual, and, therefore, failed
to put into perspective the role ofmetacognition on others
and situations [4]. On the basis of those realizations,
cognition research from 1981 to 2005. (a) 1358 articles
Info database with the keyword “metacognition.” (b) Five
f articles published during 5 years in the five areas.
n each area from 1981 to 2005.
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social cognition researchers recently began to address the
importance of metacognitive perspectives and accord-
ingly to investigate theories of mind, stereotypes, naïve
psychology, and even further critical thinking in
discussion situations as well as decision-making pro-
cesses. Especially, the processes in which creative
thinking is generated through discussions with others
deserve special attention because they require situational
monitoring of grasping the situation and social meta-
cognitive abilities of flexibly collaborating with others.
Expertise and Metacognition
Metacognition facilitates the progress in expertise.
Expertise can be categorized into routine and adaptive
expertise [6]. Routine experts carry out a predetermined
(or routinized) sequence of procedures accurately and
quickly. Adaptive experts, on the other hand, not only
carry out such procedures (or strategies) effectively, but
because they deeply understand the utility and limita-
tions of those procedures, they can also flexibly and
appropriately adjust and modify them so as better to
cope with incessantly changing demands of the situation.
To become an adaptive expert, therefore, it is not
sufficient just to be able to apply previously acquired
declarative and procedural knowledge to the task, but one
needs to expand expertise constantly, to attempt self-
improvement, and to gain many experiences of reflective
practice with conditional knowledge and strategies.

To facilitate the acquisition of adaptive expertise in
students’ learning, metacognitive tool (e.g., computers –
which allow to externalize tacit thinking processes and
monitor metacognitive strategies) and teachers’ adap-
tive metacognition (e.g., knowledge of how to create
social environments to support reflective discourse) are
drawing attention from researchers [6,7].
Frontal Lobe Dysfunction and Metacognition
In the last decade, researchers have attempted to identify
the brain regions that control metacognitive functions,
especially the executive function involving monitoring
and control, using neuroimaging techniques (e.g., posi-
tron emission tomography (PET), functional magnetic
resonance imaging (fMRI), and magnetoencephalogra-
phy (MEG)), by examining higher-level mental activities
in the brain [8,9].

Patients who are in the pathological states involving
the frontal lobes (e.g., traumatic brain injury, frontal
strokes, dementia, schizophrenia, attention deficit dis-
order, Alzheimer’s disease, Korsakoff’s syndrome)
suffer from disorders in cognitive monitoring (e.g., error
detection, ▶source monitoring in memory retrieval)
and cognitive control (conflict resolution, error correc-
tion, inhibitory control, emotional regulation). They
also suffer from disorders not only in executive func-
tions but also in self-appraisal. However, they do not
show disorders in implicit memory (e.g., routinized
procedural knowledge), because it requires no active
and conscious metacognitive monitoring functions.
The regions that control the error monitoring sys-

tem are located in the medial areas of the frontal
lobe. The fact that the task requiring cognitive and
emotional controls activates its mid-frontal areas
suggests that a common neuroanatomy underlying
those executive controls might exist. For the time
being, however, it is still unknown whether this
neuroanatomy is a set of independent modules or an
integrated cognitive-emotional system that is located in
the midfrontal areas.

Social Neuroscience and Metacognition
To live a social life, human beings need to figure out
what the other person thinks, wants, and intends to do,
and, at the same time, to make appropriate judgments on
what actions should be taken accordingly.
Amodio and Frith [10] conducted meta-analyses on

neuroscientific findings to determine in what regions
of the brain are located the following functions of
social cognition: (i) mentalizing, or theory of mind
(TOM) (e.g., self-reflection, person perception, mak-
ing inference about the other’s thought and intent),
(ii) outcome monitoring linked to the reward system
(reward and punishment), and (iii) action monitoring.
The analyses revealed that these functions are located
in the medial prefrontal cortex (MPFC).
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Metalearning
▶Metacognition
Metalloproteinases
M

Definition
Metalloproteinases are a family of proteolytic enzymes,
known as the metzincin superfamily, that depend on
Zn as a co-factor for endopeptidase activity. Several
different subfamilies exist, including matrix metallo-
proteinases (MMPs), A disintegrin and metalloprotei-
nases (ADAMs) and astacins. They can proteolytically
degrade extracellular matrix proteins as well as a
number of bioactive molecules (e.g. cell surface
receptors). In the nervous system, metalloproteinases
are implicated in cancer biology and other pathologies,
and more recently during development. Secreted,
transmembrane and membrane associated forms exist.
Metamorphosis
Definition
A radical change in body form and lifestyle between
larval and adult stages of an organism

▶The Phylogeny and Evolution of Amniotes
Metarepresentation
Definition
A representation of a representation, e.g. a thought
about a thought or a belief about a belief.

▶Theory Theory (Simulation Theory, Theory of Mind)
Metencephalon
Definition
Pons and cerebellum.

▶General CNS
Method of Adjustment
Definition
A psychophysical procedure in which an observer
adjusts stimulus intensity: Increasing intensity until s/he
just perceives (ascending trials), or decreasing a clearly
perceptible intensity until s/he just fails to perceive the
stimulus (descending trials).

▶Psychophysics
Method of Constant Stimuli
Definition
Apsychophysical procedure in which each of a fixed set
of stimuli (ranging near the threshold) is presented
repeatedly in random order; the stimulus value yielding
a detection response in 50 percent of the time is taken as
the threshold.

▶Psychophysics
Method of Limits
Definition
A psychophysical procedure in which stimulus inten-
sity is varied independently of the observer (by the
experimenter or computer program) until the observer
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just perceives (ascending trials), or just fails to perceive
the stimulus (descending trials).

▶Psychophysics
Methylphenidate
Definition
Methylphenidate is a stimulant drug that inhibits the
noradrenaline and dopamine transporters. The drug is
used in the treatment of patients with attention deficit
hyperactivity disorder (ADHD).

▶Attentional Disorder
▶Stimulants
1-Methyl-4-phenyl-1,2,3,
6-tetrahydropyridine (MTPT)
Definition
MTPT is a meperidine derivative that is used for
experimental studies in a non-human primate model of
▶Parkinson disease.

▶Parkinson Disease
Metric, Metric Space
Definition
A coordinate system for measuring arbitrary spaces.
Measurements and judgments about the similarity or
relatedness of objects require an explicitly or implicitly
defined metric by which to compare them. For example,
a blue ball on the ground and another blue ball on the
roof are similar if the metric is color or some
quantification of shape, but are relatively dissimilar in
terms of spatial location. Scale is of course a critical
factor in such judgments – on a continental scale, for
example, the two balls are in nearly identical locations.
Objects can be located as points or regions within
metric spaces according to their properties; e.g. with a
color metric, our ball would be located at a point in the
blue spectrum. The distance between two objects in
the relevant metric space is a measure of their similarity;
e.g. blue is more similar to green than it is to red.
Meynert Cells
Definition
Meynert (nineteenth century Austrian psychiatrist) cells
make up the nucleus basalis neurons in the basal part of
the forebrain. They are cholinergic and project widely
to the cerebral cortex. The term Meynert cell is also an
old term for large pyramidal cells found in occipital
cortex near the calcarine fissure. Meynert also gave the
first description of “association neurons.”
Microaerobic
Definition
Living, active, or occurring only in the presence of low
concentrations of oxygen.
Microampullary Organ
▶Electroreceptor Organs
Microarray, DNA Chip
Definition
A technology that allows simultaneous measurement of
the expression levels for up to tens of thousands of
genes (genome-wide expression profiling) in various
cells and tissues and under different conditions.
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Synonyms
Characterization of neuronal subtypes by microarrays;
Microarray analysis using pure neuronal subpopulations;
Microarray Analysis of Molecular-Genetic Controls ove
Figure 1 Diversity of neural lineage. There is progressive d
cells,” by which they become more fate-restricted by region
Subsequently, neural progenitors include heterogeneous n
progenitors produce related groups of distinct mature neur
neurons are subdivided into two major classes, excitatory p
and inhibitory and local interneurons.
Identification of neuronal subtype-specific genes by
microarrays

Definition
Emergence of microarray technology is now enabling
molecular-genetic analysis of developmental controls
for neuronal subpopulations in the cellularly hetero-
geneous brain.

Characteristics
Cellular Heterogeneity in the CNS
The central nervous system (CNS) is composed of three
major cell-types: neurons, astroglia, and oligodendrog-
lia (Fig. 1), and these cell types are differentiated from
neural progenitors/precursors/“stem cells,” which have
self-renewal capacity and multipotency (diverse popu-
lations of neural precursors are often termed “neural
stem cells,” though many types of data indicate that
these are quite heterogeneous by region and develop-
mental stage) [1]. Neurogenesis is a very involved
process: unlike other tissues, there are hundreds
of intermixed neuronal subtypes in the mammalian
brain [2–4]. The mechanisms by which such a rich
neuronal diversity is produced in the CNS are poorly
r Development of Neuronal Subtypes.
ifferentiation of early neural progenitors/precursors/“stem
al type, neuron subtype, and neuronal-glial lineage.
euronal and glial progenitors. Heterogeneous neuronal
onal subtypes. Morphologically and functionally,
rojection neurons that send axons long distances,

M
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understood. During the development of the CNS,
neuronal progenitors undergo precise stepwise differ-
entiation to ultimately produce the complex variety of
neuronal subtypes that populate the mature brain.
Morphologically, neurons are divided into two broad
categories: (i) projection neurons, which extend axons
to distant target areas, and (ii) interneurons, which make
local connections. Projection neurons and interneurons
are further subclassified by location, neurotransmitter
production or sensitivity, electrophysiological charac-
teristics, and axonal connectivity and neuronal circuits
within which they send projections. Gene expression
analysis in the brain is generally complicated by the
coexistence of many different cell types, resulting in
high background noise and the masking of small
differences in cell type-specific gene expression.

The relative lack of approaches for efficient isolation
of pure neuronal populations, and the difficulties
involved with analysis of minute amounts of mRNA,
have previously hampered progress toward under-
standing the molecular development of neuronal
subtypes. However, the rapid emergence of microarray
technologies, as well as development of approaches
for isolation of neuronal subtypes have provided for a
synergistic advance in the field. ▶DNA microarrays
(also known as gene chips or gene arrays) are a
collection of DNA spots representing individual genes,
arranged on a chip, and used for monitoring expression
levels of thousands of genes simultaneously, thus
allowing comparison of thousands of genes between
different populations.

In this essay, we review three recent approaches
using microarray analysis to investigate the molecular
developmental controls and/or identity of specific brain
neuronal subtypes.

Molecular Controls over Development of Corticospinal

Motor Neurons (CSMN) and Other Forebrain
Neuronal Populations

Our laboratory has begun to uncover molecular controls
over the development of corticospinal motor neurons
(CSMN; upper motor neurons; residents of layer V
of the cerebral cortex) and other forebrain projection
neurons (Fig. 2). CSMN degeneration is a key com-
ponent of motor neuron degenerative diseases, includ-
ing amyotrophic lateral sclerosis (ALS), and CSMN
injury contributes critically to the loss of motor function
in spinal cord injury. The anatomical andmorphological
development of CSMN have been extensively char-
acterized, but the genetic mechanisms that control their
development were previously unknown. Importantly,
understanding the molecular controls over CSMN cir-
cuitry development might enable future strategies for
therapeutic repair or modulation in disease.

To uncover the gene regulation programs of mouse
CSMN development and other forebrain projection
neurons, our lab has developed and established
approaches using comparative microarray analysis of
stage-specific gene expression by CSMN purified by
▶fluorescence-activated cell sorting (FACS) [5]. Like
other forebrain projection neurons, there are no specific
markers for CSMN that could be utilized to isolate
them. However, CSMN extend axons to the spinal cord,
so they can be retrogradely labeled by injecting an
appropriate retrograde label in the spinal cord. We
developed an approach to retrogradely label CSMN
with fluorescent latex microspheres; dissociate labeled
cortex; and isolate the labeled CSMN by FACS.
In addition to CSMN, we also purified two distinct
cortical projection neuron subtypes, callosal projection
neurons (CPN) and corticotectal projection neurons
(CTPN) (Fig. 2). CPN are interhemispheric callosal
projection neurons, a subset of which share lamina V
location with CSMN, offering insight into genes that are
involved in cell type specification rather than lamina
specification by comparing between CSMN and CPN.
CTPN are subcerebral layer V projection neurons
extending axons to the tectum instead of the spinal cord,
likely sharing some overlapping early developmental
gene regulation programs with CSMN. Comparison
between CSMN and CTPN can allow the identification
of genes unique to CSMN among other highly related
layer V subcerebral projection neurons. Using these
FACS-purified pure cell populations at multiple develop-
mental stages, we performed microarray analyses, and
identified genes specifically expressed in CSMN as well
as genes that are expressed in other projection neurons, but
not in CSMN. We classified those genes into one of six
groups based on expression profiles suggestive of specific
role in distinct aspects of CSMN development: (i) genes
that are expressed at higher levels in CSMNat all stages of
development andmight be important for the establishment
and maintenance of CSMN identity; (ii) genes that are
highly expressed in CSMN early in development andmay
be important for early CSMN specification; (iii and iv)
genes that exhibit increasing levels of expression as
CSMN develop and might control intermediate (iii) or
later aspects (iv) of CSMN differentiation; (v) genes that
are expressed at higher levels in CSMN compared to the
highly related population of CTPN and are representative
of the small class of genes that differentiate CSMN from
other subcerebral projection neurons of layer V; (vi) genes
that are negative markers of CSMN but that are expressed
in CPN or CTPN.
Thus, we identified a number of CSMN-specific

genes, including COUP-TF1 interacting protein
2 (Ctip2, also known as Bcl11b). Ctip2 had very recently
been identified by Kominami and colleagues to have a
critical role in the immune system, controlling T cell
subtype specification and survival in the developing
thymus, but had not been investigated in the CNS. Ctip2
is expressed at high levels in layer V of cortex, and
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Figure 2 Subtypes of cortical projection neurons. Arlotta et al. analyzed three distinct populations of cortical
projection neurons [5]. CSMN (corticospinal projection neurons) are located in the sensorimotor area of the
neocortex and maintain primary projections to the spinal cord. CTPN (corticotectal projection neurons) are located
in the visual area of the neocortex and maintain primary projections to the superior colliculus of the tectum. CPN
(callosal projection neurons) are primarily located in layers II/III, V and VI, and extend their axons across the
corpus callosum to the contralateral hemisphere. Cb; cerebellum, CC; corpus callosum, Ctx: neocortex, LV:
lateral ventricle, SC: spinal cord, St: Striatum, Ttm: tectum. (Adapted from Molyneaux, Arlotta et al. Nat Rev
Neurosci, 2007 [2].)
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expressed both in CSMN and CTPN, but not in CPN,
indicating that Ctip2 is expressed at high levels in
subcerebral projection neurons which extend axons
to outside of the cortex. In Ctip2 mutant mice, CSMN
axons exhibit defects in fasciculation, outgrowth, and
pathfinding, resulting in failure of CSMN to connect to
the spinal cord [5]. Interestingly, Arlotta, Molyneaux
and others in our lab have recently identified that
Ctip2 in theGsh2 developmental domain plays a totally
different and critical role in the proper differentiation of
striatal medium spiny neurons and the patch-matrix
cytoarchitectural organization of the striatum.

Another CSMN-specific gene, Forebrain embryonic
zinc finger-like (Fezl, recently renamed Fezf2) [6],
is also expressed in CSMN and CTPN, like Ctip2.
However, unlike Ctip2, Fezl is expressed in ventricular
zone and subventricular zone progenitors of subcerebral
neurons, in addition to subcerebral neurons themselves.
Fezl is centrally involved in the birth and specification
of CSMN. Importantly, in Fezl mutant mice, the entire
population of both CSMN and CTPN is never born in
the cortex. In addition, both anterograde and retrograde
labels confirm the total absence of the corticospinal
tract in Fezl mutant mice, indicating that no other
neurons compensate to form such circuitry. Gain-of-
function analysis using in vivo electroporation showed
that overexpression of Fezl in cells that give rise to
superficial layer neurons results in an accessory layer
of Ctip2-expressing subcerebral neurons that send
axons toward the spinal cord, further reinforcing that
Fezl plays a critical role in the specification of
subcerebral projection neurons.

As a third example of critical regulators of
the development of CSMN and other corticofugal
neurons, Lai, Jabaudon and others in our lab recently
identified Sox5 as regulating the sequential generation
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of cortical projection neuron diversity [7]. It represses
the onset of differentiation of CSMN, thereby
allowing generation of the other corticofugal neuron
types. Ctip2, Fezl, Sox5, and a larger program of
molecular-genetic controls over CSMN differentia-
tion all were identified by the original microarray
analysis.

Molecular Analysis of Excitatory and Inhibitory

Neurons in the Adult Forebrain

Nelson and colleagues used microarray analysis to
propose a molecular taxonomy of major neuronal
classes in the adult forebrain [8]. They identified various
neuronal subtypes by retrograde labeling with a fluo-
rescent tracer, or using fluorescently labeled neurons
from transgenic mice. In these transgenic mice, specific
neuronal subtypes are visualized with green/yellow
fluorescent protein (GFP and YFP, respectively) driven
by the promoters Thy1, Gad1, and Gad2. Thy1 is an
immunoglobulin superfamily member that is expressed
by excitatory projection neurons in many parts of
the nervous system, as well as by several nonneuronal
cell types, including thymocytes. Gad1/2 are glutamic
acid decarboxylase 1 or 2, and are expressed in distinct
subpopulations of inhibitory GABAergic interneurons.
Using these transgenic mice, they defined 12 neuronal
populations characterized by neurotransmitters and elec-
trophysiological properties, and analyzed gene expres-
sion profiles by microarray. Based on similarity of the
gene expression, they classified these 12 populations,
showing that this molecular taxonomy largely parallels
the traditional classification criteria (e.g. GABAergic
neurons vs. glutamatergic pyramidal neurons, neocortex
vs. hippocampus vs. amygdala).

Molecular Analysis of Striatal Projection

Neuron Subtypes

Yang and colleagues analyzed differential gene expres-
sion between striatal projection neuron subtypes using
FACS-purified cell populations from▶GENSAT project
(Gene Expression Nervous System Atlas) BAC trans-
genic mice [9,10]. In the striatum, 95% of the neurons
are projection neurons called medium spiny neurons
(MSNs), and these neurons are subdivided into two
morphologically indistinguishable neuronal subtypes:
striatonigral MSNs and striatopallidial MSNs. Current
understanding suggests that these two projection neuron
pathways provide balanced but antagonistic influences
on the basal ganglia output and behavior. It is thought
that their functional imbalance is involved in move-
ment disorders, such as Parkinson’s and Huntington
diseases, and psychiatric disorders including schizophre-
nia and depression.

Using FACS, Yang and colleagues isolated striato-
nigral MSNs and striatopallidial MSNs for microarray
studies from mice containing cell type-specific regu-
latory elements that express enhanced green fluorescent
protein (EGFP) specifically in MSN subtypes. Their
analysis identified a new set of differentially expressed
genes in addition to known MSN subtype-specific
genes, such as Penk1 and Drd2. They identified the
transcription factors Zfp521 and Ebf1 as new striatoni-
gral MSN-specific genes, which functionally interact
with each other. Importantly, they showed that the
number of striatonigral MSNs and their axonal pro-
jections to the substantia nigra are affected in Ebf1
mutant mice, whereas striatopallidal MSNs are pre-
served, demonstrating that these striatonigral MSN-
specific genes play a critical role in the development
of striatonigral MSNs.

Molecular Analysis of Neuronal Subtypes in

the Future

Although developmental, precursor, and stem cell
biology may enable future therapeutic approaches to
some diseases of the nervous system, including neuro-
degenerative diseases, little is known about individual
molecular and genetic characteristics of individual
neuronal subtypes. Understanding regarding molecular
controls over development of specific neuronal sub-
types is still in its infancy. Recent microarray technol-
ogies have enabled analysis of broad gene expression
profiles using smaller amounts of RNA (nanogram
levels). New markers and control genes now enable
dissection of neuronal diversity more and more deeply.
Additionally, availability of genetic labeling using
fluorescent proteins under neuronal subtype specific
promoters has dramatically increased. These approaches
will promote understanding of the molecular develop-
ment and molecular anatomy, and functional analysis of
individual neuronal subtypes, and reveal gene regula-
tion underlying precise development and potentially
regeneration of specific neuronal subtypes.
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Microarrays
Definition
Microarrays consist of thousands of cDNAs printed
on a glass slide. Alternatively, the GeneChip® arrays
(Affymetrix, Santa Clara, CA, USA) consist of quartz
chips on which up to 500,000 oligonucleotide probes
can exist on an area of 1.28 cm2. Both are used to
bind labelled cDNA derived from tissues or cells
of interest. Differences in the intensity of binding
between cDNA samples can be used to assess
differences in RNA expression levels between experi-
mental samples. This technology can pinpoint differ-
ences between normal and diseased tissues, identify
genes crucial to certain disease processes, and generate
gene expression profiles unique to individual tissue
samples. Such “fingerprints” are proving useful in
assignment of identity to samples and revealing relation-
ships between them.

▶Bioinformatics
Microcephaly
Definition
Developmental brain disorder characterized by a small-
sized brain and skull, often associated with mental
retardation.

▶Endocrine Disorders of Development and Growth
Microcircuits
Patterns of interaction between nerve cells which
process information such as the odor patterns.

▶The Proust Effect
Microdialysis
Definition
A technique for measuring extracellular concentrations
of substances (e.g. neurotransmitters) in tissues, usually
in vivo, by means of a small probe equipped with a semi-
permeable membrane. Substances may also be introduced
into the extracellular space through the membrane.
Micro-electrode Array (MEA)
Definition
Device for in-vivo or in-vitro multi-site, long-
term recordings of the electrical activity of neuronal
populations. MEAs may be passive (arrays of metal or
silicon electrodes), or active (electrodes and amplifiers
are integrated in the same chip). Since their introduction
in the early 80’s due to advancements in micro-
fabrication technologies, these devices have enabled
the experimental investigation of the collective dynam-
ics and computational properties of large populations of
neurons.

▶Extracellular Recording
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Microelectrophoresis
▶Microiontophoresis and Micropressure Ejection
Microfilament
Definition
A thin (approximately 7 nm in diameter) cytoskeletal
filament composed of a linear polymer of actin
subunits.
Microglia
Definition
(Greek mikros, small; glia, glue) Small supporting cells
of the central nervous system (CNS), serving as brain-
resident phagocytes and antigen-presenting cells. They
normally exist in a resting state, but a trigger (injury,
illness) can activate them to support injured tissue. If
their activation is not properly regulated, it can have
devastating side effects, including neuroxicity.

▶Microglia: Functions in Immune Mechanisms in the
Central Nervous System
Microglia: Functions in Immune
Mechanisms in the Central Nervous
System
AKIO SUZUMURA

Department of Neuroimmunology, Research Institute of
Environmental Medicine, Nagoya University, Nagoya,
Japan

Definition
Immune mechanisms are implicated in various patho-
logical conditions in the central nervous system (CNS).
Microglia are resident immune cells functioning as
either antigen presenting cells or effector cells that
destroy myelin or neurons. In contrast, they also
produce a variety of neurotrophins to support neuronal
survival. Microglia-derived cytokines induce prolifera-
tion of astrocytes, also suggesting their possible role
in gliosis formation.
Characteristics
Quantitative Description
Since ▶microglia first appear in the early postnatal
period in the brain parenchyma, they may play a role
in the development of neural cells and/or neuronal
network. Another important role of microglia is the
function as immune cells in the CNS. Microglia pro-
vide a first line defense in either infection or injury of
the brain. They express ▶CD14 and a variety of ▶toll-
like receptors (TLR). Microglia express TLR1,2,3,4,6,
which are upregulated in inflammatory lesions in the
CNS. Microglia recognize lipopolysaccaride (LPS)
or peptidoglycan on the bacterial membrane non-
specifically via these receptors to produce ▶cytokines,
such as IL-1β, IL-6, TNFα, and other inflammatory
mediators like nitric oxide (NO) or reactive oxygen
species (ROS). Microglia are also activated through
complement receptors and Fc receptors. This classical
innate immunity had been considered to be only a
defense mechanism in the CNS. The brain had long
been considered as an immunological privileged
site where specific immune responses do not occur.
However, studies in the last three decades have clearly
disclosed that this is no more the case. In acquired
immunity, microglia play a critical role, either as
antigen presenting cells (APC), or effector cells.
Microglia, as other neural cells, do not usually express
class II ▶major histocompatibility complex (MHC)
antigen that is essential for antigen presentation to
T cells. However, in some pathological conditions,
microglia are induced to express class II MHC antigens.
Although astrocytes and endothelial cells can be class II
MHC antigen-positive, the functional APC that express
all other co-stimulatory molecules are microglia.
Microglia also function as effector cells in inflamma-

tion, demyelination, and gliosis via production of various
inflammatory mediators. In addition, the recent studies
have shown the involvement of immune and/or inflam-
matory mechanisms in neurodegenerative disorders such
as Alzheimer’s disease (AD), Parkinson’s disease (PD)
and Huntington disease (HD). Activated microglia are
accumulated in or around degenerating neurons in these
diseases, and have been shown to play a principal role
in neuronal degeneration and regeneration.

Microglia as Antigen Presenting Cells
The immune response is initiated when protein antigen
is presented to T cells by APC. The APC process



Microglia: Functions in Immune Mechanisms
in the Central Nervous System. Figure 1 Molecules
and signals in antigen presentation. Antigens (black
circle) processed and expressed on class II MHC
antigens by professional antigen presenting cells (APC)
are recognized by T cell receptors (TCR), which
activates MAP kinase (MAPK), JNK and Ca2+-NFAT
system. These signal cascades activate transcriptional
regulation region to produce T cell activating factors
including interleukin-2 (IL-2).
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antigen, either foreign or self, by internalizing and
digesting it into peptide fragments. The processed
peptide fragments are then expressed on the surface of
APC as a form of MHC-peptide complex. When the
MHC-peptide complex interacts with T cell receptors
(TCR), subsequent T cell activation occurs (Fig. 1).
Class II MHC molecules present antigen to CD4-
positive T cells, while class I MHC molecules present
antigen to CD8-positive T cells. Binding of the MHC-
peptide complex to the TCR is critical, but not
sufficient, for activation of T cells. There should be
several co-stimulatory molecules that interact with
the ligands on T cells for sufficient activation. These
co-stimulatory molecules include B7.1 (CD80), B7.2
(CD86), leukocyte function associated molecule-3
(LFA-3), intercellular adhesion molecule-1 (ICAM-1),
ICAM-2 and ICAM-3. They bind to ligands on T cells
to form ligand pairs such as B7.1-CD28/CTLA4, B7.2-
CD28/CTLA4, LFA-3-CD2, ICAM-1, 2 or 3-LFA-1.
Interaction of T cells and APC occurs in a MHC-
restricted manner. The T cells recognize a foreign
antigen only when the antigen forms a complex with
self MHC molecules on APC. Therefore, the cells
expressing class II MHC and co-stimulatory molecules
constitutively are considered to be professional APC.
Those include macrophages, B cells, dendritic cells, and
Langerhans cells. Non-professional APC differs from
the professional APC by expressing little or no MHC
class II molecules constitutively, and by not having a
complete set of co-stimulatory molecules. The can-
didates for the non-professional APC in the CNS are
microglia, astrocytes and endothelial cells. They do not
usually express class II MHC antigen constitutively.
These cells, however, are induced to express class II
MHC molecules with certain inflammatory cytokines,
especially IFNγ [1], and also express some of the co-
stimulatory molecules [2]. There are evidences that
endothelial cells, astrocytes, and pericytes can process
and present protein antigens to primed CD4-positive
T cells in vitro, but the specific role of these cells as
APC in vivo is still unclear. At least, astrocytes do not
usually express class IIMHC antigens in vivo, even in the
presence of inflammatory cells. Since microglia have
very similar characteristics to macrophages and are
induced to express class II MHC antigens as discussed
above, microglia are the most possible candidates for
APC in the CNS. Microglia express co-stimulatory
molecules, such as B7, ICAM, LFA3, but only some
in astrocytes. It has been shown that human microglia,
but not astrocytes, express both B7-1 and B7-2,
suggesting that microglia is a much more suitable
candidate for local APC in the CNS. In fact, microglia
when stimulated with IFNγ can present antigen to
antigen-specific T cells in vitro. Microglia have been
shown to function as APC in pathological conditions
in vivo [3]. In bone marrow chimera of experimental
autoimmune encephalomyelitis (EAE)-susceptible and
resistant animals, EAE lesions developed only when the
perivascular microglia were replaced with an EAE-
susceptible strain, suggesting that antigen presentation
by perivascular microglia is critical for the development
of EAE lesions.

Professional APC such as dendritic cells or macro-
phages produce IL-12 and IL-18. IL-12 and IL-18 are
key cytokines in the development of autoimmune
processes, regulating differentiation of naïve T cells
into T helper 1 (Th1). To exert its activity, IL-12 needs to
form a heterodimer of P35 and P40; homodimer of P40
suppresses the functional heterodimer. Immature IL-18
is cleaved by caspase-1 to become functionally mature
IL-18 that induces differentiation of Th1 and cytotoxic
activity of NK and T cells. Microglia produce a
functional heterodimer of IL-12 upon stimulation. LPS-
stimulated microglia have bioactivity of IL-18 to induce
INFγ production by Tcells in synergismwith IL-12. This
suggested that microglia also express caspase-1.

Another IL-12 family cytokine, IL-23, is a hetero-
dimer of IL-12 p40 and p19. It has been shown recently
thatp35knockoutmice that cannot produce IL-12develop
EAE,while p40 knockoutmice that cannot produce IL-12
and IL-23 do not, suggesting that IL-23, but not IL-12, is a
critical cytokine for the Th-1 development [4]. IL-27
is also an IL-12 family member, and plays a role in the
early stage of Th-1 development. Both IL-23 and IL-27
are produced by microglia upon activation [5]. Since all
Th-1 inducing cytokines are produced by microglia in
the CNS, while IL-4 that induces Th-2 response is not
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produced, a Th-1 response occurs much more easily in
the CNS than a Th-2 response.

The most potent stimulus to induce MHC class II
antigen on neural cells is IFNγ. IFNγ has been
considered to be produced exclusively by lymphoid
cells, such as T cells or NK cells. However, microglia
can produce IFNγ upon stimulation with IL-12 and/or
IL-18 [6]. Thus, induction of MHC antigen expres-
sion on neural cells may occur without immune cell
infiltration in the CNS.

Immune Mechanisms in Neurodegenerative Disorders
Recent evidence suggests the presence of immune and/
or inflammatory mechanisms in neurodegenerative
disorders [7]. In AD, PD and HD, there is no obvious
accumulation of activated immune cells. Nevertheless,
potent inflammatory molecules such as cytokines,
chemokines, free radicals and complement are detected
in the cerebrospinal fluid and CNS lesions. Amyloid-β
(Aβ) or tau protein reportedly activates microglia
to produce neurotoxic substances to kill neurons.
Visualizing microglial activation in vivo using positron
emission tomography (PET) with activated microglial
marker, PK11195, clearly demonstrated accumulation
of activated microglia in the early stage of AD and HD.
Therefore, microglia may play a critical role in
neurodegeneration and prevention of the active inflam-
mation may suppress disease process. A non steroidal
anti-inflammatory drug (NSAID) was used for this
purpose to prevent the progression of AD, and gave
favorable results.

In contrast, microglia can also produce neurotrophic
factors, such as nerve growth factor (NGF), brain
derived neurotrophic factor (BDNF), glial cell line-
derived neurotrophic factor (GDNF) and neurotrophin-
3, 4 (NT-3,4), suggesting neuroprotective functions of
microglia. Taken altogether, immune and inflammatory
mechanisms may be involved in neurodegeneration,
where microglia play a critical role on both neuronal
degeneration and regeneration. The mechanisms of
how microglia exert the opposite effects on neurons are
currently unknown. There may be distinct subpopula-
tions of microglia, toxic versus protective. Alternative-
ly, some specific ligand-receptor complex may decide
the functions of microglia.

Microglia as Effector Cells in Inflammation and

Neuronal Degeneration

Microglia produce a variety of cytokines, such as IL-1,
IL-5, IL-6, IL-8, IL-10, IL-12 family, TNFα, and
M-CSF, in response to LPS and/or IFNγ. These stimuli
also induce chemokines, nitric oxide (NO), superoxide
(O2

−) and glutamate. TNFα, NO,O2
− have been shown to

destroy mylein and neuronal cells to induce demyelin-
ation and neuronal degeneration. Recently, it has been
shown that the most neurotoxic factor from activated
microglia is glutamate, which disturbs the mitochondrial
respiratory chain to cause energydepletion inneurons [8].
TNFα was a candidate for neurotoxic factor from acti-
vated microglia. However, in our experimental con-
ditions, TNFα did not kill neurons. Although TNFα by
itself is not a potent neurotoxic factor, it induces glutamate
production in microglia via upregulation of glutaminase.
Interestingly, thus produced glutamate is released through
the hemichannel of gap junctions but not through gluta-
mate transporters [9]. Thus, microglia can act as effector
cells in either inflammatory demyelination and neuronal
degeneration. In addition, since IL-1β, TNFα and IFNγ
induce proliferation of astrocytes in vitro, thesemicroglia-
derived cytokines may contribute to the formation of
gliosis, a scar formation in the CNS (Fig. 2).
Recently, a great deal of attention has been focused on

the relation between activated microglia through adeno-
sine 5′-triphosphate (ATP) receptors and neuropathic
pain [10]. Neuropathic pain is often a consequence of
nerve injury through surgery, bone compression, diabe-
tes, or infection. There is abundant evidence that extra-
cellular ATP and microglia have an important role in
neuropathic pain. The expression of the P2X4 receptor, a
subtype ofATP receptors, is enhanced in spinalmicroglia
after peripheral nerve injury model, and blocking
pharmacologically and suppressing molecularly P2X4
receptors produces a reduction of the neuropathic pain.
Several cytokines such as IL-1β, IL-6, and TNFα in the
dorsal horn are increased after nerve lesion and have been
implicated in contributing to nerve-injury pain, presum-
ably by altering synaptic transmission in the CNS,
including the spinal cord. Nerve injury also leads to
persistent activation of p38 mitogen-activated protein
kinase (MAPK) inmicroglia. An inhibitor of this enzyme
reverses mechanical allodynia following spinal nerve
ligation. ATP is able to activate MAPK, leading to the
release of bioactive substances, including cytokines,
from microglia. Thus, diffusible factors released from
activated microglia by the stimulation of purinergic
receptors may have an important role in the development
of neuropathic pain.

Suppression of Microglial Functions as Therapeutic

Strategy

Inhibitory cytokines such as TGFβ and IL-10 suppress
the IFNγ-induced class II MHC antigen expression and
LPS-induced cytokine production by microglia. There-
fore, suppression of microglial functions by TGFβ or
IL-10 may result in suppression of the disease process.
As expected, these inhibitory cytokines successfully
suppressed the development of EAE. The cAMP-
elevating agents, either phosphodiesterase inhibitor or
adenylate cyclase activator, suppress TNFα and NO
production by microglia. These drugs have also
effectively suppressed the development of EAE and
clinical relapse of multiple sclerosis (MS). Analysis of



Microglia: Functions in ImmuneMechanisms in the Central Nervous System. Figure 2 Functions of microglia in
immune and inflammatory mechanisms in the CNS.Microglia produce a variety of neuroprotective and neurotoxic
factors. These factors play a role on the development of demyelination, neuronal degeneration, regeneration, and
gliosis. Infiltrating T cells, especially Th1 cells, activate microglia to function as effector cells in neuroinflammation.
Arrows indicate functions of soluble factors from microglia, and dotted lines indicate functions of Th1-derived factors.
E: endothelial cells, oligo: oligodendrocytes, other abbreviations are indicated in the text.
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the cytokine profile in CD4-positive T cells during the
treatment of MS shows that phosphodiesterase inhibi-
tors induce a Th1 to Th2 shift. Since phosphodiesterase
inhibitors upregulate IL-10 and down-regulate IL-12
production by microglia, this mechanism may be
involved in the Th1 to Th2 shift to suppress MS relapse.

HMGCo-A reductase inhibitors (statins) may also be
useful to suppress EAE via suppressing microglial
activation, cytokine production and induction of MHC
antigen. Statins are now the candidates for the treat-
ment of MS, ischemic brain disease and neuronal
degeneration.

As discussed above, neurotoxic glutamate is released
from microglia via gap junctions. In addition, microglia
produce glutamate by glutaminase using extracellular
glutamine as a substrate. Thus, inhibitors for gap junc-
tion or glutaminase may be able to suppress glutamate
from activating microglia without affecting physiologi-
cal glutamate. These drugs are another candidate for the
treatment of neurodegenerative disorders.
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Microglial Cell
Definition
Themicroglial cell is the smallest of the neuroglial cells.
It is of mesodermal origin and some can act as
phagocytes absorbing and digesting up neuronal waste
products and debris.
Microglial Signaling Regulation
by Neuropeptides
KYOUNGHO SUK

Department of Pharmacology, School of Medicine,
Kyungpook National University, Daegu, Korea

Definition
Neuropeptides are short-chain peptides found in brain
tissue, with some functioning as neurotransmitters and
others functioning as hormones. Recent studies indicated
that neuropeptides may directly or indirectly regulate
glial functions in the central nervous system (CNS).
Described here are the effects of neuropeptides pituitary
adenylate cyclase-activating polypeptide (PACAP) and
corticotropin-releasing hormone (CRH) on inflam-
matory activation of microglia and intracellular signal
transduction pathways associated with the microglial
activation. As microglia are believed to function as
the resident immune defense system of the brain and to
participate in neuroinflammation in response to intrinsic
or extrinsic stimuli, the neuropeptides may modulate
immune and inflammatory responses in the CNS by
influencing microglial signaling.

Characteristics
Description of the Structure/Process/Conditions
Microglia and Neuroinflammation
The central nervous system (CNS) consists of neuron
and neuroglia. Neuroglia were once merely thought
of as a structural support for neurons in the CNS. In-
creasing evidence now indicates that neuroglial cells
actively participate in brain functions by nurturing
neurons and facilitating neuronal activity. Four different
types of neuroglial cells – oligodendrocytes, ependymal
cells, astrocytes, and ▶microglia – fulfill distinct tasks.
Oligodendrocytes are the myelin-forming cells of the
CNS and they ensure rapid signal conduction in
the white matter. Ependymal cells constitute the lining
of cerebral ventricles. Astrocytes provide guiding
structures during development and they represent
important elements for controlling the composition
of the extracellular space mediating signals between
the brain endothelium and the neuronal membrane.
Microglial cells are immunocompetent cells in the brain
and their functional role is best defined as the first
responsive elements during pathologic events in the
CNS [1]. Microglial cells are ubiquitously distributed in
the CNS and comprise of up to 20% of the total glial cell
population in the brain [2]. Microglial cells function in a
manner similar to monocytes/macrophages in the
periphery. Microglia, as the CNS resident phagocytes,
migrate to the area of injured nervous tissue, and they
engulf and destroy microbes and cellular debris. In
response to brain injury or infection, microglia are
mobilized to secrete various soluble immune mediators
such as cytokines and chemokines, and they function as
immunocompetent cells expressing MHC class I and II
molecules. Activated microglia also secrete neurotoxic
inflammatory cytokines and mediators such as tumor
necrosis factor (TNF)α and nitric oxide (NO), which
may initiate or amplify the neuroinflammatory res-
ponses [3,4] (Fig. 1). The activation of microglial cells
may initially be aimed at protecting neurons. Activation
of microglial cells and inflammatory products derived
from them, however, have also been implicated in
neuronal destruction commonly observed in various
neurodegenerative diseases [4] (Fig. 1). Recent studies
indicated that brain inflammation is closely associated
with the pathogenesis of neurodegenerative diseases.
Compared with inflammation in peripheral tissue,
inflammation in the brain appears to follow distinct
pathways and time courses. The major immune cells
that respond to and produce inflammatory stimuli in
the brain are microglia. The inflammatory responses in
microglia are coordinately regulated by the production
of cytokines, chemokines, proteases, and reactive
oxygen or nitrogen species. These molecules function
in a synergistic and/or antagonistic manner, eventually
leading to neurodegeneration via inflammatory cas-
cades. The activation of microglia is regulated by
signals from neurons and astrocytes as well as various
systemic signals.

Intracellular Signal Transductions of Microglial Activation
Microglia exert both positive and negative effects on the
nervous system. As the first line of defense, microglia
protect neurons against toxic insults, while the chronic
and excessive activation of microglia may play direct
or indirect roles in various neuropathologies [5]. The
signals that activate microglia or that are produced
by activated microglia could be neutralized in order to
suppress the negative effects of microglia. Alternative-
ly, intracellular signal transduction pathways that are
involved in microglial activation could be interrupted to
block microglial activation. Many endogenous and



Microglial Signaling Regulation by Neuropeptides. Figure 1 A role of microglial activation in neurodegeneration.
Resting microglia (ramified type) can be activated by inflammatory stimuli such as LPS, IFNγ, and hypoxia. Activated
microglia (amoeboid type) produce a variety of inflammatory mediators including nitric oxide, TNFα, and IL-1β, which
in turn cause neuronal injury and neurodegeneration (and possibly other CNS disorders). Damaged neurons also act
as a stimulus that induces neuroinflammation. This constitutes a vicious cycle by which the process of inflammation-
mediated neurodegeneration is perpetuated.
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exogenous agents have been demonstrated to influence
the microglial signal transduction. Signal transduction
pathways that have been shown to be associated with
microglial activation include NF-κB, MAPKs, STAT/
IRFs, and TLRs.

NF-κB constitutes a canonical pathway of microglial
activation in neuroinflammation. NF-κB regulates a
wide variety of inflammatory gene expressions in
microglia, and its signaling pathways are well char-
acterized. Upon the stimulation of microglia with a
wide variety of inflammatory mediators, IκB kinase
(IKK) is activated to phosphorylate IκB. Phosphory-
lated IκB triggers its degradation through the ubiquitin
system, where the target molecule is masked by
a chain of ubiquitins for degradation by the 26S
proteasome. The free NF-κB can then translocate to the
nucleus and activate the transcription of numerous
inflammatory genes. NF-κB has been shown to mediate
the transcriptional activation of CD40, inducible nitric
oxide synthase (iNOS), cyclooxygenase (COX)-2,
chemokines, TNFα, interleukin (IL)-1 and other cyto-
kines upon the stimulation of microglia with lipopoly-
saccharide (LPS; endotoxin), transglutaminase 2, S100B,
thrombin, gangliosides, plasminogen, advanced glyca-
tion endproducts (AGEs), and neuromelanin. NF-κBalso
plays an important role in a number of neuropathology
occurring in neurodegenerative processes and neuronal
cell death [6, 7]. NF-κB activation can prevent the death
of neurons by inducing the production of anti-apoptotic
proteins. Molecular pathways upstream and downstream
of NF-κB in neurons are being elucidated and may
provide novel targets for therapeutic intervention in
various neurological disorders. MAPK pathways have
been implicated in the inflammatory activation of glial
cells. MAPKs consist of three subgroups:▶p38 MAPK,
extracellular signal regulated kinase (ERK), and c-Jun
N-terminal kinase/stress-activated protein kinase (JNK/
SAPK). These kinases are activated by the phosphoryla-
tion of both tyrosine and threonine residues that is
catalyzedby specific upstreamMAPKkinase (MAPKK).
Activated MAPKs phosphorylate their specific substra-
tes on serine and/or threonine residues, thus ultimately
leading to the activation of specific subsets of transcrip-
tion factors. While ERKs are stimulated mainly by
growth factors and tumor promoters, p38 MAPK and
JNK/SAPK are activated by inflammatory stimuli and
environmental stresses such as osmotic shock. In the
CNS, ERKs and p38MAPKhave been shown to regulate
the iNOS and TNFα gene expression in endotoxin-
stimulated primary glial cultures. In addition, MAPKs
play a crucial role in regulating the neurochemistry of
N-methyl-D-aspartate receptors, their physiologic and
biochemical/biophysical properties, and their potential
role in pathophysiology [8]. JAK/STAT1 and IRF-1
constitute the main component of IFNγ signaling in
microglia. IFNγ phosphorylates STAT1 through JAK
and subsequently the IRF-1 expression is induced. As a
transcription factor, these two gene products regulate the
expression of numerous IFNγ-inducible genes, thereby
playing a critical role in the cellular response to IFNγ. The
specific inhibition of JAKbyAG490 attenuated the IFNγ-
induced NO production in microglia as well as in mixed
glial cultures, thus demonstrating the critical role of JAK
in IFNγ signaling in theglia. In contrast to the downstream
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signaling events of microglial activation that have been
partly elucidated, little is known about the early signaling
events proximal to the plasma membrane. Toll-like
receptors (TLRs) play a critical role in early innate
immunity to invading pathogens by sensing microorgan-
isms.TLRsare evolutionary conservedhomologuesof the
Drosophila Toll gene, which recognize structural motifs
that are only expressed on microbial pathogens called
pathogen-associated molecular patterns (PAMPs).
PAMPs include bacterial DNA, flagellin, and their cell
wall components such as LPS, peptidoglycan, and
lipopeptides. The stimulation of TLRs by these PAMPs
initiates a signaling cascade that involves a number of
Toll/IL-1 receptor (TIR) domain-containing adaptor
proteins (MyD88, TIRAP/Mal, TRIF, TRAM), protein
kinases (IRAK-1, IRAK-M, MAPK), and other signaling
intermediates (TRAF6, Tollip). The TLR-initiated signal-
ing pathways ultimately lead to the activation of NF-κB,
PKR, STAT1, and IRFs. Some of these signaling
pathways are involved in the microglial activation.
Regulation of the Structure/Process/Conditions
Regulation of Microglial Signal Transductions by

Neuropeptides

▶Neuropeptides are short-chain peptides found in brain
tissue, with some functioning as neurotransmitters
and others functioning as hormones. Recent studies
indicated that neuropeptides may directly or indirectly
regulate glial functions in the CNS. Among many
neuropeptides, this essay focused on the effects of
PACAP and CRH on inflammatory activation of mic-
roglia and intracellular signal transduction pathways
associated with microglial activation.

Effect of PACAP
Pituitary adenylate cyclase-activating polypeptide
(PACAP) is a neuropeptide that was first identified as
an activator of adenylate cyclase in rat anterior pituitary
cells. PACAP is widely distributed in the brain and
peripheral organs, notably in the endocrine pancreas,
gonads, and respiratory and urogenital tracts. Consis-
tent with its widespread distribution, PACAP exerts
multiple actions in the CNS and periphery through
three distinct receptor subtypes – PAC1, VPAC1, and
VPAC2. In the CNS, PACAP is thought to act as a
neurotrophic factor during development, whereas the
neuropeptide seems to function as a neuroprotector
against various insults in the adult brain [9]. PACAP
also elicits a broad spectrum of biological effects
on natural and acquired immunity [10]. PACAP has
been shown to inhibit cytokine production and the
proliferation of T cell, and to inhibit several macro-
phage functions, including phagocytosis, respiratory
burst, chemotaxis, and cytokine production. It has also
been shown that PACAP inhibits inflammatory activa-
tion of microglia through VPAC1 receptor. PACAP
inhibited production of chemokines and CD40 expres-
sion from LPS-stimulated microglia. However, little
information is available regarding the effect of PACAP
on microglial signal transduction pathways. In one
report, PACAP inhibited the JNK signaling pathway in
endotoxin-activated microglia. PACAP inhibited TNFα
production from rat microglia following spinal cord
injury via a cAMP-dependent pathway. PACAP has
also been reported to inhibit LPS-stimulated production
of inflammatory mediators by inhibiting NF-κB
activation. Moreover, PACAP inhibition of NF-κB-
controlled gene expression was mediated via inhibition
of CBP-NF-κB interaction. A recent study systemati-
cally evaluated the effect of PACAP on signal
transduction of microglia initiated by various inflam-
matory stimuli, in an attempt to better understand
how the neuropeptide PACAP influences CNS inflam-
mation [11] (Fig. 2). In that study, the BV-2 mouse
microglia cell line was utilized as a model system to
determine the effect of PACAP on microglial signal
transduction. The BV-2 cell line was originally esta-
blished by oncogenic viral transformation of primary
microglial cells derived from mouse brain. The cell line
is known to exhibit morphological and functional
properties that are similar to freshly isolated microglia,
and has been widely used for the investigation of
microglial activation. It has been shown that PACAP
suppresses the inflammatory activation of BV-2 micro-
glia via specific inhibition of LPS-induced p38 MAPK
pathway (Fig. 2): (i) pretreatment of BV-2 cells with
PACAP resulted in a significant decrease in LPS-
or IFNγ-induced NO production as well as iNOS
and IL-1β mRNA levels; (ii) the inhibitory effect of
PACAP appeared to be mediated through an increase
in intracellular cAMP; (iii) PACAP inhibition of
LPS-induced NO production was accompanied by
inhibition of p38 MAPK activation, but not ERK,
JNK, or NF-κB; and (iv) IFNγ-induced STAT-1
activation or IRF-1 induction was not significantly
influenced by PACAP [11].
As it has previously been shown that hypoxia induces

inflammatory activation of cultured microglia and their
inducible nitric oxide synthase induction via the p38
MAPK pathway [12], it was hypothesized that the
neuropeptide may inhibit the hypoxic activation of
microglia, and this may provide a neuroprotection
against inflammation-induced neuronal injury. When
this possibility was tested using cultured microglia
and PC12 cells, it was found that PACAP attenuates
inflammatory activation of microglia under hypoxic
condition, and protects co-cultured PC12 cells from
microglial neurotoxicity [13]. In addition, the neuro-
peptide reduced the hypoxia-induced activation of p38



Microglial Signaling Regulation by Neuropeptides. Figure 2 Schematic diagram of microglial signal transduction
following exposure to LPS, IFNγ, and other inflammatory or stress signals: the action sites of PACAP and CRH. After
treatment of microglia with LPS, TLR4 signaling is initiated with the ensuing NF-κB activation and IFNβ production,
which feeds back to evoke the secondary signaling. IFNγ induces STAT1 activation followed by IRF-1 induction.
Hypoxia and stress signals initiate three subgroups of MAPK pathways. NF-κB, STAT/IRF, and MAPKs commonly
induce the transcription of a wide variety of inflammatory genes. PACAP specifically inhibits p38 MAPK, while CRH
induces apoptosis of microglia via mitochondrial pathway (ROS production and caspase-9 activation with
subsequent caspase-3 activation).
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MAPK, indicating that the p38 MAPK is also a
molecular target of the PACAP action in microglia
under the hypoxic condition. The neuroprotective
effects of PACAP in animal models of cerebral
hypoxia/ischemia may be partly due to its direct actions
on brain microglia and neurotoxic inflammation.

Effect of CRH
Corticotropin-releasing hormone (CRH) plays a pivotal
role in stress responses as a keymediator of hypothalamic-
pituitary-adrenocortical system [14].CRH is released from
the hypothalamus, and then carried to the pituitary gland,
where it causes secretion of the adrenocorticotropic
hormone (ACTH) that triggers cortisol secretion from the
adrenal glands. The peptide hormone has also been impli-
cated in the regulation of neuronal cell survival, exerting
either neurotoxicor neuroprotective effects.Peripheral sec-
retion of CRH is involved in the modulation of peripheral
immune responses by acting at specific receptors on mul-
tiple populations of immune cells to produce a wide range
of effects. Earlier works support a proinflammatory role
of CRH: it induced activation of monocytes/macrophages,
T cells, and mast cells. In the CNS, primary microglia
cultures, microglial cell lines, and microglia in vivo have
been shown to be a direct target of CRH action. Microglia
express CRH receptor 1 (CRH-R1), and the ligation of this
receptor by CRH induced TNFα release in cultured rat
microglia, IL-18 and β-endorphin production inmicroglial
cells, and cAMP accumulation in mouse microglia,
respectively.

Proapoptotic activity of CRH has previously been
reported in the PC12 rat pheochromocytoma cell line
with neuronal characteristics, where CRH induced Fas
ligand expression and ▶apoptosis. CRH also increased
the apoptosis of activated T cells through Fas ligand
induction, suggesting a role for CRH in immunotoler-
ance. Based on these proapoptotic activities of CRH, the
effects of the neuropeptide on the survival or death of
purified microglia have been investigated [15]. While
vasoactive intestinal peptide, substance P, cholecystoki-
nin, or neuropeptide Y did not affect microglial cell
viability, CRH induced a classical apoptosis of mouse
microglia in culture as evidenced by nuclear condensa-
tion and fragmentation, TUNEL staining, and cleavage
of caspase-3 and poly (ADP-ribose) polymerase (PARP)
protein (Fig. 2). CRH, however, did not influence nitric
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oxide production or inflammatory gene expression
including cytokines and chemokines, indicating that
CRH did not affect the inflammatory activation ofmicro-
glia. The CRH-induced microglial apoptosis appeared to
involve a mitochondrial pathway and reactive oxygen
species (Fig. 2). Taken together, these results indicate that
the stress neuropeptide CRH may regulate neuroinflam-
mation by inducing the apoptosis of microglia, the major
cellular source of inflammatory mediators in the CNS.

Function
Regulation of Microglial Signaling by PACAP
PACAP has been proposed as a deactivator of innate
immune responses. In the CNS, PACAP suppressed
neuroinflammation by inhibiting inflammatory activa-
tion of microglia. Therefore, PACAP may act as a
neuroprotector by inhibiting microglial activation under
the conditions where inflammatory responses asso-
ciated with microglial activation play an important
pathogenic role in neuronal injury. In fact, the neuro-
protective effect of PACAP has been well documented
in a variety of experimental models in vivo as well as
in vitro. PACAP has been reported to reduce brain
damage after global and focal ischemia in vivo. Also,
PACAP has been found to prevent neuronal cell death
under various neurotoxic conditions in vitro: PACAP
protected cerebellar granule neurons against oxidative
stress- or ethanol-induced apoptosis; it reduced LPS-
induced neurotoxicity in mixed cortical neuron/glia
cultures; and it attenuated β-amyloid-induced toxicity
in PC12 cells. Although some of these previous works
have shown that PACAP may act on neurons directly
to exert its neurotrophic or neuroprotective activities, it
has also been suggested that inhibition of pathological
activation of microglia may be another way that PACAP
exerts its neuroprotective effects in vivo. The findings
that PACAP specifically inhibits p38 MAPK activation
thereby resulting in down-regulation of inflammatory
activation of microglia enhance our understanding of
the mechanistic basis of the neuroprotective action of
PACAP. The cellular target of PACAP action in the
CNS may be either microglia or neurons, and the mole-
cular target of PACAP in microglia appears to be p38
MAPK.

During cerebral ischemia, hypoxia may not only im-
pose the damage on neurons directly, but also promote
neuronal injury indirectly via microglial activation. The
neuroprotective PACAP also inhibited microglial acti-
vation under hypoxic conditions, thereby suggesting
that PACAP may directly act on microglia to exert
its neuroprotective effects against hypoxia/ischemia. In
addition, using a co-cultureofmicroglia andPC12cells, it
has been shown that PACAP is protective against
microglial neurotoxicity. In the co-culture system, it
was demonstrated that: (i) hypoxia could stimulate
microglia to secrete neurotoxicmolecules,which actually
mediated PC12 cell death; and (ii) PACAP acted on
microglia to block their activation under hypoxic
condition, mitigating PC12 cell death [13]. The results
corroborated the hypothesis that the PACAP inhibition of
hypoxic activation of microglia is neuroprotective.

Induction of Microglial Apoptosis by CRH
Activated microglia are believed to contribute to
neuronal damages in neurodegenerative diseases or
stroke through the excess release of proinflammatory
and/or cytotoxic factors [4]. An apoptotic elimination
of activated microglia has recently been suggested as
one way of regulating the microglial activation in vitro
as well as in vivo [15]. It has recently been reported
that a stress neuropeptide CRH induces apoptosis of
microglia, and reactive oxygen species (ROS) genera-
tion and mitochondrial pathways are involved in the
CRH-induced microglial apoptosis. Ase microglia play
a central role in inflammatory responses in the CNS, the
current results indicate an important link between the
stress response and the neuroinflammation, and may
have a relevance to CNS pathologies under stress con-
ditions. An abnormal production of CRH under stress
conditions may deregulate the self-regulatory microglial
apoptosis, thereby contributing to CNS diseases.
CRH may exert dual effects on microglia depending

on their proliferative state. CRH seems to enhance
proliferation of serum-starved microglia to some extent,
while it may induce apoptosis of normally growing
microglia (at the inflammatory sites in vivo). The CRH-
induced proliferation was also observed in astrocytes
cultured under serum-free conditions, while CRH inhi-
bited proliferation of mouse melanoma cells that were
actively progressing through the cell cycle. CRH did not
affect the viability, proliferation, or apoptosis in astrocyte
cultures that were maintained with 5% serum. Astrocytes
have previously been reported to express CRH receptor.
These results suggest that CRH exerts differential effects
on cell proliferation or viability depending on the condi-
tions under which the cells reside.
CRH mediates immunological, autonomic, and

behavioral responses to stress. In the CNS, CRH
has been shown to act on glia to exert either neurotoxic
or neuroprotective effects depending on the experimen-
tal systems employed. In addition, the neuropeptide
induced apoptosis of microglia, a cellular population
that plays a pivotal role in neuroinflammation. As
neuroinflammation is closely associated with neuronal
injury and neurodegenerative diseases, the CRH in-
duction of microglial apoptosis suggests an existence
of the interconnection among stress responses, neuro-
inflammation, and CNS disorders. However, further
study is required to precisely understand the in vivo
relevance of the CRH-induced microglial apoptosis,
and to determine the molecular mechanisms underlying
the CRH-induced microglial apoptosis.
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Microgliosis
Definition
Aggregation of microglia in the brain in response to
hypoxia/ischemia or infection. Microglial activation
involves increased recruitment of cells through mitosis
of resident microglia and probably also from bone
marrow derived precursors that infiltrate the central
nervous system (CNS). Microglia phagocytose debris
occurring as a result of injury, programmed cell death
and possibly axonal and dendritic remodelling. Pro-
longed microglial activation in inflammation can
release toxic substances including cytokines and cause
cell death.

▶Cytokines
Micrographia
Definition
Small handwriting, usually a sign of bradykinesia in
Parkinson disease. Micrographia is best brought out by
asking the patient to write continuously in cursive
letters without resting or taking the pen off the paper.

▶Parkinson Disease
Microgravity
Definition
A condition of cancelled terrestrial gravitational force
(weightlessness) during orbital flight in space.

▶Autonomic Function in Space



2364 Microiontophoresis and Micropressure Ejection
Microiontophoresis
and Micropressure Ejection
Microiontophoresis and Micropressure Ejection.
Figure 1 Intracellular recording of responses evoked
from a respiratory neuron during extracellular s of an
excitatory neurotransmitter analog. Upper panel:
Recording and microiontophoresis arrangement The
sharp tip of the recording micropipette penetrates the
cell membrane and records membrane potential
changes evoked during extracellular iontophoresis of
N-methyl-D-aspartate (NMDA), an amino acid that binds
to a subtype of receptor for the excitatory
neurotransmitter glutamate. Iontophoresis of NMDA is
accomplished by applying negative d.c. current from a
current pump connected to a silver wire inserted in a
pipette containing 0.1 M Sodium NMDA, a negatively
charged compound. Lower panels: Responses to NMDA
recorded intracellularly from a respiratory neuron in an
anesthetized cat. Traces, top to bottom in each panel,
are: Membrane potential (MP), the time integral of
neuron action potential frequency, the time integral of
action potential frequency recorded from the phrenic
nerve and the electroneurogram of phrenic nerve activity
(PNA) (Lalley and Bischoff, unpublished data).
PETER M. LALLEY

Department of Physiology, The University of
Wisconsin School of Medicine and Public Health,
Medical Sciences Center, Madison, WI, USA

Synonyms
Microelectrophoresis; Iontophoretic application; Pres-
sure micro-ejection

Definition
Microelectrophoresis: Ejection of charged molecules
from a capillary microelectrode close to or within a
nerve or muscle cell by electrical current.

Micro-pressure ejection: Ejection by pressure of a
small liquid volume containing a chemical or drug from
a micropipette in the vicinity of a cell or group of cells.

Purpose
▶Microiontophoresis and Micro-pressure Ejection are
used to apply drugs or chemicals to nerve cells. The
ejected agents bind to cell membrane binding sites
(▶receptors) or cross the cell membrane, altering the
cell’s excitability. The methods are also used to mark
the location of cells in a region of the central nervous
system.

Principles
Microiontophoresis
Microiontophoresis involves the ejection of charged
drugs or chemicals from a conductive electrolyte
solution in a glass capillary micropipette into the
extracellular milieu of cells or into a cell’s cytoplasm.
Direct current (d.c.), either negative or positive and
ranging from nanoamperes to microamperes (109–106

amperes), is passed from a “current pump” through a
fine silver wire to a micropipette solution containing
positively- or negatively-charged molecules to be
ejected. To eject the substance, current of a polarity
identical to its charge is applied. Between ejections,
applying current of opposite polarity retains the
substance. Thus, for example, acetylcholine (ACh+)
would be ejected with positive current and retained by
negative current.

Extracellular microiontophoresis is commonly used
to test several substances on a neuron by ejecting them
sequentially or simultaneously from a ▶multibarrel
microelectrode assembly (Fig. 1). Several ▶neuro-
transmitters or analogs that bind to cell receptors and
alter action potential discharges as well as substances
that block the neurotransmitter’s receptor sites can be
tested on the same cell. After testing, a dye can be
ejected to mark the location of the cell.
Present day microiontophoresis units typically con-

sist of 6–7 constant current pumps, or channels. Each
pump provides a separate, independent source of
ejecting or retaining current that is passed through a
silver wire to a current-conducting electrolyte solution,
typically 165 mMNaCl solution containing the charged
chemical. The current pump incorporates a high voltage
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▶field effect transistor (FET) amplifier with plus or
minus outputs in the nanoampere range (typically, up
to ± 200 × 109 amperes). Some units may have pumps
capable of generating microampere currents for dye
ejection. Channel output is measured and recorded by a
▶galvanometer and can be operated manually, pro-
grammed for automatic sequential operation or con-
trolled externally, e.g. by computer. A summing, or
neutralizing channel applies a current that is the sum of
all applied currents but of opposite polarity to a separate
barrel of the array. The neutralizing current balances out
ejecting and retaining currents that might otherwise
pass through the extracellular fluid to alter excitability
by direct electrical field effects on the cell membrane.

Intracellular microiontophoresis of a chemical allows
nerve cells to be labeled for subsequent histological
identification, or it can be used to study the actions of a
substance that alters excitability through actions on
intracellular signaling proteins. The ejecting current is
most often delivered while recording with a conven-
tional capillary microelectrode, or with ▶theta glass
capillary tubing (▶theta tubing). On one side of
the ▶theta glass septum is the electrolyte and a fine
Ag/AgCl wire connected to an amplifier to record
bioelectric signals, and on the other side is the solution
of molecules to be ejected and a silver wire connected to
the current pump.

Extracellular microiontophoresis can be combined
with intracellular recording to more thoroughly analyze
effects of ejected substances on membrane potential
(Fig. 1). A single glass capillary micropipette for
intracellular recording is either glued side by side to a
multibarrel microiontophoresis assembly, or a record-
ing micropipette is inserted into the enlarged central
orifice of a customized multibarrel array. In either case
the tip of the recording pipette projects beyond the
multibarrel tips, usually by 40–50 μM.
Advantages and Disadvantages
Advantages and Disadvantages of Microiontophoresis
Microiontophoresis has three principal advantages
over other methods of drug and chemical delivery.
(i) Diffusion barriers and breakdown by enzymes that
impede access to neurons by parenteral administration
can be avoided. (ii) Effects of neurotransmitters, their
congeners, second messengers and receptor blockers
can be analyzed on a single cell. (iii) Many cells can be
tested in an experiment.

There are two major disadvantages. (i) Neuronal
responses can be evoked with the applied electric
current and interpreted as drug or chemical effects,
however there are well-established control procedures
[1] that minimize the potential for such current arti-
facts. (ii) The concentration of the ejected substance at
the site of action is unknown, however there are
procedures to determine relative potencies of test
substances [2,3].

Micro-Pressure Ejection
Pressure ejection is used to deliver uncharged or poorly
charged substances to the vicinity of neurons. The
technique is useful for in vivo and in vitro studies. In the
in vitro slice preparation, separate recording and
pressure-ejection pipettes are positioned close to the
target neuron. In the in vivo preparation, ▶micropres-
sure ejection has been used in two general ways:

1. Single micropipettes with relatively large tips (10 μm
or greater) have been used to inject nanoliter
volumes for the purpose of altering the excitability
of groups of neurons in a small area.

2. Volumes less than 1nl of neuroactive drugs and
neuromodulators have been applied to single
neurons from▶multibarrel assemblies during extra-
cellular or intracellular recording [4].

Volumes of neuroactive substances are ejected from
micropipettes connected by soft catheter tubing and
high-pressure tubing to a source of compressed gas,
usually nitrogen. A switch- or ▶TTL pulse-controlled
▶solonoid valve is used to deliver pulses of known
pressure and duration.

The general procedure is to microscopically measure
with a reticule the length (L) of fluid ejected under
pressure from a pipette of known internal radius (r).
Volume (V) can then be calculated from V = π r2 L.
From the known concentration of the pipette solution,
the amount of substance ejected can be calculated. The
volume ejected is linearly proportional to either the
applied pressure with ejection duration held constant, or
to ejection duration when pressure is constant [4].

Micropipettes with tip resistances between 1.0 and
1.4 MΩ resistance will usually eject uniform volumes
for a given pressure and duration over long test periods.
Pipettes with finer tips tend to plug in brain or spinal
cord tissue, whereas larger tips (resistance less than
1.0 MΩ) produce variable results, and larger volumes
are ejected that are more likely to produce volume-
related response artifacts [4,5].

Advantages and Disadvantages of Micro-Pressure

Ejection

Pressure ejection has several advantages. (i) Uncharged
drugs and chemicals that can be made soluble in an
aqueous medium can be tested on neurons. (ii) As with
microiontophoresis, diffusion barriers and enzymatic
degradation outside the central nervous system are
circumvented. (iii) There is no possibility for current
artifacts, as with iontophoretic drug delivery. (iv) The
essential equipment is relatively inexpensive.
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Disadvantages include (i) Potential effects on neurons
related to pH when substances are made soluble by pH
values <5.5 and >8. (ii) Solution volume can produce
injury discharges and changes of membrane potential,
and can move nerve cells away from the recording and
drug delivery assembly. (iii) Solvents other than water,
such as ethanol or dimethylsulfoxide, can also alter
neuron behavior. (iv) Solutions of high osmolarity can
affect neuron responses through redistribution of
cytoplasmic and extracellular water.
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Microneurography
Definition
Technique developed by Karl–Erik Habarth and Åke
Vallbo in Upsalla, Sweden, in which an insulated
tungsten microelectrode is inserted percutaneously into
an accessible peripheral (or cranial) nerve to record
electrical signals from nerve fibers (axons) in awake
human subjects. The technique is used to record from
groups of axons or, usually, single type-identified axons
such as muscle spindles, tendon organs and tactile
afferents. Microneurography also allows one to record
from single unmyelinated axons, such as afferent C
fibers or sympathetic axons. The technique has
contributed significantly to our understanding of
sensorimotor control, pain and cardiovascular control.

▶Cutaneous Mechanoreceptors, Functional Behavior
▶Muscle Spindle
▶Tendon Organs
Microoxic
Definition
Conditions characterized by low concentrations of
oxygen.
microRNA
▶miRNAs in Neurobiology
Microsaccades
Definition
A saccade which ranges from about 0.01°–0.3° in
amplitude and is unconsciously generated at a rate of
1–2 Hz during fixation but is suppressed during tasks
requiring fine visual discrimination. The functional role
of micro-saccades is unclear as yet; to some degree they
appear to correct for fixation errors from slow eye drifts,
and they may contribute to avoid fading of the visual
scene (which occurs if its image is stabilized on the
retina), although other involuntary micro-movements of
the eyes could serve the same purpose.

▶Saccade, Saccadic Eye Movement
Microsatellite Markers
Definition
Highly polymorphic di-, tri- or tetranucleotide repeat
sequences which are scattered over the genome.
Mapped microsatellites are used in linkage analysis to
locate disease genes. Furthermore, their highly poly-
morphic nature makes them useful for forensic analysis
and paternity testing, for example.

▶Bioinformatics
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Microstimulation
Definition
Low intensity (less than about 100 μA) electrical
activation of a region of the brain through a
microelectrode.
Microtubule
M

Definition
Microtubules form a major part of the cell’s cytoskele-
ton and are found in most eukaryotic cells. Structurally,
microtubules are hollow cylinders that are �24 nm in
diameter with a wall thickness of about 5 nm and with
13 protofilaments that consist of the dimeric protein α-
and β-tubulin. Microtubules exhibit a structural and
functional polarity with a minus (−) end and a plus (+)
end. Microtubule-organizing centers nucleate the
assembly of microtubules from their -end. In a process
known as dynamic instability, microtubule plus ends
undergo alternating phases of growth and shrinkage.
Microtubules associate with a wide range of proteins
(e.g., microtubule-associated proteins (MAPs) which
contribute to the dynamism of the microtubule net-
works, and motor proteins involved with transport such
as kinesin). Microtubules are involved in a number of
cellular processes such as cell elongation, migration and
maintenance of cell shape. Microtubules also serve as
tracks for the movement of molecular cargo in cells; in
neurons this is particularly important where material
needs to be transported down the length of the axon
(axonal transport).

▶Cytoskeleton
▶Kinesin
▶Microtubule-sssociated Proteins (MAPs)
Microtubule-associated Proteins
(MAPs)
Definition
Proteins that interact with microtubules of the cytoskel-
eton. Neurotrophin binding and activation of the
mitogen-activated protein kinase (MAPK) pathway
results in MAP phosphorylation, leading to increased
stabilization of microtubule structure.

▶Cytoskeleton
▶Mitogen Activated Protein Kinase (MAPK)
▶Microtubule
Microvilli
Definition
Small processes found on the receptive surface of
sensory cells, such as taste cells, olfactory cells, or
Merkel cells.
Micturition, Neurogenic Control
WILLIAM C. DE GROAT

Department of Pharmacology, University of Pittsburgh
Medical School, Pittsburgh, PA, USA

Synonyms
Neural control of voiding; Neural control of the lower
urinary tract; Urination

Definition
Micturition
Storage and periodic elimination of urine are dependent
on a complex neural control system that coordinates
the activity of two functional units in the lower urinary
tract: (i) a reservoir (the urinary bladder) and (ii) an
outlet (consisting of the bladder neck, urethra, and
striated muscles of the ▶pelvic floor) [1–3]. During
urine storage the bladder outlet is closed and the bladder
is quiescent, thereby maintaining a low intravesical
pressure over a wide range of bladder volumes. A low
intravesical pressure is essential to allow urine flow
from the kidney into the bladder. During micturition
(▶Bladder control (neural)), outlet resistance is reduced
as a consequence of relaxation of the pelvic floor
and periurethral striated muscles in conjunction with
mechanical shortening of the urethra and opening of
the bladder neck. These changes are followed in a
few seconds by a bladder contraction and a rise in
intravesical pressure, which is maintained until the
bladder is empty. This reciprocal relationship between
bladder and outlet is controlled by neural pathways
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(▶Urogenital reflex) that are organized in the brain and
lumbosacral spinal cord.

Characteristics
During urine storage intravesical pressure is usually
below 10 cm H2O and maximal pressure in the urethral
outlet is high (70–100 cmH2O) [1]. Cystometric studies
in normal healthy women revealed that the first
sensation of bladder filling and the first desire to void
occur on average at mean bladder volumes of 160 and
320 ml, respectively. Voiding occurs at intravesical
pressures ranging between 50 and 70 cm H2O and
normal maximal urine flow rates range between 20 and
30 ml/min. Healthy women normally void 5–7 times
per day at a mean volume of 300 ml.

Peripheral Nervous System
The lower urinary tract is innervated by three sets of
nerves arising at the lumbosacral level of the spinal
cord [1–3]. Like other visceral organs, the bladder and
urethra receive an innervation from both divisions of the
autonomic nervous system. Parasympathetic pregan-
glionic pathways, which arise from neurons in the
intermediolateral region of the sacral spinal cord (S2–S4)
travel in the ▶pelvic nerve and provide an excitatory
Micturition, Neurogenic Control. Figure 1 Diagram show
reflex pathway to the detrusor muscle. Scheme is based o
intact spinal cord, micturition is initiated by a supraspinal re
stem. The pathway is triggered by myelinated afferents (A δ
bladder wall. Injury to the spinal cord (indicated by X) abov
between the brain and spinal autonomic centers and initial
weeks following cord injury, a spinal reflex mechanism emer
(C-fibers); the A-fiber afferent inputs are ineffective. The C-
animals with an intact nervous system. Capsaicin (20–30 m
chronic spinal cats, but does not block micturition reflexes
detrusor hyper-reflexia in patients with neurogenic bladder
input to parasympathetic ganglion cells located in the
pelvic plexus and in thewall of the organs. These cells in
turn innervate the bladder and urethral smooth muscle.
Sympathetic preganglionic pathways to the lower
urinary tract which arise in the lumbar spinal segments
(L1–L4) provide excitatory input to ganglion cells in the
sympathetic chain ganglia as well as prevertebral
ganglion cells in the hypogastric and pelvic plexus that
in turn innervate bladder and urethral smooth muscle
[3]. Periurethral striated muscles, which form the
external urethral sphincter, and pelvic floor striated
muscles are innervated by sacral motoneurons (S2–S3)
that send axons into the ▶pudendal nerves and levator
ani nerves, respectively.
Afferent activity arising in the bladder is conveyed to

the central nervous system via both sets of autonomic
nerves [2,3]. The most important afferents for initiating
micturition are those, which arise from neurons in the
lumbosacral dorsal root ganglia and travel in the pelvic
nerve to the sacral spinal cord. These afferents consist
of small myelinated (A-δ) and unmyelinated (C) fibers
(Fig. 1), which convey impulses from tension receptors
and nociceptors in the bladder wall. Afferent activity
arising in the urethra passes through the pelvic,
hypogastric and pudendal nerves.
ing the organization of the parasympathetic excitatory
n electrophysiologic studies in cats. In animals with an
flex pathway passing through a center in the brain
fibers) that are connected to the tension receptors in the
e the sacral segments interrupts the connections
ly blocks micturition. However, over a period of several
ges, which is triggered by unmyelinated vesical afferents
fiber reflex pathway is usually weak or undetectable in
g, subcutaneously) blocks the C-fiber reflex in
in intact cats. Intravesical capsaicin also suppresses
dysfunction.
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Central Nervous System
The central neural control of micturition depends on
reflex pathways in the spinal cord and brain stem as well
as circuitry in the forebrain that mediate the voluntary
control of micturition [3,4]. Anatomical tracing and
electrophysiological studies in animals have revealed that
spinal reflex pathways are primarily polysynaptic and
consist of at least three elements. Afferent neurons from
the bladder and urethra send projections into Lissauer’s
tract fromwhich collaterals extend laterally and medially
around the surface of the dorsal horn into the region of
the autonomic nuclei and the dorsal commissure. Affe-
rent fibers terminate on interneurons. Interneurons in
turn make synaptic connections with preganglionic
neurons that send their axons into the periphery via
the ventral roots. A similar circuitry controls the moto-
neurons innervating the urethral sphincter.

Electrophysiological and tracing studies in animals
[2,3,5] and brain imaging experiments in humans [4,6]
have been identified various populations of neurons
at sites in the brain stem (periaqueductal grey, ▶pontine
micturition center (Barrington’s nucleus), medullary
raphe nucleus, locus ceruleus, A5 noradrenergic nucleus)
and in the forebrain (paraventricular nucleus, medial
preoptic nucleus, cingulate gyrus, prefrontal cortex, basal
ganglia) that have a role in the regulation of micturition.

Lower Level Components
The parasympathetic postganglionic innervation of the
bladder is distributed throughout the base and dome of
the bladder and each smooth muscle cell receives a
neural input [2,3]. However the sympathetic innerva-
tion is concentrated in the base of the bladder and in the
urethra. Afferent nerves are also heavily concentrated
in the bladder base. A-δ afferent nerves are located in
the smooth muscle layers; whereas C-fiber afferents
(▶C-fiber afferent nerves) are distributed within and
below the epithelial layer (the urothelium) [1,3,7].

Peripheral Nervous System
Parasympathetic nerves excite bladder smoothmuscle via
the release of acetylcholine and a noncholinergic
transmitter (adenosine triphosphate, ATP). Acetylcholine
acts on ▶muscarinic receptors (M2 and M3); whereas
ATP acts on P2X ▶purinergic receptors [8–10]. Para-
sympathetic nerves also inhibit urethral smooth muscle
via the release of nitric oxide. Sympathetic postganglionic
nerves which release norepinephrine provide an excitato-
ry input to the smooth muscle of the bladder neck and
urethra and an inhibitory input to smooth muscle of the
bladder dome. The excitatory effects of adrenergic
nerves in the bladder and urethra are mediated by α1-
adrenergic receptors, whereas the inhibitory effects in
the bladder dome are mediated by β3 adrenergic
receptors [8,10]. Sympathetic nerves also inhibit
transmission in bladder parasympathetic ganglia.
A-δ afferents respond to bladder distension and
normally trigger the sensation of bladder fullness and
initiate voiding [3]. C-fiber afferents are activated by
bladder irritation or infection and can induce bladder
hyperactivity. C-fiber afferents synthesize and release
various transmitters including substance P, calcitonin-
gene-related peptide, and ▶glutamic acid and express
multiple receptors, e.g., purinergic (P2X2/3), neurokinin
and capsaicin receptors (TRPV1) [3,9]. Although afferent
nerves can respond directly to bladder distension or to
chemicals present in the urine, it is also likely that they
are affected indirectly by chemical transmitters released
from the urothelial cells which line the bladder lumen
and which receive an afferent innervation. Recent
studies have revealed that urothelial cells release ATP
and nitric oxide in response to stretch or chemical
stimulation. Urothelial cells express▶TRPV1 receptors
[7] as well as receptors for various transmitters
including, muscarinic, nicotinic, adrenergic, purinergic
and serotoninergic receptors [1,3]. It has been proposed
that ATP and nitric oxide released by urothelial cells act
on afferent nerves adjacent to and within the urothelium
to influence afferent nerve firing. Thus urothelial cells
exhibit “neuronal-like” properties and seem to play a
role in sensory mechanisms in the bladder [7].

Central Nervous System
Electrophysiological studies in animals indicate that the
micturition reflex is mediated by a spinobulbospinal
(SBS) reflex pathway that passes through a coordinat-
ing center (the pontine micturition center, PMC) in the
rostral brain stem (Fig. 1). This pathway is activated by
A-δ bladder afferents and is in turn subject to
modulating influences from higher centers in the
cerebral cortex and diencephalon, which are essential
for the voluntary control of micturition. Axonal tracing
studies in cats indicate that the ascending limb of the
SBS micturition pathway consists of projections of
spinal tract neurons in the sacral spinal cord to neurons
in the periaqueductal gray that in turn send inputs to
neurons in the PMC [4]. Projections from the PMC back
to the sacral parasympathetic nucleus in the spinal cord
complete the reflex circuit [3,4].

Pharmacological experiments in animals have re-
vealed that glutamic acid is the principal excitatory
transmitter in the spinal and supraspinal components of
the micturition reflex pathway [2,3]. The effects of
glutamic acid are mediated by NMDA and non-NMDA
▶glutamatergic receptors. Other excitatory transmit-
ters (substance P, dopamine, nitric oxide, vasoactive
intestinal polypeptide, pituitary adenylate cyclase
activating peptide and norepinephrine) appear to act
by modulating glutamatergic transmission. Transmit-
ters that are involved in inhibition of the micturition
reflex include: gamma aminobutyric acid, glycine,
opioid peptides, serotonin and dopamine [2,3].
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Function
Micturition is a visceral function that is under voluntary
control. Storage and elimination of urine requires
the coordinated activity of a number of smooth and
striated muscles and is dependent upon the integrative
properties of neural pathways at various levels of the
neuraxis ranging from the cerebral cortex to the
lumbosacral spinal cord and the peripheral autonomic
ganglia. The central reflex mechanisms controlling
lower urinary tract function seem to be organized as
simple on-off switching circuits which maintain a
reciprocal relationship between the bladder and urethral
outlet. During urine storage a low level of activity in
the sacral afferent pathways initiates reflex firing in the
sympathetic and somatic efferent pathways to the
urethral outlet, thereby contributing to the maintenance
of urinary continence. At the same time, parasympa-
thetic efferent pathways to the bladder are quiescent.
The storage reflexes are organized in the lumbosacral
spinal cord. During micturition a high level of sacral
afferent activity from tension receptors in the bladder
wall reverses the pattern of efferent outflow, resulting
in firing in the parasympathetic excitatory pathways to
the bladder and inhibition of the sympathetic and
somatic inputs to the outlet. These reflexes occur in
their simplest form in infants where micturition is
purely an involuntary act. In adults the basic reflexes are
integrated into a more complex voluntary control of
micturition.

Pathology
Damage to forebrain structures due to injury, tumors,
cerebrovascular disease or neurological disorders such
as Parkinson’s disease or multiple sclerosis usually
leads to an enhancement of micturition reflexes and
symptoms of urinary urgency, frequency and inconti-
nence; indicating that forebrain mechanisms mediate
a predominant inhibitory control [2–4]. In these
conditions the bladder usually exhibits involuntary
contractions during storage leading to activation of
mechano-sensitive afferent nerves and irritative sen-
sations; however bladder-sphincter coordination is
usually maintained. Similar symptoms (the overactive
bladder syndrome) can also occur by unknown
mechanisms in the absence of overt neural dysfunction
particularly in the elderly population.

Damage to the bulbospinal pathways in patients with
spinal cord injuries leads initially to urinary retention
and complete loss of bladder function due to interruption
of the supraspinal micturition reflex pathway. In most
paraplegic patients, bladder reflexes slowly recover as a
result of a reorganization of synaptic connections in
the spinal cord and the emergence of sacral reflex
mechanisms that initiate involuntary bladder contractions
[3,5]. However, micturition in these patients is usually
compromised due to a lack of coordination between
bladder and sphincter activity (a condition termed
detrusor-sphincter dyssynergia). This condition is char-
acterized by simultaneous contractions of the bladder
and the striated urethral sphincter causing incomplete
emptying and urinary retention.
Experimental studies in animals and humans indicate

that the emergence of involuntary voiding reflexes
following spinal cord injury is due in part to plasticity in
bladder afferent pathways and the unmasking of
reflexes triggered by capsaicin-sensitive, C-fiber blad-
der afferent neurons (Fig. 1) [2,3,5]. C-fiber afferents
have also been implicated in the bladder hyperactivity
associated with other neurological disorders such as
multiple sclerosis.
Damage to peripheral neural pathways to the lower

urinary tract or to the lumbosacral spinal cord (i.e. a lower
motoneuron lesion) causes a loss of bladder sensations as
well as loss of voluntary and reflex voiding. Injury to
muscles or the motor nerves of the urethral sphincter and
pelvic floor can often occur during pregnancy and/or
childbirth. This results in decreased urethral closure
mechanisms and involuntary loss of urine (stress urinary
incontinence) during increases in abdominal pressure that
are associated with straining, sneezing or coughing.

Therapy
Urinary frequency, urgency and urgency incontinence
occurring in the absence of a neurological disorder (the
overactive bladder syndrome) or as a result of central
nervous system lesions are usually treated with
antimuscarinic agents that reduce involuntary bladder
contractions [1,3,10]. These drugs increase bladder
capacity and reduce urgency sensations as well as
incontinent episodes. However these agents are not
effective against stress urinary incontinence which is
caused by reduced urethral outlet resistance. A new drug
(duloxetine) that blocks serotonin and norepinephrine
reuptake mechanisms in the central nervous system and
that enhances reflex activation of the urethral sphincter is
effective in the treatment of stress urinary incontinence.
Botulinum toxin is injected into the external urethral
sphincter to suppress detrusor-sphincter-dyssynergia or
injected into the wall of the urinary bladder to treat
neurogenic or idiopathic overactive bladder conditions.
Intravesical administration of capsaicin or resinifera-
toxin, neurotoxins that desensitize C-fiber afferents, is
also used to treat neurogenic bladder hyperactivity and
incontinence [3,10].
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Midbrain
Definition
Also known as the mesencephalon. The region of the
brain between the hindbrain and the diencephalon. Its
dorsal region is the tectum and its ventral region is the
tegementum. Among its functions are aspects of vision
and the control of eye movements and reflexes.

▶Evolution of the Spinal Cord
Middle Cerebellar Peduncle
Synonyms
Pedunculus cerebellaris med
Definition
Composed exclusively of afferent fibers which all come
from the pontine nuclei, and account for the majority of
cerebellar afferents and are designated collectively as
the pontocerebellar tract. The fibers decussate before
entering the peduncle of the contralateral side, giving
off collaterals to the dentate nucleus and projecting to
the cerebral cortex of the cerebellar hemispheres.

▶Cerebellum
Midline and Intralaminar Thalamic
Nuclei
Definition
A group of nuclei extending from the rostral to caudal
pole of the thalamus in the midline and embedded
within the internal medullary lamina. Midline nuclei
include the parataenial, paraventricular, intermediodor-
sal, reuniens and rhomboid. Intralaminar nuclei are the
central medial, paracentral, central lateral, parafascicu-
lar and subparafascicular. These nuclei are extensively
connected to brainstem and diencephalic structures
associated with the reticular formation, such as the
pedunculopontine and laterodorsal tegmental nuclei
and the lateral hypothalamus and also receive inputs
from brainstem visceroceptive nuclei such as the
nucleus of the tractus solitarius and parabrachial
complex. Collectively, they project to the entire cerebral
cortex and most of the deep telencephalic nuclei and are
thought to be involved in processes associated with
arousal and awareness.

▶Thalamus
Migraine
Definition
A moderate to severe primary headache disorder which
is usually unilateral with a pulsating quality, accom-
panied by nausea and/or vomiting, photophobia and
phonophobia.

▶Headache



2372 Migrating Motor Complex
Migrating Motor Complex
Definition
During fasting, several hours after the previous meal,
the stomach and the small intestine exhibit a distinct
pattern of behaviour characterized with bursts of intense
activity, electrically and mechanically, with long silent
intervals of 75–90 min in humans. This pattern is
termed the migrating motor complex (MMC) or
migrating myoelectric complex. Other terms used by
different investigators are the intestinal housekeeper,
the interdigestive migrating electric complex, and the
interdigestive migrating motor complex.
Miller Fisher’s Syndrome
Definition
A clinical syndrome consisting of ophtalmoplegia,
areflexia and ataxia without significant limb weakness.
Mind Body Problem
Definition
The question of how mental states, such as beliefs and
desires, are related to physical, actual brain states.

▶Mental Models
Mineralocorticoid Receptor (MR)
Definition
Nuclear receptor with a 10 fold higher affinity than the
GR for glucocorticoids and a high affinity for
aldosteron. It is involved in mineral metabolism and
is more restricted in its distribution than the GR, and e.
g. found selectively in the hippocampus and the kidney.

▶Hypothalamo-Pituitary-Adrenal Axis, ▶Stress and
Depression
Minimum Convex Polygon
Definition
A minimum polygon with no obtuse internal angles,
drawn to enclose the points in a data-set.

▶Evolution and Brain-Body Allometry
Minimum-jerk Model
Definition
This model makes the assumption that movement
trajectories are smooth, i.e. that the square of jerk,
which is the third derivative of position (or equivalently,
jerk is the first derivative of acceleration), integrated
over movement time, is minimal.

▶Motor Control Models
Minimum Torque-change Model
Definition
This model makes the assumption that movements from
one position to another with a particular movement
time, are made under the constraint that the integral over
movement time of the square of changes in torque is
minimal.

▶Motor Control Models
Mint
Definition
Together with CASK and Velis, a component of a
conserved heterotrimeric synaptic scaffolding protein
complex; also known to interact with Munc18. Also
know as the X11 protein family.

▶Synaptic Proteins and Regulated Exocytosis
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Miosis
Definition
Pupillary constriction, particularly when the pupil is
strongly constricted to approach its minimum diameter.

▶Neural Regulation of the Pupil
miRNA Profiling
M

Definition
Refers to an in depth analysis of the miRNAs present in
a biological sample, for example from a particular cell
type or a developmental stage. A variety of experimen-
tal assays are now available for miRNA profiling
(e.g. microarray technology, Real-Time PCR, deep
sequencing, bead-based flow cytometry).

▶miRNAs in Neurobiology
miRNAs in Neurobiology
F. GREGORY WULCZYN

Center for Anatomy, Institute for Cell and
Neurobiology, Charité University Hospital, Berlin,
Germany

Synonyms
microRNA

Definition
miRNA are �21–22 nucleotide single-stranded RNAs
that are encoded in the genome. The transcription units
lie either in mRNA-poor genomic regions, or frequently
within the introns of protein-encoding genes. In either
case, they are generally transcribed by the same RNA
polymerase as mRNAs, RNA polymerase II, and carry
the standard features of a protein-encoding mRNA
(5′ cap and a polyadenosine tail). The transcribed
product undergoes nuclear and cytoplasmic processing
events to generate the �21–22 nucleotide single-
stranded miRNA. The single-stranded miRNA is incor-
porated into a regulatory multi-protein complex, the
miRNA-specific RNA induced silencing complex
(miRISC), which scans mRNAs for short stretches of
sequence complementarity to the miRNA. Although
exceptions to the rule have recently been identified, in
most cases recognition of the mRNA by the miRISC
leads to a decrease in the translation of the mRNA.While
a great deal remains to be learned about the miRNA/
mRNA interaction, it is well established that miRNAs
represent a widespread and fundamental level of
control over the protein repertoires of individual cells.

Characteristics
Putting miRNAs in Context
Most people are familiar with the allegory of the
butterfly in Mexico beating its wings, and how the
initial motion is successively amplified, and initiates a
chain of events that ends in a typhoon sweeping ashore
on a distant continent. The discovery of the first miRNA
in 1993 is akin to the butterfly, and presently the winds
in the scientific world are gathering. Indeed, in a recent
review of progress in genomic biology in the scientific
journal Nature, the discovery of miRNA was placed
alongside the elucidation of the DNA double helix
structure by Watson and Crick as one of the seminal
discoveries. These analogies may, of course, prove
overblown, and the purpose of this review is to
summarize recent advances in our knowledge of
miRNAs as they relate to nervous system development
and function. But we will also attempt to provide
some ideas about where this very new and promising
field may be heading.

One of the reasons that miRNA are generating so
much interest is because they are an unexpected
challenge to one of the underpinnings of molecular
genetics, the formulation of the one gene – one protein
hypothesis by Beadle and Tatum in 1941. miRNA share
many of the features of a conventional regulatory gene:
they are encoded in the genome, are transcribed (most
frequently) by the same RNA polymerase as mRNAs,
RNA polymerase II, and often carry the standard
features of a protein-encoding mRNA (5′ cap and a
polyadenosine tail). Like mRNA for protein-coding
genes, the primary miRNA transcript is first subjected
to nuclear processing events that ready the transcript for
export to the cytoplasm. However, the nuclear and
cytoplasmic processing pathways for miRNA and
mRNA differ, as will be discussed later. For miRNAs,
the end result is an �21–22 nucleotide single-stranded
RNA. To date, the sole known function of miRNAs is
to influence the efficiency of protein-encoding mRNA
utilization. As such, miRNAs represent an additional
level of control over the protein repertoire of individual
cells that was essentially unrecognized until the year
2000. Indications are that the influence of miRNAs,
in particular during development, is pervasive, as
efforts to elucidate their myriad functions intensify.
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Scientific reviews of the discovery of miRNAs can be
found in [1], of miRNA biology in [2] and current
knowledge of miRNA in neurobiology in [3–5]. There
are many excellent reviews discussing miRNA, and
more are published almost weekly, but these should give
an overview and links to the entire miRNA literature.

miRNA Biogenesis
Because one of the approaches to study the significance
of miRNAs for neural development and function is
to interfere with the pathway in which miRNAs are
generated and then utilized, it is useful to briefly
describe miRNA biogenesis. An overview of the
pathway is also provided in Figure 1. miRNA genes
can be transcribed either as independent transcription
units from mRNA-poor genomic regions, or as part of
mRNA transcripts with the mRNA positioned in an
miRNAs in Neurobiology. Figure 1 Overview of the miRN
transcripts (eithermono- or polycistronic) are seen. Pri-miRN
containing DGCR8 and Drosha. Drosha cleavage releases
the energy dependent export of the pre-miRNA to the cytop
ribonuclease, accompanied miniually by an Argonaute pro
22nt duplex RNA. One strand becomes integrated within a
regulatory interactions between the miRNA and its target m
suppressed mRNAs accumulate in P-bodies, cytoplasmic c
intron. One consistent feature shared by miRNA genes
is that sequences immediately surrounding the mature
miRNA form stable ▶stem-loop structures of approxi-
mately �60–70 nucleotides. In most cases, this
structure serves as a recognition element for a nuclear
processing complex comprised, at a minimum, of the
▶ribonuclease (RNase) Drosha and its partner the
DGCR8 (DiGeorge Candidate Region 8) protein (Some
intronic miRNAs have recently been shown to bypass
Drosha cleavage). Drosha cleavage releases the hairpin
from surrounding sequences, generating the so-called
miRNA precursor. The miRNA precursor is actively
transported to the cytoplasm, where it is recognized by a
second protein complex centered on the ribonuclease
Dicer. The Dicer complex orients itself on the precursor
stem and cleaves off a 21–22 nucleotide duplex RNA.
What happens next is not understood in detail, but the
A pathway. Starting at the upper left, primary miRNA
A are engaged by theMicroprocessor, a protein complex
the miRNA precursor (Pre-miRNA). Exportin 5 mediates
lasm. Cytoplasmic processing is performed by thr Dicer
tein and TARBP2. Cleavage of the pre-miRNA yields a
third protein complex, the miRISC, which mediates
RNAs. miRNAs, the miRISC as well as translationally
enters of RNA storage and metabolism.
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duplex is subsequently unwound, with one strand
destined for incorporation into a regulatory multi-
protein complex we will refer to as the miRISC (for
miRNA-specific RNA induced silencing complex). The
miRNA-primed miRISC is a regulatory machine that
scans mRNAs for short stretches of sequence comple-
mentarity to themiRNA. In almost all studies performed
so far, recognition of an appropriate miRNA interaction
site in anmRNA, referred to as a targetmRNA, results in
suppression of the target mRNA. Very recently, the
group of Joan Steitz at Yale University found that under
certain conditions (cell cycle arrest), the outcome may
be reversed: that miRNA binding may activate transla-
tion. It is not yet clear how widespread miRNA-
mediated activation may be, but this is a very exciting
new insight.

At the moment, there is considerable controversy
regarding the precise mechanism miRNA use to inhibit
translation, and different targets may in fact interact
with the miRISC in different ways. In general, however,
the miRNA-miRISC-mRNA interaction appears to
suppress the entry of the targeted mRNA into the
translational cycle, leading to an inhibition of protein
synthesis. Frequently, but not always, mRNA targeting
also results in the destruction of the mRNA due to
enhanced degradation.

Although the field is progressing rapidly, the genetic
and biochemical analysis of the miRNA pathway is in
its infancy. Mutational phenotypes of a number of genes
in the pathway have been reported, whether in humans,
mice or invertebrate model systems. In general, loss of
Drosha, DGCR8, Dicer, or the Argonaute proteins of the
miRISC is incompatible with embryonic development;
in most cases nervous system development is also
severely disrupted. From these results, it seems clear
that the miRNA pathway plays a fundamental role in
the developmental regulation of gene expression in the
nervous system.

Neural miRNA Genes
By intervening between the transcription and transla-
tion steps of mRNA utilization, miRNAs act to sculpt
the raw information of the transcriptional output of the
cell into temporal and tissue specific patterns of protein
expression. This raises the inevitable question: “Who
regulates the regulators.” There is not yet a firm count of
the number of miRNA genes, over 400 have been
experimentally verified in mammalian genomes, with
some estimates of the total number exceeding one
thousand. Expression analysis of miRNAs initially
relied on Northern blotting of individual sequences, this
has now been supplanted by high-throughput sequenc-
ing of cloned miRNA libraries, miRNA-specific RT-
PCR, chip-based miRNA microarrays, and ▶deep
sequencing. At the cellular level, the introduction of
high affinity locked-nucleotide probes has allowed
traditional in situ hybridization methods to be modified
for detection of miRNAs (please refer to [2] for a
description and references for these important innova-
tions). The CNS has a particularly rich repertoire of
miRNAs, with over 30% of the known miRNAs
expressed in the brain. An increasing body of work
applying these newmethods is now providing a detailed
look at miRNA expression patterns. One fundamental
issue that was addressed early on is whether miRNA
expression is specific for individual cells and tissues. As
more and more miRNAs were discovered and char-
acterized, it was shown that many miRNAs are
expressed nearly ubiquitously with little preference
for particular organs or tissues, but others show various
degrees of tissue specificity. In a study headed by Todd
Golub at the Broad Institute, tissue specificity was
found to be characteristic enough to allow the tissue of
origin of tumor samples to be predicted based on
▶miRNA profiling. A recently published large scale
compendium of miRNA expression patterns (headed by
Thomas Tuschl at The Rockefeller University), how-
ever, identified less than a dozen miRNAs with strong
overrepresentation in the human and mouse nervous
systems. Within the brain, large scale efforts to define
expression patterns in zebrafish, chicken, mouse and in
primates have revealed regional as well as temporal
specificity in expression patterns (again, refer to [2] for
links to specific papers). These efforts provide an
invaluable starting point for the investigation of the
roles of individual miRNAs in both the development of
the nervous system, and in the function of neural cell
types in the brain.

miRNA Functions in the CNS
The Sensory Nervous System of Caenorhabditis Elegans

Leads the Way

As discussed above, the complexity of neural miRNA
populations appears to reflect the cellular and architec-
tural complexity of the nervous system. Approximately
30% of the known miRNA genes are expressed in the
CNS, however, their precise roles and functions remain
for the most part enigmatic. In this section we will
highlight groundbreaking studies that have revealed
the involvement of miRNAs in developmental proce-
sses such as neuronal specification, and then turn to
evidence for miRNAs as mediators of mature brain
functions such as synaptic plasticity and memory.

Probably the most thoroughly characterized example
of miRNA involvement in cell specification relates
to the establishment of asymmetry in the nematode
Caenorhabditis elegans as elaborated in a series of
papers from Oliver Hobert’s group at the Columbia
University Medical Center. These studies evoke the
classical molecular genetic investigations by Jacob and
Monod of another binary fate choice, the decision
between lysis and lysogeny by the bacteriophage λ. In
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both cases, transcriptional and post-transcriptional
regulatory mechanisms intertwine to stabilize genetic
networks that discriminate between alternative cell
states. In the gustatory system of Caenorhabditis
elegans, two taste receptor neurons termed “ASE left”
(ASEL) and “ASE right” (ASER) express distinct sets
of ▶chemoreceptors, an arrangement that allows the
nematode to orient itself in relation to a source of food.
The establishment of left/right asymmetry in gene
expression from symmetric ▶progenitors involves
mutually exclusive ▶feedback loops driven by miR-
NAs working in concert with ▶transcription factors.

In ASEL cells, the transcription factor die-1 and the
miRNA lsy-6 are expressed and together promote
ASEL genes while suppressing ASER genes. Similarly,
in ASER cells the transcription factor and miRNA pair
cog-1 and miR-273 activate ASER specific genes and
antagonize die-1 and lsy-6. Although the initial trigger
has not yet been defined, the results so far demonstrate
howmiRNAs can play integral roles in the establishment,
reinforcement and maintenance of cell-specific ▶gene
expression patterns and therefore represent a model for
the possible contribution of miRNAs to the myriad
▶cell fate decisions required to construct the vertebrate
brain. Whether or not miRNAs are also involved in the
▶left/right asymmetry typical for the human brain is not
yet clear, but very recently a study byChoi, Giraldez, and
Schier implicated the zebrafish miRNA mir-430 in left/
right asymmetry, and the group of Tamas Dalmay at the
University of East Anglia demonstrated strong asymme-
try in the expression of mouse mir-500.

mir-124 – a Significant Actor in Neuronal Cell Identity
Turning to studies of the vertebrate nervous system,
mir-124 has attracted a great deal of interest as a
paradigm for tissue specific miRNAs. By sequencing
small RNA libraries prepared from various mouse
tissues, Thomas Tuschl’s group, then at the Max-
Planck-Institute in Martinsried, had originally discov-
ered a remarkable property of miRNA expression.
Whereas many miRNA were expressed across many
tissues, others were highly restricted to individual
tissues or organs. mir-124 is a striking example of
this principle, with expression restricted to neurons,
where it accounts for over 25% of the total miRNA
population. Very recently, Tom Maniatis’ group at
Harvard University found that mir-124 promotes
neuronal specification by regulating mRNA splicing
factors. The end consequence is to allow a greater
degree of flexibility in neuronal splicing. Although it
is not yet clear what the relative advantage of greater
diversity in splicing products for neurons compared
to other somatic cell types might be, the conservation of
mir-124 across animal phyla suggests that neurons
may have acquired this property early in the evolution
of the nervous system.
miRNAs and Synaptic Plasticity and Learning
So far, we have discussed examples of miRNAs that act
at early stages in the establishment of neuronal identity.
Michael Greenberg’s laboratory, also at Harvard
University, has shown that miRNAs influence neuronal
connectivity. They were able to demonstrate that one
neuronal miRNA, mir-134, is present in ▶dendritic
spines, structures that form the receiving end of
synaptic communication between neurons. It is known
that translational regulation is important in reinforcing
connectivity at active synapses. mir-134 was shown to
target a mRNA, limK1, that encodes a kinase involved
in determining the size of dendritic spines. Interestingly,
both the levels of mir-134 and its efficiency as a
translational inhibitor were affected by synaptic
activity. In their model, mir-134 acts as a local inhibitor
of dendritic maturation; at least in part by regulating
limK1. Importantly, the inhibitory effect of mir-134,
and by extension other synaptic miRNAs, was relieved
after neuronal stimulation by brain derived neuro-
trophic factor (▶BDNF). Because BDNF is released at
active synapses, the result conforms to expectations for
positive regulators of ▶synaptic plasticity.
Taking advantage of the genetic power ofDrosophila

melanogaster, another group at Harvard University
headed by Sam Kunes was able to go one step further
and link the miRNA pathway to ▶memory formation.
The beauty of this study lies in their ability to monitor
local translation at specific synapses as they respond to a
learning task. Specifically, they examined the role of
miRNA-mediated regulation of a key synaptic translation
product: ▶Calcium/Calmodulin-dependent Kinase II
(CaMKII). Synapses participating in memory formation
increase their synthesis of CaMKII. Flies carrying
mutations that inactivate the miRISC express much
higher levels of CaMKII, implying a regulatory network
similar to that described above for LimK1 and mir-134.
The Kunes group showed that increased synaptic activity
resulted in the elimination of miRNA pathway proteins
by protein degradation, suggesting a general role for the
pathway in dampening responses in quiescent neurons.

The miRNA Pathway and the Maintenance of the

Cerebellum

In the near future, transgenic approaches can be
expected to rapidly advance our understanding of
miRNA functions in the brain. As a recent example,
Paul Greengard’s group at the Rockefeller University
examined the effects of eliminating the Dicer protein
in a single cell type within the ▶cerebellum, the
▶Purkinje neurons. Although the analysis was compli-
cated by the gradual and uneven loss of the Purkinje
miRNA population, the affected mice did not display an
overt phenotype or detectable changes in the electro-
physiological properties of the affected cells for several
weeks. Thereafter, profound ▶neurodegeneration set
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in, beginning with the Purkinje cells and then spreading
to the entire cerebellum. Although more work remains
to be done, these results underscore a requirement of
miRNAs for cellular viability. In contrast, they do not
provide evidence for miRNA involvement in short term
synaptic activity, at least in Purkinje neurons.

The miRNA Pathway and Neurological Disease
Several protein components of the miRNA biogenesis
pathway discussed in the previous sections are critical
not only for CNS development but also are associated
with neurological diseases. We will discuss some of the
initial discoveries, including miRNA involvement in
mental retardation syndromes, neurodegeneration,
Tourette’s Syndrome and cancer (Fig 1).

miRNAs and Mental Retardation
The ▶Fragile X Mental Retardation Protein (FMRP)
is silenced in patients with Fragile X Syndrome, an
inherited form of mental retardation. The gene res-
ponsible for Fragile X Syndrome, FMR1, is situated on
the X chromosome and consequently contributes to the
higher incidence of mental retardation observed in
males. As a likely correlate of cognitive impairment,
affected individuals also demonstrate altered dendritic
spines, focusing attention on alterations of neuronal
▶connectivity in the disease state. FMRP is an
evolutionarily conserved protein that contains several
RNA binding domains that mediate interactions with
mRNAs. mRNA binding by FMRP leads to a
suppression of protein translation. FMRP can be
detected in synapses where it regulates local protein
synthesis and thereby plays an important role in
synaptic plasticity and dendritic development. The
initial link to the miRNA pathway was forged by the
groups of Scott Hammond at the Cold Spring Harbor
Laboratory and Haruhiko Siomi at the University of
Tokushima, who showed that the Drosophila melano-
gaster FMRP homolog, dFMR1, co-purified with
miRNA pathway proteins. Stephen Warren’s group at
the Emory University School of Medicine extended
these findings to the human protein, then returned to the
Drosophila melanogaster system to show that dFMR1
acts together with the miRNA pathway protein dAgo1
in the regulation of synaptic plasticity. These studies
provided the first demonstration that the miRNA
pathway contributes to normal neuronal function, in
addition to advancing our understanding of the Fragile
X disease state.

miRNAs and Neurodegeneration
The miRNA pathway has also been implicated in the
pathogenesis of a complex of neurodegenerative diseases
characterized by ▶expansion of the trinucleotide CAG
(poly-glutamine, or poly-Q, expansion). Using a genetic
model designed in Drosophila melanogaster, a group
headed by Nancy Bonini at the University of Pennsylva-
nia designed a genetic test which showed that disruption
of the miRNA biogenesis pathway exacerbated neuro-
degeneration induced in the fly retina by poly-Q proteins.
The authors then extended the results to a human
cell-based system, supporting the potential relevance
for human disease. How miRNA’s contribute to the
observed neuroprotection remains to be determined.

miRNA Dysregulation and Tourette’s Syndrome
The Fragile X Mental Retardation and the Poly-Q
Expansion Syndromes summarized above may reflect
the consequences of widespread disruption of miRNA
biogenesis or translational regulation. In the case of
▶Tourette’s Syndrome, a mutation that disrupts a single
miRNA-mRNA interaction is linked to a neurological
disorder. A team of scientists centered at the Yale
University School of Medicine and headed by Matthew
State identified ▶Slit and Trk-like 1 (SLITRK1) as
the first candidate gene for Tourette’s Syndrome, a
prevalent neuropsychiatric disorder characterized
by so-called ▶tics. The term tic refers to repetitive,
stereotyped and irresistible movements or vocalizations
with considerable individual variability, ranging from
sneezing or blinking to outbursts of profanity or
complex series of movements. In two independent
cases, point mutations were identified in the 3′UTR of
the SLITRK1 gene. Remarkably, the mutations were
shown to lie in a binding site for the miRNA mir-189,
and had the affect of increasing the affinity of the
miRNA for the mRNA, thus enhancing inhibition of
SLITRK1. SLITRK1 is one of a family of trans-
membrane proteins with similarities to both the SLIT
family of ▶axon guidance factors and, with the excep-
tion of SLITRK1, ▶neurotrophin receptors. So far, the
SLITRK’s have not been well-characterized function-
ally, but the State group was able to support the initial
characterization of SLITRK1, by Aruga and Mikoshiba
at the Riken Brain Science Institute, as a protein
involved in dendritic ▶outgrowth and morphology.
Although the work to date depends primarily on
correlation, it represents a breakthrough as the first
example in which mutations in a miRNA binding site
were shown to be causative for a human disease.

miRNAs and Cancer
One of the most active current directions in miRNA
research relates to their role in cellular growth control
and apoptosis. A thorough discussion of this rapidly
expanding field is beyond the scope of this review.
In general terms, miRNAs have been implicated in
the control of stem cell differentiation in a variety
of contexts, and in the regulation of a number of
well-studied genes and pathways commonly affected
in human cancers (for example bcl-2, c-myc, N-ras, p27
and p53). Given the likelihood that cancer stem cells are
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the catalysts for each of the main forms of brain tumors
(▶medulloblastoma, ▶glioblastoma and ▶ependy-
moma), interest in the contribution of miRNA mis-
regulation is high. In the case of glioblastoma, a number
of investigators have catalogued characteristic changes
in miRNA profiles, and begun to relate those changes to
potential oncogenic target genes. miRNAs are attractive
targets for pharmaceutical interventions, as they can
at least in principle be specifically blocked or mimicked
by small molecules, such as chemically modified
antisense inhibitors.

Conclusions and Outlook
It is impossible to introduce all of the interesting
findings from dozens of new miRNA articles that
appear each month. In this short overview, we have
instead focused on a few of the groundbreaking
discoveries that have illuminated the whole field. Going
forward, it seems likely that miRNA research will
be increasingly integrated into traditional research
programs as outlined above (oncogenesis, ▶cell speci-
fication, cortical development, learning and memory,
etc). Continuing refinement in target mRNA predictions
are facilitating the identification of gene networks under
miRNA control, which can then be studied with a variety
of new tools for manipulating miRNA expression.
Genetic analysis will dissect the functions of miRNA
pathway proteins and individual miRNAs at an
increasingly fine scale, despite the challenge imposed
by the considerable redundancy of miRNA genes. The
pace of discovery in the field over the past 5 years has
been bracing, we hope we have been able to communi-
cate a sense of that excitement.
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Mirror Neuron
Definition
A particular class of neurons, originally discovered in
the ventral premotor cortex of macaque monkeys (area
F5) and then observed in the inferior parietal lobule (PF/
PFG), which code goal-related motor acts like grasping.
They become activated both when the subject performs
a particular action, e.g. a precision grip, and when the
subject observes another individual performing a
similar goal-related action. There is evidence for a
similar system in the human brain.

▶Action Representation
▶Visual Space Representation for Reaching
Mismatch Negativity (MMN)
Definition
A sound-evoked event-related potential. A response to
an acoustical change in two sounds. It is evoked by an
occasional subtle stimulus change in a long train of
repetitive stimuli. The difference may be in frequency,
intensity, complexity, etc. A difference in the evoked
response between the two stimulus types indicates that a
detection of the difference has taken place.

▶Auditory Evoked Potentials

Missense Mutation
Definition
A nucleotide substitution that causes the replacement of
one amino acid by another in the polypeptide typically
leading to a change in the function of the protein.
Mitochondrial Disease
Definition
Mitochondrial disease refers to a group of medical
disorders in which the primary metabolic defect affects
the respiratory train/electron transfer system producing
ATP in the intracellular organelles called mitochondria.
Genetic disorders of mitochondrial dysfunction can

be inherited as either single gene mendelian or primary
mitochondrial traits. This is because the mitochondrial
respiratory train enzymes are encoded by both nuclear
and mitochondria DNA. The clinical syndromes often
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include seizures, cognitive deficits, visual loss, hearing
loss, myopathy and peripheral neuropathy.

▶Seizures

Mitochondrial Myopathies
Definition
Consequences of ▶mitochondrial diseases resulting
from defects in the mitochondrial respiratory chain (in
particular defects in nuclear DNA and mutations in
tRNAgenes ofmitochondrial DNA), which compromise
energy production. This may cause myalgia, cramps,
exercise intolerance, recurrent ▶myoglobinuria, or
weakness, particularly in extraocular muscles leading
to ptosis (drooping of eyelids) and progressive external
▶ophthalmoplegia.

Mitochondrial Uniporter
M

Definition
A channel on the inner membrane of the mitochondria
that transports cytosolic Ca2+ into the mitochondrial
matrix.

▶Influence of Ca2+ Homeostasis on Neurosecretion

Mitogen-activated Protein Kinase
(MAPK)
Definition
MAPK cascades are signaling molecules that serve as
important mediators of signal transduction from the cell
surface to the nucleus.

Mitral Cell
Definition
Mitral cells are large glutamatergic neurons found in the
olfactory bulb, which along with tufted cells, receive
input from olfactory sensory neurons and project to
central olfactory areas of the brain, including the
anterior olfactory nucleus and piriform cortex. The
primary dendrite of a mammalian mitral cell projects to
a single olfactory glomerulus and thus receives
information from olfactory sensory neurons expressing
a single type of olfactory receptor. The extensive lateral
dendrites of mitral cells mediate inhibitory interactions
(via granule cell interneurons) with neighboring mitral
cells that generates a bulb-wide spatio-temporal pattern
of mitral cell activity in response to odor stimulation.

▶Glomerular Map
▶Olfactory Bulb
▶Olfactory Pathways

Mixture Theory
Definition
The branch of continuum mechanics that deals with the
equations governing the motion of mixtures, that is, of
material bodies each of whose spatial positions is
occupied simultaneously by particles of two or more
different materials.

▶Mechanics

MLF
Definition
▶Medial Longitudinal Fasciculus

MMC
Definition
▶Migrating Motor Complex

M-modes
▶Postural Synergies
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2380 Mnestic Block Syndrome
Definition
A type of memory disorder characterized by a sudden
onset of severe retrograde amnesia, usually without
significant anterograde amnesia. It typically includes
memory loss for personal identity and autobiographical
memories, as well as a period of wandering. It is usually
precipitated by severe psychological stress (e.g., marital
discord, financial collapse). Episodes generally resolve
over a short period of time, lasting from a few hours to a
few days.

▶Amnesia
Modafinil
Definition
Modafinil is a stimulant drug that is used clinically for
the treatment of excessive sleepiness (narcolepsy). The
mechanism of action of the drug is unknown.

▶Narcolepsy
▶Stimulants
Modal Logic
Definition
Modal logic studies reasoning that involve the use of the
expressions “necessarily” and “possibly.” However, the
term “modal logic” “it is obligatory that” and “it is
permitted that.”

▶Mental Models
Modality
Definition
Modalities refer to large classes of senses and the
related sensory receptors, e.g. visual, auditory, olfactory,
gustatory and tactile (the five classic senses) (Sensory
Systems).

▶Sensory Systems

Modality-specific
Definition
From a single sensory modality (i.e., unimodal). Used
in two forms: (a) to categorize a neuron based on the
stimuli to which it can respond (e.g., a neuron
responsive only to light would be a modality-specific
neuron), and (b) to categorize a particular neuronal
response regardless of the type of neuron from which it
is evoked (e.g., a response to light, even in a
multisensory neuron, is a modality-specific response).

▶Multimodal Integration

Model-based View
Definition
Characterization of a system in terms of a model. Data
are referenced to the parameters and predictions of the
model.

Model Estimator
Definition
A model estimator is a tool used to generate a mathe-
maticalmodel for a physical system. Typically, it consists
of an assumed family of mathematical models and an
algorithm. The algorithm uses available data (commonly,
actions on the system – inputs, and measurements -
outputs) to choose the “best” fit to the physical system.

▶Adaptive Control

Model Presynaptic Release Sites
▶Synaptic Transmission: Model Systems
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Synonyms
Modeling; control theory
Modeling of Human Postural Control. Figure 1 A
schematic representation of the postural control system
from a control theory perspective.
Definition
Mathematical models represent the interaction of
control processes with underlying physiological sub-
systems to develop testable predictions of behavior
associated with stable, flexible upright stance control.
M

Description of the Theory
Human upright stance is inherently unstable. The small,
continuous displacements referred to as “sway” reflect a
complex control process that counteracts the torque due
to gravity, which continually accelerates the body away
from vertical equilibrium. The end result of this control
process is corrective joint torques that maintain the
body upright. There is considerable controversy about
how the nervous system generates these corrective
torques. Here we illustrate the issues by starting with the
simplest possible model, a single-joint negative feed-
back model, and progress to the current state of more
complex models.

The Control Theory Perspective
The predominant perspective for modeling postural
control is based on principles of ▶control theory [1]
In its most fundamental form, upright stance control
has three elements a plant, sensory systems and a
neural controller (see Fig. 1).

The plant is the mapping from motor commands to
movement of the body and depends on musculotendon
properties and the mechanics of the body. Sensory
systems detect the body’s position and movement and
send related sensory signals to the neural controller. The
neural controller then maps these incoming sensory
signals into motor commands. Control theory addresses
the question of how to design a controller based on
the properties of the plant and sensory systems that
is capable of producing the desired behavior of the
plant, in this case maintenance of stable upright stance.
The control theory perspective for postural control will
be illustrated with simple plant and sensory models
and a suitable neural controller.
A Simple Plant Model
The body during “quiet stance” is often modeled as a
single-joint inverted pendulum with the body bending
only at the ankles and movement restricted to the
sagittal plane [2,3]. “Quiet”means upright stance that is
undisturbed externally by for example, a moving
support surface. The motivation for the single-joint
approximation isnot only to simplify the control problem,
but is also based on empirical results demonstrating
that modulation of muscle activity during quiet stance
is seen mostly for muscles of the lower legs, soleus
and gastrocnemius. Since angular deviations of the
body from vertical during quiet stance are small,
the body model can be further simplified by linearizing
its dynamics around vertical. In addition to simplifying
body dynamics, musculotendon properties are often
trivialized by assuming that the motor command is
directly mapped into ankle torque. These simplifica-
tions result in the plant model

J €�ðtÞ ¼ mgh �ðtÞ þ uðtÞ þ ��ðtÞ; ð1Þ
where t is time, θ(t) is the angular deviation of the
body from vertical, €�ðtÞ is the body’s angular acce-
leration, u(t) (the motor command) is the net forward
ankle-muscle torque specified by the neural controller
and ξ(t) is a white noise. The noise in the model is meant
to account for the fact that the actual torque produced by
ankle muscle will not be exactly equal to the torque
specified by the motor command. The model para-
meters are: J, the body’s moment of inertia around the
ankle joint; m, the mass of the body; h, the height of
the body’s center of mass above the ankle joint (J,m and
h do not include the mass of the feet); g, the acceleration
due to gravity; and σ, the noise level.
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Although the plant model (1) is highly simplified,
it contains essential features of the control problem
the nervous system must solve. Most importantly, the
plant is unstable. If the control signal u is zero
(or constant), the body will quickly deviate from
vertical due to continual disturbances, both internal
(e.g., physiological tremor) and external (e.g., uneven
support surface, moving visual environment, etc.).
Engineered devices, such as cars and robots, solve the
stability problem by having a wide base of support and/
or concentrating the bulk of their weight lower down.
However, the human body has evolved with more than
just upright stability as a constraint, with most of its
mass concentrated higher up in the trunk, making it
inherently unstable and prone to falls. Thus, the evolu-
tionary development of bipedal stance, which freed the
hands from locomotion and is considered the fundamen-
tal distinction between humans and our closest relatives,
requires a sophisticated feedback control process to detect
deviations from vertical and generate motor commands
for a corrective torque to keep the body upright.

A Simple Sensory Measurement Model
There are two common approaches to modeling sensory
feedback. In models that focus on sensory integration,
sensory signals are often assumed to be noisy versions
of plant variables such as the body’s position and
velocity, because biological sensors are inherently
noisy. Models that focus on biomechanics often assume
that the neural controller has access to the true values
of all relevant plant variables. For simplicity, the second
approach is illustrated. If the plant is assumed to be a
single-joint inverted pendulum, as in (1) it is completely
described by two variables, the angular position
and velocity of the body. Therefore, we assume that
the neural controller has access to these two sensory
signals:

z1ðtÞ ¼ �ðtÞ; z2ðtÞ ¼ _�ðtÞ: ð2Þ
Although the sensory model is not usually explicitly

presented when it is this simple, here it paves the
way for the discussion of more complicated sensory
models below.

A Simple Neural Controller
It is well known from control theory that stabilization of
an inverted pendulum requires that the control signal
(corrective ankle torque) depends on both body position
and velocity:

uðtÞ ¼ �KP�ðtÞ � KD
_�ðtÞ: ð3Þ

This is an example of proportional-derivative (PD)
control, where KP and KD are the proportional and
derivative gains, which are assumed to be positive.
Because of the negative signs, (2) describes negative
feedback control. For example, if the body’s position is
forward and is moving forward, ankle torque will act to
accelerate the body in the backward direction. If the
body’s position is forward but already moving back-
ward toward vertical, the direction of the correcting
ankle torque depends on the relative size of the
proportional and derivative feedback gains.

A Simple Posture Model
Combining the plant model (1), the sensory measure-
ment model (2) and the controller model (3) results
in the postural control model

J €�ðtÞ ¼ ðmgh� KPÞ �ðtÞ � KD
_�ðtÞ þ ��ðtÞ: ð4Þ

There are two criteria for this model to stabilize
the upright orientation of the body. First, the propor-
tional gain KP must be greater than mgh, so that ankle
torque produced by muscles is greater than the torque
produced by gravity. Such position feedback by itself
turns the inverted pendulum of the uncontrolled body
into a controlled system that ismathematically equivalent
to a frictionless non-inverted pendulum. Thus, position
feedback turns an unstable system, which activelymoves
away from equilibrium, into a neutrally stable system
whose oscillations neither grow nor decay. For exam-
ple, a large perturbation would lead to a large oscillation
that never decays. Adding velocity feedback is like add-
ing friction to the pendulum. Any movement is counter-
acted by a torque in the opposite direction leading to a
damped oscillation. Because of noise in the model, the
damped oscillation does not decay completely to zero.
Instead the body’s orientation fluctuates around vertical,
providing a simple model of sway during quiet stance.

Current Models
Although model (4) provides insight into some of the
essential features of postural control, such as the use of
feedback control to stabilize upright stance, it is too
simple to address other important features. Current
research focuses on developing sophisticated models
that explicitly represent features of the plant, feedback
and control that allow for more complex behavior.
For example, there is a long history of studying
and modeling multi-joint postural control. When the
support surface is translated backwards under standing
subjects and they are instructed not to step, two patterns
(or their combination) emerge. For small disturbances,
the segments remain aligned in an ankle strategy,
rotating predominantly around the ankle joint. Larger
disturbances produce a hip strategy, a counter-rotation
of the trunk relative to the legs [4]. A plant model with
at least two joints, ankle and hip, are necessary to model
the hip strategy.
Plant models may also include musculotendon dyn-

amics so that muscle torques are no longer an inst-
antaneous function of the motor commands (Fig. 1).
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Musculotendon dynamics have been modeled using
Hill type models, (e.g., [5]), or more simply as a time
delay between the motor command and the generation
of muscle torque. Time delays have also been added to
sensory models. The inclusion of time delays in plant
and sensory models are of interest because they tend to
increase postural sway and can destabilize upright
stance (e.g., [3]). Sensory integration models may also
include dynamics specific to each sensory modality. For
example, the vestibular dynamics is modeled as a low
pass filter of the head’s acceleration. At low frequen-
cies, the vestibular signal that the neural controller
receives is proportional to acceleration, whereas at
higher frequencies it is proportional to velocity. Explicit
modeling of sensory subsystems allows testing of
model predictions that may help to identify important
aspects of postural control in neurologically impaired
populations such as individuals with loss of vestibular
function [6,7]. Moreover, an open question is how
to model ▶adaptive control processes (e.g., sensory
reweighting) that enable stability as environmental
conditions change [6,7,8].

Optimal Control Models
When considering specific features of the plant and
sensory systems, the great challenge is to determine
whether the neural control strategy takes these fea-
tures into account. One approach to this question is
Modeling of Human Postural Control. Figure 2 The roo
controller as a function of time delay. For the PD control mod
to minimize ankle torque for each time delay. The optimal c
controllers. The plant is characterized by the parameter mg
to study ▶optimal control models. Such models
contain neural controllers that are optimally designed
for the specific features of the plant and sensory
systems included in the model, such as multi-joint,
musculotendon and sensory dynamics. For example,
the human nervous system has well known time
delays associated with processing sensory information
and generation of muscle force. Do time delays
influence the appropriate type of controller to stabilize
posture? Adding a time delay to the plant and the
sensory systems (same delay for all modalities) and
using the same PD control strategy, the posture model
(4) becomes

J €�ðtÞ ¼ mgh�ðtÞ � KP �ðt � tÞ
� KD

_�ðt � tÞ þ ��ðtÞ; ð5Þ
where τ is the sum of the plant delay and the sensory
delay. For larger values of τ more torque from ankle
muscles is necessary to stabilize upright stance (solid
line in Fig. 2).

The question is how much of this additional muscle
activity is necessary. An optimal control model
provides this answer (dashed line in Fig. 2). For time
delays of about 100 ms or less, the PD control model
is near optimal. However, for longer time delays, a
control strategy other than PD control offers a
substantial advantage. This result does not, by itself,
t mean square ankle torque specified by the neural
el (5), the proportional and derivative gains are adjusted
ontrol model minimizes ankle torque across all possible
h/J = 9.83 s−2.
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answer the question of which control strategy the
nervous system uses, but it does provide insight into the
challenge to postural control caused by time delays and
how the nervous system might address this challenge.

As this example illustrates, optimal control theory
provides a systematic method to generate a hypothesis
about the control strategy the nervous system might use
account for any (linear) feature of the plant or sensory
systems. Determining the optimal control strategy
requires three things, a model of the plant, a measure-
ment model describing how sensory signals are related to
plant variables, and a performance index. Models as in
(1 and 2) above are examples of plant and measure-
ment models respectively. Both plant and measurement
models may contain noise terms. Also, there is no
requirement that there be one measurement for every
plant variable. An optimal control model uses an optimal
state estimator, called a ▶Kalman filter, to estimate
the values of all plant variables, even those that are
not directlymeasured (Fig. 1). The performance index is a
quadratic function that describes the relative importance
of minimizing the individual plant variables and control
signals. Minimizing plant variables would include for
example minimizing the deviations from vertical of
body segments. Minimizing control signals involves
minimizing the amount ofmotor neuron activity, which is
related to the metabolic cost of muscle activity.

Optimal control models have addressed a variety of
issues in postural control. For example, an optimal
control model has been used to investigate how the
performance index affects multi-joint coordination [9].
Appropriate choices of the performance index result in
coordination patterns such as the ankle and
hip strategies. Optimal control, or more specifically
optimal state estimation, has also been used to inves-
tigate issues related to multi-sensory integration [2,10].
Incorporating a state estimator, such as a Kalman
filter, into a model provides a potential solution to how
non-comparable sensory signals such as position,
velocity and acceleration signals can be fused to
generate state estimates. For example, a Kalman filter
in a posture model can estimate position and velocity
based only on velocity signals.

Models with state estimation may also provide
insight into underlying sources of sway variability.
State estimation adds additional variables (there is
one estimate for every plant variable) to a posture
model and can therefore add dynamical components
with additional time scales that increase sway variance.
For example, it has been hypothesized that the slow
dynamics observed in postural sway, which account
for most of sway variance, are due to errors in state
estimation [2]. This suggests that swaying is not due to
errors of motor execution but because motor commands
are based on inaccurate – estimates of self-motion.
Summary
Human postural control has historically been modeled
within a control theory framework using simple approxi-
mations of the plant (single-joint inverted pendulum) and
the controller (proportional-derivative). While these
classical engineering models have been useful to inves-
tigate fundamental problems of upright stance control
such as its inherent instability, current models use
techniques such as optimal control to generate testable
hypotheses about neural control schemes based upon
specific features of the postural control system. The focus
is now to investigate properties of multi-joint, musculo-
tendon and sensory dynamics to promote a more
biologically motivated understanding of human postural
control.
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Modulation of Memory Storage
Definition
A process of either strengthening or weakening of
memory consolidation, typically induced by drug or
hormone treatments, during a critical time-window
shortly after the learning experience.

▶Emotional Learning/Memory

Modulatory Inputs
▶Modulatory Projection Neurons

Modulatory Projection Neurons
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Synonyms
Projection neurons; modulatory inputs; command
neurons

Definition
Broadly defined, projection neurons are neurons whose
axons extend from the neuronal cell body within
the central nervous system (CNS) to one or more
distant regions of the CNS. ▶Modulatory projection
neurons are the subclass of these neurons which have
modulatory (generally synonymous with▶metabotropic)
actions on their target neurons usually in addition
to having classical (i.e., ▶ionotropic) actions. Such
neurons are likely to be essential to neuronal integration
for all sensory, associative and motor systems, but
to date they are most extensively studied and under-
stood at the cellular-level in terms of their regulation
of rhythmically active motor circuits. To more readily
obtain a cellular-level understanding of their function,
studies of modulatory projection neurons on these
motor circuits are generally performed in the isolated
CNS. The value of using the isolated CNS is enhanced
by the fact that the projection neurons can be stimulated
in a manner that mimics their in vivo activity. Moreover,
their motor circuit targets continue to generate neuronal
activity patterns that are similar to those that they
generate in vivo [1–6].

Characteristics
Rhythmically active motor circuits, often called central
pattern generators (CPGs), are small populations of
CNS neurons that generate rhythmic neuronal output
in response to non-rhythmic input, even in the isolated
CNS. This type of circuit construct underlies all studied
rhythmic motor behaviors, including various forms of
locomotion, respiration, chewing and scratching [2–3,5].
CPGs are ▶multifunctional circuits, each of which
generates multiple neuronal activity patterns. These
different activity patterns can be variations on a
common pattern or else be quite distinct from one
another [3–5,7].

The ability of CPGs to be multifunctional largely
results from the presence of metabotropic (modulatory)
receptors on the membranes of the individual circuit
neurons [2–3,5,8]. Activation of this type of receptor
elicits long-lasting biochemical cascades in the target
neurons, which lead to changes in the intrinsic
electrophysiological and synaptic properties of these
neurons. Changes in these properties lead to changes
in the related circuit activity.

In all systems studied, each different ▶neuromodu-
lator applied to the region of an isolated CNS that
contains a CPG elicits a distinct activity pattern from
that circuit [3,5]. Using applied neuromodulators
to document the functional flexibility of CPG circuits
led to the original paradigm shift in our understanding
that neuronal circuits are in fact functionally flexible
constructs. The ability of a tonically present neuro-
modulator to evoke a reproducible and stable change
in the rhythmic output of a neuronal circuit results
from the fact that these substances alter neuronal
excitability by acting primarily on ▶voltage-sensitive
ion channels [8]. As their descriptor suggests, this class
of ion channels is not open at all membrane potentials
so that, despite changing the excitability of a neuron,
the opening and closing of these channels can still be
regulated by sufficiently strong synaptic inputs between
the circuit neurons [3,5,8].

Modulatory projection neurons are a major source
of metabotropic influence to CPG circuits [2–5,7].
These neurons typically reside in higher centers, from
which they project to the region of the CNS where
the relevant CPG is located. For example, the vertebrate
locomotor CPG network in the spinal cord receives
considerable input from projection neurons whose
somata are located in the brainstem [2,5]. Similarly,
CPGs in invertebrate ganglia are generally influenced
by projection neurons that originate in higher-order
ganglia [1,3–4,6–7].
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In many small motor systems, individual projec-
tion neurons are physiologically and often neuro-
chemically identified [4–5,7,9]. Consequently, these
▶identified neurons are studied repeatedly in different
preparations, allowing for the acquisition of consider-
able information about their function. The ability to work
with identified neurons is facilitating the development
of basic concepts regarding how these neurons are
incorporated into larger network constructs [1,4,6–7].

Experimental activation of single projection neurons
is sufficient for activating an entire CPG in small motor
systems [4–7]. A comparable situation appears to occur
for single populations of projection neurons in larger
motor systems [2,9]. In the intact animal, however, sets
of distinct projection neurons are more likely to be
coactivated to drive a particular motor output [2,10].
Discerning the rules by which such populations are
coactivated by natural stimuli, and determining their
consequences for motor activity, is an active area of
research.

Quantitative Description
The parameters most commonly used to assess the state
of a modulatory projection neuron are its pattern and
intensity of activity. Thus far, data from different
projection neurons indicate that some are silent unless
activated, while others are spontaneously active [1–2,
4–7,9]. The latter subset is readily separated both by
whether their spontaneous activity is tonic or rhythmic,
and whether that activity is sufficiently strong to
influence the target circuit(s). Each of these conditions
has been documented to occur for different identi-
fied projection neurons including, in some cases, different
projection neurons in the same system. Additionally,
some projection neurons impose their own rhythmic
activity pattern onto the target circuit, while others
exhibit the rhythmic pattern generated by the target
circuit as a result of synaptic feedback from that circuit
[1,6–7]. The intensity of projection neuron activity
is commonly described either by its instantaneous firing
frequency or its mean intraburst firing frequency.

The consequences of projection neuron activity are
determined by characterizing the ▶motor pattern
generated by the target CPG circuit(s). The standard
set of criteria used for this purpose include determining
changes in: (i) speed (cycle frequency) of the resulting
motor pattern; (ii) the activity level (burst duration,
number of spikes and intraburst spike frequency) of
each circuit neuron; (iii) the relative timing of activity
(phase) of each circuit neuron; (iv) the duration of
these changes; and (v) the interactions between separate
CPGs [1,3,5–6,9].

Higher Level Structures
Modulatory projection neurons that influence the
same neuronal network are often clustered into the
same region of the CNS (e.g., brainstem, higher-order
invertebrate ganglion). These projection neurons are
not completely independent, parallel pathways whose
actions only converge at the level of their shared targets.
Instead, these neurons also interact to either facilitate
or prevent their coactivation [2,4,7]. However, the
extent to which there are well defined circuits among
such populations of projection neurons remains to be
determined. Further, although stimulation of an indi-
vidual modulatory projection neuron is often sufficient
to elicit or modulate an entire motor pattern, it appears
likely that subsets of these neurons are normally
coactivated by particular sensory or higher-order
inputs [1–2,10].
Lower Level Components
The influence of modulatory projection neurons can
reach every level of a motor system. These neurons
commonly synapse directly with CPG neurons and
thereby activate, terminate or alter circuit output [2–5,
8–9]. These synapses often include both ionotropic and
metabotropic components, so there are generally both
short-term and long-term actions. As indicated above,
there are also synapses between different projection
neurons. In parallel, projection neurons also directly
influence the same motor neurons whose activity is
driven by the CPG, therebymodifying the motor neuron
response to CPG activity. Finally, some projection
neurons also project to the periphery, where they
regulate transmitter release from motor neuron term-
inals at their neuromuscular junctions as well as directly
altering muscle fiber properties [3,5,8].

Structural Regulation
Focused sensory stimuli clearly activate modulatory
projection neurons and thereby influence CPG activity
[1–2,5,9]. Furthermore, any such focal sensory pathway
stimulation appears to target subsets of the population
of projection neurons relevant to any particular motor
act [1,10]. However, the general organizing principles
underlying this level of operation are yet to be
determined. Thus far, the data set is small, but distinct
sensory inputs are as likely to elicit distinct motor
programs from the same CPG because they activate
different or the same subset of modulatory projection
neurons [1,10].
There is also feedback regulation from the target

CPG(s) to the projection neurons. This often results
in the projection neuron exhibiting a rhythmic activity
pattern that is time-locked to that of the CPG [2,5–6].
The function of this feedback regulation remains
obscure in most systems, although some recent work
has documented a role for this feedback in enabling
one CPG to regulate the activity of a distinct but
related CPG circuit [6].
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This general schema for sensorimotor organization
implies a hierarchical organization for motor control.
However, as we learn more about the cellular-level
details at each level of organization, the lines between
them have begun to blur. For example, some projection
neurons also satisfy the criterion to be CPG members
and some CPG members, when directly activated,
can turn on the entire CPG [1,3–6].

Higher Level Processes
The basic organizational features represented by the
population of modulatory projection neurons that
influence different CPGs seem comparable, but there
are few data sets available for comparison. It is clear
that such populations include subsets that use different
sets of co-transmitters [2–3]. Furthermore, selective
activation of some individual projection neurons is
sufficient to orchestrate complete activation or termina-
tion of a CPG in small motor systems in invertebrates
and non-mammalian vertebrates [2,4–5,9]. However,
it appears likely that behaviorally-relevant activation
of projection neurons in all motor systems involves
the coactivation of subpopulations of these neurons
[1–2,10]. The current issues being addressed that relate
to this organization include determining: (i) how any
single population of distinct but functionally related
projection neurons are influenced by distinct sensory
and higher-order inputs, and (ii) the extent to which
inter-projection neuron interactions sculpt the influence
of these neurons on their CPG targets. It is also
important to expand to additional systems an under-
standing of the function of rhythmic CPG feedback
onto these projection neurons.
Lower Level Processes
Many of the concepts now known to be relevant to
modulatory projection neurons were first established
by studies in which neuromodulators were bath-applied
to the isolated nervous system, as a model system
for how modulatory neurons influence CPG activity
[2–5,7–8]. Included among these now well-established
concepts is that: (i) Neuromodulation alters CPG
output, quantitatively and sometimes qualitatively,
by changing the cellular and synaptic properties of
the circuit neurons. (ii) Modulation works at multiple
levels, often also altering the properties of pre-CPG
interneurons and post-CPG targets, such as motor
neurons and muscles. (iii) These modulatory conse-
quences result from both convergence and divergence
of modulator action. For example, different neuromo-
dulators can evoke different motor patterns from the
same CPG and yet have convergent actions on the same
second messenger system(s) and/or ion channel(s).
In such situations, the different motor patterns result
at least partly from different CPG neurons having
overlapping but distinct sets of receptors for the
different modulators. There are also examples whereby
a single modulator influences a CPG by altering the
activity of a set of different ion channels, but the subset
that it influences is distinct in each CPG neuron. (iv)
Not all CPG neurons need be direct targets of any single
modulator. (v) To completely understand modulation
of a circuit, it is equally important to identify which
CPG neurons are not targets and are targets of a
modulator, because the synaptic actions of non-targets
often alter the activity of the target neurons.

Studies using direct, intracellular recording and
manipulation of individual projection neurons have
revealed that, like bath-applying different modulators,
stimulating different projection neurons elicits distinct
outputs from the same CPG [3–5,7]. In addition to
confirming the results of bath-applying neuromodula-
tors, stimulating single projection neurons has revealed
additional degrees of freedom available to these
systems. For example, (i) many projection neurons
contain co-transmitters, but each target neuron in a CPG
does not necessarily contain receptors for all of the co-
transmitters released by any single projection neuron;
(ii) different projection neurons with the same co-
transmitter complement can elicit different outputs
from the same CPG; (iii) consistent with the belief
that projection neurons provide no timing cues to the
CPG, some projection neurons modulate CPG output
by providing a non-rhythmic input to their target CPG;
and (iv) the ability of a projection neuron to activate/
modulate a CPG output cannot always be mimicked
by bath application of its co-transmitters. This last point
may be due to the difficulty in mimicking the temporal
nature of the ionotropic actions of the projection neuron
with either focal or bath application, or because of
local regulation of transmitter release (see below).

Process Regulation
There is both biochemical and synaptic regulation of
the actions of projection neurons. Regarding biochemi-
cal regulation, despite the general belief that neurally-
released peptides freely diffuse, many of them are
locally inactivated by extracellular peptidase activity
[7]. Such focal regulation of released neuropeptide can
enable different projection neurons to elicit distinct
CPG outputs despite releasing the same peptide.

At the so-called lower levels, synaptic regulation
of projection neuron activity originates from both
sensory feedback and CPG feedback [1–7]. Various
sensory systems either trigger, terminate or modify
projection neuron actions onto CPGs. Triggering and
terminating tends to occur at the level of the projection
neuron dendrites/soma, thereby influencing the ability
of the neuron to generate action potentials. In contrast,
the modifying actions of a sensory input can occur
either at that same location or via axo-axonic synapses,
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thereby having focal actions on specific transmitter
release sites of the affected neuron.

The activity of some projection neurons is time-locked
to that of their target CPG [5–6]. This rhythmic projection
neuron activity is generally a consequence of synaptic
feedback from the CPG activated by that projection
neuron. The feedback can either globally or focally affect
projection neuron activity, depending on the site of the
synapse [4–7]. In most such cases, the function of this
rhythmicprojectionneuron feedback is not known. Inone
recently documented example, its function is to enable
one CPG to regulate the activity of a behaviorally related
CPG [6].

Function
Modulatory projection neurons integrate inputs from
sensory and higher-order centers and, when activated,
provide persistent drive to one or more rhythmically
active motor circuits (CPGs). Different subsets of these
projection neurons share the ability to activate a
particular CPG, but their distinct actions enable them
to generate different neuronal output patterns from that
circuit. These distinct actions lead to the generation of
particular coordinated rhythmic movements, such as
walking, running or swimming from the spinal
locomotor CPG. The collective influence of modulatory
projection neurons appears to be necessary to enable
CPGs to express their full potential. Their complete
elimination may prevent the expression of any natural
versions of the behaviors generated by that CPG.

Therapy
The loss of input from modulatory projection neurons,
such as might occur for the vertebrate locomotor CPG
after spinal cord injury, either eliminates or severely
limits the ability to activate that CPG [2–3,6]. Thus,
understanding the detailed cellular-level influences of
these neurons on their CPG targets will be pivotal to
understanding how to circumvent or replace their loss
after injury or disease.
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Module
Definition
In neuroscience, “module” refers to a functional
component of the brain, describable in terms of
neurological structures, e.g. cells, columns, layers. In
cognitive science, module refers to a specialized mental
device that operates on specific types of information
(domain-specificity), provides predetermined outputs
for predetermined inputs (mandatory operation), has no
access to information in mental systems except its own
subsystems or dedicated input devices (informational
encapsulation), delivers output restricted to relatively
simple concepts (shallow output) and is subject to
characteristic patterns of breakdown. The operations of
a mental module are also fast and inaccessible to
attention processes or consciousness.

▶Theory Theory (Simulation Theory; Theory of Mind)
Module in Central Pattern Generator
Definition
A population of neurons within a central pattern
generator (CPG) that acts in concert. Neurons in the
module are active during a specific phase of a behavior
and are quiet during other phases of the behavior. The
unit-burst-generator and the half-center are examples of
modules.

▶Half-center
▶Scratching
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Molecular and Cellular Biomechanics. Figure 1
Space-filling representation of all atoms in the myosin
subfragment 1 model. Segments labeled 1, 2, and 3
represent parts of the heavy chains, while those labeled
4 and 5 show the essential and regulatory light chains,
respectively. The proposed actin binding site is located
at the lower right-hand corner (2). The active nucleotide
site is on the opposite side from the proposed actin
binding surface; segment 1 (Reprinted with permission
from Rayment et al. [1]. Copyright 1993 American
Association for the Advancement of Science).
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Definition
Molecular and cellular biomechanics is the branch
of biomechanics that deals with single molecules,
molecular interactions, or cells as the system of
interest. It deals with the effects that the mechanical
environment has on gene expression, mRNA and
protein production in cells, and transport and assembly
of proteins in extracellular matrices, and further deals
with the mechanical properties of isolated molecules or
the interaction of proteins, specifically those that make
up ▶molecular motors that produce essential functions
in living systems.

Characteristics
Molecular and cellular biomechanics is a relatively
new branch of biomechanics. It was made possible by
technological developments and by the interest of
scientists to understand phenomena of tissue growth
and adaptation, transport phenomena involving molec-
ular motors, and material properties of isolated molec-
ules, to name just a few of the emerging fields of
research. Here, selected approaches are highlighted
to provide insight into the field of molecular and
cellular biomechanics, and to give specific examples
of applications.

The first example will deal with the mechanisms of
muscle contraction involving the molecular motor
composed of ▶myosin II and ▶actin; the second
example will deal with the giant molecular spring
▶titin, which plays an important role in passive force
production in skeletal and cardiac muscle.

Myosin-Actin Interactions and the Molecular

Mechanisms of Contraction

In order to deal with molecular interactions, it is
important to have a detailed structural description of the
proteins that are considered. In the case of myosin II,
Rayment et al. [1] described the portion of that molecule
that is referred to as the subfragment 1, S1. This part
of the molecule contains the actin and nucleotide
binding sites, as well as the regulatory and essential
light chains (Fig. 1).

The structure of the S1 was determined by x-ray
diffraction in a two-step procedure: first, the positions of
themetal binding sites were determined using x-ray data
sets with a 4.5 Å resolution, and then these data were
filled in with Synchroton radiation results to produce a
2.8 Å resolution. In a companion study, Rayment et al.
[2] revealed the structure of the actin binding site, and
they speculated on the interaction of S1 with the actin
attachment site that produces muscle contraction.

Starting from the rigor confirmation, Rayment et al.
[2] suggested that the narrow cleft that splits the 50 kD
segments of the myosin heavy chain into two domains
is closed (Fig. 2a and e, horizontal gap, perpendicular to
the actin filament axis).

The addition of ATP and initial ATP binding to
myosin at the active site causes an opening of
the narrow cleft between the upper and lower domains
of the 50 kD segment. This in turn disrupts the strong
binding between actin and myosin but still allows for a
weak attachment (Fig. 2b). The final ATP binding to
myosin causes a closure of the nucleotide binding
pocket and a corresponding configurational change of
the myosin molecule. ATP is now hydrolyzed (Fig. 2c).
Rebinding of myosin to actin can occur, presumably
in multiple steps. The gap between the upper and lower
domain closes in this process to produce strong binding,
and phosphate, P, is released. This event starts the so-
called power stroke, the myosin molecule reverses
its conformational change induced by ATP binding, and
the active site pocket is reopened, establishing the
▶rigor configuration (Fig. 2e). The cross-bridge cycle
can then start all over again.

The studies by Rayment et al. [1,2] suggested the
possible mechanism of contraction from a structural
point of view. However, the actual movement produced
by actin myosin interactions, the corresponding forces,
and the relationship of the mechanical events with
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Proposedmolecular mechanism of contraction. (a) Rigor
conformation. The narrow cleft that splits the 50-kD
segments of the myosin heavy-chain sequence into two
domains is closed (horizontal gap, perpendicular to the
actin filament axis). (b) Addition of ATP, and initial
binding of ATP to the active site, causes an opening of
the narrow cleft and disrupts the strong binding between
actin and myosin, but still allows for weak binding. The
actin and myosin dissociate. (c) The final binding of ATP
to myosin causes a closure of the nucleotide binding
pocket and a corresponding configurational change of
the myosin molecule. ATP is now hydrolyzed. (d) Myosin
can now reattach to actin, presumably in multiple steps.
The narrow cleft closes to produce strong binding.
Phosphate, P, is released, and the power stroke starts.
(e) During the power stroke, the myosin molecule
reverses its conformation change induced by ATP
binding, and the active site pocket is reopened,
establishing the rigor conformation. The cross-bridge
cycle can now start all over again (Reprinted with
permission from Rayment et al. [2]. Copyright 1993
American Association for the Advancement of Science).

2390 Molecular and Cellular Biomechanics
the corresponding biochemical steps cannot be deter-
mined using x-ray diffraction. In 1994, Finer et al. [3]
showed the first results of forces produced by the
interaction of a single cross-bridge with an actin
filament using a double beam ▶laser trap approach.

Single Myosin Mechanics
Finer et al. [3] attached silica beads to a microscope
cover slip. The cover slip was coated with skeletal
muscle heavy meromyosin (HMM) at a low density
to allow for single attachments of cross-bridges to
actin. Polystyrene beads coated with N-ethylmaleimide
(NEM)-treated HMM were attached to actin filaments.
An actin filament with two beads attached near its
end was then caught and suspended in two optical
traps (Fig. 3).
The image of one of the beads was projected to a

photodiode detector for position detection. The actin
filament was then pulled taut (with a force of about
2 pN) and was lowered to the silica bead with the
HMM.Now, a single HMMmolecule could interact and
attach to the actin filament. When a cross-bridge head
attached to the actin, a rapid transient movement of
the silica bead along the axis of actin was observed.
Consistent displacement traces were observed by
keeping the stiffness of the optical traps high enough
to decrease the noise caused by ▶Brownian motion
(i.e. about 0.02 pN/nm per trap), but small enough that a
myosin molecule could produce a full displacement.
The average size found for single myosin cross-bridge
steps was about 11 ± 2.4 nm, independent of the ATP
concentration (1μM–2mM ATP) and independent of
the total trap stiffness (0.014–0.08 pN/nm).
In order to measure the forces produced by single

HMM molecules, the stiffness of the optical trap
was increased to 6 pN/nm. Movements of the bead
from the centre of the optical trap were proportional
to the force applied on the actin filament. For the force
measurements, movements of the bead were prevented
by a feedback position system, which moved the optical
trap (when force was applied to the bead) by the exact
amount required to keep the bead stationary. Therefore,
the displacement of the trap became a measure of
the applied force. The magnitude of forces measured
by single HMM interactions with actin were 1–7 pN,
and they averaged 3.4 ± 1.2 pN. The force magnitudes
were not affected by ATP concentration.
One of the limitations of the study by Finer et al. [3]

was that it could not be determined with confidence
whether a given mechanical event was produced by
one or more HMM molecules or by one or both heads
of the HMM molecule. Molloy et al. [4] addressed this
issue using two optical traps in essentially the same
way as Finer et al. [3], and measured the interac-
tions of HMM molecules (two-headed cross-bridges)
and myosin subfragment 1 (S1, single-headed cross-
bridges) with actin. Molloy et al. [4] found that the
average working strokes of S1 and HMM were com-
parable (about 4 nm) and were much smaller than
those found by Finer et al. [3] for HMM (about 11 nm).
Also, the average force values for both S1 and HMM
interactions with actin were low (about 1.7 pN) compared
to those measured by Finer et al. [3].
Muscle contraction with the myosin II-actin motor is

just one example that could have been chosen to present



Molecular and Cellular Biomechanics. Figure 3 Schematic illustration of single heavy meromyosin, HMM,
interaction with an actin filament. The silica bead on the cover slip is coated with skeletal muscle heavy meromyosin
(HMM). Coated polystyrene beads are attached to the ends of actin. The actin filament with its two beads is caught
and suspended in two optical traps. The suspended actin filament is then lowered to the silica bead, and single
HMM interactions with the actin filament are now possible (Reprinted by permission from Nature, Finer et al. [3].
Copyright 1994 Macmillan Magazines Ltd).

Molecular and Cellular Biomechanics. Figure 4 Schematic illustration of titin and its association with other
structures within a half-sarcomere. Titin spans from the Z-line to the M-band. It consists of about 300 immunoglobulin
and fibronectin type III repeats and a proline (P), glutamate (E), valine (V), and lysine (K)-rich (PEVK) domain
(Reproduced from Kellermayer et al. [8], with the permission of the American Association for the Advancement of
Science).
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some of the measuring techniques and approaches in
molecular biomechanics. Excellent reviews describing
the function of molecular motors are available (e.g.
[5–7]).

Molecular Springs
Here, we would like to discuss the function and action
of titin, a molecular spring that is particularly important
in skeletal and cardiac muscle where it is thought
to provide a big portion of the passive forces, and to
play an important role in providing longitudinal
stability of the myosin filament in sarcomeres. Titin,
sometimes referred to as connectin, is a giant filamen-
tous polypeptide, consisting primarily of about 300
immunoglobulin (Ig) and related fibronectin type III
(FNIII) repeats, and a unique proline (P), glutamate (E),
valine (V), and lysine (K)-rich (PEVK) domain. Titin
spans each half-sarcomere and is anchored to the Z-line
and the thick filament reaching all the way to the
M-band (Fig. 4). Titin is thought to play a basic role
in maintaining ▶sarcomere structural integrity and
producing passive force when muscle sarcomeres are
stretched. Titin is also believed to provide a molecular
scaffold for thick filament formation.

It has been argued that titin stabilizes the thick
filament in the centre of the sarcomere when, upon
contraction, small asymmetries in pulling forces are
produced on the two halves of the thick filament.
Furthermore, titin is assumed to produce passive force
in muscles. Such passive forces might help stabilize
what has been labelled the unstable [9], or softening,
behavior of active muscle force on the descending limb
of the force-length relationship. Finally, once a
sarcomere is stretched beyond thick and thin filament
overlap, cross-bridge attachments become impossible,
and the forces required to re-establish myofilament
overlap are thought to come primarily from the passive
elastic forces of the highly stretched titin.

Despite the apparent importance of titin, the way
it accomplishes its functional role has not been fully
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resolved. If titin really provides most of the passive
force in a stretched muscle, it should have several
distinct characteristics: first, for centring the thick
filament upon contraction, it should provide a low-level
stiffness. The stiffness needs to be low because
the asymmetries in active force acting on the thick
filaments would presumably not be large, and the
muscle (sarcomere) should still be stretchable without
much resistance within its normal physiological range.
Second, at some point titin should become stiff at a very
fast rate in order to prevent large stretches of muscle
against external forces that might cause injury. Finally,
titin must accomplish its passive force at different
lengths in different muscles, as the passive forces
measured in different muscles occur at distinctly dif-
ferent sarcomere lengths. For example, in cardiac
muscle, passive force is known to be high at about
optimal sarcomere length, whereas in many skeletal
muscles, passive force is negligible at optimal sarco-
mere length.

Rief et al. [10] used ▶atomic force microscopy to
study the mechanical properties of titin. Single titin
molecules were stretched, and molecular elongation
and the corresponding forces were recorded simulta-
neously. Rief et al. [10] found force-extension curves
for titin that showed a sawtooth-type pattern (Fig. 5)
that was typically preceded by a “smooth” increase
in force of variable length. The periodicity of the force
peaks was in the range of 25–28 nm, i.e. close to
the expected full length of an Ig domain, and the
force peaks varied from about 150–300 pN.

In order to test whether the peaks of the saw-
tooth pattern indeed reflect an unraveling of the Ig
domains, two model recombinant titin fragments were
constructed, consisting of either four (Ig4) or eight (Ig8)
Molecular and Cellular Biomechanics. Figure 5 Force-e
using atomic force microscopy. The force-extension curve
smooth increase in force. The periodicity for the force peak
were in the range of 150–300 pN. The smooth increase in
with an elongation of the PEVK region. The sawtooth patte
domains (Reproduced from Rief et al. [10], with the permis
of Science).
Ig segments in the I-band region (the flexible region)
of titin. All traces obtained with these Ig segments
showed a strict 25 nm periodicity. Furthermore, the
force peaks were found to increase from the first to
the last (Fig. 6), but stiffness was found to decrease
from one force peak to the next (Fig. 6). Finally, when
these Ig segments were released to one-half of their
fully stretched length (but not to their resting length)
and then pulled again, the sawtooth force-extension
curve was not apparent. The sawtooth pattern was
only fully recovered after complete relaxation of the
titin to its resting length.
Based on their results, Rief et al. [10] concluded that

each sawtooth pattern corresponded to an unfolding
of one Ig domain: the force on the ascending part
reflecting the molecular forces that must be overcome
to produce the unfolding, the force decrease following
the peak reflecting the fact that the molecular spring
was now “abruptly” elongated by about 25 nm. The
increasing peak forces with each subsequent sawtooth
pattern were assumed to reflect increasingly stronger
molecular bonds of the folded Ig domains; therefore,
the “weakest” domain was unfolded first, followed
by increasingly “stronger” Ig domains. The relative
“smooth” increase in force preceding the sawtooth
patterns was associated with a different molecular
mechanism, possibly an elongation of the PEVK region,
although this assumption was not rigorously tested.
Finally, it took a full shortening of titin before a
sawtooth pattern force-extension curve could be obser-
ved after the molecule had been stretched. Partial
shortening did not produce partial sawtooth patterns,
therefore it appears that a refolding of the Ig domains
only occurs at or near titin’s “resting” length or, in
terms of force, at very low titin forces.
xtension curve of a single titin molecule obtained
shows a sawtooth-type pattern that is preceded by a
s is about 25–28 nm, and the force peak magnitudes
force preceding the sawtooth pattern was associated
rn was associated with an unfolding of the Ig
sion of the American Association for the Advancement



Molecular and Cellular Biomechanics. Figure 6 Force-extension curve of a recombinant titin fragment consisting
of eight Ig segments. The curve shows a strict 25 nm periodicity. Force peaks increase from the first to the last
sawtooth pattern, but the stiffness decreases. The force and stiffness on the ascending part of the sawtooth pattern
likely reflect the molecular forces that must be overcome to produce unfolding of one Ig domain. The force
decrease following the peak, reflects the sudden 25 nm elongation of the molecule once the molecular unfolding
forces have been overcome (Reproduced from Rief et al. [10], with the permission of the American Association
for the Advancement of Science).
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Here we described the molecular motor myosin
II-actin and the molecular spring titin as two examples
of biomechanical investigation on the molecular level.
Many other examples could have been advanced.
However, these two covered some of the new technol-
ogies that are available today for performing mechanical
experiments on the micro-scale level. We neglected a
great number of studies relating to cell biomechanics.
Many of these deal with the mechanical loading and
the correspondingbiological responses of cells, and tissue
engineering. Regarding these issues, we would like
to recommend the book by Mow et al. [11] for people
with an interest in musculoskeletal tissues, and the book
by Fung [12] for additional discussions on the cardiovas-
cular system.
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Molecular Cues
Signals in the extracellular environment that instruct the
axon which way to grow during pathfinding.

Molecular Features in Odors
Definition
Based on the assessment of odor similarity in relation to
the molecular structure, two different but overlapping
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categories of odorant molecular characteristics have
been identified. One category is a polar functional
group that contains an oxygen, or a nitrogen, or a sulfur
atom. The other category is the molecular profile that is
formed mainly by the overall molecular shape. Polar
functional groups and molecular profiles strongly
influence the perceived odor quality.

▶Odor Maps
Molecular Motors
Definition
Molecular motors are engines made up of individual
molecules. There are a series of well-studied molecular
motors that perform life essential functions in the
human body. For example, the myosin II-actin motor is
responsible for muscle contraction, kinesin and dynein
transport organelles or vesicles from one location of a
cell along polar and periodic tracks (actin and
microtubules), and membrane bound motor proteins
transport ions against chemical concentration gradients.

▶Actin
▶Dynein
▶Kinesin
▶Microtubule
▶Molecular and Cellular Biomechanics
▶Myosin
▶Sarcomere Structural Proteins
Molecular Pharmacology
▶New Developments in G Protein-Coupled Receptor
Theory
Monaural
Definition
Sound presented to one ear.

▶Hearing Aids
Monoaminergic Cell Groups
Definition
These are cell groups that use monoamines as neu-
rotransmitters. The monoamines include the catechola-
mines (dopamine, norepinephrine, and epinephrine)
and the indoleamine serotonin (5-hydroxytryptamine).
The catecholamines are derivatives of the amino acid
tyrosine. Serotonin is a derivative of the amino acid
tryptophan. The major cell groups that use dopamine
are the substantia nigra and the ventral tegmental area in
the midbrain. A major cell group that uses norepineph-
rine is the locus ceruleus (Latin for blue spot) in the
dorsal pons. There are few if any epinephrine neurons in
the brain. Epinephrine is secreted into the blood by the
adrenal gland near the kidney. The major cell groups
that use serotonin are the raphe (Greek for ridge or
seam – refers to nuclei near the midline) nuclei which
scattered from the caudal pons to the medulla.
Monoamines
Definition
Brain monoamine synaptic transmitters consist of an
aromatic ring and amino group attached by a two carbon
chain (-CH2-CH2-). Monoamines are further classified
as catecholamines or indolamines depending on the
specfic essential aromatic amino acid, phenylalanine or
tryptophan respectively, from which they are derived.
Dopamine and norepinephrine (noradrenaline) are
derived from L-tyrosine first by the action of the
enzyme tyrosine hydoxylase to form L-Dopa which is
subsequently decarboxylated by aromatic amino acid
decarboxylase to form dopamine. Norepinephrine is
synthesized following the β–oxidation of dopamine by
dopamine beta hydroxylase, with the co-factor ascor-
bate serving as an electron doner. Epinephrine is
synthesized from norepinephrine in a restricted group
of neurons in the brain-stem by phenylethanolomine
N-methyltransferace. Serotonin is synthetized from
Ltryptophan in two enzymatic steps involving try-
ptophan hydroxylase and aromatic amino acid decar-
boxylase. The discovery by Falk and Hilarp of
histochemical fluorescence enabled the visualization
of catecholamines and serotonin within specific nuclei
and efferent neural pathways, which could then be
lesioned by specific neurotoxins. Preclinical experi-
ments employing this lesion technique helped to
identify the function of specific brain monoamines in
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many aspects of behavior ranging frommotor control to
emotional and cognitive processes. Monoamine trans-
mitters influence post-synaptic neurons via specific
receptor sub-types and synaptic levels are determined
mainly by the action of selective uptake mechanisms.
These sites have served as targets for the development
of highly effective drugs for the treatment of neurop-
sychiatric disorders, including the SSRI’s (serotonin-
selective reuptake inhibitors) and neuroleptic drugs for
the treatment of schizophrenia.

▶Antipsychotic Drugs
▶Schizophrenia
Monochromatopsia
Definition
▶Color Blindness
M

Monocular Deprivation
Definition
A condition in which normal visual experience is
prevented for varying periods to one eye by a natural or
artificial condition.

▶Binocular Vision
Mononeuropathy
Definition
Damage or destruction of an isolated nerve or nerve
group. It is a type of ▶peripheral neuropathy (damage
to nerves outside the brain and spinal cord). Mono-
neuropathy is most often caused by damage to a local
area resulting from injury or trauma, although occa-
sionally systemic disorders may cause isolated nerve
damage (as with mononeuritis multiplex).

▶Peripheral Neuropathies
Monophyletic
Definition
A set of taxa derived from a single common ancestor.

▶Evolution, and the Concept of Homology

Monophyletic Group
Definition
Taxon that includes all descendants of a last common
Ancestor.

Monoplegia
Definition
Paralysis of one limb. If occurring without muscle
wasting, the most frequent cause is a local lesion to the
▶cerebral cortex (e.g., a vascular lesion such as
thrombosis or embolism; local injury, tumor of
abscess); if occurring with muscle atrophy, the lesion
affects the ▶motor unit (e.g., ▶brachial plexus trauma
or neuritis, ▶poliomyelitis, ▶syringomyelia, ▶amyo-
trophic lateral sclerosis).

▶Amyotrophic Lateral Sclerosis (ALS)
▶Brachial Neuralgia
▶Poliomyelitis
▶Syringomyelia

Monopolar Recording
Synonym
Unipolar Recording

Definition
Recording of an electrical potential difference between
an active region (by means of a small electrode:
different electrode) and an inactive region (by means of
a large-surface electrode: indifferent electrode) of an
excitable tissue (e.g., nerve or muscle).

▶Extracellular Recording
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Monotreme
Definition
Platypus and echidna are monotremes (trema means
hole and refers to the cloaca). These animals are the
only mammals that lay eggs and do not give birth to live
young. They are also the first and only mammals which
were shown to have electroreception.

▶Electric Senses in Monotremes: Electroreception and
Electrolocation in the Platypus and the Echidna
Morbus Bleuler
▶Schizophrenia
Mormyromasts
Definition
Tuberous organ subtype found in mormyrid fishes, used
primarily for electrolocation.

▶Evolution of Mechanosensory and Electrosensory
Lateral Line Systems
▶Electroreceptor Organs
Morning/Evening Oscillators
MICHAEL N. NITABACH

Department of Cellular and Molecular Physiology,
Yale School of Medicine, New Haven, CT, USA

Definition
Morning (“M”) and evening (“E”) oscillators are
distinct circadian oscillators that control the peaks of
activity of twilight-active animals that occur during the
morning and evening twilight.
Characteristics
Theoretical and Descriptive Analysis of

M and E Oscillators

In animals, the circadian clocks that control the tim-
ing of rest and activity are embodied in groups of
▶circadian pacemaker neurons in the central nervous
system. Many animals are crepuscular – i.e. twilight-
active – and thus concentrate their activity around
dawn and dusk. It was theorized in the 1970s that
crepuscular rodent activity rhythms are controlled by
independent, but coupled, ▶Morning and Evening (M
and E) oscillators [1]. Later measurements of circadian
rhythms of pacemaker neuron firing in the rodent
▶suprachiasmatic nucleus (SCN) revealed two distinct
subpopulations of neurons whose firing rhythms were
out of phase, suggesting that these could be the M and E
oscillators [2]. However, it has not been possible to
experimentally test the hypothesis that a particular
subset of rodent pacemaker neurons does indeed
function as an M or E ▶oscillator. This would require
functionally inactivating the subset of pacemaker
neurons constituting a putative M or E, followed by
measurement of the effect of this inactivation on the
morning and evening peaks of activity.

Experimental Demonstration of M and E Oscillators
Like many rodents, Drosophila melanogaster fruit
flies are crepuscular, exhibiting peaks of activity
centered on the transitions from night to day and from
day to night. And unlike in rodents, readily available
techniques exist for functionally inactivating defined
subsets of pacemaker neurons. In one study, flies were
generated that lacked either the lateral–ventral anato-
mical subset of pacemaker neurons or several dorsal
anatomical subsets of pacemaker neurons [3]. Flies
lacking the lateral–ventral subset lost the morning
peak of activity, but retained the evening peak. Flies
lacking the dorsal subgroups lost the evening peak
of activity, but retained the morning peak. In a
different study, flies were generated that had functional
▶cellular clocks either only in the lateral–ventral
subgroup, or in both the lateral-ventral and dorsal
subgroups [4]. Flies with functional cellular clocks
solely in the lateral-ventral subgroup exhibit only the
morning peak of activity, while flies with functional
cellular clocks in both subgroups exhibit both the
morning and evening peaks of activity. These findings
demonstrate that the fly M and E oscillators reside in
the lateral-ventral and dorsal pacemaker neurons,
respectively.

Communication of Phase Information Between

M and E Oscillators

Those experiments were performed in 12 h:12 h light:
dark (LD) conditions, where both M and E oscillators
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can be independently synchronized to the environment
and thereby maintain a constant phase relationship.
When flies are synchronized to LD and then released
into constant darkness (▶constant conditions, DD), the
morning and evening peaks still occur – although they
▶free-run and gradually drift out of phase with the
rotation of the Earth. But even in free-running condi-
tions, the morning and evening peaks maintain a
constant phase relationship with each other. So there
must be some mechanism for keeping that relationship
constant in free-running DD conditions even in the
absence of any environmental cues.

One possible mechanism for maintaining constant
phase between M and E oscillators is a ▶master–slave
relationship, so-called because one of the oscillators
controls the other. To test this hypothesis, flies were
genetically modified so that the M and E oscillators run
with intrinsic periods that differ by 3–4 h [5]. Under
▶free-running DD conditions, the period of the
behavioral rhythm of locomotor activity is always
determined by the intrinsic period of the M oscillator,
suggesting both that there is a master–slave relationship
and that M is the master. Furthermore, the period of
oscillation of the cellular clock in the E cells is
determined by that of M, and not by the intrinsic period
of the E cells themselves. These results demonstrate
that M cells send a signal to the E cells that controls
the oscillation of their cellular clocks. A good
potential candidate for this signal is a neuropeptide pro-
duced and secreted by the lateral-ventral M pacemaker
neurons and known to be important for circadian
function [6].
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Morphogen
Definition
A substance whose concentration varies across a tissue
and to which cells respond differently at different
concentrations.

▶Morphogens and Neural Development
Morphogenetic Compartment
Definition
Subdivision of an organ or body part (for example, a
specific area or sector of the neuroepithelium) specified
by a particular combination of developmental regu-
latory genes, that gives rise to a particular body division
or subdivision. It constitutes a major unit of develop-
ment and evolution, and the natural comparison
character for homology considerations.

▶Evolution and Embryological Development of the
Forebrain
Morphogens and Neural Development
ESTHER T. STOECKLI

Institute of Zoology/Developmental Neuroscience,
University of Zurich, Zurich, Switzerland

Definition
In the development of organisms the organization of
cells into tissues is a major achievement. Precursor
cells or undifferentiated cells have to be organized in a
spatial pattern that allows their differentiation to distinct
cell types. To this end, positional information has to
be transferred to cells. The term morphogen describes
such positional signals that are secreted by a source,
and therefore form a gradient emanating from this
source by mechanisms that are still unclear (see below).
Cells responsive to a particular morphogen will then
sense their position in response to the concentration
of the morphogen. Thus, ▶morphogens are capable
of specifying body axes or give polarity to tissues, in
other words are responsible for the patterning of the
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embryo. In vertebrates, morphogens include mem-
bers of the Hedgehog, the ▶Wnt, the FGF (Fibroblast
Growth Factor), and the TGF-β (Transforming Growth
Factor-β) families. In human there are three Hedge-
hogs (Sonic, Indian, and Desert Hedgehog), 19 Wnts
(Wnt1 – Wnt16), and 22 FGFs. The TGF-β family
is subdivided into several subfamilies, the TGF-βs,
activin, and the bone morphogenetic proteins (BMPs).
For the developing nervous system, the BMP subfamily
is most relevant. In Drosophila, where development
starts in a▶syncytium, transcription factors, e.g. bicoid,
have also been identified as morphogens. In this essay I
will concentrate on vertebrate morphogens, however.

Characteristics
Neural development starts with neural induction and
neurulation giving rise to the neural tube, which will
form the central nervous system, and to the ▶neural
crest, from where cells will delaminate to form the
peripheral nervous system. A hallmark of neural
development is the considerable distances that cells
migrate to reach their final destination from where they
send out their long processes, ▶axons and ▶dendrites,
to connect to their target cells. This is particularly true
for the brain. The migratory routes are much shorter and
less complicated in the caudal neural tube, the ▶spinal
cord. Therefore, early events of neural development,
▶neurogenesis, ▶cell differentiation, and patterning
have been studied extensively in the spinal cord.
Cell migration has been studied predominantly in the
brain. Morphogens are involved in all steps of neural
development from neural induction to axon guidance
and ▶synaptogenesis, the final step in neural circuit
formation.

Methods to Study Morphogen Function
Common to all morphogens is their involvement in
the regulation of ▶cell proliferation, differentiation,
and patterning. Because all morphogens are involved
not only in spatially distinct but also in temporally
distinct processes, their functional analysis has to take
time into account. This is quite difficult to achieve
with classical genetic tools, as they allow only for the
analysis of gene function in the first window of activity.
Analysis of later events is often prevented by aberrant
development due to the absence of gene activity during
early time windows or even early embryonic lethality.
Inducible knockout strategies or ▶RNAi approaches
have opened new possibilities in temporal control of
gene expression and are therefore better suited for
functional analyses of morphogens [1].

Morphogens in Early Neural Development
Neural induction starts with or even before gastrulation:
Cells of the ▶ectoderm are set aside to become neu-
ral ectoderm [2]. This process requires blocking the
activity of ▶bone morphogenetic proteins (BMPs), a
subfamily of the TGF-β family of morphogens. BMPs
drive differentiation to epidermis, thus, neural ectod-
erm will be formed only where this activity can be
blocked by Chordin, Noggin, and Follistatin, three
BMP inhibitors originally identified in Xenopus. In
addition to BMPs, members of the FGF, and the Wnt
family of morphogens have also been implicated in
neural induction [2]. Once the neural epithelium has
been defined it starts to undergo changes in shape, i.e. it
folds up in a process called neurulation (Fig. 1).

Morphogens and Neural Crest Formation
▶Neural crest cells give rise to cells of the peripheral
nervous system, pigment cells (melanocytes), and
skeletal elements of the head. Neural crest cells arise
from the border between the neural and the non-neural
ectoderm and depend on the presence of BMPs (Fig. 1).
The requirement for BMP signaling in neural crest cell
formation was demonstrated for instance in zebrafish
mutants (for references see [3]). In addition to BMPs,
other morphogens, such as Wnts and FGFs were also
implicated in neural crest induction and proliferation.
Because neural crest specification cannot be separated
from cell migration along distinct pathways, roles of
morphogens in neural crest migration have also been
demonstrated (reviewed by [3]).

Morphogens in Differentiation and Patterning
The newly formed neural tube is specified from the
beginning with respect to the antero-posterior and
the dorso-ventral orientation. At the anterior end of the
neural tube, the brain will form, the caudal neural tube
will develop into the spinal cord. The ▶notochord,
a mesodermal structure underlying the neural plate,
specifies the ventral midline of the neural tube, called
the ▶floor plate (Fig. 1). The roof plate originates
during the closure of the neural tube and marks the
dorsal midline of the spinal cord. Both the floor plate
and the roof plate are important signaling centers, as
they are the source of morphogens [4]. BMPs are
produced in the roof plate, ▶Sonic hedgehog (▶Shh)
is produced by the floor plate. Wnts are also expressed
in the roof plate and in the adjacent dorsal neural tube.
Under the influence of these morphogens ▶neuroe-
pithelial cells differentiate to distinct types of cells.
In the dorsal neural tube, cells are predominantly under
the dorsalizing effect of the BMPs, whereas cells in the
ventral neural tube turn into ventral interneurons or
motoneurons depending on the concentration of Shh
[4]. High concentrations of Shh will induce V3 inter-
neurons and motoneurons, successively lower concen-
trations will give rise to V2, V1, and V0 interneurons,
respectively. These broad domains are distinguished by
their characteristic expression of transcription factors
used as markers. These transcription factors regulate
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Figure 1 During neural induction ectodermal cells that
are under the influence of BMP inhibitors develop into
neural ectoderm (yellow in (a)). The remaining ectoderm
(green) develops into epidermis. The notochord, a
mesodermal structure underlying the neural ectoderm
(blue), acts as an organizer for the neural tube. It
expresses high levels of Shh and is responsible for the
differentiation of the ventral midline cells of the
developing neural tube into floor-plate cells (blue in (b)).
The border between the neural and the non-neural
ectoderm expresses BMPs and Wnts (orange) that are
responsible for the delamination of neural crest cells
during the closure of the neural tube (c). Neural crest
cells migrate along a dorsal route (1) to turn into
melanocytes and along a ventral route (2) to turn into
cells of the peripheral nervous system. The fusion of the
neural tube results in the formation of the roof plate (red
triangle in (d)). Thus, the newly formed neural tube
contains two organizing centers, the floor plate (blue
triangle in (c) and (d)), the source of Shh with ventralizing
activity, and the roof plate, the source of BMPs with
dorsalizing activity. Cells along the dorsoventral axis
adopt different cell fates depending on the concentration
of BMPs and Shh that they experience (d).
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specific gene expression patterns. The segregation of
cells driven by selective cell-cell adhesion concludes
the formation of the final classes of neurons along
the dorso-ventral axis of the spinal cord. Similar pro-
cesses are thought to occur in the brain but due to
the increased complexity of the anterior neural tube the
specific interactions and molecular processes are less
well understood. In contrast, patterning of the antero-
posterior axis of the neural tube has been studied in
more detail in the brain [5]. The anterior end of the
neural tube is subdivided into forebrain, midbrain, and
hindbrain. The hindbrain and the borders between the
individual segments of the hindbrain, the ▶rhombo-
meres, are thought to be local signaling centers for the
anteroposterior axis. The mid-hindbrain boundary, or
isthmus, is the source of FGFs, in particular FGF8 that
was shown to be most important for the organization of
the midbrain and the ▶cerebellum [6]. In addition to
their role in differentiation and patterning morphogens
regulate cell proliferation in the neural tube and thus
define not only cell type but also cell number [7].

Morphogens in Axon Guidance
More recently, a function of morphogens in axon
guidance has been found [8–10]. First evidence for a
role in ▶axonal pathfinding was obtained in the visual
system for FGFs in frog [6] and Shh in chicken embryos
[9]. BMPs expressed by the roof plate were shown to act
as axon guidance cues by repelling dorsolateral
▶commissural axons (Fig. 2).

At the same time, these axons are attracted by
▶Netrin-1, the first ▶chemoattractant that was identi-
fied. Interestingly, the attractive effect of Netrin is
supported by Shh that is expressed by the floor plate, as
is Netrin. The activity of Shh is much weaker than the
activity of the classical axon guidance cue, Netrin-1.
Therefore, the attractive effect of Shh on commissural
axons could only be detected in the absence of Netrin-1.
More recently, Shh was identified as a ▶repellent for
the same commissural axons once they have crossed the
ventral midline [9]. Interestingly, the repellent effect
of Shh on postcommissural axons did not depend on the
same receptor and the same signaling mechanism that
was responsible for the patterning and axon guidance
activities of Shh during earlier stages of development.
Shh was shown to act as repellent for postcommissural
axons that expressed Hedgehog-interacting protein
(Hip). While the axon guidance function of Shh
on postcommissural axons was detected in chicken
embryos in vivo, a similar function was found for Wnt4
in mouse using in vitro assays. However, Wnt4 was
shown to act as an attractant in accordance with its
graded expression in the floor plate, with high levels
rostrally and low levels caudally. Interestingly, Wnts
were also found to act as repellents in longitudinal
axon guidance in the corticospinal tract, where Ryk



Morphogens and Neural Development. Figure 2 Commissural neurons located in the dorsolateral spinal cord
(green in (a)) send out their axon under the repellent influence of BMPs emanating from the roof plate (red) and the
attractive effect of Netrin-1 and Shh (blue). Patched and Smoothened expressed by commissural neurons mediate
the attractive effect of Shh. When commissural axons reach the floor plate (blue triangle in (b)) they express
Hedgehog-interacting protein (Hip; purple). Cells that express Hip no longer perceive Shh as attractive, and instead
respond with repulsion. Thus, postcommissural axons are directed rostrally along the contralateral border of the floor
plate in response to the decreasing Shh gradient, with high levels caudally and low levels rostrally. At the same time, a
Wnt gradient with high levels rostrally and low levels caudally attracts postcommissural axons (see text and
references [8–10] for details).
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is involved as a co-receptor with the Wnt receptor
Frizzled.

Morphogens in Topographic Mapping
Axons reaching their target area have to select
individual cells to form a ▶synapse. In the visual
system ▶topographic mapping, i.e. the connection
between the retinal ganglion cell (RGC) axons with the
appropriate target cell in the tectum, has been studied
for decades. Two coordinate systems, with perpendicu-
lar orientation to each other, specify the target for
each incoming RGC axon. ▶Eph-Ephrin interactions
are responsible for both the antero-posterior and the
medial-lateral orientation [10]. Recent studies have now
added a Wnt gradient for medial-lateral retinal axon
mapping, another example where a morphogen acts in
parallel to a classical axon guidance cue (see above),
in this case EphrinB1.

Morphogens in Synaptogenesis
Finally, morphogens have also been implicated in the
last step of neural circuit formation, synaptogenesis [7].
In the spinal cord, Wnt3 expressed by motoneurons
was shown to play a role in the formation of termi-
nal branches of proprioceptive neurons that contact
dendrites of motoneurons in the ventral spinal cord.
Similarly, in the cerebellum, ▶mossy fibers that form a
special type of nerve ending called rosettes with
dendrites of ▶granule cells undergo morphological
changes that depend on the presence of Wnt7a in
granule cells. In the absence of Wnt7a, axonal remodel-
ing is perturbed and appropriate presynaptic structures
fail to form [7].
Morphogen Transport
The mechanism of morphogen gradient formation is
not well understood, as morphogens are not freely
diffusible due to▶posttranslational modifications, such
as palmitoylation in the case of Wnt and Shh, or
the covalent attachment of a cholesterol molecule in
the case of Shh. Models for morphogen transport
and gradient formation include transcytosis, i.e. the
repeated endocytosis and release of morphogen mole-
cules, or their transport in form of lipoprotein particles
or argosomes. Furthermore, facilitated diffusion by
binding to cell surface heparan sulfate ▶proteoglycans
has also been suggested for Wnt, Shh, and FGFs.

Morphogen Signaling
In general, signaling by morphogens results in the
activation of gene expression in the nucleus. Signaling
by BMPs and FGFs has obtained a lot less attention than
Wnt and Shh signaling. FGFs bind to one of four FGF
receptors that are single-pass transmembrane receptor
tyrosine kinases [6]. Heparan sulfate proteoglycans are
co-factors for the activation of FGF receptors by FGFs.
BMPs bind to a receptor complex consisting of type I
and type II serine/threonine kinases. Receptor acti-
vation results in ▶phosphorylation of SMAD family
members [3]. Common to signaling of the Wnt and
Shh families are structural features of the surface
receptors. Both use seven-pass transmembrane recep-
tors, Frizzleds in the case of Wnts and Smoothened
in the case of Hedgehogs. It is important to note,
however, that Hedgehogs do not bind to Smoothened
directly but rather to the twelve-pass transmembrane
receptor Patched. Upon binding of Hedgehogs, Patched
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de-represses Smoothened activity. The mechanism of
Patched/Smoothened interaction is not yet known.

Intracellular components of both the Hedgehog and
the Wnt signaling cascade are multiprotein complexes
containing a ▶scaffold protein and kinases. These
complexes phosphorylate and stabilize β-catenin down-
stream of Wnts, and control levels of Gli repressor and
Gli activators downstream of Shh.

Wnt signaling includes three different pathways,
the canonical and the non-canonical pathway with the
latter being subdivided into planar cell polarity (PCP)
and Ca2+ pathways. The canonical pathway involves
the stabilization of β-catenin. In the absence of Wnt,
β-catenin is recruited to a multi-component complex
consisting of the scaffold protein Axin, the tumor sup-
pressor APC and two kinase families, CK1 and GSK.
Subsequent ▶ubiquitination results in degradation of
β-catenin. If Wnt binds to the surface receptor Frizzled
and co-receptors, such as Lrp5/6, phosphorylation of
β-catenin is suppressed. Thus, β-catenin accumulates
and can be transported to the nucleus, where it acti-
vates transcription by binding to LEF/TCF transcription
factors.

In general signaling downstream of morphogens
has only been studied in detail during early stages of
development, including neural induction, differentia-
tion and patterning. Signaling involved in later stages
of development, such as axon guidance or synaptogen-
esis is not well understood. In axon guidance along
the longitudinal axis of the spinal cord, the receptor for
Shh is Hedgehog-interacting protein and no longer
Patched [9,10]. Wnts appear to use Frizzled receptors
for both axon guidance and earlier functions, but the
intracellular signaling pathways have not been identi-
fied and do not seem to be identical to any of the well-
known pathways (see above). In contrast to the classical
roles of morphogens in tissue patterning, their role in
axon guidance does most likely not involve changes
in gene transcription but is restricted to more rapid
changes in signaling affecting directly the cytoskeleton
of growth cones.
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Synonyms
MARCM

Definition
Mosaic Analysis with a Repressible Cell Marker
or MARCM is a set of genetic tools developed in
the fruitfly Drosophila melanogaster for the positive
labeling of individual cells or groups of cells derived
from the same lineage. In addition, labeled cells may
be generated that are homozygous mutant for genes
of interest or that express constructs that modulate gene
expression and/or function. This system was created
by Liqun Luo and Tzumin Lee [1] and has been used
extensively in this model organism for the analysis
of neuronal differentiation, cell lineage and other bio-
logical processes outside of the nervous system.

Characteristics
Overview
The nervous system is arguably one of the most
complex tissues in the animal kingdom. Even in the
simplest of the model organisms, its assembly requires
not only the generation of a large number of diverse cell
types but also the complex wiring of these cells.
Therefore, the study of nervous system development
and function is aided by the identification and genetic
manipulation of a small number of neurons. Genetic
tools unique to the Drosophila model system have



2402 Mosaic Analysis with a Repressible Cell Marker
greatly facilitated the analysis of the molecular mec-
hanisms underlying neuronal pattern formation by pro-
viding investigators with exquisite spatial and temporal
control of gene expression and function. In this context,
mobile DNA elements (▶P-elements), carrying heter-
ologous transcription factors (e.g. GAL4) under the
regulation of Drosophila-specific promoters have been
used extensively for the targeted expression of reporter
molecules, genetically modified alleles or more recently
constructs capable of mediating gene silencing via
RNA interference (▶RNAi).

The ability to induce, isolate and characterize the
phenotypic consequence of single gene mutations has
been fundamental to our current understanding of ner-
vous system development and function in Drosophila
and other model organisms. Relevant genes are for the
most part expressed in a temporal and spatial complex
pattern, which is reflected in the pleiotropic phenotype
displayed by mutant organisms. Moreover, homozygous
mutant animals may not survive to adulthood making it
difficult to study the consequence of lack of gene
function beyond a certain stage. In order to overcome
these limitations, developmental biologists have relied
on genetic ▶mosaic organisms in which homozygous
mutant clones are generated in an otherwise wild type
and heterozygous background. This approach has been
used extensively in Drosophila melanogaster as well as
in mice and C. elegans, to investigate the stage-specific
cell autonomous requirement of gene function. Recent
improvements to this system include the ability to
generate small homozygous clones at specific times
during development and to unambiguously identify
individual homozygous mutant clones such that the
cellular phenotype can be studied appropriately.

Mechanism
Traditionally, genetic mosaics in Drosophila have
been generated through chromosomal loss (e.g. ring X
chromosome) or X-ray induced mitotic recombination.
More recently, sequence-specific recombination sys-
tems (FLP/FRT or Cre/LoxP) have been introduced
allowing efficient gene-specific mitotic recombination.
While the generation of genetically distinct somatic
clones is technically straightforward, a reliable way to
unambiguously label specific cell types within mutant
clones has been missing. In the past, external markers
have been used to infer the genotype of internal tissue.
An improvement on this approach was the introduction
of reporter constructs whose loss would mark the pre-
sence of homozygous clones in an otherwise heterozy-
gous-labeled organism. The shortcoming of this method
was that mutant clones still remained unlabelled and
thus not available to detailed morphological analysis.

MARCM is a major advance because it combines
the ability to positively label small numbers of cells
with the FLP-FRT recombination system previously
used to generate genetic mosaics (Fig. 1). This was
made possible by the introduction of a repressible cell
marker. In MARCM, the expression of reporter genes
such as ▶GFP, driven by a tissue-specific GAL4
construct, is repressed due to the ubiquitous expression
of a GAL4 inhibitor, GAL80. The GAL80 gene is
inserted in the same chromosomal arm as the wild type
allele of a gene of interest X. The homologous
chromosome carries a mutant allele of the gene X and
no copy ofGAL80. Mitotic recombination generates two
daughter cells that differ from the parental cell regarding
the genotype of the FRT-bearing chromosome in that
they are homozygous for one or the other homologous
chromosome. Therefore, the mitotic recombination
event not only yields homozygous mutant cells but also
relieves in these cells the repression of the GAL4
construct through the loss of GAL80 ▶transgene. The
outcome is the generation of flies carrying single or
multiple cells derived from a single progenitor that are
homozygous mutant for a gene of interest. Specific cell
types within the mutant clone will be positively labeled
by the expression of a reporter construct that facilitates
their morphological analysis. The size of the labeled
clone depends upon the timing of FLP expression (refer
to [2] for a detailed protocol). Moreover, as illustrated
below, MARCM can be used to label clones of specific
neurons without manipulating gene function. In this
context, MARCM has been employed to investigate
the developmental architecture – pattern of projection
and clonal relationship – of specific neurons (see Fig. 2
for examples of MARCM generated clones).
The caveat is that, while labeling is found only in

cells homozygous for the mutant chromosome (not
carrying the GAL80 repressor), not all mutant cells are
labeled. Labeling of mutant cells is restricted to the cell
types in whichGAL4 driver is expressed. Modifications
to this method introduced recently address this issue but
have not yet been used as extensively as MARCM [3].

Components
All constructs described below are found within
P-element vectors and were inserted into the Drosophila
genome via ▶P-element mediated transformation.

1. GAL4 is a yeast transcription factor that binds
to specific DNA elements known as upstream
activating sequence (UAS) and activates RNA
transcription of reporter genes. It is often referred
to as a “driver element.” In Drosophila, expression
of GAL4 under the control of tissue-specific
regulatory sequences has been employed to acti-
vate the expression of reporter genes such as GFP
or β-Galactosidase in specific cell types. Alterna-
tively, one can increase the expression of a target
gene (up-regulation), by introducing a full-length
cDNA downstream from the UAS or silence a gene



Mosaic Analysis with a Repressible Cell Marker. Figure 1 Schematic representation of the MARCM system.
MARCM requires two FRT sites (™) situated at the same location and one copy of the GAL80 gene downstream to
one of the FRTsites. The genes encoding Flipase (FLP) recombinase, the tissue-specific GAL4 driver, and the UAS-
GFP may be located anywhere in the genome. Additionally, the FRT-bearing, non-GAL80 chromosome may carry a
mutation (−) distal to the FRTsite. A brief heat shock induces FLP expression. At the FRTsites, FLP recombines the
wild type (+) GAL80-containing chromosome with its homologous mutant (−) chromosome. The resulting wild type
(+/+) daughter cell will carry two copies of GAL80, which suppresses GAL4-dependent expression of the UAS-GFP
(unlabeled cell). In the other daughter cell, whichmay be homozygousmutant for a gene of interest (−/−), the absence
of GAL80 allows for GAL4-mediated expression of the GFP (labeled cell). (Adapted from [2]).
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(knock-down), by introducing a construct capable of
mediating RNA interference (RNAi).

2. UAS-mCD8-GFP This construct encodes a GAL4
responsive reporter gene. In this case, the reporter
is the green fluorescent protein (GFP), which has
been fused to the transmembrane mouse lymphocyte
marker CD8. This allows for targeting of GFP to the
cell surface.

3. Flipase (FLP) recombinase. FLP recombinase is a
yeast enzyme that catalyzes mitotic recombination
at FRT sites. Drosophila strains have been created
carrying the FLP gene under the regulation of a
ubiquitous promoter, such as the tubulin gene
promoter (tubP), or a conditional promoter such as
that of the Heat Shock Protein 70 gene (HSP70).

4. FRT sites. FRT sites are DNA sequences recognized
by FLP recombinase. High frequencymitotic recom-
bination is catalyzed by FLP at these sites. In flies
heterozygous for a recessive allele of a gene of
interest (+/−) in which FRT sequences are also
present in the same chromosome, mitotic recombi-
nation at these sites yields homozygous mutant
clones (−/−) as well as homozygous wild type twin
clones (+/+). The latter are indistinguishable from
the wild type heterozygous background (+/−).
5. tubP-GAL80- GAL80 is a yeast protein that
represses GAL4 function as a transcription factor.
In MARCM, the GAL80 gene is under the control
of the tubulin promoter (tubP) thereby providing
ubiquitous repression of GAL4 function. Mitotic
recombination at FRT sites catalyzed by the FLP
gene product eliminates theGAL80 gene from one of
the daughter cells thereby relieving GAL4 from
GAL80 repression while at the same time inducing a
loss of heterozygosity event in the same chromo-
some.

Uses of MARCM
Since it was first published, MARCM has been used
extensively. It has become an essential component
of the ever-expanding Drosophila genetics toolbox.
Below we describe briefly a few examples in which
the use of MARCM system played an essential role in
the genetic analysis of nervous system development.

Neuronal Morphogenesis
MARCMhas been effective in the investigation of axonal
and dendritic branching patterns as well as neuronal
wiring and circuitry formation. For instance, Grueber
and colleagues employed MARCM to study dendrite



Mosaic Analysis with a Repressible Cell Marker. Figure 2 MARCM clones inDrosophilamushroom bodies (MB).
A neuroblast (Nb) generates a series of ganglionmother cells (GMC, G in Fig.). EachGMCgenerates two post-mitotic
neurons (N). (a) A GAL80-negative Nb (GAL80–) gives rise to a multi-cellular clone. (b) If a GMC loses GAL80, a two-
neuron labeled clone is generated. If mitotic recombination occurs in a dividing GMC, only one of the two post-mitotic
neurons will be labeled. (c) and (d) Confocal images of MARCM clones of MB neurons. (c) A MB Nb clone produced
by an early mitotic recombination event consists of hundreds of neurons at the adult stage visualized by mCD8-GFP
expression. There are five axon bundles in the adult MB: γ, β′ and β projecting towards the midline and α′ and α
projecting dorsally. (d) Single cell labeling shows that each cell body extends a single process from which dendrites
(arrowhead) branch out. (Modified with permission from Lee T, Luo L (2001) Trends Neurosci 24(5):251–254).
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branchingmorphology and the establishment of dendritic
territories of specific neurons of the Drosophila third
instar larva peripheral nervous system [4]. They focused
their studies on the dendritic arborization neurons (da),
which spread their dendrites in a two-dimensional
coverage of the larval epidermis. By examining single
cell clones generated using MARCM and labeled by
the expression of a pan-neuronal driver (elav-GAL4),
da neurons were grouped into fourmorphological classes
(I-IV) according to differences in dendrite branching
complexity. Most importantly, these authors reported
that neurons of the same class showdendritic exclusion or
heteroneuronal tiling whereas those in different classes
show extensive overlap of their dendritic fields. These
pioneer studies set the stage for further investigations
addressing themolecular geneticmechanisms underlying
dendritic branching and tiling briefly discussed below.

Gene Function Requirement
The MARCM system has been successfully employed
to assess the role of candidate genes in different bio-
logical processes. Of particular note are recent findings
that further elucidate the role of Down’s syndrome cell
adhesionmolecule (Dscam) in dendrite self-avoidance or
isoneuronal tiling. The Drosophila Dscam gene shows
a remarkable degree of alternative splicing with the
potential to generate more than 38,000 different iso-
forms and has been implicated in axonal and dendritic
patterning. Using MARCM, three different groups
addressed the cell autonomous requirement for DsCam
gene in the patterning of the larval epidermis da sensory
neurons [5,6,7]. These workers showed that Dscam
mediates isoform-specific homophilic interactions re-
quired for self-avoidance within a single sensory neuron
arbor. Interestingly, heteroneuronal tiling such as that of
class II and IV sensory neurons is not affected byDscam
mutations suggesting the existence of an additional path-
way. Thus, the current view of the molecular under-
pinnings of dendrite morphogenesis in Drosophila has
been made possible by the high level of resolution
afforded by single cell labeling and genetic manipulation
unique to the MARCM system.

Mosaic Genetic Screens
Mutant screens constitute a powerful tool in the
identification of genes essential for diverse biological
processes. A forward genetic approach can be combined
with the MARCM system, thereby bypassing pleiotropic
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effect of mutations (i.e. early lethality) and increasing the
sensitivity of the phenotype analysis. This strategy iswell
illustrated in the report of Reuter et al. [8]. These inves-
tigators carried out a genetic screen aimed at identifying
genes that play a role in the morphogenesis of the larval
MB neurons. To that end, homozygous mutant clones
generated by MARCM were examined by virtue of
expression of MB-specific GAL4 drivers, which in turn
activated the transcription of target reporter constructs
(UAS-mCD8-GFP). In order to increase the frequency of
MB clones, FLP expression was heat- induced in newly
hatched larvae.At that time, the onlydividingneuroblasts
are those giving rise to the MB neurons. Nearly 20% of
the genome was sampled by this approach. Larvae
bearing mutant clones showing abnormal distribution of
GFP, large cells, defective axonal transport and abnormal
axon and dendrite morphogenesis were isolated. Further
characterization of these mutations led to identification
of new genes that play a role in neuronal morphogenesis
as well as discovery of new functions of previously
identified genes.

Cell Lineage Analysis
The ability to induce mitotic recombination at different
times during development makes MARCM particularly
well suited for cell lineage analysis. Several investigators
have taken advantage of these properties to investigate
clonal relationships in the olfactory glomeruli and the
mushroom body (MB), the area of the insect brain
involved in olfaction-mediated learning and memory. As
one of the earliest contributions of MARCM system,
Lee et al. [9] showed that, in the Drosophila CNS, a
single identified neuroblast sequentially gives rise to at
least three distinct types of neurons. More interestingly,
their projection into different MB lobes depends upon
their birth order [9]. Similar strategy when applied
to clonal relationship of projecting neurons of the
Drosophila olfactory system demonstrated that their
dendritic arborizations in the antennal lobe and thus
odour representation, depends upon their birth order
(reviewed in [10]).
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MOSAIC Model
Definition
Modular selection and identification control (MOSAIC)
model, proposed for solving a large-scale sensorimotor
problem using multiple pairs of a forward (estimation)
model and an inverse (control) model. An important
ingredient in the model is how well a forward model
predicts movement outcome or reward, defined as a
responsibility signal. Those responsibility signals in
turn determine which controllers will be used for a
particular movement and which internal models will be
updated accordingly. The MOSAIC model attempts to
decompose a large-scale sensorimotor problem auto-
matically by making each module specialized for a
particular situation or task.

▶Theories on Motor Learning

Mossy Fibers
Definition
Most afferents from the brainstem or spinal cord to the
cerebellum terminate in the granule cell layer of the
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cerebellar cortex as “mossy fibers”. They are so named
because of the appearance of their terminals under the
microscope.Mossy fibers carry almost all the information
to the cerebellar cortex that affects the short-term firing
rates of granule cells and other cells in the cerebellum.
Mossy fibers terminate bilaterally in discrete areas of the
vermis and of the hemispheres, evidencing a partial
somatotopic arrangement. They are differentiated from
“climbing fibers” that originate only in the inferior olive,
terminate on Purkinje cells, and affect the firing rate of
cerebellar neurons over the long-term.

▶Cerebellum
▶Cerebellar Functions

Motion Aftereffect
Definition
A visual motion illusion that occurs as a negative
aftereffect of adaptation to motion. Often called the
waterfall illusion after Robert Addams’ description of
his experience when viewing the Falls of Foyers in
Inverness, Scotland. The effect is produced by adapting
to a stimulus that moves in a particular direction for a
prolonged period. On subsequent viewing of a
stationary object, e.g., the rocks beside the waterfall,
results in their appearing to move in the opposite
direction. Addams (1834) commented: “I saw the rocky
surface as if in motion upwards, and with an apparent
velocity equal to that of the descending water, which the
moment before had prepared my eyes to behold this
singular deception.”

▶Perceptual Filling-in
▶Visual Illusions

Motion Analysis
STEPHEN J. PIAZZA

Department of Kinesiology, The Pennsylvania State
University, University Park, PA, USA

Definition
For the purposes of this essay, “motion analysis” is
defined as the recording of the three-dimensional
movements of human body segments, and the sub-
sequent computation of meaningful parameters that
describe the movement from raw kinematic data. The
collection of motion data may be accompanied by
measurements of external forces acting on the body. In
such cases, ▶inverse dynamic analysis may be
performed to estimate joint forces and moments internal
to the body.

Purpose
It is often necessary to track the motions of the human
body in three dimensions in order to answer questions
about the biomechanics and neural control of move-
ment. Examples of such investigations include studies
of posture, gait, movement perturbation, and reaching.
Motion analysis is applied on a routine basis in▶clinical
gait analysis, for the purpose of gathering data that is
used to inform surgical decision-making for patients
with gait abnormalities secondary to neurological
conditions such as cerebral palsy and stroke.

Principles
Motion Analysis Systems: Image-Based
Three-dimensional image-based motion analysis in-
volves the use of two or more cameras to track markers
applied to the skin of a subject. Markers are usually
spherical and covered with reflective tape in order to
maximize the reflection of either visible or infrared
light. Image-based motion analysis came of age in the
1970s, when sufficient computing power became
available to rapidly transform two-dimensional camera
views into three-dimensional marker coordinates.
Making this transformation requires information about
the position and orientation of each camera, as well
as camera-specific corrections to account for optical
distortion. The process of determining these parameters
is known as ▶camera calibration. One widely-used
calibration procedure is called the ▶direct linear
transformation [1], and involves linear least-squares
determination of camera parameters given a set of
control points whose locations within the laboratory are
known. Today, most commercially available systems
use a two-step calibration process consisting of a static
calibration followed by a dynamic calibration, with the
correction for lens distortion handled separately. The
static calibration establishes a laboratory-fixed coordi-
nate system and involves the placement of stationary
markers that define this coordinate system in view of all
cameras. In the dynamic calibration, a rigid rod fitted
with two markers is waved in front of the cameras, and
parameters defining the position and orientation of the
cameras are determined by iteratively minimizing
deviations in the intermarker distance throughout the
motion. In a process called ▶reconstruction, camera
parameters determined during the calibration procedure
are used to compute three-dimensional marker locations
following actual motion trials.
To establish the position and orientation of a body

segment within the laboratory coordinate system, it
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is necessary to locate a minimum of three markers
attached to that segment during each timeframe. If these
three markers are placed on bony landmarks, they may
be used to define both an ▶anatomical coordinate
system and a 4 × 4 matrix specifying a ▶homogeneous
transformation [2] between the laboratory coordinate
system and the anatomical coordinate system. Alterna-
tively, a cluster of three or more markers not located
on landmarks may be tracked. If the segment-fixed
locations of the cluster markers within the anatomical
coordinate system are known, it is possible to determine
the homogeneous transformation between the labora-
tory and segment anatomical coordinate systems using
a least-squares approach [3].

Motion Analysis Systems: Magnetic
Motions may also be tracked in three dimensions using
magnetic tracking devices. Such devices consist of a
transmitter unit, which broadcasts three superimposed
electromagnetic fields in the volume of interest, and one
or more sensors that are applied to body segments. Each
sensor contains three mutually-orthogonal passive an-
tenna coils. Measurement of the currents induced in the
sensor coils permits computation of the homogeneous
transformations between the transmitter and each sensor.

Measurement of Ground Reaction Force
Measurements of human movement are often accom-
panied by determination of the ground reaction force
carried out using a force plate. A force plate is a flat steel
plate supported at each of its four corners by a pillar
instrumented for measurements of triaxial force (gauges
affixed to these pillars actually measure strain) [4].
Forces measured at the four corners are summed to
obtain the three-dimensional ground reaction force
vector. A force plate gives no information about the
distribution of ground reaction force underfoot, but
forces measured at the individual pillars can be used to
locate the ▶center of pressure, the point at which
Motion Analysis. Figure 1 Example of an Euler/Cardan r
three-dimensional joint rotations. In this example, the first ro
rotation of 90° about the new y-axis. The third rotation is 180
X-Y-Z body-fixed rotation sequence.
the resultant ground reaction force could be assumed
to act if it acted at a single point. The motion of the
center of pressure during standing is a commonly-used
indicator of postural stability.

Computation and Reporting of Joint Angles
Once laboratory-to-anatomical homogeneous transfor-
mations have been determined, it is possible to compute
from them the transformations between the anatomical
coordinate systems of adjacent segments. These trans-
formations may then be decomposed in a variety of ways
to arrive at the joint angles that are often of experimental
or clinical interest. For example, we might use a motion
analysis system to establish the locations of the thigh and
shank anatomical coordinate systems, and then decom-
pose the transformation between those two coordinate
systems to the flexion-extension, abduction-adduction,
and internal-external rotation angles of the knee joint.
The most commonly used technique for obtaining joint
angles is ▶Euler/Cardan angle decomposition (Fig. 1).

A set of Euler/Cardan angles describes the three-
dimensional rotation of one coordinate system into
another, by starting with the coordinate systems initially
aligned and applying a series of three rotations about the
axes of one of the coordinate systems [2]. These
rotations may occur about the axes of the coordinate
system considered to be moving (resulting in “body-
fixed” rotations) or about the axes of the fixed
coordinate system (“ground-fixed” rotations). Rotation
sequences must be specified (e.g. X-Y-Z) when
reporting joint angles, as their selection will influence
the angles computed [5], and a sequence may include
two rotations about the same axis (e.g., Z-X-Z). Care
must be taken when choosing a rotation sequence to
avoid selecting one that will result in singularities that
will prevent decomposition of the transformation
matrix. A widely-used convention for reporting human
knee joint angles [6] has been adapted for use at other
joints and involves rotation of the tibia first about the
otation sequence of the type often used to describe
tation is 90° about the x-axis and is followed by a second
° about the twice-rotated z-axis. This is an example of an



Motion Analysis. Figure 2 Illustration of the basis for
functional location of the hip joint center. Markers affixed
to the thigh trace out paths on spheres whose shared
center is the hip joint center. Measurement of the
motions of these markers and subsequent sphere-fitting
permits location of the hip joint center, which does not
rely upon location of bony landmarks near the joint
center. Similar techniques have been employed to
establish the joint centers or joint axes of all the joints of
the upper and lower extremities.
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flexion axis (shared by femur and tibia), then about a
tibia-fixed abduction-adduction axis, and finally about
a tibia-fixed internal-external rotation axis. An alterna-
tive method for quantifying the relative rotations
between body segments is▶helical axis decomposition
[5]. It is always possible to describe the transformation
from one coordinate system into another using a single
rotation about an axis fixed in both coordinate systems
coupled with a translation along that axis. Scaling
the unit vector along the rotation axis by the magnitude
of the rotation gives three components of the rotation
that are analogous to joint angles. A second alternative
to Euler/Cardan angles for reporting three-dimensional
rotations involves the use of Euler parameters (or
quaternions), a singularity-free method that is more
robust computationally though less intuitively appealing.

Inverse Dynamic Analysis
The direct measurement of muscle forces is too invasive
to perform on a routine basis, but muscle actions are
often estimated from motion and force data in inverse
dynamic analysis. This procedure involves computing
the internal joint reaction forces and moments acting at
the proximal end of a body segment for which the
external force acting at the distal end is known.
The external force may be measured (using a force
plate in the case of a foot on the ground) or assumed
to be zero (when the distal segment does not contact the
ground). The Newton-Euler equations are used to
compute proximal forces and moments from external
forces and the position, velocity, and acceleration of the
segment. Masses and moments of inertia that appear in
the Newton-Euler equations must be determined using
anthropometric estimation techniques. The forces and
moments computed for the most distal segment are then
used to compute the forces and moments at the next
most proximal joint, and so on. The joint moments
computed in this manner do not give information
about the actions of individual muscles, but muscle
forces are often obtained from these moments by
applying optimization theory. Joint moments may be
combined with measurements of the rate of joint
rotation to compute the joint power, the rate at which
energy is generated or absorbed by the muscles crossing
a given joint.

Advantages and Disadvantages
Modern motion analysis systems are capable of highly
accurate measurements of the locations of individual
markers.Marker location errors are typically less than 1mm
for image-based systems that use digital cameras. These
systems permit image processing to occur at the
individual cameras rather than at a central processor,
and thus permit increased resolution and capture rates.
Despite this high degree of marker location accuracy,
significant methodological barriers remain to the
accurate measurement of joint kinematics. As markers
cannot be mounted on bones, movements of skin and
other soft tissues contribute to errors in measured
motion. Attempts to reduce these errors have included
the identification of locations on body segments that are
less susceptible to skinmovement [7], andmathematical
weighting techniques that correct for soft tissue
deformation [8].
The reliable establishment of anatomical coordinate

systems is sometimes difficult in practice. When co-
ordinate systems are not created properly, one potential
consequence is “kinematic crosstalk,” which is the mis-
interpretation of motion about one joint axis as motion
about another axis [9]. For example, if the knee flexion
axis is misidentified, then pure knee flexion may be
taken to be a combination of flexion and abduction. The
accurate location of joint centers is important for the
creation of anatomical coordinate systems, and for
effectively carrying out inverse dynamic analyses, but
some joint centers, such as that of the hip are deep, and
thus difficult to locate from bony landmarks. This issue
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has been addressed by the development of “functional”
methods for fitting joint centers and joint axes to
measured motions [10] rather than predicting their
locations from the locations of bony prominences
(Fig. 2).

Conventional motion analysis methods serve well
when used to track the motions of large body segments,
but fall short when they are employed to measure
motions of less well-defined segments. Motion analysis
of the foot, for example, is problematic because it
contains joints, such as the subtalar and tarsometatarsal
joints, which join body segments not easily tracked
with external markers.
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Motion and Direction Sensitivity
in Cutaneous Mechanosensation
Definition
Motion and direction sensitivity is studied using air jets,
brushes and probes applied to different body regions. Its
functional significance relates to both manual dexterity
and postural control. The capacity for human subjects to
identify the direction of stimulus motion on the skin is
dependent on stimulus velocity, contact force and
length of movement. It also varies in proportion to the
innervation density of the fast and slowly adapting type
I mechanoreceptive afferents.

▶Cutaneous Mechanoreceptors, Anatomical Charac-
teristics
▶Cutaneous Mechanoreceptors, Functional Behavior
▶Processing of Tactile Stimuli
Motion Correspondence in Vision
Definition
When viewing a series of discrete frames, such as a
video sequence, objects and their features in motion
relative to the camera change position from one frame to
the next. The motion correspondence problem is to
track motion by identifying the correspondence be-
tween features across time.

▶Visual Motion Processing
Motion Opponency in Vision
Definition
A mechanism is said to be motion opponent if it is
excited by motion in one direction and inhibited by
motion in the opposite direction.

▶Visual Motion Processing

Motion Parallax in Vision
Definition
Motion parallax is a cue resulting from our own motion
to the relative distance of objects. As we move, objects
that are closer to us move farther across our field of
view than do objects that are in the distance.

▶Visual Motion Processing
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Motion Perception
Definition
The ability to perceive movement.
Motion Sickness
BILL J. YATES

Department of Otolaryngology, University of
Pittsburgh, School of Medicine, Eye & Ear Institute
Building, Pittsburgh, PA, USA

Definition
Motion sickness is a malady triggered by movement
or perceived movement in the environment. In humans
it is characterized by the presence of nausea and vo-
miting, pallor, cold sweating and a large increase in the
circulating levels of the hormone arginine vasopressin.

Characteristics
Conditions that Produce Motion Sickness
Typically, motion sickness is elicited during conditions
where multiple sensory inputs are present that provide
contradictory information regarding body position in
space [1]. Often, the sensory mismatch involves the
vestibular and visual systems, as well as the somato-
sensory system. For example, when an individual is
traveling within a boat or aircraft, there may be no
tangible visual cues indicating the presence of move-
ment, whereas vestibular receptors and propriocep-
tors signal that movement is taking place. Moving
visual scenes, such as those generated by virtual reality
devices, can also induce motion sickness, as the visual
system indicates that the individual is moving where-
as the vestibular system indicates that the head is
stationary. However, other mismatched sensory inputs
can also induce motion sickness. For example, many
astronauts experience “space motion sickness” after
entry into zero gravity, which is presumably triggered
during headmovements because the semicircular canals
provide inputs indicating that the head is rotating, but
the vestibular otolith organs (which are no longer sub-
jected to gravitational forces, and thus do not signal the
presence of head tilts) fail to indicate that head position
has been altered [2].

The most critical signals required for the generation
of motion sickness come from the vestibular system,
as evidenced by that fact that this malady cannot
be induced in individuals with bilateral vestibular
dysfunction by stimuli that are typically highly
provocative [3]. Furthermore, diseases that affect the
vestibular system, such as inner ear infections, often
produce signs and symptoms that are similar to those
that occur during motion sickness. Fortunately, the
vestibular system is very plastic and rapid adaptation
occurs during conditions involving the disruption of
the normal pattern of inputs from the inner ear to the
brainstem. Such plasticity in the vestibular system
probably explains why space motion sickness resolves
after a few days of spaceflight. Visual inputs are not
essential for producing motion sickness, since blind
individuals have normal sensitivity for this condition
(see [4] for a review).
Minimizing sensory conflict can often reduce the

susceptibility for motion sickness. For example, motion
sickness is less prevalent in drivers of automobiles, who
are attending to visual cues reflecting the presence of
movement, than in passengers who may be minimizing
visually related movement cues by focusing their eyes
on objects within the vehicle. Furthermore, repeated
exposure to a provocative environment reduces the
incidence and severity of motion sickness when that
environment is experienced again. For instance, space
motion sickness is less prevalent in veteran astronauts
than individuals experiencing their first space flight [2].
Nonetheless, there are considerable individual differ-
ences in susceptibility to motion sickness that probably
have a complex etiology and are not well understood.

Physiological Manifestations of Motion Sickness
Motion sickness in humans is typically associated
with several prominent symptoms and signs, including
nausea and vomiting, pallor and cold sweating. Another
physiological manifestation of the malady is a large in-
crease in the levels of the posterior pituitary hormone
arginine vasopressin circulating in the blood [1]. How-
ever, these indicators are not present in all species. For
example, many animals, including rodents and lago-
morphs (i.e. rabbits and hares), lack the ability to
vomit and thus do not exhibit this hallmark sign of
motion sickness. Non-emetic species often will ingest
non-nutritive substances such as clay after exposure
to stimuli that would produce vomiting in humans
Animals that lack the capacity to vomit exhibit increases
in the posterior pituitary hormone oxytocin rather than
vasopressin, after exposure to nauseogenic stimuli
(see [4] for discussion).

Neural Mechanisms that Produce the Physiological

Manifestations of Motion Sickness

Retching and vomiting are mainly the result of the
coordinated contractions of the major respiratory



Motion Sickness. Figure 1 Neural pathways that
produce vomiting. A common circuit produces vomiting
in response to a number of triggering signals, including
conflicting motion information, toxins in the blood or
visceral inputs. This circuit includes an integrator that
processes the triggering signals and a pattern generator
that mediates the contractions of respiratory muscles
that produce vomiting. The pattern generator is
comprised in part of neurons located in the medial
medullary reticular formation and the ventral respiratory
group.
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muscles and upper airway muscles [5]. The pattern of
contraction of these muscles differs during breathing
and emesis. During breathing, inspiratory muscles such
as the diaphragm and expiratory muscles such as the
abdominal muscles contract out of phase, to generate
the forces that move air into and out of the lungs. In
contrast, the diaphragm and abdominal muscles con-
tract together during retching and vomiting to place
considerable pressure on the stomach, thereby pushing
the gastric contents towards the mouth. The autonomic
nervous system contributes to generating vomiting by
producing marked reductions in gastric tone and
motility, changes in gastric myoelectric activity and a
retrograde giant contraction that moves contents from
the upper part of the small intestine back into the
stomach before expulsion. Furthermore, a longitudinal
contraction of the esophagus occurs that pulls open the
relaxed gastroesophageal junction and thus forms a
funnel that facilitates free flow of gastric contents to the
esophagus.

It is generally believed that a common neural cir-
cuitry mediates vomiting, elicited by a variety of
triggering signals, including motion-related inputs
relayed to the vestibular nuclei, circulating toxins
detected by the area postrema, visceral signals
conveyed to the nucleus solitarius and even psycholog-
ical perceptions (e.g. thought of a disgusting situation)
processed through the limbic system. Figure 1 pro-
vides a synopsis of current information regarding
the neural circuitry that produces the contractions of
inspiratory and expiratory respiratory muscles that
generate retching and vomiting.

The rhythmic contractions of the diaphragm and
expiratory muscles during breathing are controlled
by neurons located in the dorsal and ventral respiratory
groups in the brainstem. However, the firing of many
of these respiratory group neurons, particularly neurons
with inspiratory-related activity, is inhibited during vo-
miting. This suggests that separate pattern generators
coordinate the contractions of respiratory muscles
during breathing and emesis. Recent anatomical [6]
and physiological [7] evidence suggests that some
of the neurons that are part of the vomiting pattern
generator are located within the medial reticular for-
mation of the medulla. Presumably, a neural integrator
processes trigger signals for vomiting and when
appropriate activates the pattern generator that produces
this response. The identity of this neural integrator is
unknown, although there is evidence that the neurons
that form the integrator are located in the medulla.
Vomiting can be produced in a reduced animal
preparation in which all parts of the nervous system
except the medulla and spinal cord are removed, in-
dicating that the essential neural circuitry for producing
emesis is confined to these regions [8].
The neural pathways that produce nausea have
remained elusive, but almost certainly are distinct
from the pathways that generate vomiting (i.e. although
nausea and vomiting are frequently triggered together,
distinct circuits coordinate each response). The level of
nausea is typically correlated with the concentration
of the hormone vasopressin circulating in the blood,
although this hormone does not appear to be critical
for the production of nausea and is released as part of a
parallel physiological response [4].

As noted above, conflicting sensory information
regarding the position of the body in space is believed
to be the primary trigger for motion sickness-related
nausea and vomiting. Stimulation of the vestibular
nerve can produce vomiting in animal preparations
lacking the cerebellum, suggesting that the cerebel-
lum is not a necessary component of the circuitry
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that produces motion sickness. Nonetheless, there is
evidence to suggest that regions of the cerebellum
particularly the nodulus and uvula are typically engaged
in generating the signs and symptoms of motion
sickness.

Pharmacological Agents that Suppress

Motion Sickness

Drugs employed to treat motion sickness fall into
two categories: (i) those that are only effective in
alleviating motion-related nausea and vomiting and
not the symptoms produced by other emetic triggers
and (ii) those that serve as broad-spectrum anti-emetic
drugs and suppress nausea and vomiting despite the
trigger. Drugs in the former category presumably affect
receptors in the vestibular nuclei and central vestibular
system, whereas those in the latter category probably
act on receptors of cells that form the central integrator
responsible for producing nausea and vomiting [4].

Anticholinergic drugs that act on muscarinic receptors
are the most effective agents in clinical use for treating
motion sickness, but have limited efficacy in ameliora-
ting nausea and vomiting elicited by other trigger signals.
Scopolamine, which blocks all five subtypes of musca-
rinic receptors, is the most commonly employed anticho-
linergic drug for treating motion sickness. Scopolamine
has a number of significant side effects, including sedation
and dry mouth and is only available by prescription in
most countries.

Antihistamines form another class of drugs that
have some efficacy in reducing the symptoms of motion
sickness, but not nausea and vomiting elicited by
triggers such as toxins and visceral signals. Most “over
the counter” anti-motion sickness drugs, such as
dimenhydrinate (marketed under the brand names
Dramamine and Gravol) and meclizine (Antivert,
Bonine), belong to this drug class. Antihistamines are
less effective than anticholinergics in combating motion
sickness, but have a longer duration of action and are
considerably safer and thus are used more frequently.
Nonetheless, antihistamines do produce some drowsi-
ness and dizziness.

A third type of drug employed to treat motion
sickness has mixed antimuscarinic and antihistamine
actions. An example of such a drug is promethazine
(Phenergan), which is employed by NASA to treat
space motion sickness in astronauts. The side effects of
promethazine are similar to those of anticholinergics
and antihistamines and include drowsiness.

Drugs that increase the release of norepinephrine
in the central nervous system (sympathomimetics) also
have efficacy in treating motion sickness. Drugs in this
class include amphetamine and ephedrine. Sympatho-
mimetics do not produce drowsiness, a side effect
shared by anticholinergics and antihistamines, and thus
have been used by individuals who must perform work
while in an environment that may induce motion
sickness. However, amphetamine is addictive and some
states and countries have forbidden the use of this drug
to treat motion sickness. Similarly, benzodiazepines
such as diazepam (Valium) have some effectiveness
in treating motion sickness, but are not commonly used
for this purpose due to the risk of addiction and the
occurrence of side effects when minimal required doses
are delivered.
Several drugs are broad-spectrum anti-emetics

and have promise in reducing the nausea and vomit-
ing elicited by any trigger. Amongst these drugs
are agonists for the serotonin 5-HT1A or 5-HT2

receptors, antagonists of n-methyl-d-aspartate (NMDA)
or neurokinin type 1 (NK-1) receptors and some
calcium channel blockers.
Evolutionary Significance of Motion Sickness
Since all individuals with an intact vestibular system
have some predisposition for developing motion
sickness, it is tempting to speculate that this condition
has evolutionary significance. Treisman [9] hypothe-
sized that motion sickness is a poison response in that
toxins could affect the processing of visual and
vestibular inputs and induce the sensory conflict that
elicits nausea and emesis. In other words, modern
circumstances such as space and air travel that result
in conflicting sensory information regarding body
position in space can trigger mechanisms that evolved
to prevent poisoning. However, there is little experi-
mental evidence to support Treisman’s theory. It is now
well established that the vestibular system provides
influences on the brainstem circuitry that regulates
blood pressure and respiration and elicits the changes in
blood distribution in the body and alterations in
respiratory muscle activity that are needed during
movement and changes in posture [10]. It is thus
feasible that the signs and symptoms of motion sickness
are due to an aberrant activation of neural circuits that
typically function to maintain homeostasis. Such a
notion is impossible to test experimentally, but it raises
the possibility that motion sickness has no evolutionary
significance and is in fact a “mistake” that was never
corrected because the circumstances that generate the
condition (e.g. travel in airplanes and boats) have only
become commonplace in the modern world.
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Motion Vision
▶Visual Motion Processing
Motivation
Definition
Motivation is a theoretical construct employed by
experimental psychologists and philosophers when
they seek to explain specific patterns of behavior. This
term also refers to processes by which behavior is
activated and directed. Physiological psychologists
postulated that homeostatic imbalance within specific
regulatory systems such as those responsible for energy,
fluid or thermoregulation, gave rise to specify “drive”
states. Reduction of a specific “drive” state by
consumption of food or water reduced motivation to
seek these stimuli and also provided reinforcement
to repeat action patterns that brought the organism into
contact with these natural reward stimuli.

▶Learning and Motivation
Motoneuron
Definition
Motoneurons are neurons whose cell bodies lie in motor
nuclei of cranial nerves in the brainstem or in the
anterior horn of the spinal cord and whose efferent
axons leave the central nervous system (CNS) to
innervate muscle fibers. There are three classes of
motoneurons. Large motoneurons with extensive den-
dritic trees and fairly thick myelinated axons and high
action potential conduction velocity innervate skeletal
muscle fibers and may thus be called skeleto-moto-
neurons. Among these, one class innervates skeletal
muscle fibers only and is called α-motoneuron. A
second class innervates skeletal muscle fibers and
intrafusal muscle fibers of muscle spindles and is called
β-motoneuron. The third class of smaller motoneurons
with thinner myelinated axons innervates intrafusal
muscle fibers of muscle spindles only and is called
γ-motoneuron (or fusimotor neuron).

▶Motor Units
▶Muscle Spindle
Motoneuron Pool
Definition
The set of spinal or brainstem skeletal motoneurons that
innervate a given skeletal muscle.

▶Motor Cortex – Hand Movements and Plasticity
Motor Actions
Definition
Any changes in state variables; may be elicited by
external forces while control variables remain constant
(involuntary actions, e.g., motion of the arm to a new
position elicited by unloading) or by changes in control
variables (e.g., intentional actions), or both.

▶Equilibrium Point Control
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Motor Axon
Definition
The axonal projection of a motoneuron that leaves the
spinal cord via a ventral root (or the brain stem via a
cranial nerve), travels through a peripheral nerve, and
terminates within its target muscle in multiple fine
twigs, each of which projects to a single muscle fiber.

▶Motor Units

Motor Centers
Definition
Broad term used to describe all structures in the brain
concerned with motor behavior.

▶Evolution of the Optic Tectum: In Amniotes

Motor Command
Definition
Signals carried by neurons of brain descending systems,
for example, corticospinal neurons, to motoneurons in
the spinal cord or brainstem. These signals are the final
product of the central motor process that translates the
plan for a movement into descending signals specifying
the muscle synergies and activation profiles needed to
achieve the desired movement.

▶Corticospinal Neurons
▶Motor Cortex: Output Properties and Organization
▶Muscle Synergies

Motor Control
UWE WINDHORST

Göttingen, Germany

Introduction
In order to live, grow, survive and reproduce, organisms
must be capable of at least two things. Firstly, they
must be able to move because movement is the very
prerequisite of life, even at the molecular level.
Secondly, they must be able to▶control this movement
in relation to relevant aspects of their natural environ-
ment, which in turn implies that they must be able
to detect, categorize, recognize, and act on, aspects
of their environment. The term “motor control”
encompasses all these aspects. This overview article
concentrates on some general aspects and principles
of motor control.
As an introductory concrete example, consider the

cat’s, dog’s or turtle’s scratch “reflex” (▶Scratching). In
cats or dogs, the scratch reflex is “switched on” by a
stimulus to a defined skin area on the upper forelimbs,
neck, pinnas and adjacent skin areas (for review see
[1]). The reflex consists of several components. Since
an ipsilateral hindlimb needs to be flexed for scratching
and, hence, taken off the ground, the posture (▶Postural
control) of the body must be changed and equilibrium
re-stabilized by the other three limbs. The flexed
hindlimb is then brought into a “postural” position for
aiming at the stimulus. Subsequently, the scratching
limb falls into a sequence of oscillations with long
flexor and short extensor phases.
This example suggests that the system organizing

the scratch reflex is composed of several subsystems
executing particular tasks:

. ▶Sensory systems, that are adequately tuned to
detect, locate and identify the stimulus as well as the
positions of the body parts throughout the sequence
of events, involving cutaneous mechanoreceptive
and proprioceptive senses, in particular.

. Motor system with
. Central control system that organizes the goal-

directed movement.
. Executive system (skeleton, ▶muscles etc.).

. Interfaces connecting the sensory andmotor systems.

At a closer look, this simplified scheme can be
elaborated by including

. ▶Information systems, that select, represent, transfer,
process, store and retrieve pertinent information (see
▶Sensory systems).

. ▶Central pattern generators (CPGs), which gener-
ate the rhythmical components of movement, and
other generators of goal-oriented movements.

. Coordinate transformations, here from a sensory
frame of reference into a motor frame of reference
(▶Sensory Systems). Such transformations are re-
quired because the sensory and motor frames
are different. For example, cutaneous receptors are
distributed across a 2D surface intricately folded in
3D space, while scratching movements are executed
in multi-dimensional joint space, with certain restric-
tions such as exclusion of the own body.
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. Body schema, i.e., a neural representation of
the body’s anatomical (spatial) configuration, which
allows the localization of sensory stimuli and motor
events with respect to the body, and integrates
and aligns various reference frames (see ▶Sensory
systems).

. Adaptability of neuronal connections to particular
circumstances, conditions and contexts.

Classes of Movement
A cat’s or dog’s scratch reflex is composed of several
components. Wemay suspect that these components are
organized by different neural sub-systems. In order to
explore this idea further, we will start by provisionally
classifying movements into the following categories,
with subsequent qualifications:

. ▶Rhythmic movements (e.g., over-ground▶locomo-
tion, ▶swimming, ▶flying, scratching, ▶mastica-
tion, ▶Respiration – neural control).

. ▶Reflexes: Reflexes provide an appropriate response
closely coupled to a sensory input of some sort.

. Motor activity to maintain equilibrium and posture
(▶Postural control).

. Free, goal-oriented movements, such as reaching,
grasping and object manipulation (▶Voluntary
movement; ▶Reaching movements).

Actually, most movements involve aspects of more than
one of these classes, as evidenced by the above scratch
reflex. All movements in some way require posture as a
basis to work on. In terrestrial vertebrates, whose bodies
are maintained above the ground by legs, posture
depends on some basic excitatory “tone” of anti-gravity
muscle groups as well as on reflexes. Also, rhythmic
and free goal-oriented movements may be modulated
by, or make use of, reflexes. Conversely, reflexes may
incorporate rhythmic components, or can be modulated
by free goal-oriented or other activities of the organism.
However, these classes may still be useful guidelines to
unveil neuronal networks and their operations underly-
ing movements.
Rhythmic Movements
Generally, movements should be as easy to generate,
efficient and economic as possible. This “design
principle” is readily apparent in rhythmic movements.
Even unicellular organisms such as Paramecium easily
move by rhythmic beats of flagellae. The ease in
generating rhythmic movements is likely due to the
repetitive succession of similar movement components
and patterns. While, in multi-cellular organisms, the
actual movement pattern is of course profoundly co-
determined by the mechanics of the body components
(to include invertebrates) and the environment, the
driving and organizing control signals must be delivered
by the nervous system. Conceptually, this task can be
divided into two components:

. Clock (oscillator): There should be a mechanism
providing the basic rhythm.

. Pattern generator: Additionally, the specific ▶coor-
dination of muscle activations required for a particu-
lar movement must be orchestrated in detail.

Central Pattern Generators
In order to produce these features, the central nervous
system (CNS) contains complex networks of neurons,
which are generally called ▶central pattern generators
(CPGs) (e.g., [2–5]). In such CPGs or their constituent
nerve cells, the two tasks defined above (clock
(oscillator) and pattern generation) may or may not be
identifiable as separate components (for respiration see
[6]). In the first case, there are potential ▶pacemaker
neurons, which oscillate spontaneously due to intrinsic
properties of their membranes and then impose their
intrinsic rhythmic activity onto the network [7]. In the
second case, the entire network may oscillate without
any single inherent neuron being able to oscillate on its
own, the rhythm thus being an emergent network
property. In many invertebrates, CPGs have been
identified and analyzed, and much progress has been
made in this respect in lower vertebrates (i.e., lamprey),
but not so in higher vertebrates such as mammals
[2,4,5]. This applies to locomotion (swimming, walk-
ing, running, flying), mastication, feeding and breath-
ing, respiration being a special case in that in many
animals it goes on uninterrupted throughout life, as does
the heart beat.

Neuronal networks generating rhythmic motor
activities almost constantly reorganize and reconfigure
themselves according to the task at hand and the context
in which they operate. In fact, the operation of CPGs
must be adaptable to various extrinsic circumstances
and conditions:

. Peripheral conditions monitored by sensory signals.

. Higher-level influences such as ▶motivation, visual
guidance etc.

. Internal conditions of the CNS.

Role of Sensory Inputs
Since rhythmic movements occur in complex and
changing environments, it is obvious that they must
adapt. For example, an uneven ground must be taken
into account while walking on it, which in turn
necessitates sensory inputs. In other words, CPGs must
be amenable to, and change their properties and
activities in response to, sensory inputs, to the extent
that some of these inputs are able to reset the rhythm. In
particular, the switch between different locomotor
phases, e.g., the transition from stance to swing of
a limb, depends on certain states of sensory inputs
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or combinations thereof. Thus, rather than regulating
motor output variables in an analog way, sensory inputs
are often used to make discrete choices between motor
alternatives, akin to technical finite-state systems [8].
These systems work using “if-then” rules as follows.
The general rule is: IF sensory state 1 AND sensory
state 2, THEN perform this particular action. For
example, for slow forward gait of a cat: IF in a hindleg
the extensor force is low AND the hip is extended AND
the contralateral leg is loaded, THEN flex the ipsilateral
leg. Or, for backward gait: IF the extensor force is low
AND the hip is flexed AND the contralateral leg is
loaded, THEN flex the ankle and knee and extend the
hip. This description in terms of rules is likely to be
heuristic and does not say anything about how the
nervous system really performs this action [8].

Conversely, sensory inputs and their processing must
be weighted according to the prevalent tasks in different
phases of a rhythmic movement. For example, in human
walking, the leg currently supporting the body weight
must extend and should not easily yield to a flexor
reflex initiated by a noxious stimulus to the foot (see
below), while the situation is not that pressing in the
other leg flexing anyway. This calls for a CPG-
dependent modulation of reflex effects.

This discussion underscores the notion that classes of
movement, in this case reflexes and rhythmic move-
ments, are not absolutely separated, but depend on each
other. Although rhythmic activities in the scratch reflex
may be triggered by sensory stimuli, the CPGs do not
depend on somatosensory ▶feedback to maintain their
activity. The CPG generating the scratch reflex is
probably different from that generating locomotion [9].
Descending Control
In vertebrates, the spinal CPGs provide the basic
rhythm and pattern-generating networks for locomo-
tion, scratching and paw shakes. However, left on
its own, e.g., in spinalized cats, the spinal cord
has problems providing sufficient locomotor vigor
and speed, ensuring lateral stability, and dealing with
foreseeable obstacles. To do so, the spinal cord needs
sensory feedback for timing, support and adaptive
functions. In addition, it needs signals from supraspinal
neural sources, such as [10–12]:

. General activating systems arousing the animal to
new and unexpected stimuli and initiating appropri-
ate actions. For example, sudden attack by a predator
must alert the animal to make an immediate decision
about fight, flight or play dead, in all cases
implicating changes in posture and locomotion.

. Motivational drive. Locomotion mostly serves a
purpose in being directed towards a goal. The pursuit
of goals is in part determined by motivational brain
systems, in particular the ▶limbic system.
. Supraspinal locomotor drive provides energizing
sources for posture and for “stirring up” the CPGs.

. Adaptive fine-tuning of locomotor functions, in
particular anticipatory reactions to upcoming events,
whose detection and processing need higher-level
senses.

Many different supraspinal structures are involved in
various sub-functions, including the brainstem, basal
ganglia, cerebellum, and cerebral cortex. These struc-
tures exert their influences directly or indirectly via
various descending tracts to several brainstem and
spinal targets.
Neuromodulation of Central Pattern Generators
An important influence on locomotion and supporting
posture is exerted by a variety of ▶neurotransmitters
and▶neuromodulators. These can (i) tonically facilitate
or depress motor patterns; (ii) initiate motor activity
and/or prime neuronal networks to more strongly
respond to other inputs; (iii) modify cellular and
synaptic properties [4]. Among the known neuromo-
dulators are amino acids,▶neuropeptides,▶histamine,
▶serotonin, ▶catecholamines, and purinergic sub-
stances [13].
Neuromodulators generate temporal variability in

many of the cellular, synaptic and network properties
of CPGs. Neuromodulators may also change the
properties of short-term ▶synaptic plasticity, which in
turn co-determine how networks operate in a task-and
context-dependent way [14]. The effects of neuromo-
dulators on network properties make each particular
network a versatile instrument that is able to perform or
contribute to a number of different motor tasks. On the
other hand, similar tasks can actually be carried out by
different types of network configurations [4].

Reflexes
The term “reflex” traces back to René Descartes
(“Traité de l’homme” 1680) who lived in a time when
research on optics surged. Ever since, a reflex has often
been defined as a stereotypic motor response tightly
coupled to a sensory stimulus. However, the term is
now used in a wider sense. Consider a few examples.

Withdrawal Reflex
Reflex responses must occasionally be fast, for
example, in emergency situations when potentially
noxious stimuli must be avoided or evaded. The basic
concept seems best exemplified by the withdrawal
reflex, which was discussed by Descartes himself. The
withdrawal reflex [15] is the motor response to a
noxious stimulus to a body part, e.g., the withdrawal of
the hand from a hot plate inadvertently touched. At first
glimpse, this reflex seems to be the “simplest possible”
response in that it appears generated by an causal chain
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of events leading from a stimulus to a motor reaction,
and represented, in technical terms, by a ▶feedforward
system. However, while there are true feedforward
reflexes (e.g., the ▶vestibulo-ocular reflex), in which
the motor response (output) does not have a feedback
effect on the stimulus (input), things usually are a bit
more complicated. Many reflexes have a feedback
effect, such that the motor (or other) response influences
the stimulus. For instance, the withdrawal and scratch
reflexes eliminate the original stimulus, thereby revert-
ing the organism to the initial non-stimulated situation.
Thus, for proper evaluation of many reflexes, the
environment and its relation to the body must be taken
into account. This latter factor may also force the
withdrawal reflex to include more complicated actions.
For instance, if during bipedal quiet upright stance, a
human being is hit by a noxious stimulus to one foot, he
or she will withdraw the injured leg by flexing the leg
joints (▶flexion reflex); but in order to secure upright
stance and equilibrium, the extensor muscles of the
contralateral leg must be activated (crossed extension
reflex) so that the body mass can be shifted to the
contralateral side. Finally, and most importantly, even
the “simple” withdrawal reflex depends on the context.
For example, during walking, a human may withdraw
(flex) his swinging leg a bit further when the foot is hit
by a noxious stimulus, but withdrawal of the stance leg
would be counterproductive. This implies that reflexes
must be, and are, context-dependent in that their
magnitude and at times their sign (excitatory or
inhibitory) can be modulated, for example as a function
of the phase of the locomotor cycle.

Stretch Reflex
Feedback action is also exerted by the so-called
▶stretch reflex. When a physician uses his reflex
hammer to hit, say, the Achilles tendon, the calf muscles
contract after some short delay (in this narrow
paradigm, the reflex is also called “tendon reflex”).
What happens here is that the hammer indents the
tendon and thereby slightly and transiently stretches the
attached (calf) muscle fibers (▶Muscle; ▶Skeletal
muscle architecture). Dispersed among these muscle
fibers are ▶muscle spindles, sensory receptors, which
are excited by the stretch. The excitation is conveyed to
the spinal cord by afferent nerve fibers that innervate the
sensory receptors of the muscle spindles, where it
activates skeleto-▶motoneurons that in turn activate
muscle fibers to contract. Note that the stretch stimulus
is, at least partially, counteracted by the reflex
contraction. It thus looks as if the reflex would serve
to control muscle length by keeping it fairly constant.

The notion of “▶control” resonates with that of
▶feedback systems conceived to regulate the actual
value of a control variable so as to keep it close to some
set value or reference value. Regulation is often
achieved by negative feedback systems (▶Negative
feedback control), which are capable of suppressing
effects of disturbances. An inanimate example is the
thermostatic control of room temperature by a heating
or air conditioning system, and a biological example is
the regulation of core temperature in warm-blooded
animals. Other output variables can be made to change
with time and, if these changes are also effected by
negative feedback systems for the sake of disturbance
suppression, the control process is called a ▶servo-
mechanism (see ▶Computational motor control). An
inanimate example is power steering in cars. A
biological example is, again, the stretch reflex. As a
matter of fact, skeleto-motoneurons receive inputs other
than those from muscle spindles. After all, muscles
should not just be kept at approximately constant
length, but shorten and lengthen in movements of
different sorts. There must therefore be time-variable
reference signals that are handled by the muscle stretch
reflex to yield the output. However, the situation is a bit
more complicated in the case of the stretch reflex
(▶Feedback control of movement).

Multiple-Loop Feedback Systems
Most often, several loops are meshed to control single
or several variables, which in turn may act on single or
several controllers. Indeed, even a closer look at the
muscle stretch reflex reveals a complicated picture.

Firstly, the sensory fibers emanating from muscle
spindles in a particular muscle exert actions on
motoneurons other than those innervating the muscle
of origin. Conversely, motoneurons innervating a
particular muscle receive convergent inputs from
spindle fibers originating in different muscles (e.g.,
[16]). This is the structure of a multiple input-multiple
output system, which couples muscle activities via
sensory feedback.

Secondly, muscle contraction is regulated by more
than one type of feedback system. For simplicity, just
one more system is mentioned here. In addition to
muscle spindles, there are other receptors in the muscle,
among which so-called ▶Golgi tendon organs play an
important role. These receptors lie at the transition from
muscle to tendon fibers and are stretched and excited
whenever the muscle fibers produce force. Their
afferent nerve fibers exert widely divergent reflex
effects, via▶interneurons, on many different motoneu-
ron pools, such that the sign and distribution of these
effects depend on the instantaneous motor task. Under
rest conditions, the nerve fibers emanating from Golgi
tendon organs have inhibitory effects (via inhibitory
interneurons) on the motoneurons of their muscles of
origin (particularly extensors), so that increases in
muscle force reduce motoneuron activation. This would
constitute another negative feedback circuit, but with
muscle force being the controlled variable. It is still not
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clear why two systems based on muscle spindles and
Golgi tendon organs are needed to control muscle
contraction [17]. This picture is still very simplified and
needs qualification. An important one is task-depen-
dency based on modulation of reflex magnitude and
sign. For instance, during the stance phase of normal
walking (e.g., in cats), sensory afferents from Golgi
tendon organs in hindlimb extensor muscles exert not
inhibitory but excitatory effects on extensor motoneur-
ons, thus inverting the sign from rest and creating a
positive feedback system [18,19], with its own
problems of stability [20].
Complexity of Reflexes
Today, the term “reflex” has lost its original connotation
of simplicity and stereotypy, except for a few examples,
such as the artificial tendon reflex. There are several
major reasons that make reflexes complex.

. Composition. Today, the notion of “reflex” subsumes
complicated sequences of events, such as the scratch
reflex of the cat or dog, or the frog’s wiping reflex
[1,21–23]. The wiping, scratch and similar reflexes
are intricate behaviors involving sequences of
postural, goal-oriented and rhythmic components
triggered by sensory input.

. Modulation. Reflexes are not stereotyped and hard-
wired, as is often maintained even today, but
flexible and modifiable. Firstly, reflexes are task-
and context-dependent. Examples have been given
above. Secondly, the magnitude and sign of reflexes
often vary throughout a movement, e.g., during
locomotion (e.g., [24]).

. Sensory-motor transformations. The complex effects
of sensory inputs on muscle activities via skeleto-
motoneurons involve transformations, of two basic
kinds:
. Spatial transformations. Vectors of spatially

distributed sensory signals are converted into
vectors of spatially distributed muscle actions. For
example, in the scratch or wiping reflex, the 2D
array of cutaneous receptors must be transformed
into 3D space of limb movement [23].

. ▶Kinematic-to-▶kinetic transformations. Senso-
ry inputs are, at least to some extent, cast in
kinematic terms related to movement, while
muscle activities also express kinetic (dynamic)
variables related to forces. This requires kinemat-
ic-to-kinetic transformations ([23]; see below).

. Plasticity. Reflexes are not fixed in time, but subject
to “adaptation” and “learning” (see ▶Learning and
memory;▶Motor learning, and Computational motor
control), such as gain adaptation (spinal reflexes:
[25]; vestibulo-ocular reflex: [26], ▶habituation,
▶sensitization and others [27]). Hence, reflexes are
very versatile instruments indeed.
Posture and Equilibrium
When an animal performs a movement, it changes the
coordinates of body parts in relation to each other and to
the surrounding world. It is reasonable to assume that
this change should not end up in chaos, but in some
other ordered state. To define this order requires
references and constraints, in regard to the outside
world and the own body.

. Outside-world references are needed and used for
orientation and ordered movement in the outer world.
One important reference is up and down, where
▶gravity supplies a convenient potential signal
(▶Graviception). In fact, gravity is not only a load
acting on the body and its appendages, but is also
used by the CNS as a dynamic orienting reference for
the organization of movement [28]. Some animals
may use other fields as reference, such as electro-
magnetic fields (sunlight, earth magnetism (▶Vision;
▶Magnetic and electric senses)). For many sea and
terrestrial animals, the proper alignment of one of
their body axes with the up-down axis is essential for
organizing movement. This is particularly evident for
terrestrial animals standing and moving on legs with
the trunk suspended above the ground. These
animals, including humans, need to maintain equi-
librium and must therefore have sensory-motor
mechanisms to do so.

. Own-body references are needed to define a
framework, within which one body part (e.g., a
limb) moves with respect to the rest of the body. Such
a framework is usually called a body schema (see
▶Sensory systems). The geometric relation of body
parts to each other are subsumed under the rubric of
posture. Posture is subject to constraints imposed by
anatomical means such as ▶joints and ▶ligaments.

. Statics and dynamics. Whereas the above distinctions
are valid for both static and dynamic conditions,
dynamic movements pose another important prob-
lem resulting from acceleration. For instance, when a
limb is accelerated, the generating force is counter-
acted by a reaction force that affects the rest of the
body. There must be neuromuscular mechanisms
accounting for these effects in order to prevent
disturbances of equilibrium.

Thus, an essential basis and frame for the execution of
dynamic movements, whether rhythmic, reflexive or
freely goal-oriented, are equilibrium and posture. The
two closely related aspects of equilibrium and posture
(often simply referred to as posture) may be considered
as reference values, which must be maintained against
internal or external disturbances [29].

Reference Values
The reference value of equilibrium is, in humans under
static conditions, the projection of the body’s center of
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gravity (▶Center of mass (CoM)) onto the supporting
surface defined as the area of contact of the feet or
other body parts with the ground. Reference values of
posture are the positions of certain body segments, e.g.,
the arm, leg, trunk or head. Dynamic movements of
some body parts interfere with these reference values,
and appropriate compensations must therefore be pre-
programmed in parallel with them. This ▶anticipatory
compensation, though highly significant, is often not
easily recognizable. Massion [29] wrote that “in fact,
the motor act might be compared to an iceberg, the
apparent being the movement and the hidden part,
which is often the most important, being the mainte-
nance of reference values” (p. 36). Such anticipatory
compensatory adjustments are generated in an open-
loop (feedforward) fashion in parallel with the move-
ment command.

Learning Anticipatory Adjustments
Such anticipatory adjustments are mostly learned from
experience, many of them in early childhood. Appar-
ently, the postural disturbance is first corrected for in
a feedback mode which is then transformed into a
feedforward mode by modification of some as yet
unknown adaptive network building up an internal
representation of the disturbance to be minimized or the
control signal used to cancel it [29].

Free Goal-Oriented Movements
There is a class of movements that appear freer and less
restricted than reflexes and locomotion and typically
include reaching, grasping and object manipulation.
Still, they may make use of reflexes and CPGs as
subsidiary devices. And, as a matter of fact, they require
postural adjustments. These skilled forearm movements
may have their evolutionary precursors in food-handling
behavior, dating back to early tetrapods [30], and are
expressed in mammals (e.g., cats) in precision walking
on complex ground, where accurate foot placement is of
essence, and in arboreal locomotion of monkeys, which
requires precise reaching for, and grasping of, tree
branches [31]. They usually require excellent visuomotor
coordination at cerebro-cortical level (▶Viscomotor
integration).

Many of the processes involved in organizing free
goal-oriented reaching/grasping movements can be
inferred from one’s insight, experience and common
sense. Others, however, must be hypothesized from a
careful analysis of human and animal movements, often
using conceptual frameworks borrowed from robotics
and computational motor control [32,33].

For the purpose of discussion, suppose a monkey is
hungry and in search for food. He moves close to an
orange, tennisball-sized object. What neural processes
need to take place to make the monkey reach out and
successfully grasp the object? The following is a
conceptual account that does not imply that the
processes are run in a series of distinct steps.

. Target perception: Obviously, the object (possible
target) must first be noticed and then visually
perceived and recognized, in terms of its physical
properties (size, shape, color), and location and
orientation (▶Vision).

. Evaluation: Once perceived, the object’s physical
properties must be evaluated in relation to the
monkey’s ▶attention, drive and motivation, and to
▶procedural memories (internal representations) of
previous experiences with the present or similar
objects.

. Decision: Once the object has been recognized as
edible, desirable and attainable, a decision must be
taken whether or not a movement should be made
towards that object.

. Planning: If the decision is positive, the reaching/
grasping movement must be planned, which involves
several sub-processes, some of which take place in
the posterior parietal cortex and premotor cortex
[34,35].

. Sensory-motor transformations.

. Selection processes: A number of selections must be
made, initially as reasonable guesses in a predictive
feedforward mode, based on previous experience:
. Particular among equivalent motor acts. Since

there are many ways of moving the hand to a
target, one among the possible ways must be
selected.

. Adequate postural adjustments. By intersegmen-
tal mechanical interactions, movement of the arm
alters the equilibrium conditions of the whole
body, which requires the selection of adequate
compensatory postural adjustments executed in
anticipation of, and in parallel with, the arm
movement.

. ▶Kinematic and ▶kinetic parameters. Reaching/
grasping requires anticipatory, initially tentative,
parameter settings based on internal representa-
tions of the object and on▶internal models of the
own motor apparatus.

. Grip force. Before contact, grip forces must
be selected tentatively, small enough so as
not to squeeze the object and large enough so
as not to drop it.

. Expected feedback signals must be estimated,
using internal models, in order to be able to
compare them with the actual feedback generated
during the motor act.

. Execution: The desired hand path thus planned must
be transformed into appropriate muscle activation
patterns by some poorly understood implementation
process composed of many sub-processes involving
essentially the entire neuraxis.
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. Sensory update: During the ongoing movement, the
central selections listed above are updated by sensory
feedback from various sensory systems, including
visual and cutaneous receptors and proprioceptors.
The sensory feedback serves for:
. Fast error correction.
. Triggering of successive steps in the movement

sequence.
. Revision and updating of the internal model of

body and limb [32,36].
. Memory: The role of memory systems in the above

processes cannot be overestimated. In fact, they
dynamically interface sensory systems with motor
commands. In addition to providing the basis for
▶motor learning (see below), memory systems serve
to retrieve pertinent object properties based on visual,
haptic or olfactory information, identification of task
features and the initial state of the skeleto-motor
systemandof sensory events during taskprogress [37].

Degrees of Freedom and Constraints
The diversity, speed, accuracy and elegance of animal
movements provide the overwhelming impression of
freedom. However, these qualities can be fully appre-
ciated only when due consideration is given to the
delicate interplays between freedom and its constraints,
which give rise to problems as well as to solutions.

Although musculo-skeletal assemblies may vary
widely, their basic structures appear to be more
consistent than body shape itself. Still, these elements
have adapted by specializing to the particular demands
of particular organisms.While these specifications open
certain options to an organism, they also constrain it.
Internal constraints have a mechanical component in
that the peripheral instruments or tools that an organism
uses to move not only enable movement, but also limit
its extent, speed etc., by their specific properties. These
also have to be taken into account by the nervous
system when controlling and thereby using these
tools [38].

Problems and Constraints
Moving organisms meet many problems and con-
straints, which, on the one hand, arise in the organism’s
environment and, on the other, in its internal structure.

External Problems and Constraints
External problems and constraints arise from properties
of the world, in which the organism lives and moves.
The main properties are:

. Mechanics. Movement in the external world is subject
to its mechanical properties, the most important ones
being (▶Classical mechanics; ▶Mechanics):
. Newtonian mechanics, defining the movements of

bodies in space and including inertia and gravity.
Gravity is, however, of different importance in
different habitats.

. Material nature of habitat(s). Movements meet
with different resistances and dynamics in gas-
eous (air), liquid (water), or solid (soil) media and
have to be adequately adjusted and controlled.

Internal Problems and Constraints
Internal problems and constraints arise from the very
means that have been developed by organisms to move
under conditions on earth. The materials used, and their
combinations, could not, and cannot, be chosen entirely
freely. Skeletons (▶Bone),▶joints,▶articular cartilages,
capsules, ▶ligaments, ▶tendons and ▶muscles have
properties that, on the one hand, provide opportunities
for movement, but on the other hand impose constraints
(e.g., [39,40]. Opening new opportunities by solving one
problem may in parallel open new problems calling for
new solutions. In the end, the solutions must and will be
provided by the nervous system that controls the actions
of muscles and, in so doing, must take into account
the properties of its peripheral instruments in addition to
those of the external world [38]. It comes as no surprise
that ▶proprioception (see ▶Sensory systems), in partic-
ular, appears well suited to contribute to the solution
of problems resulting from the mechanics of the
musculo-skeletal system. It has been proposed [17,38]
that proprioception contributes to: (i) ▶linearization of
(correction for) nonlinear muscle properties; (ii) compen-
sation for a muscle’s lever-arm variations at joints;
(iii) correctionof interjoint interaction effects (seebelow).
Degrees of Freedom
The vertebrate skeleton immediately unveils the funda-
mental principles of construction and the potentials
afforded. It is a multi-segmented structure made up of
hundreds of bones linked at joints. This construction
principle should provide for a multitude of options for
moving the segments relative to each other and through
space. The options are commonly referred to as
“degrees of freedom” (DOFs).
Degrees of freedom (DOFs) are the number of

variables (coordinates) needed to describe a body’s
motion in space [41,42]. The DOF of a system of rigid
segments is obtained by the general relationship:

DOC ¼ ðnumber of generalized coordinatesÞ�
ðnumber of constraintsÞ

The DOFs can change during a motor act, as easily seen
when a human being lands from a jump. In the sagittal
plane, the number of DOFs decreases by 2 when the
toes make contact with the ground and by 1 more when
the sole is flat on the ground. In vertical jumping, this
sequence is reversed, with the number of DOFs
increasing [42].
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Bernstein’s Problem
Upon closer examination, the multi-segmented skeleton
poses serious problems (see ▶Coordination).

Dependent upon the type of joint, the distal segment
(bone) can bemoved in up to three DOFs with respect to
the proximal segment. For example, in a ball-and-
socket joint, such as the human shoulder joint, there are
two dimensions for, say, extension-flexion and abduc-
tion-adduction, and one for rotation. This allows the
humerus to be aimed at any point in almost half a
sphere. Assembling bones into limbs with several joints
increases the number of DOFs. This leads to the effect
that, for instance, some desired position of the index
finger in external 3D space could principally be realized
by an infinite number of different combinations of joint
angles. This problem arises whenever the combined
number of directions, into which joints of multi-joint
limbs can move, exceeds the three-dimensionality of
external space. For example, the position of the hand
(wrist) can be specified by three coordinates in external
space, but it is defined by four joint angles (elevation
and yaw of both the shoulder and the elbow; [43]). This
▶redundancy of degrees of freedom (see ▶Coordina-
tion) holds for many postures and movements.
Hence, theoretically, there should be an infinite number
of possible movement trajectories to reach the same
target. Nonetheless, most arm and hand movements
do not take advantage of the theoretical redundancy
afforded, but are performed in fairly stereotyped
manners, suggesting that there must be solutions for
reducing the redundancy. The problem of providing
such solutions has been clearly highlighted by Bern-
stein [44].

The query for solutions to ▶Bernstein’s problem has
to be conducted at various levels. A rough distinction
can be made between mechanical constraints deriving
from specifics of the musculo-skeletal system itself and
the nervous system dealing with the peripheral system.

Constraining Freedom
Consider the cat hindlimb with its three large joints: hip,
knee and ankle joint. If, in a first approximation, each of
these joints is assumed to be a hinge joint of one DOF,
the limb would be a 3-DOF assembly of segments,
allowing for 2D movement of the limb endpoint in the
parasagittal plane. Hence, despite the possibility of
movements about three joints, the end-point move-
ments are confined to two dimensions, implying a
reduction in DOFs. How is this implemented? One
possibility is to restrict the independence of movements
in the different joints, i.e., to tightly couple changes in
the three joint angles. This is indeed what happens
during both passive and active hindlimb movements.
That is, the relationship among the three joint angles
shows a planar or 2D co-variation over a large range of
limb positions [23,45].
▶Biomechanics. In the passive limb, the mechanism
underlying the joint-angle coupling is presumably of
biomechanical nature, as indicated by post-mortem
assessment. For example, biarticular muscles spann-
ing two joints as well as passive structures such as
joint shapes, joint capsules and ligaments may play a
role in coupling different joints. During movements,
inertial intersegmental interaction forces (see below)
may contribute to couple the movements of limb
segments [45].

Neural Control Mechanisms. In addition to passive
biomechanical factors, neural control mechanisms may
come into play. Awake cats trained to maintain quiet
upright stance on a tilting support platform also show a
linear co-variation of hindlimb joint angles. This pattern
of joint-angle covariance is, however, different from
that in the passive limb. Firstly, the coupling is tighter,
suggesting that neural control may actually further
reduce any independent motion in the individual limb
segments. Secondly, the co-variance plane has a
different orientation in 3D joint space, due mostly to
a sign inversion of the relationship between the hip
and ankle angles [23,45]. The difference between the
passive state and the active state shows that the CNS
should determine the particular form of joint angle co-
variation (the orientation of the plane in joint space).
Similarly, in human reaching movements, segment
excursions are coupled, and so are joint torques [46].

Exploiting Freedom
While there are mechanical and neural mechanisms that
constrain the freedom of movement, the redundancy in
DOFs also has advantages. Indeed, it allows for
flexibility, stability and accuracy. Again taking the
example of fingertip localization, arm orientation at the
shoulder joint is usually less precise than fingertip
location, such that more distal joints can compensate
for errors committed by more proximal joints [47].
Therefore, redundancy can also be considered a virtue
to be exploited rather than a problem that should be
solved. One method to exploit the redundancy is to
represent all the possible solutions by means of a
multiple controller [48]. Another approach is to exploit
redundancy in order to minimize the variance by means
of optimal control [49]. Yet another recent approach has
hypothesized a “principle of abundance,” stating that no
DOF is ever eliminated or frozen, but instead all DOFs
always participate in all the tasks, thereby assuring both
flexibility and stability of performance ([50,51]; see
also ▶Coordination).

Representations of Space
Since movements take place in space and time, a
basic requirement for any meaningful action based
on perception and orientation is the construction by



Motor Control. Figure 1 Representation of hand (wrist)
position in two frames of reference. For simplicity, the
right arm is supposed to be held in a horizontal plane,
and the arm is viewed from above (direction of the
z-axis). The hand position can then be given in terms of
a rectangular Cartesian coordinate system, where the
x-axis is in a parafrontal plane through the shoulders,
and the y-axis in a parasagittal plane through the right
shoulder, or in terms of segment lengths, l1 and l2, and
joint angles, a1 and a2.
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the CNS of spatial frames of reference and their
transformations (▶Sensory Systems). This involves:

. Spatial orientation, depending on the perception of
the position, orientation and motion of external
objects and that of an animal’s own body parts within
reference frames. There is more than one frame that
the nervous system makes use of. The particular
subjective reference frame that an observer takes
as stationary is called “rest frame.” It is selected
according to availability of sensory cues, conve-
nience and circumstances. For example, on earth,
astronauts choose a rest frame based primarily on
gravity and visual scene polarity, while in micrograv-
ity (in a spaceship), the rest frame is based on visual
scene polarity cues from the spaceship interiors and
other crew members as well as on the internal head
and body z-axes (ideotropic vector). It appears as if
astronauts switch between rest frames depending on
variables such as the task being performed [52].

. Multiple representations of sensory spaces and
muscle spaces. The representations of the position,
orientation and motion of external objects and those of
an animal’s own body parts are based on different
sensory signals, which are coded in different frames
of reference. For instance, reaching and grasping
require the localization of the object in peripersonal
space as well as the localization of the initial position
of arm and hand. Object location is coded predomi-
nantly by▶vision (and/or hearing audition), arm/hand
position by vision and/or proprioception, which each
possesses its own reference frame (see ▶Sensory
systems). Finally, spatial aspects of muscle actions are
coded in their own frame. All this calls for:

. Sensory-motor transformations characterized by
several aspects [34,53,54]:
. Multi-sensory integration (▶Mutimodal integra-

tion): Signals from different senses must be inte-
grated and thus converge onto common neurons.
This also applies to other senses such as hearing
(for sound-emitting objects) and touch (for tactile
shape perception after contact with the object).

. Construction of a unified sensory frame of
reference. The different sensory reference frames
must be put in register and thus unified; for arm
(▶Voluntary movement) and eye movements
(▶Neural control of eye movement) this appears
to be an eye-centered (oculocentric) frame
established in the posterior parietal cortex.

. Sensory-motor coordinate transformation: The
sensory coordinate frame must be transformed
into the motor frame.

Kinematics
The spatio-temporal representations that the nervous
system needs have several aspects and dimensions.
The first important distinction to be made is between
kinematic and kinetic (dynamic) descriptions, which
nonetheless are closely related. The kinematic descrip-
tion simply deals with the spatio-temporal paths or
trajectories of objects (head, eyes, limbs etc.). For this
purpose, the kinematic description requires reference
frames or coordinate systems to relate a moving object
to for quantification. The dynamic aspect deals with the
forces involved in, and required to drive, movements.
Since forces are spatially directed and hence vectors, their
description, too, involves spatial coordinate systems.
Another connection between kinematic and dynamic
descriptions is Newtonian dynamics.

Extrinsic and Intrinsic Coordinate Systems
As exemplified in Fig. 1, the position (and movement)
of the hand (wrist) can be described with respect to two
coordinate systems. For simplicity, the right arm is here
supposed to be held in a horizontal plane, and the arm
is viewed from above (direction of the z-axis). The
hand position can be given in terms of an extrinsic,
rectangular Cartesian coordinate system, where the
x-axis is in a parafrontal and the y-axis in a parasagittal
plane through the right shoulder. (Alternatively, it could
be described in polar coordinates as the direction
and distance of the hand from the shoulder.) A second
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way of determining hand position with respect to the
shoulder is by segment lengths, l1 and l2, and joint
angles, a1 and a2, establishing an intrinsic system based
on body geometry (see ▶Arm trajectory formation).

Coordinate Transformations
The existence of different coordinate systems requires the
nervous system to continuously transform the positions
of limbs and their trajectories during movements from
one system into the other. For example, consider the
transformation from joint angles to Cartesian coordinates
(Fig. 1), which is given by the trigonometric relations:

x ¼ l1cosða1Þ þ l2cosða1 þ a2Þ ð1aÞ

y ¼ l1sinða1Þ þ l2sinða1 þ a2Þ: ð1bÞ
This transformation is referred to as forward or direct
kinematics [55]. It is called forward because it describes
the natural causal flow of events frommuscle activations,
which determine muscle lengths, which determine joint
angles, which finally determine hand position in relation
to the body.

There is also the inverse transformation from extrinsic
to intrinsic coordinates, which is obtained by solving
(1a and b) for the joint angles a1 and a2, each of which
will be a function of both x and y [55]. This
transformation is called inverse kinematics. At first
glimpse, it does not appear to have a natural counterpart
as does the forward kinematics. However, it has been
suggested that, at the highest stages of movement
planning, the final hand position or the movement
towards it is planned in extrinsic coordinates, x and y
[23], from which the related set of joint angles would
have to be obtained by an inverse transformation
(however, there are other suggestions; see below). It
merits emphasis that, in this case, there is a unique
solution only because we consider the relation between
two extrinsic and two intrinsic coordinates in a plane. In
3D space, three external coordinates and four joint angles
are needed to specify hand position, leading to the well-
known redundancy problem without a unique solution,
as discussed above.

Another important implication can also be drawn from
(1a,b). Any neuronal network to implement one or
the other of the above transformations would have
to incorporate neural elements, which would receive
convergent input signals from the independent variables.
This requirement may be one of the reasons for the
widespread existence of convergence of many inputs
onto many central neurons. Conversely, the inputs may
affect more than one output, which in neural terms
accounts for divergence of neural signals to affect more
than one output. In general, of course, transformations
between coordinate systems involvemanymore than just
sets of two variables as in Fig. 1; they therefore become
exquisitely complex.
Algorithms for Inverse Transformations
In principle, there are several possibilities of performing
inverse transformations, as illustrated here for inverse
kinematics [55].

. Computer program: In robotics, inverse kinematics
can be solved by a computer program. Obviously, the
CNS cannot do it exactly this way, although the term
“program” is being used in the field of biological
motor control in a loose analogous way. Its use may
be misleading, though, and has been criticized [56].

. Lookup table: Another possibility is that the CNS
could use is a lookup table, which contains entries
associating particular pairs (x,y) and (a1,a2). In
general, these tables can come as “computational
maps” [57,58], which map values of a particular
sensory and/or motor variable along at least one
spatial dimension of nervous tissue. Such maps
indeed exist in several places in the CNS. For
example, the▶superior colliculus (tectum opticum in
lower vertebrates) contains maps of spatial sensory
information as well as motor maps of the amplitude
and direction of orienting movements of the eye
(gaze), head, pinna and vibrissae [59–61]. These
maps are dynamically maintained or altered accord-
ing to experience during development, but also in
adults. Sensory and motor maps have to be aligned,
with early visual experience being highly important
in doing so [59].

. Internal model: The equations describing the inverse
kinematics could also be solved by special analog
circuits representing an internal model. For limb and
trunk motor control, such models would certainly be
much more complicated than that which has been
considered to be at work in certain▶ eyemovements,
because as compared to the latter systems, the former
ones have to deal with varying loads including those
resulting from gravity. Yet, internal models probably
exist, at least for certain purposes [33,36,62–64].

Kinetics (Dynamics)
The kinetic (dynamic) aspect of movement organization
results from the fact that the body or its parts have visco-
elastic and inertial properties and are suspended in a
gravitational field (albeit to very different extents in
different species living in different habitats). Hence, their
movement requires forces in order to counteract visco-
elastic forces or achieve acceleration against inertial
and gravitational forces. The description in terms of
forces or torques at joints is by kinetic (or dynamic)
variables [55].

Muscles and Intersegmental Interactions
However, dynamics play a role not only in the interactions
of the body and its segments with the environment, but
also in the interactions between the different body
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segments themselves. Since body segments are movably
coupled at the joints, motion of one segment acts on those
of other segments. This implies that any individualmuscle
not only accelerates the segments that it originates from
and inserts on, but also remote segments via intersegmen-
tal dynamic interactions, which in addition depend in
complicated ways on the joint angles and angular
velocities [38]. These interactions in turn yield new
insights into the functions of individual muscles and into
how many muscles must be coordinated in order to serve
movement goals (e.g., [65]). Consider a few examples.

Swinging a Leg during Walking and Running
During human walking, stance and swing phases follow
each other in each leg. From a naive standpoint, we
might assume that, in order to lift and clear the swing
leg from the ground and move it forward, all joints
should be flexed, with the flexions to be initiated by
concomitant activation of hip, knee and ankle flexor
muscles. However, simple mechanics suggests another
possibility. If the hip flexors alone were activated, then
the thigh would be accelerated forward relative to the
trunk and, due to inertia, the shank would lag behind,
resulting in (passive) knee flexion. This indeed plays a
major role in the hindlimb of cats during gallop, where
knee flexion is sustained by inertial torques related
to linear hip and angular leg acceleration, rendering
activation of the knee-flexor semitendinosus muscle
unnecessary. By contrast, at lower gait speeds, this
muscle shows two bursts of activity during themovement
cycle [66]. Conversely, the extension of the knee at
the end of the swing phase is assisted by a whip-like
forward movement of the lower leg while the upper limb
is already decelerating. In human walking, there is only
one problemconcerning the ankle. If jointmotions during
the initial swing phase were sustained by hip flexor
activation only, the foot would also remain behind due to
its inertia, thus extending the ankle. This would be too
little to clear the foot from and above the ground during
swing. Hence, ankle dorsi-flexor activity (mainly in the
tibialis anteriormuscle) is also required. This is evident in
patients suffering from paralysis of the nerve innervating
the tibialis anterior, which leads to dragging of the foot in
the swinging leg. In any case, intersegmental mechanics
clearly contribute to dynamic motor acts, which must be
taken into account by the nervous system in organizing
the coordinated muscle activations.

Paw Shake
During the cat’s oscillatory paw shake elicited by an
irritant stimulus to the paw, the hip, knee and ankle
joints undergo rhythmic angle changes at ca. 11–12 Hz,
with a proximo-to-distal increase in amplitude. At the
ankle joint, interactive and gravitational torques do not
contribute significantly to net joint torques, whereas
at the knee joint they do. Here, torques related to the
angular acceleration of the paw dominate over interac-
tive contributions to the knee torque. At the ankle, the
torques produced by ankle muscle activation account
for much of the net joint torque and thus directly
determine the paw segment dynamics. In contrast, knee
muscles produce torques, which rather compensate for
interactive torques, thus controlling intersegmental
dynamics between paw and shank [67].
Pedaling
A deeper insight into muscle functions during complex
motor acts is provided by dynamical simulations of
seated pedaling of humans. Seated pedaling is mecha-
nically simpler than walking because it has fewer
mechanical DOFs, the hips being essentially stationary
and the foot path being constrained by the pedal
trajectory [65]. The important points can be summar-
ized as follows.
(i) The intersegmental interactions depend in a

complicated way on joint angles and velocities, and
the dynamics are different at different joints. If these
interactions were to be described by sets of dynamic
equations, different sets of equations would have to
be set up for different situations. (ii) To understand the
role of muscles in the above processes, deriving their
function from their anatomical position, knowing just
their origins and insertions alone, is insufficient. (iii) In
fact, a muscle’s function depends on the configuration
of the body and its parts and on their interaction with
external objects such as the ground or obstacles; it can
thus vary with motor task and within a motor task [42].
(iv) Since muscle activations depend on peripheral
circumstances, in order to organize their activations
properly, the CNS needs information on these circum-
stances, that is, sensory feedback [38].

Forward Dynamics
Consider the causal sequence of events in the musculo-
skeletal periphery, say an arm, referred to as forward or
direct dynamics [76]. In this system, motoneuron
activity provides the inputs, and body motions are the
outputs. Thus, if there are m muscles, their inputs are
reflected in the electromyographic signals, EMG1…

EMGm (▶Electromyography (EMG)). These activation
signals are transformed into the set of muscle forces,
F1…Fm. These in turn are converted, depending on
musculo-tendon dynamics and moment arms R(F’s),
into a set of muscle torques at n joints, T1

mus…Tn
mus.

These torques finally are transformed into sets of joint
angles Θ1…Θn, their velocities and accelerations,
which ultimately result in the motion of the limb end-
point. Note that there are some ▶feedback loops
because, for example, joint angles determine muscle
lengths and these in turn co-determine muscle forces.
On the whole, however, this is a feedforward scheme,
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which indicates that the input signals should be
precisely tuned to achieve the correct output.

Inverse Dynamics
It has been suggested that the CNS plans reaching/
grasping movements in terms of extrinsic coordinates,
say of hand position and/or trajectory in extrapersonal
space (e.g., [23]). Although other suggestions have
been put forward (e.g., planning in terms of kinetic
variables such as joint torques; [46]), it is instructive to
consider the consequences of the kinematic model. The
CNS must perform a number of transformations in
order to provide the appropriate muscle activation
patterns. The sequence of transformations is as follows:

Desired trajectory ðassumed to be coded in kinematic
extrinsic coordinatesÞ ! joint angles ! joint torques

! muscle forces ! muscle activation patterns:

If the CNS used this approach, it would have to take
into account the forward dynamics discussed in the
preceding section by “inverting” them. That is, in order
to achieve the desired movement trajectory, the planned
trajectory must be implemented by a process compen-
sating for the forward dynamics described above. Thus,
from the desired end-point movement in extrinsic
coordinates, intrinsic joint angles (muscle lengths) and
their first two time derivatives must be derived via an
“inverse kinematics” algorithm. Through an “inverse
dynamics” algorithm, joint angles and their first two
time derivatives would determine the net muscle
torques needed to achieve them, and subsequently the
muscle forces needed to generate the torques, and then
the excitations needed to generate the forces. The
desired excitations thus computed from the desired
trajectory could serve as the template of motoneuronal
activations.

However, this approach would raise formidable
problems. The computation of such inverse dynamics
is complex and often requires non-unique transforma-
tions. For example, individual muscle forces are not
uniquely determined by net muscle torques, i.e., the
torques can be achieved with many combinations of
muscle forces. Also, the neuromuscular periphery has
complex nonlinear properties. Furthermore, the differ-
ent segments in multi-joint limbs exert mutual interac-
tion forces on each other (intersegmental interactions).
These complexities results in myriads of equations of
motion, all of which would be task-dependent. In order
to solve the problems, then, the CNS would have to
“know” these equations as well as precise estimates of
the initial and boundary conditions and parameters
involved, such as the masses, locations of the centers of
mass, principal axes of inertia, moments of inertia (see
[68–70]). Moreover, the computation itself would have
to be extremely accurate because even small errors, or
small mis-estimates of initial and boundary conditions,
would lead to large movement errors. Because of the
complex computational capacity required, the inverse-
dynamics computations have usually been thought to be
performed, if at all, by the cerebral cortex or cerebellum,
although the vertebrate spinal cord might also contrib-
ute its share [23]. Still, completely precise inverse-
dynamics computations do not appear feasible.

The above considerations are based on the presump-
tion that the inverse-dynamics calculations are per-
formed in a feedforward (open-loop) fashion, i.e.,
without the CNS receiving feedback on the results of its
actions, which could be used to correct for errors.
Incorporating such feedback would alleviate some of
the problems. However, this would raise new problems.
First, in the neuro-muscular system, sensory feedback
occurs with considerable delays (for visual or proprio-
ceptive processing). Therefore, fast (ballistic) move-
ments, precisely those movements posing the most
severe dynamic problems, would have to do without
it, at least initially. (However, CNS-internal feedback
based on an ▶efference copy of the motor command
and sensory information as well as an internal model of
peripheral dynamics could make early corrections to
the unfolding motor plan; [62]). Second, the gains in
feedback systems are usually low because high gains
with long delays run the risk of instability (e.g.,
[71,72]). Perhaps this is one reason for ballistic move-
ments being more imprecise than slow movements,
unless well learned.

Motor Control Schemes
Equilibrium-Point Hypothesis
A concept purported to dispose of all the dynamic issues
and thus provide a simpler solution than the inverse-
dynamics approach is the so-called ▶equilibrium-point
hypothesis (EPH) [21,68,69,73,74]. The basic ideas are:

. Passive and active muscles have (nonlinear) spring-
like properties (like rubber bands).

. At each moment of time, the relative levels of activity
in the sets of agonist and antagonist muscles and the
resulting muscle forces (or joint torques) specify a
virtual position of each joint, at which all the torques,
including those deriving from external loads, are in
equilibrium, i.e., the net torque is zero.

. Following its dynamics, the limb moves to this equi-
librium position unless some obstacle interferes with it.

The important point is the concept of the virtual
equilibrium position because this is the “attractor”
pulling on the limb.Movement comes about by a smooth
and continuous change in virtual equilibrium position,
which has to be specified by the CNS in terms of
appropriate muscle activation patterns. Once the brain
has acquired the ability to represent and control equili-
brium positions, it can master movements as temporal
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sequences of such positions [68]. The adherents of this
hypothesis claim that the inverse-dynamics problem is
simplified (or even obviated) because explicit representa-
tions of inertial, viscous, gravitational and other opposing
forces are unnecessary.

One of the merits of this hypothesis is that it has
stimulated attempts at taking into account real neuronal
networks. This has been tried by both groups of its
major proponents [73,75]. Feldman et al. [73] original
approach is more explicit in dealing with particular
networks including the stretch reflex, ▶reciprocal inhi-
bition and ▶recurrent inhibition. However, it suffers
from the weaknesses outlined above as to sensory
feedback [71].

Adaptable Internal Models
Another solution is to revert to the inverse model
concept, but conceive of these models as adaptable.
Such a model would then represent some properties
of the musculo-skeletal periphery, and well so, by
adapting to them through learning (see ▶Computation-
al Motor Control; ▶Adaptive control). In this scheme,
sensory feedback (e.g., vision and proprioception)
attains a novel significance by being used to update
internal models before the event rather than correcting
for movement errors in real time.

Depending on the requirements, inverse models can
also be combined with forward models that represent the
forward dynamics of the “plant” (i.e., the physical system
to be controlled; see ▶Control). If plant and forward
model are fed with the same motor command, the
difference in outputs will tell how well the model
represents the plant. This output can be used in various
ways, one way being as an error signal teaching the
model to adapt optimally. The keywords then are
adaptation and learning.

Neural Networks
The distinction between kinematic and dynamic aspects
of movement control can be avoided in neural network
models. In such networks, kinematics could be encoded
by sensory receptors at the input level and dynamics by
effectors at the output level, so that kinematics or
dynamics, or both, or neither, are encoded anywhere in
the brain [76].

Plasticity and Sensory-Motor Learning
The CNS must adapt its actions to changing conditions
of its environment, including the body, and learn from
their effects, at very different levels of organization and
time scales. This requires its neuronal networks to be
not rigid, but plastic. The terms plasticity, learning and
memory are not precisely defined, but are commonly
applied to a diversity of processes. In a narrow
▶behavioral sense, motor learning implies the acquisi-
tion of new behaviors or skills by practice [77]. But the
term is often used with wider connotations including
processes and mechanisms at much lower levels of
complexity (▶Learning and memory;▶Motor learning).
The structures subject to plasticity are manifold and
distributed throughout the neuraxis, even extending to
the neuromuscular junction [78].
There are a number of different processes and

mechanisms that contribute to learning (in the wide
sense), such as axonal sprouting or pruning and
modifiability of synaptic efficacy. The establishment of
the proper neuronal connections and topographical maps
at some critical stage of ontogenetic development in part
relies on such processes, as does the adaptive change in
such maps in adult life. Many of the basic events
underlying learning, information storage (memory) and
retrieval are thought to take place at a molecular level, in
particular at ▶synapses. Synaptic transmission is vastly
flexible or plastic, at time scales ranging from the order
of milliseconds to probably life-long.
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Motor Control Hierarchy
Definition
The motor systems are organized in both a hierarchical
and parallel fashion. For example, cortical motor areas
stand above motor neurons in the spinal cord in a
hierarchical fashion, and can command lower motor
neurons to activate. However, there are multiple routes
from cortical and brainstem motor areas to lower motor
neurons, also allowing a parallel control. Aspects of
motor planning are also hierarchically organized. At
the top of the hierarchy seem to be invariant proper-
ties of movements that are independent of the parti-
cular patterns of muscle activations used to achieve a
motor goal.
Motor Control Models
STAN C. A. M. GIELEN

Department of Biophysics, Radboud University
Nijmegen, Nijmegen, The Netherlands

Definition
The aim of models in motor control is to reproduce
experimental data and to make predictions for new
experiments, where different models make different
predictions so as to discriminate between various models
for human movement control. Typically, models have
been developed for different levels of motor control:
for specific parts of the neuromuscular system as well
as for neural feedback and feedforward control mechan-
isms. For each model, the modeller has to specify (i) the
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family of admissible control signals, (ii) the character-
istics of the neuromusculo-skeletal model, and (iii) a
quantitative definition of task performance.

Characteristics
Introduction
A pointing or reaching movement to a target in three-
dimensional space defines a redundant task at the
geometric, kinematic and dynamic level of control. An
infinite number of possible hand trajectories can be
selected for moving the hand to the target, leading to
an infinite set of possible arm postures for every hand
location in 3D space. In this perspective, it is remarkable
that human movements are quite reproducible and that
the variability of movements starting from the same
beginning position towards the same end position is
relatively small. This observation has been considered
to reflect some underlying principles, which reduce the
number of degrees of freedom.

Several models have been proposed to explain the
characteristics of human movements. The aim of these
models is not only to see whether they can reproduce
the experimental observations, but also to make
predictions about movement characteristics for move-
ments in new, complex situations, which have not been
studied so far. The use of models to predict the behavior
for complex movements is important to test and validate
models and to suggest new experiments to discriminate
between models.

Kinematics
One of the influential theories in movement control, was
the equilibrium-point (EP) hypothesis [1]. This theory
assumes that the neuromuscular system has (nonlinear)
elastic properties. For a linear spring force F depends on
the stiffness K and the excursion from the equilibrium
point x0: F = K(x−x0). The EP-model postulates that
the position of a limb corresponds to the position,
where the external force (e.g. gravity, weight of objects)
is equal (but opposite) to the force exerted by themuscles.
Therefore, kinematics should follow directly from the
elastic properties of the neuro-muscular system and the
properties of external loads.

In general, the position of an end effector, like the
finger tip, can be obtained by multiple postures of the
arm. Yet, the variability of postures for the same position
of the end effector is small. This reproducibility of
postures has often been described asDonders’ law,which
states that limb postures for a given finger, eye, or head
position are invariably the same for the same pointing
or gaze direction, respectively. This law is certainly not
trivial since it iswell known that rotations in 3 dimensions
do not commute. This implies that the orientation of an
object after two rotations along different rotation axes,
depends on the order of rotations. Eye movements
perfectly obey Donders’ law. The specific relation
between direction of gaze and eye orientation is known
as Listing’s law [2]. However, Donders’ law is not valid
for limbpostures. Experimental results bySoechting et al.
[3] revealed consistent variations of postures for the same
position of the index finger depending on the history
of previous finger positions. These authors suggested
that the history-dependence of limb postures could be
explained by the minimal-work model, which assumes
thatmovements aremade under the constraint ofminimal
work (see below). This is consistent with the observation
that final posture after a movement does not depend on
▶movement velocity [4].

Dynamics
In general ▶point-to-point movements, which start and
end at rest, follow a more or less straight path and have
a bell-shaped velocity profile (▶Bell-shaped speed
profile), in agreement with predictions by the minimum
jerk-model (see Fig. 1).

However, movement paths may differ depending on
the instruction to the subject or depending onmovement
task. When subjects are instructed to make point-to-
point movements in the dark, the movement trajectory
is curved. This curved path has been interpreted as the
result of movement planning in joint space, where
joint rotations may give rise to curved movement
paths of the end effector. However, when subjects
are instructed to move an object (for example a cursor or
mouse) between the same to positions with vision, the
movement path is straight, suggesting that movement
planning is in external work space. This illustrates that
the movement trajectory is task-dependent, presumably
because movement planning takes place in different
frames of reference (e.g. joint space versus work space).

Models to Explain Human Movements
In general, models to explain human movement con-
trol belong to the general class of ▶optimal control
models [5]. Optimal control assumes that movements are
made based on some ▶optimization principle. Optimal
control seeks to find the control (i.e. themuscle activation
pattern), which optimizes the time-integral of some
cost. This cost might be related to extrinsic features,
such as e.g. end-point variability, smoothness of move-
ment, and collision avoidance (see Fig. 2).

However, the cost should also include the properties
(e.g. noise) in afferent sensory signals and in neuronal
feedforward and feedback signals. The cost may be
different for different types of movements. For example,
movements, which have to be as fast as possible, require
that movement time is minimal, whereas accurate move-
ments require that the variability at the end of the
movement is as small as possible.

Most models in the literature to explain properties
of human movements focus on a single optimization
principle. The most well-known models are



Motor Control Models. Figure 2 For a movement from
the green circle to the red cross the movement path
should keep a sufficiently large distance from the triangle
to avoid collision. Given the intrinsic noise of action
potential firing and force generation in muscle, this
requires that the movement path should remain outside
a circle centered at the corner of the triangle. It should
also reach the target with a particular accuracy
(indicated by elliptic shape). For optimal control, there
are several cost criteria, depending e.g. on the internal
noise of the motor system, on target accuracy of the
movement, on movement time. The total cost C, which
should be minimized, is a weighed summation of the
various cost criteria Ci involved (C = �

i
wiCi), where the

weighting coefficients wi depend on the relative
importance of the cost criterion Ci.

Motor Control Models. Figure 1 For a typical movement (start position at the green circle) to target (red cross,
Fig. 1a) the corresponding velocity profile (Fig. 1b) has a bell-shaped profile.
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. Minimum jerk model. Jerk is the third derivative of
position. Minimization of jerk assumes that move-
ments are smooth and predicts that movement
velocity profiles are bell-shaped [6].

. ▶Minimum torque-change model [7]. This assumes
that changes in joint torque are minimized. A varia-
tion on the minimum-torque-change model is the
minimum force-change model, which assumes that
movements are made under the constraint that
changes in muscle force are minimized. Since torque
is the product of force and lever arm, the predictions
by the minimum-torque change and minimum force-
change models are very similar.

. Minimum-work model [3] assumes that work is mini-
mized. This is equivalent to assuming that kinetic
energy at peak velocity is minimized.

. Minimum variance model [8] uses the fact that
muscle noise increases proportionally with muscle
force and assumes that those forces are selected that
minimize variance at the end of the movement.

Advanced mathematical analyses make it possible to
calculate the best control given an optimality criterion
in the absence of noise. However, the human motor
system has to deal with internal noise [8] and move-
ments are made in an environment, which may change
in an unpredictable way. The theoretical framework for
these cases (called “stochastic optimal control”) is far
from complete and is an important topic for further
research.
Quite surprisingly, many models make the same

predictions for planar movements but differ greatly in
their predictions for movements in three dimensions [9].
Because of the complexity of simulating models for 3D
movements and of analyzing and interpreting move-
ments in three dimensions, a thorough comparison



Motor Control Models. Figure 3 For periodic
movements along an elliptic path, the relation between
radius R of the movement path and tangential velocity v
is given by V ¼ CR1=3. The dashed and dashed-dotted
lines are local fits of a circle segment to the ellipse.
For a high curvature (small radius R1) the corresponding
tangential velocity V1 is smaller than the tangential
velocity V2 for the less curved part of the ellipsoid.
The ratio V1/V2 is equal to

ffiffiffiffiffiffiffiffiffiffiffiffiffi
R1=R2

3
p

.
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between predictions of various models and experimental
data for movements in 3 dimensions has not been
made yet.

Two-Third Power Law
It is a well-known phenomenological observation that
velocity of curved movements is tightly related to the
curvature of the movement. This relation has been
referred to as the ▶two-third power law, since angular
velocity ω appears to be related to curvature κ of the
movement path by the exponential relation ! ¼ Ck2=3.
Since for circular movements tangential velocity v is
related to angular velocity ω by the radius R of the
movement (v = Rω) with R equal to the inverse of
curvature κ, the two-third power law can also be written
as v =CRβ, where the exponent β equals 1/3 (see Fig. 3).

This relation can be derived mathematically when it is
assumed that planar movements, such as elliptic move-
ments, are made by a superposition of two orthogonal
components with a sinusoidal and cosine modulation in
time. As an alternative to the explanation thatmovements
are built up by sine- and cosine modulated orthogonal
components, Richardson and Flash [10] demonstrated
that the two-third power law also follows from the
smoothness constraint that underlies the ▶minimum-
jerk model.
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Motor Cortex
Definition
A general term that historically has been used to refer to
primary motor cortex. This term is now also used in a
more general way to refer collectively to primary and
secondary motor areas of the frontal lobe.

▶Motor Cortex – Hand Movements and Plasticity
▶Motor Cortex - Output Properties and Organization
▶Primary Motor Cortex (M1)
Motor Cortex – Hand Movements
and Plasticity
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Definition
The primary motor cortex, in primates located just
anterior to the central sulcus, plays a crucial role in control
of fine hand and finger movements. The organization of
movement representations in the motor cortex undergoes
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plastic changes in response to altered internal and external
requirements for finger movements.

Characteristics
Voluntary Use of the Hand and Fingers
▶Grasping an object is the most frequent voluntary use
of the hand. Depending on the object and goal, humans
use a wide variety of grasps – from precision (▶Grip –

precision grip) pinch between the tip of the thumb and
index finger as used in picking a raspberry, to power grip
(▶Grip – power grip) as used in holding a hammer [1].
As the hand is transported toward an object by the
reaching movement of the arm, the fingers open and
form into a shape that approximates the shape of the
object to be grasped. Such visually guided pre-shaping
of the hand ismediated by a flowof information from the
anterior intraparietal area (AIP) to the ventral premotor
cortex (PMv) to the primary motor cortex (M1) [2]. As
the fingers close on the object, forces at the contact
surfaces on the fingers and palm must be balanced to
provide a stable grip that does not rotate or crush the
object unintentionally.

Less frequently the hand is used to perform delicate
manipulation or even such specialized acts as typing on a
keyboard, or playing a musical instrument. Although
one often has the impression that during such move-
ments each finger is moved independently, recordings
show considerable correlated motion of adjacent fingers
[3]. Even when normal humans are asked to exert
flexion force with one finger only, force is produced in
adjacent digits, a phenomenon referred to as ▶enslave-
ment of the adjacent digits. Similarly, when asked to
move only one finger, motion appears in other fingers as
well. In part, this incomplete ▶individuation results
from biomechanical coupling of the digits, and in part it
reflects control from the nervous system as well.

For both grasping and fine manipulation, use of the
right versus left hand is not necessarily random. Hand
preference has three levels: (i) individual subjects tend
to use the same hand repeatedly for a given task;
(ii) individual subjects prefer to use the same hand for
many different tasks; and (iii) most individuals in a
population tend to prefer the same hand. Whereas non-
human primates systematically show only the first level
of hand preference, humans show all three levels.
Approximately 80% of any human population is right-
handed. In general, right-handed people prefer to use
the right hand for delicate tasks that require precise
control of dynamically changing forces, while the left
hand may perform better in tasks requiring accurate
control of static position [4].

Control of the Fingers From the Motor Cortex
Control of such relatively independent fingermovements
relies heavily on the hand representation in the primary
motor cortex, and its corticospinal projection (▶Motor
cortex – output properties and organization 06078).
When lesions affect this pathway, individuated finger
movements are the first and most severely affected, and
the last to recover. In macaque monkeys, a central core of
Brodmann’s area 4 representing hand movements and
muscles is surrounded by a horseshoe-shaped band
representing the more proximal upper extremity. This
entire upper extremity representation lies between the
representations of the face laterally and the lower
extremity medially.
Throughout the M1 hand representation, neurons

in cortical layer V send corticospinal axons to the lower
cervical enlargement to control the motoneurons of
hand muscles. Corticomotoneuronal (CM) cells that
make monosynaptic connections to hand motoneurons
are restricted to the posterior part of the hand repre-
sentation,which inmacaquemonkeys lies in the anterior
bank of the central sulcus [5]. CM cells are thought to
be particularly important in the fine control of relatively
independent finger movements. The firing rate of single
neurons in the M1 hand representation – including
corticospinal neurons and CM cells – varies depending
on which type of grasp is used, or depending on which
finger is moved. Although single neurons only rarely
discharge selectively for a particular type of grasp, or
for movement of a particular finger, the discharge of a
large population of M1 neurons transmits information
that specifies the hand or finger movement being made.
The M1 hand area classically was thought to contain

an orderly somatotopic representation of the digits, with
the thumb most lateral and the little finger most medial,
but the representation of each digit now is known to
be more widely distributed. This results from a number
of structural features [6]. First, the cortical territory
from which corticospinal axons converge on the moto-
neurons of a given hand muscle occupies several square
millimeters. Given the number of hand muscles, these
territories are so large that they overlap extensively with
one another. Second, single cortical neurons often
provide monosynaptic output connections to the spinal
motoneuron pools of multiple muscles. Single cortical
neurons thus may provide output to muscles acting on
multiple digits, and even on the wrist, elbow and
shoulder as well. Third, the entire M1 upper extremity
representation is interconnected by horizontal axon
collaterals that interlink not only the central digit
core, but also the surrounding representation of more
proximal muscles. As a consequence of this conver-
gence, divergence and horizontal interconnectivity,
neuronal activity appears throughout the hand repre-
sentation during voluntary movement of even a single
finger. In addition to this widely distributed base of
activation, in humans a somatotopic gradient is super-
imposed, with more activation laterally during thumb
movements, and more activation medially during
movements of the little finger.



Motor Cortex: Output Properties and Organization 2433
Plastic Changes in Cortical Finger Movement

Representations
M

The widely distributed organization provided by con-
vergence, divergence and horizontal connectivity in
the pathway from the primary motor cortex to spinal
▶motor neuron pools also provides a flexible substrate
that can undergo plastic reorganization. Some plastic
changes are mediated very rapidly by altered patterns of
intracortical inhibition. The hetero-synaptic processes
of long-term potentiation and depression also contribute
to plastic reorganization. As time passes, some existing
synapses are pruned away and new synaptic connec-
tions form. All these underlying processing contribute
to reorganization of ▶motor maps.

Plastic reorganization occurs during motor learn-
ing (▶Motor learning) in normal subjects [7]. Repeated
practice of particular hand and finger movements
expands the representation of the practiced movements
and of the muscles involved in producing them.
Reorganization also occurs after injury [8]. After
amputation of the hand, stimulation of the M1 hand
representation evokes larger than normal contractions
of the remaining proximal muscles. Voluntary attempts
to move the phantom hand result in contractions of
proximal muscles that would not normally contract
during hand movements [9]. Reorganization of the
motor map occurs as well after damage to the primary
motor cortex [10]. If damage to the hand representation
is partial and the subject is made to use the affected
hand, some cortical territory that previously had rep-
resented proximal movements changes to represent
distal movements. If damage to the primary motor
cortex hand representation is complete, representation
of finger movements in other cortical motor areas
expands. Plastic reorganization of finger movement
representations thus underlies both normal motor
learning and recovery from nervous system injury.
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Motor Cortex, Primary
Synonyms
▶Gyrus precentralis; ▶Precentral gyrus
▶Precentral Gyrus (Area 4)
▶Telencephalon
Motor Cortex, Supplementary
Definition
Together with the premotor cortex, forms the secondary
motor field. Involved in planning movement.

▶Telencephalon
Motor Cortex: Output Properties
and Organization
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Synonyms
Corticospinal system organization; Pyramidal system
organization; Upper motor neuron organization
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Definition
Movement planning and execution are the products of
distributed neural processing involving many areas of
the brain. This essay focuses on the role of motor areas
of cerebral cortex, particularly primary motor cortex, in
movement execution. Cortical motor areas are identi-
fied and their output capability is summarized in terms
of the movements evoked by electrical stimulation. The
synaptic organization of ▶corticospinal neurons with
motoneurons in the spinal cord is explained in terms of
the selection of muscle synergies needed for producing
coordinated limb movements.
Characteristics
Identification and Somatotopic Organization of

Cortical Motor Areas
Motor Cortex: Output Properties and Organization.
Figure 1 Location and general somatotopic
organization of cortical motor areas of the macaque
monkey brain based on ICMS evoked movements. (a)
Motor areas on the medial wall of the left frontal lobe.
(b) Motor areas on the lateral surface of the left frontal
lobe. Motor areas are labeled in red and include primary
motor cortex (M1), supplementary motor area (SMA),
cingulate motor areas (CMA) and lateral premotor areas
(PMd and PMv). The cingulate gyrus has been
“unfolded” and represented as a two dimensional map.
The dotted line represents the fundus (bottom) of the
sulcus. The small-circled letters in the cingulate motor
areas are included to show that in addition to the
principal representation indicated, small patches of
representation of the face (F), arm (A) and leg (L) also
exist. (Modified from [3]).
The cerebral cortex of mammals can be categorized into
a number of specialized sensory, motor and association
areas. In primates, these areas are particularly well
developed and large. The motor areas of cerebral cortex
are contained within the frontal lobe and include
primary motor cortex or M1 located in the precentral
gyrus just anterior to the central sulcus as well as several
▶secondary motor areas. Six secondary motor areas
have been identified in primates including the ▶SMA
(supplementary motor area) medial and anterior to
primary motor cortex, dorsal and ventral ▶premotor
areas (PMd and PMv) on the lateral surface of the
frontal lobe anterior to M1 and three ▶cingulate motor
areas located ventral to SMA in the cingulate gyrus
[1,2]. The location of the primary and secondary motor
areas is shown in Fig. 1 for a rhesus monkey cerebral
hemisphere. Analogous areas have been identified in
the human brain.

Primary motor cortex was first identified in the 19th
century by applying electrical currents to the cerebral
cortex of anesthetized animals. It was discovered that
this electrical current evoked movements of specific
body parts and that the representation followed an
orderly pattern paralleling the anatomy of major body
parts. The neuronal representation of motor and sensory
functions associated with specific body parts is termed
▶somatotopic organization and is a distinctive feature
of cortical motor areas. The discovery of a somatotopic
organization of electrically evoked movements in the
cerebral cortex was strong evidence for localization
of function in the brain. Cortical areas from which
movement could be evoked were referred to as
“electrically excitable”. Electrical excitability or the
ability to evoke movements with electrical stimulation
is used as a means of identifying motor areas of the
cerebral cortex. Movements can be evoked from both
primary and secondary cortical motor areas, although
significantly higher currents are required for secondary
motor areas.
Primary and secondary cortical motor areas can also
be identified on the basis of their distinctive histological
appearance including the thickness of various layers
and the size of various cell types. This approach is
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referred to as cytoarchitectonics. Based on this type
of analysis, the cerebral cortex has been divided into
numerous separable regions. An important principle of
cortical organization is that areas of cerebral cortex
identified on the basis of these anatomical criteria
are often found to align closely with regions identified
by functional criteria. For example, primary motor
cortex corresponds with Broadman’s cytoarchitectonic
area 4.

Another identifying feature of cortical motor areas
is the presence of corticospinal neurons. These are
neurons that have a cell body contained within the
cortex and an axon that projects to the spinal cord for
the control of limb and trunk musculature. Similar
neurons for control of facial and tongue muscles are
called corticobulbar neurons because their axons
terminate in the brainstem where motoneurons of these
muscles are located. In primates, some corticospinal
neurons, referred to as corticomotoneuronal cells, make
monosynaptic connections directly with motoneurons
and these connections are thought to be an important
neural substrate underlying skilled use of the distal
extremities, particularly the ability to make independent
finger movements. Corticospinal neurons are found
throughout primary motor cortex and secondary cortical
motor areas, although the number of neurons is smaller
for secondary cortical areas because the size of these
areas is much smaller than primary motor cortex [1,2].

Electrical stimulation of cerebral cortex has been a
highly informative approach to understanding cortical
motor output organization. The classical early studies
in humans by Penfield [4] and in non-human primates
by Woolsey established the major features of body
somatotopic organization that can be found today in
nearly every textbook of neuroscience. Penfield and
Woolsey summarized the general pattern of evoked
movements from cortical stimulation by drawing a
body surface representation, superimposed on the
cortical surface and distorted in size to reflect the
amount of cortex devoted to movements of each body
part. These body surface representations, referred to as
homunculi and simunculi for humans and monkeys
respectively, indicate the location along the precentral
gyrus where movements of different body parts can be
evoked by electrical stimulation. The major features of
the somatotopic organization of motor output from
▶primary motor cortex (M1) are (i) largely separate
areas devoted to the representation of the lower
extremity, trunk, upper extremity, face and tongue with
the lower extremity located medially and the tongue
most laterally along the precentral gyrus, (ii) the
representation is contralateral except for tongue, jaw
and upper facial muscles and (iii) there is preferential
representation of distal muscles, particularly muscles of
the hand, face and tongue. These are the muscles most
heavily involved in skilled movements and require
the highest degree of fractionation in the patterns of
activity across different muscles.

While the basic body plan of somatotopic organ-
ization revealed by the early stimulation studies is
universally accepted, the degree to which a consistent
and orderly somatotopic organization exists for
muscles/movements within a major body segment has
only been addressed in more recent studies [5]. Some of
these studies have used cortical microstimulation in
monkeys to identify activated muscles of the forelimb.
Microstimulation consists of applying weak current
pulses through a recording microelectrode. Using this
approach, a consistent representation of forelimb mus-
cles has been identified, consisting of a core represen-
tation of distal muscles (wrist and digit), a peripheral
zone of proximal muscle (shoulder and elbow) repre-
sentation and a large zone representing combinations of
distal and proximal muscles separating the pure distal
and pure proximal representations [6]. This pattern of
forelimb representation is also supported by anatomical
studies in which distal and proximal forelimb corti-
cospinal neurons have been labeled with tracers and
identified histologically [1,2]. Does the existence of a
consistent somatotopic organization extend to move-
ments of the hand including the wrist and individual
digits? The homunculi and simunculi drawings based
on early work would suggest this but the answer to
this question is clearly no. Neurons involved in motor
responses of the wrist and individual digits are
completely overlapping within primary motor cortex
[5]. In part this is due to the fact that the simplest
movement of an individual digit actually involves the
activation of a large number of distal muscles, not just
the muscles of the digit to be moved but also muscles
involved in stabilizing the other digits. Another factor
is that individual corticospinal neurons rarely make
synaptic connections with motoneurons of just one
muscle. Rather these neurons activate combinations
of muscles as functional synergies [7].

Cortical mapping using repetitive microstimulation
of the cortex has typically involved applying brief
(30 ms) trains of high frequency stimuli (330 Hz) to
evoke twitch like movements. This has been and
continues to be a very useful approach to cortical output
mapping. However, if the stimulus train duration is
lengthened from 30 ms to 500 ms, more complete
movements can be evoked. These movements more
closely resemble the time course, trajectory and velocity
profile of normal voluntary movements. Graziano and
colleagues [8] have exploited this approach to map the
movements evoked from primary motor cortex and
premotor areas on the lateral surface of the hemisphere
(PMd and PMv). An important feature of these
movements is that long duration repetitive stimulation
brings the hand to the same end point in space
regardless of the starting position. The cortical map
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obtained using this approach contains four subregions
from which different, seemingly purposeful movement
responses can be elicited. Long duration stimulation of
one subregion tends to bring the contralateral hand to
locations in space in front of the chest. Stimulation
within this part of the map also evokes a variety of hand
postures similar to ones observed during object
manipulation behavior including (i) grip with the thumb
against the forefinger, (ii) fist formation, (iii) opening of
the hand with all digits splayed, (iv) various rotations of
the wrist and (v) pronation and supination of the
forearm. The cortex from which these movements can
be evoked corresponds to the forelimb representation of
primary motor cortex, an area that has long been known
to emphasize the control of manual dexterity. A second
subregion corresponds to hand locations at the mouth
and stimulation within this region produces a grip
posture with movement of the hand to the mouth and
often opening of the mouth. This area corresponds
to a part of area PMv known to be involved in the
cortical representation of grasp postures and interac-
tions between the hand and mouth. A third subregion
termed PZ or polysensory zone contains neurons that
respond to tactile stimuli on the face and arms and
visual stimuli near the face and arms. Stimulation of
sites in the polysensory zone evokes apparent defensive
movements. This is a multimodal subregion that is
also largely within area PMv. The fourth subregion is
contained with PMd. Stimulation within this subregion
produces reaching movements in which the wrist
straightens, the fingers open as if to prepare for grasp
and the arm extends outward from the body.

Organization of Corticospinal Output
Historically, a major controversy has existed over
the issue of what is represented by the corticospinal
neurons that constitute primary motor cortex output. Is
it muscles that are represented or movements? To some
extent, this controversy has lingered on because terms
have not been adequately defined, but also because
there is a genuine and important issue to be resolved.
Obviously muscles are represented in the sense that
corticospinal neurons make synaptic connections with
motoneurons and activate muscles. However, the real
issue might be redefined in terms of the way in which
muscles are represented and its possible significance.
For example, what would be implication of an output
representation in which small pieces of motor cortex,
like pieces of a mosaic or keys of a piano, were devoted
to the representation of single muscles? This would
constitute a muscle representation in the most extreme
sense. In this case, the central motor program, contain-
ing information about the movement to be produced
would select the appropriate keys (muscles) of the
motor cortex keyboard to produce the desired move-
ment. The role of motor cortex output would then
simply be to devote a piece of tissue and corresponding
corticospinal neurons to each individual muscle
and give appropriate parts of the brain access to these
muscle specific representations. It is now known that
this is not the way motor cortex output is organized.
In large part, individual corticospinal neurons do not
have synaptic contacts confined to motoneurons of
individual muscles. Rather, individual corticospinal
neurons make synaptic contacts with motoneurons of
multiple muscles representing functional muscle syner-
gies [7,9–11]. The set of muscles influenced by a
corticospinal neuron are referred to as its▶muscle field.
Corticospinal neurons have a clustered organization in
layer V of primary motor cortex and there is evidence
that the individual neurons within a cluster have similar
muscle fields. The set of corticospinal cells selected
for activation by the central motor program is obviously
dependent on the desired movement. Simple isolated
movements of the wrist involve coactivation of fore-
arm, wrist and digit synergist muscles and the
corticospinal neurons activated for this task tend to
have only distal muscle fields. Most importantly, single
neurons engaged in isolated wrist movements do not
act upon single muscles; rather, these neurons activate
combinations of wrist and digit synergist muscles.
Many of the same corticospinal neurons that facilitate
motoneurons of multiple agonist muscles also simulta-
neously inhibit motoneurons of multiple antagonist
muscles. To aid with the movement, the activity of
the antagonist muscles must be suppressed as the
agonist muscles contract and shorten. This combination
of multiple facilitated agonist muscles and suppres-
sed antagonist muscles constitutes a simple functional
synergy for movement about a single joint. The repre-
sentation of such functional muscle synergies goes
beyond a simple muscle representation – it is the
representation of a set of muscles for a particular
movement. Hence, it can be argued that movements are,
in fact, represented in the synaptic output organization
of primary motor cortex. The corticospinal representa-
tion of functional muscle synergies also extends to more
complex multi-joint movements. Reaching to grasp an
object requires coactivation of muscles at multiple
proximal and distal joints. Many corticospinal neurons
involved in such reaching tasks make synaptic con-
nections with motoneurons of both distal and proximal
muscles [7]. These muscle combinations represent
multi-joint functional synergies involved in reaching.
To conclude, the output organization of primary motor
cortex can be viewed in terms of the functional muscle
synergies represented in the synaptic connections of
corticospinal neurons with motoneurons. These muscle
synergies and their combinations are the cortical
building blocks the central motor program must work
with to produce the diversity of skilled movements
characteristic of primates.
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Motor Disorders
Definition
Motor disorders may be neurologically classified as (i)
paralysis due to dysfunctions of ▶skeletal muscle,
▶neuromuscular junction, ▶brainstem or spinal skeleto-
▶motoneurons; (ii) paralysis due to damage to the
▶corticospinal tract, ▶corticobulbar tracts, or fibers
descending from the brainstem (see ▶spasticity); (iii)
non-paralytic and ▶apraxic dysfunctions of purposive
movements resulting from lesions of the ▶cerebral
hemispheres; (iv) disorders of the ▶basal ganglia (see
▶Parkinson disease, Huntington’s disease; Tourette’s
syndrome); (v) dysfunctions of coordination (▶ataxia)
resulting from lesions of the▶cerebellum and its inputs
and outputs.

▶Basal Ganglia
▶Cerebellar Functions
▶Corticospinal Tract
▶Huntington’s Disease
▶Neuromuscular Junction
▶Parkinson Disease
▶Spasticity
▶Tourette’s Syndrome
Motor Efference
Definition
The motor commands from the brain leading to
movement.

▶Large-Fiber Sensory Neuropathy
▶Effect on Proprioception
Motor Equivalence
Definition
Motor equivalence implies that the same movement or
motor program can be executed by different muscle
and/or joint assemblies.

▶Motor Control Models
Motor Error
Definition
The difference between the present location of an
effector (e.g., the hand or the eye) and its desired
location. Neural correlates of motor error have been
described in a variety of brain centers.

▶Movement Sequences
▶Eye-Hand Coordination
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Motor Evoked Potential (MEP)
Definition
Electrical potential recorded over a muscle, evoked by
electrical or magnetic stimulation of the nervous
system.

▶Transcranial Magnetic Stimulation
Motor Fluctuations in Parkinson
Disease
Definition
Fluctuations in the severity of motor symptoms of
Parkinson disease several times per day, related to the
long term use of levodopa and disease progression

▶Parkinson Disease
▶Structures/Processes/Conditions: Parkinson Disease
Motor Imagery
Definition
The ability to mentally simulate a particular movement
without actual execution. Neuroimaging studies have
shown the involvement of several motor brain areas
during motor imagery.

▶Action Representation
Motor Invariant
Definition
An invariant is a quantity that remains unchanged under
a set of transformations. For example, the curvature of a
curved hand movement trajectory is invariant under the
transformations of rotation and translation.

▶Arm Trajectory Formation
Motor Learning
VLASTISLAV BRACHA, JAMES R. BLOEDEL

Department of Biomedical Sciences, Iowa State
University, Ames, IA, USA

Definition
▶Motor learning is the process of acquiring new
motor skills. Common examples of motor learning are
learning to ride a bicycle or to play tennis. Motor
learning is essential for success under novel or changing
environmental contexts and is thus ubiquitous. It
participates in speech acquisition, in learning to use
tools and machines, in the acquisition of artistic and
athletic skills, in tuning motor performance during
development and aging, and in compensating for
movement deficits associated with a bodily injury.
Characteristics
In the current literature, the term motor learning has
been applied to a heterogeneous group of adaptive
phenomena and as such it defies a simple definition.
In general, motor learning pertains to processes of
adaptively modifying the spatio-temporal structure of
movements, of forming new or adjusting existing
sensori-motor transformations and of forming new
movement sequences.
Motor learning is distinct from other forms of learn-

ing, such as learning the spatial structure of the envir-
onment, remembering events and temporal associations
between events, learning symbols and concepts, or auto-
biographical memory. The outcome of motor learning
is an acquired modification of sensori-motor processing
resulting in meaningful changes in motor performance
that achieves a desired behavioral goal in specific envir-
onmental and motivational circumstances. A typical
property of motor learning is that it progresses through a
series of trial and error performances. Motor learning
usually requires a large number of repetitions to achieve
an asymptotic performance. The ▶motor error, which
is derived from the difference between the expected
and actual results of movement, is a pivotal notion in
conceptual and computational models of motor learning.
Similar to other forms of learning andmemory, motor

learning is thought to have explicit and implicit
components or phases. When learning a new motor
skill, successful movement generation frequently
requires involvement of attention and awareness. At
this stage, the movements are under an explicit, i.e.,
conscious and verbally describable control. As the
learning progresses, movements become smoother,
faster and automated. Eventually, well-trained move-
ments become implicit, i.e. fully automatic, requiring
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little or no conscious effort. However, some types of
motor learning, such as the adaptation of hand move-
ments to altered visual feedback or the classical
conditioning of eyeblink responses, can occur exclu-
sively in the implicit domain, with the subject either
being unaware of the learning or being unable to report
on the relevant details of learning.

Motor learning in natural conditions involves the
complex coordination of a number of motor sub-
systems. For example, an efficient tennis stroke requires
hitting the incoming ball at a precise time and place
relative to the tennis player’s body with a tennis racquet
having precise speed, orientation and trajectory of
movement. To achieve this, the player has to learn
to observe the ball and extrapolate its trajectory, to run
to the anticipated place of stroke execution, assume
the appropriate posture and execute a complex and
precisely timed kinetic chain of leg, torso and arm
movements. These movements are synchronized with
eye and head movements and with respiration, and they
have to be adapted to the physical properties of
the court, ball and the tennis racquet. To reduce
this complexity to a level amenable to scientific
analysis, motor learning is studied in simplified motor
learning models.

Models of Motor Learning
The neural substrates of motor learning are investi-
gated in experimental models that focus on its specific
aspects in specific motor sub-systems. The motor
learning paradigms are usually designed to control
the learning environment, to provide reliable measure-
ments of executed movements and access to measure-
ments or manipulations of the nervous system. The
most common learning paradigms fit in one of the
following categories.

Adaptive Modifications of the Vestibulo-ocular Reflex
The purpose of the vestibulo-ocular reflex (VOR) is to
stabilize images on the retina during head movements.
Head movements stimulate the vestibular apparatus
and the resulting sensory information is processed in
VOR neural circuits to produce compensatory eye
movements that stabilize the visual field. The VOR is
under strong visual control. Inadequate VOR operation
produces slip of the visual image on the retina, and this
visual error signal drives adaptive VOR modifications.
To induce VOR adaptation, experimenters usually
introduce an artificial visual error by moving the
subject’s surroundings or by placing reversing or
magnifying optical devices in the visual path. By using
these tools, the VOR could be canceled, its direction
reversed or its amplitude changed. VOR adaptation
is one of the oldest models of motor learning, and it
has yielded an advanced understanding of cerebellar
and brainstem circuits controlling this adaptive process.
This knowledge makes the VOR model well suited
for studies at the neural network and cellular levels [1].

Classical Conditioning of Withdrawal Reflexes
Withdrawal reflexes protect body parts from injury by
withdrawing them from aversive stimuli. Withdrawal
reflexes, such as an eyeblink response or a limb
withdrawal, can be classically conditioned. In classical
conditioning, subjects are presented with an initially
irrelevant stimulus (conditioned stimulus) that is
followed by the withdrawal-eliciting aversive stimulus
(unconditioned stimulus). During repeated pairings
of these stimuli, the subject learns to respond to the
conditioned stimulus before the unconditioned stimulus
reaches the body surface. The learned anticipatory
response is called the conditioned response. Although
eyeblink conditioning was originally studied in the
context of associative learning, more recently it has also
been categorized as a form of motor learning, most
likely because of its dependence on the cerebellum and
because it results in the formation of new, well timed
motor response. Similar to the VOR, researchers
employing the eyeblink conditioning model have been
extremely successful in delineating involved neural
circuits and in developing experimental strategies that
address the nature and location of underlying plastic
changes [2,3]. It has been shown that a simple form
of eyeblink conditioning, known as ▶delay eyeblink
conditioning, is controlled predominantly by cerebellar,
mesencephalic, pontine and medullar neural circuits.
The more complex forms of conditioning, such as
▶trace eyeblink conditioning, recruit additional CNS
components, such as the hippocampus.

Learning New and Optimizing Existing Visuo-motor Skills
This broad category of motor learning paradigms
incorporates movements executed under visual feedback.
An example of visuo-motor skill adaptation is learning
to trace two-dimensional objects by hand or learning to
reach for visually detected objects. In a typical tracing
task the subject traces repeatedly a two-dimensional
object with a pen. It has been shown that with training,
tracing movements become faster, smoother and more
accurate. The tracing task can be experimentally
manipulated by altering the visual feedback. This can
be achieved by asking the subject to trace the image
reflected in a mirror, which reverses the normal
relationship between directions of the eye and hand
movements. Another common variant of this task
involves tracing objects on a computer screen with an
input device such as a computer mouse or tablet. The
relationship between the direction and amplitude of
the hand and cursor (and therefore the eye) movements
can be manipulated with appropriate software. Since
tracing tasks require close coupling between eye and
hand movements, disrupting their normal relationship
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leads to motor errors that drive a powerful and
surprisingly fast motor learning.

Visuo-motor learning attracted large attention fol-
lowing the discovery that amnesiac subjects with
injuries of the medial temporal lobe and hippocampus
can learn the mirror tracing task despite being severely
deficient in explicit memory tasks. This observation led
to the modern concept of relatively independent explicit
and implicit memory systems. It should be noted,
however, that although motor learning is frequently
considered to be a form of implicit memory, many
motor learning tasks have explicit components or
could be affected by explicit factors.

Adaptation to Movement Perturbations
Models in this category utilize external forces to
interfere with ongoing movements. Some paradigms
perturb movements with continuously applied mechan-
ical loads that are attached to moving body parts or with
robotic devices that can apply arbitrary force fields
to the moving limb. Other paradigms in this category
use temporary interference of the movement, such as a
sudden presentation of an obstacle in the movement
trajectory, a sudden change of the speed of a treadmill
on which the subject walks, or a sudden movement of a
platform on which the subject stands. The motor
learning in these tasks results in formation of various
task-dependent anticipatory feedforward strategies
and feedback adjustments that counter the effects of
the interference and improve task performance.

Learning of Movement Sequences
This popular category of motor learning paradigms
requires subjects to learn sequences of movements [4].
Common variants are the serial reaction time task (SRT)
and the 2xN task. In the SRT task subjects are presented
with a series of targets that appear, one by one, on
the computer screen in one of several possible positions.
Subjects are required to press as fast as possible a key
that corresponds to the presented target position. The
repeated presentation of a specific sequence of targets
leads to motor learning as evidenced by a significant
decrease in key press reaction time. The 2xN task was
originally developed to make sequence learning
amenable for studies in primates. In this task, subjects
are presented with a sequence of N (5 or 10) pairs
of lighted keys on a 5 × 5 or 10 × 10 keypad. The subject
is required to press the keys in each pair in the correct
order (initially unbeknown to the subject). Once the
subject determines by trial and error the correct order
in the first pair, the next pair of keys in the sequence
is presented. Any error resets the sequence, and the
sequence presentation starts with the first pair of keys
again. The presentation of the sequence continues until
the correct order in each pair is mastered and the
movement sequence is learned.
Sequence learning tasks are popular among neurop-
sychologists, who use them to address questions such as
the participation of awareness in motor learning or the
role of explicit and implicit memory systems.

Rodent Motor Learning Paradigms
Advancements in motor learning research will depend
on a thorough knowledge of how the underlying neural
circuits become modified during learning and what
are the cellular and molecular mechanisms of this
process. For studies at the cellular and molecular levels,
developing motor learning models in rodents will be
necessary. Much progress has already been made in
exploring neuronal function using genetically modified
rodent models (e.g. knockout mice). Traditional models
of motor learning in rodents are learning of the skilled
forelimb reaching movement, modifications and condi-
tioning of licking movements and learning acrobatic
tasks, such as maintaining balance on a rotating
horizontal cylinder. More recently, the eyeblink condi-
tioning paradigm and the adaptation of the VOR were
successfully implemented in rodents.

Neural Substrates of Motor Learning
Motor learning depends on motor circuits that generate
the movement to be learned and on associated
components of sensory systems. Since the sensory
and motor systems are organized in a modality-specific
and somatotopic manner, circuits for specific forms of
motor learning should be at least partially segregated
based on involved parts of the motor system and on the
type of sensory information utilized.
Research on motor learning involves several stages

of analysis. At the first stage, an adequate model of
motor learning is developed and its behavioral proper-
ties are characterized. Next, circuits that are involved in
and essential for the studied form of motor learning are
identified. This second stage involves a variety of
methods, such as the recording of brain activity, lesions
or pharmacological manipulations of individual circuit
components, and neuroanatomical tracing techniques.
At the third stage, the operating mechanism of the
circuit that produces and modifies the behavior is
addressed to reveal components that likely undergo
plastic changes resulting in motor adaptation. At this
stage, a combination of brain activity recording, brain
stimulation and neuropharmacological techniques is
most relevant. By the fourth stage, the techniques of
cellular and molecular biology are deployed to reveal
the cellular mechanisms of plasticity in brain regions
identified during the previous stage of investigation.
The more complex forms of motor learning, such as

learning of motor sequences, now are mostly at stages
one and two where their properties and the underlying
circuits are being identified. Because a large portion of
these studies are being done in human subjects, most of
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them focus on testing patients with brain pathologies
and on using non-invasive brain imaging methods, such
as functional MRI. A common conclusion from several
paradigms is that at higher levels, the complex forms of
motor learning are executed by circuits that include
motor, sensory and associative areas of the cerebral
cortex, basal ganglia and cerebellum [5,6]. This lively
area of research produced important insights into the
roles of awareness and explicit and implicit processes in
movement sequence learning [4]. In another interest-
ing development, circuits participating in movement
sequence learning and in perturbation adaptation were
shown to change over the course of learning, with some
structures being more active at initial stages of learning
and less involved during the recall of consolidated
memory traces [7,8].

Research on simple forms of motor learning, such as
VOR adaptation and eyeblink conditioning, has reached
the more advanced stages. Their underlying circuits
have been described in large detail, and although not
all important issues pertinent to circuit operation have
been resolved, some investigators are pursuing possible
molecular mechanisms of neural plasticity. This research
is driven mostly by the cerebellar learning hypothesis,
which proposed the cerebellar cortex as a likely place of
motor learning plasticity [1,9]. One intriguing feature
of these models is that the underlying learning most
likely occurs within circuits that generate the learned
or modified response. Consequently, most attempts
to interfere with learning at the circuit level also
affect response execution. This produces uncertainty in
whether the failure to learn was related to the animal’s
incapacity to execute the behavior properly (a perfor-
mance deficit) or to the disruption of learning mechan-
isms. This dilemma, the conflicting of learning and
performance hypotheses, has been partially overcome in
the eyeblink conditioning model using techniques of
temporary inactivation during response acquisition or
consolidation. This is uniquely possible in eyeblink
conditioning because the animal does not need to
generate responses in order to learn them.

One major challenge in neuronal circuit level studies
of eyeblink conditioning is that the underlying neuronal
networks are comprised of mutually interconnected
structures with an abundance of feedback connections.
In networks of this kind, contributions of individual
nodes to properties of the behavior or learning are
difficult to discriminate, because neuronal activity
patterns at a particular node of the network are usually
influenced by a set of both up-stream and down-stream
structures, and because effects of manipulations of
individual parts of the circuit can propagate to much
larger areas of the network via non-specific tonic
interactions [10]. Such network properties of motor
learning circuits will have to be accounted for during
cellular and molecular studies. Ultimately, a full
understanding of motor learning will include the
synthesis of multi-paradigm hierarchical knowledge
acquired at the behavioral, neural network and cellular
levels.
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Motor Map
Definition
Amap of the movements or muscle contractions evoked
by stimulation of a brain region at multiple different
locations, typically using electrical or magnetic stimuli.

▶Motor Cortex – Hand Movements and Plasticity

Motor Neuron Pool
Definition
▶Motoneuron Pool
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Motor Nucleus
Definition
▶Motor Neuron Pool

Motor Pattern
Definition
The rhythmic, repeating sequence of motor neuron
activity produced during an actual or fictive motor act.

Motor Pattern Generator
Definition
Motor pattern generator in neuroscience is sometimes
called “central pattern generator,” which can be defined
as neural networks that can endogenously, without
rhythmic sensory or central input, produce rhythmic
patterned outputs or as neural circuits that generate
periodic motor commands for rhythmic movements
such as locomotion. Central pattern generator produces
rhythmic outputs even in isolation from motor and
sensory feedback from limbs and other muscle targets.

▶Central Pattern Generator (CPG)
▶Rhythmic Movements

Motor Primitive
Definition
A building component of body movements, usually con-
sistingofcoordinatedkinematicvariables (i.e., jointangles)
or dynamic variables (i.e., muscle activations). In animal
locomotion, for example,motor primitives are coordinated
hip,knee,andankleangles thatoperatecooperativelyeither
inphase or antiphase.Motor primitives are believed to be
a neural mechanism that realizes coordinated body
movements, without handling all individual degrees of
freedom in body movements independently.

▶Degrees of Freedom
▶Rhythmic Movements
Motor Responsiveness
▶Sleep – Motor Changes
Motor Schema
Definition
Set of non-conscious programmes and habits underpin-
ning skilled automatic movements. These involve both
sensory input to coordinate and motor output to effect.

▶Large-Fiber Sensory Neuropathy
▶Effect on Proprioception
Motor Set
Definition
The process by which the central nervous system
optimizes the capacity to perform a movement prior to
movement onset. This is achieved by invoking
predictive or feed forward control mechanisms usually
derived based on previous, related experience under the
same behavioral conditions.
Motor Stereotypies
Definition
Motor stereotypy refers to repetitive motor behaviors
that do not produce tissue damage, such as the same
movement occurring multiple times in a short time
period like arm-waving, body-rocking, leg-kicking, and
head-nodding. Stereotypic motor behavior is a wide-
spread phenomenon of many neurologic and psychiat-
ric disorders. Studies on the mechanisms controlling
motor stereotypies have suggested roles of nigrostriatal
dopamine and an enhanced activation of neurons
located in the striosomal compartment in the striatum.

▶Dopamine
▶Sensorimotor Learning and the Basal Ganglia
▶Striatum
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Motor Strategy
Definition
A specific way of performing a behavior. Examples of
choices between different motor strategies are forward
walk vs. backward walk, trot vs. gallop, and rostral
scratch vs. caudal scratch.

▶Scratching
Motor Synergy
M

Definition
Effective reduction of degrees of freedom in body
movements by coordination and regulation of kine-
matic (i.e., joint angles) or dynamic (i.e., muscle
tensions) variables.

▶Degrees of Freedom
▶Theories on Motor Learning
Motor Threshold
Definition
The minimal intensity of magnetic or electrical stimuli,
which evokes muscle activation. Note that when
stimulation is applied over the scalp, the motor
threshold corresponds to the cortical threshold and
can be taken as an estimate of the global excitability of
the motor pathway.

▶Transcranial Magnetic Stimulation
Motor Unit
Definition
The motor unit is a single motoneuron plus the number
of muscle fibers it innervates. In fine movements made
by, for example, the small muscles of the hand or the
eye muscles, there are only a few muscle fibers per
motor unit, whereas in large muscles like the gastroc-
nemius, a muscle used in walking, there are 2,000
muscle fibers per unit.
Motor Unit Action Potential
Definition
Extracellular potential detected when all of the muscle
fibers in a single motor unit are stimulated.

▶Electromyography
Motor Unit Enlargement
Definition
When some of the nerve supply to a skeletal muscle is
disconnected to partially denervate the skeletal muscle,
the nerve fibers or axons that have intact connections
with muscle fibers can sprout axons to reinnervate
denervated muscle fibers. Thereby each motor unit will
include more muscle fibers than normal – motor unit
enlargement.

▶Axonal Sprouting in Health and Disease
Motor Units
ROBERT E. BURKE

Laboratory of Neural Control, National Institute of
Neurological Disorders and Stroke, National Institutes
of Health, Bethesda, MD, USA

Definition
First defined by Sherrington in 1925, the▶motor unit is
the combination of an ▶alpha motoneuron or a ▶beta
motoneuron (or motor neuron) and the set of extrafusal
striated muscle fibers (called the ▶muscle unit portion)
that are innervated by it. ▶Gamma motoneurons that
exclusively innervate specialized muscle fibers in
muscle spindle stretch receptor organs do not form
conventional motor units. In normal limb and trunk
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muscles, each muscle fiber in a muscle unit receives a
synaptic contact, or▶neuromuscular junction, from the
same motoneuron and no other. The motoneurons that
innervate muscle units in a given muscle are arranged
within the spinal cord or brain stem in localized
groupings called “motor nuclei,” which occur in
predictable locations in the ventral horn of the spinal
cord. From a functional standpoint, muscles are simply
populations, or “pools,” of muscle units arranged more
or less in parallel to generate force.

Characteristics
Quantitative Description
Muscles vary widely in size and function, from tiny
muscles that move the eyeball and eardrum, to relatively
huge masses that control limbs and trunk movements.
Motor unit populations exhibit an equivalent range of
characteristics that represent important functional spe-
cializations. In limbs and trunk, the number of muscle
units in a given muscle (or motoneurons in its ▶motor
nucleus) is usually larger inmoremassivemuscles than in
small ones, varying from dozens in small intrinsic finger
muscles to hundreds in knee extensors in man. In normal
muscles, the fibers in an individual muscle unit are
intermingled with those of dozens of other units, such
that few fibers of a given unit are contiguous. The
average number of muscle fibers in a given muscle
unit (“▶innervation ratio”) also varies in a similar pattern,
i.e., generally larger in large muscles than in small
ones. These generalizations do not apply to small,
specialized muscles innervated by cranial nerves (e.g.,
extraocular muscles), which can contain many hun-
dreds of individual muscle units, many of which receive
innervation from more than one motoneuron.

Higher Level Structures
Motor units are the final elements in the control of body
movements by the central nervous system. Motoneur-
ons integrate synaptic information delivered by periph-
eral sensory afferents, local neural circuits within the
spinal cord itself, and control signals descending from
the brainstem and higher centers in the brain, to produce
trains of action potentials that activate muscle units that
generate output force. These control systems are
organized to produce coordinated patterns of action
by multiple motor nuclei.

Lower Level Structures
The motor units in virtually all mammalian muscles can
be divided into two broad groups, called slow twitch or
fast twitch, based on the mechanical, morphological,
and biochemical properties of their muscle unit fibers
(▶muscle fiber types). In general, all fibers in a muscle
unit display the same muscle fiber type. Slow twitch
muscle units (called type S) contract relatively slowly
because of the molecular forms of contractile and
regulatory proteins that they contain. Type S generally
produces relative small forces, but they exhibit great
resistance to mechanical fatigue during prolonged
activation because they contain a high proportion of
enzymes and mitochondria that provide energy by
efficient oxidative, or aerobic, metabolism. Fast twitch
units obviously contract more rapidly because they have
a different complement of contractile and regulatory
proteins, and they exhibit a wide range of resistance to
mechanical fatigue. In many muscles, the fast motor
units fall into two subgroups, one (called type FR) that is
much more resistant to fatigue than the other (called type
FF). Although the FR and FF muscle units have slightly
different molecular species of contractile proteins, the
major difference between them is that FR units have
higher concentrations of oxidative enzymes and
mitochondria than the FF units. However, both FR
and FF units have a relatively high abundance of
enzymes that can metabolize substrates like glycogen
anaerobically, while type S units have much less
anaerobic capacity. Both FR and FF fibers contain
large stores of glycogen, a polymerized sugar that
represents a stored source of energy that enables them
to function during short bursts of forceful activity. In
contrast, type S fibers have relatively little glycogen and
anaerobic enzymes. These differences have important
functional consequences. In general, type S motor units
produce the smallest force output, type FF units are
the largest forces, and type FR units are intermediate.
These differences are related to the numbers of muscle
fibers in the respective muscle units (FF > FR > S), by
differences in the cross-sectional areas of the individual
fibers (FF ≥ FR > S), and, to a lesser degree, by the
specific force that can be generated by each fiber
(FF = FR > S).

Structural Regulation
Motoneurons differentiate early during embryonic
spinal cord formation and migrate to the ventral part
of the gray matter. The motoneuron axons that will
innervate a specific muscle leave the spinal cord via the
ventral roots and find their way to the primordial muscle,
where they branch repeatedly to make neuromuscular
synaptic junctions on the newly formed muscle fibers.
During fetal and early postnatal life, immature muscle
fibers receive innervation from multiple motoneurons.
However, this polyneuronal innervation subsequently
disappears during a competitive process that leaves only
one motoneuron per muscle fiber in the mature muscle.
At the same time, muscle fibers differentiate into the
three major types described above. There is evidence
for a strong element of genetic pre-specification of both
motoneurons and muscle fibers, which results in the
relative proportions of the different ▶motor unit types
found in various muscles.
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Higher Level Processes
Increasing and decreasing the number of motor units
active in a given muscle (▶recruitment and de-
recruitment, respectively) is the major mechanism by
which the central nervous system adjusts muscle force.
The identities (i.e., types) of the active motor units
are also critical to this process. Under many conditions,
units in a given muscle (a motor unit pool) are recruited
in a predictable sequence starting with type
S, progressing to include type FR, and ending with
type FF units as more and more force is required. De-
recruitment ordinarily follows the reverse sequence.
This sequence is often referred to as the “size principle,”
because the first units (type S) recorded generally
produce small forces, while the largest force (type FF)
units are normally activated only when maximum force
is demanded. Simultaneous activation of an entire
motor unit pool can occur in sudden, ballistic move-
ments. In unusual situations, such as rapid alternating
movements, there may be selective recruitment of the
larger, fast twitch units. A second mechanism for force
control, often called “rate coding,” involves highly non-
linear relations between the frequency and pattern of
motoneuron firing and the force output from its muscle
unit. Orderly recruitment sequences and rate coding
both depend on interactions between intrinsic properties
of the motoneurons themselves and the organization of
synaptic input to them.

Lower Level Processes
The motoneurons of type S motor units exhibit greater
intrinsic excitability than those of the fast twitch units
because of a complex interaction between their smaller
size, the higher density of certain synaptic input systems,
and the influence of active membrane conductance
channels that promote repetitive firing. Certain voltage-
sensitive conductances (including calcium and persistent
sodium channels), located mainly in motoneuron den-
drites, can produce self-sustaineddepolarization (“plateau
potentials”) and firing under certain conditions, particu-
larly in thepresenceofneuromodulator substances suchas
serotonin. Specialized membrane conductances activated
by action potentials produce after hyperpolarizations that
limit themaximum frequencies atwhichmotoneurons can
fire, which are lower in slow than in fast twitch cells.
These features of motoneurons fit the properties of their
muscle units. Type S units attain their maximum force
output at lower frequencies than fast twitch units.
The pattern ofmotoneuron firing also affects force output,
because insertion of short intervals in a train can generate
sustained, non-linear enhancement of output force.

Process Regulation
The properties of muscle units are malleable to some
extent by usage. For example, endurance exercise
training (e.g., distance running) can greatly enhance the
oxidative capacity of muscle fibers, as well as their
blood supply. Muscle fibers shrink somewhat, facilitat-
ing oxygen and substrate entry, which increases their
resistance to fatigue at the price of some loss of overall
force capacity. On the other hand, resistance training
(e.g., weight lifting or sprint running) favors growth of
muscle fiber diameter (hypertrophy), particularly
among the fast twitch fibers, greatly enhancing force
production but with little change in oxidative capacity
or fatigue resistance. Neither form of exercise training
produces significant change in the molecular nature
of the contractile or regulatory proteins in muscle fibers
(i.e., fiber types remain basically unaltered).

Function
Motor units are the quantum elements in all movements.
Type S motor units are ideally suited to maintain post-
ure, which requires sustained activity without fatigue
but generally small forces. Precise postural adjustments
can be made by recruitment and de-recruitment of the
small force type S units. Movements that are more
vigorous like walking and running require more rapid
contraction with moderate forces, with considerable
resistance to fatigue. Such actions can be generated by
recruitment of the type FR units. Greater force demands,
such as during jumping and lifting heavy weights, are
intermittent actions that need power but little fatigue
resistance. Recruitment of the large force but fatigue-
sensitive type FF motor units occurs mainly during this
type of activity. The proportions of S, FR, and FF motor
units in different limb and trunk muscles accurately
reflect differences in the way muscles are used in
different mammals. Muscle units with greater oxidative
capacities exert a relatively high cost on metabolic
maintenance, so their proportions are adjusted quite
precisely to fit lifestyle demand.

Pathology
The most common cause of motor unit dysfunction is
trauma to peripheral nerves. Motoneurons usually
survive damage to their axons unless the site is very
close to the spinal cord. ▶Motor axons have consider-
able ability to re-grow to reinnervate muscles, although
the specificity found in the original process during
embryonic life is largely lost in adult animals. Muscle
fibers that are reinnervated after nerve damage are
re-specified to the type dictated by the motoneuron, but
there is eventually some return to the coordinated
properties described above. Motoneurons are especially
susceptible to viral infection in poliomyelitis, which
can cause cell death and permanent disability. There are
several neurodegenerative diseases that cause moto-
neuron death, the most well known being amyotrophic
lateral sclerosis (ALS). In most victims, these dread-
ful diseases progress inexorably to complete motor
disability.
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Therapy
Prompt surgical repair to injured peripheral nerves can
result in good recovery of motor functions, although the
process is slow. Happily, thanks to vaccination pro-
grams, poliomyelitis has almost disappeared in indus-
trialized countries. Unhappily, the cause of motoneuron
degeneration in ALS and allied disorders remains
unknown, and there are no effective therapies for them.
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Movement Direction
Definition
The line or course pursued by a moving body part (e.g.
the hand). If the position in space of the body part, at a
given instant, is represented by a vector (i.e. a triple of
coordinates in a specific reference frame), its motion is
described by a vector-valued function of time (move-
ment trajectory). The time derivative of this function,
the movement velocity, is a vector-valued function. At
each instant, this vector is tangent to the trajectory and
describes the instantaneous direction of movement as
well as the instantaneous rate of change of the distance
traveled along the trajectory (speed or tangential
velocity).

▶Reaching Movements

Movement Discrimination
▶Proprioception and Orthopedics

Movement Field (of a Neuron)
Definition
The region of space that will elicit a discharge in a
motor-related neuron when movements are directed to
the region. In particular, for eye movements, movement
fields are regions of visual space for which saccade-
related neurons will discharge when the saccade
terminates in the region.

▶Saccade, Saccadic Eye Movement
▶SC – Motor Map terminates in the region

Movement Field (of Saccade-related
Neurons)
Definition
The oculomotor space occupied by saccades accom-
panied by the discharges of the neuron in question
(often defined in retinotopic coordinates but other
coordinate systems are sometimes used).

▶Saccade, Saccadic Eye Movement
▶SC – Tectal Long-Lead Burst Neurons

Movement (or Motor) Planning
Definition
Processes whereby the global goal of the action is
strategically defined, and the sequence of elementary
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movements between intermediate goals is organized.
These processes are based on the use of a large set of
sensory and memorized information about the subject’s
environment, as well as on the subject’s motivational
drive resulting from the behavioral value of the
anticipated outcome of the upcoming action.

▶Eye-Hand Coordination
Movement (or Motor) Programming
M

Definition
The motor program comprises all information neces-
sary to send to the motor apparatus the motor
commands to execute a movement. Whereas movement
planning processes specify how the global action will
be implemented, motor programming processes are
invoked for the detailed preparation of each individual
movement (localization of the target, choice of a desired
final posture and/or trajectory, and of response duration
or speed, …). The result of this pre-movement
programming phase is a set of motor commands which,
when launched will activate the motor apparatus in a
proper way to bring the effector close to its desired
position (even accurately programmed movements
require additional online control to reach optimal
accuracy).

▶Eye-Hand Coordination
Movement Sense
JANET L. TAYLOR

Prince of Wales Medical Research Institute and
University of New South Wales, Sydney, NSW,
Australia

Synonyms
Kinesthesia; Proprioception

Definition
Movement sense is the process by which movements of
parts of the body relative to one another are perceived.
The sense includes detection of movements as well as
sensations that convey the timing, distance and velocity
of such movements. Examples of such movements
include movements about a single joint e.g. bending the
elbow, simple movements about multiple joints e.g.
turning the head and complex movements about
multiple joints e.g. closing the hand. Both passive
movements, which are imposed on body parts by an
external force while the muscles remain relaxed and
active movements, which are made by the contraction
of muscles, can be perceived. It is difficult to separate
movement sense from position sense. A movement is a
change of position and a position can only be reached
by a movement. However, if a change of position is
imposed extremely slowly, then no sensation of move-
ment arises. This implies that joint position and
movement can be sensed separately.

Characteristics
Quantitative Description
Movement sense can be tested by determining the
smallest imposed movement that subjects can detect
with the muscles relaxed [1]. Such testing has been
performed for movements about most joints in the limbs
and for movements of the neck and trunk. For all joints,
faster movements can be detected more easily than
slower movements. At velocities >1°/s, movements of
0.1–0.5° are commonly reported as detectable at limb
joints and for rotation of the neck and trunk. At slower
velocities (down to 0.1°/s) larger amplitudes (�1–3°)
are needed for movements to be detected. At even
slower velocities (<�0.1°/s), the threshold amplitude
for detection no longer depends on velocity and subjects
have no sensation of movement. Here, subjects detect
change of position. The movement velocity is below
that required to engage the movement sense. At the
interphalangeal joints of the fingers and toes, much
larger movements are needed for detection. The big toe
has the largest reported detection thresholds (�2° for
velocities >10°/s and�20° at 1°/s) [2]. Movements can
also be imposed during muscle contraction. It is not
clear whether detection of movement is improved or
impaired by active contractions as both results have
been reported.

Movement sense includes the perception of velocity
of movement. Discrimination between velocities of
imposed movement has been tested at the finger, elbow
and shoulder joints. Subjects are able to detect smaller
differences in velocity when the reference velocity is
slower. For movements of �50°/s, differences of
�10°/s can be discriminated. For movements of 15°/s,
differences of �4°/s can be discriminated at the elbow.
At the shoulder, differences as small as 2°/s can be
detected. When subjects match the velocity of an
imposed movement with a movement of the other limb
they are accurate to within ±5°/s over a range of
velocities from 15°/s to 78°/s [3].
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Higher Level Structures
Movement sense is one of the components of the sense
of proprioception, which allows perception of events
intrinsic to the body. The other senses of vision,
hearing, touch, taste and smell allow perception of
events outside the body. Of all the senses, propriocep-
tion is most closely connected with the control of
voluntary movement. Explicit knowledge about the
body can be used to plan and direct movements. In
addition, neural signals that contribute to the sense
of proprioception can act directly at different levels
of the motor system to influence muscle contractions.

Lower Level Components
Perception of movements of parts of the body involves
sensory receptors in the muscles, in the skin and in the
joints. Muscle spindle primary endings are activated
dynamically by stretching of the muscle. They respond
to the velocity and acceleration of muscle stretch.
Slowly adapting type II endings respond to the skin
stretch that accompanies joint movements. Receptors
located in joint capsules and ligaments respond to
stretch of these structures. All of these sensory recep-
tors are at the termination of fast conducting afferent
neurons, which have cell bodies in the dorsal root
ganglia. Signals from the receptors are mostly conveyed
via these neurons directly to the medulla, although
signals from the muscle receptors in the legs
pass through a synapse in the spinal cord. From the
medulla, signals are conveyed via the thalamus to
the contralateral primary somatosensory cortex. The
signals also go to other areas of the brain including the
secondary somatosensory cortex, motor cortical areas
and the cerebellum.

Higher Level Processes
Central Nervous System
Signals from muscle, joint and skin receptors are
all conveyed to the contralateral primary somatosen-
sory cortex. Imaging studies show that a number of
other cortical areas are also activated when move-
ments are imposed on a limb or when illusions of
movement are generated by tendon vibration. These
include the secondary somatosensory cortex, primary
motor cortex, supplementary motor area, supplementa-
ry somatosensory area and the primary and associa-
tive auditory cortex [4]. The specific functions of the
different cortical areas in perceiving movements are
not known. However, the activation of the primary
motor cortex appears to be strongly related to the
perception of illusions of movement [5]. The cerebel-
lum and basal ganglia are also activated by passive
movements. Additional areas of the brain are acti-
vated during voluntary movements. One of these
areas, the superior parietal lobe, may aid in matching
internal knowledge about the production of the
movement with the afferent signals that the movement
generates [6].

Lower Level Processes
Sensory Receptors
Sensory receptors in the muscles, joints and skin
respond both when movements are imposed on parts
of the body and during movements made through active
contraction of muscles.

Muscle Spindles
Muscles on one side of a joint lengthen with a movement
while those on the other side shorten. Muscle spindles lie
in parallel with muscle fibers and respond to lengthening
of muscles. They contain two types of sensory endings,
primary and secondary muscle spindle endings. While
both types of endings increase their firing with stretch of
a muscle, the primary endings have a larger dynamic
response. They respond to the velocity of a stretch and
to its acceleration, as well as to the change in length.
Primarymuscle spindle endings are major contributors to
the sense of movement. Activation of these endings by
vibration over the tendon of a muscle can generate an
illusion ofmovement [7]. For example, when vibration is
applied over the tendon of the biceps brachii, subjects
feel that the arm is moving into extension. Higher
frequencies of tendon vibration generate faster illusory
movements. This implies that the velocity of movement
is encoded by the frequency of firing of the muscle
spindle endings.
Muscle spindles are under the control of the nervous

system. In actively contracting muscles, muscle spin-
dles fire in response to output from the nervous system
as well as to any stretch of the muscle. Despite this
complication, signals from the contracting muscle are
still interpreted as movements.

Joint Receptors
Joint receptors are located in joint capsules and
ligaments and respond to stretch of these tissues.
Although most joint receptors fire near the ends of joint
range, occasional receptors signal joint angle across
the range of movement and could contribute to a sense
of joint movement. When the axons of individual joint
afferents are stimulated in humans, sensations of joint
movement including twisting are reported. Muscle con-
traction can increase the stress on joints and ligaments
and can increase signals from joint receptors.

Skin Receptors
Some areas of skin are stretched during movement of
parts of the body. For example, in the leg, when the knee
is bent, the skin over the kneecap is stretched while that
behind the knee is compressed. Slowly adapting type II
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(SAII) receptors in the skin fire in response to the
direction, speed and extent of stretch and are therefore
likely to contribute to the sense of movement. Illusions
of movement of the fingers can be generated by pulling
on the skin over the joints to mimic the stretch and
compression of the skin that usually accompanies joint
movement.

Function
Sensory
Movement sense allows detection of movements
imposed on parts of the body and perception of
the velocity and timing of such movements. It
also allows perception of the velocity and timing of
movements made by active muscle contractions and
of movements to which external forces and muscle
contractions both contribute. Perception of movements
imposed by external forces including gravity allows
reaction to such perturbations to prevent injury.
Ongoing knowledge of where and how the parts of
the body are moving is crucial for motor control.

Movement signals can be processed in conjunction
with various other proprioceptive signals.

1. Perception of the current position of the parts of the
body has contributions from movement sense,
position sense and sensations of muscle force and
effort. Limb positions are most accurately detected
immediately after movement to a new position.

2. Judgment of weight combines sensations of muscle
force and effort with movement sense. If an object
does not move when force is applied, its weight
cannot be judged.

3. Judgment of stiffness also relies on sensations of
muscle force and effort combined with movement
sense.

4. Perception of the orientation and movement of
the trunk relative to the outside world combines
vestibular sensations, which signal position and
movement of the head relative to the world, with
sensations of movement and position from the neck.

Together with other senses, like vision and touch,
proprioceptive sensations including movement sense
generate a body image and awareness of self. If illusions
of arm movement are generated by activating muscle
spindles with tendon vibration while a person touches a
finger to their own nose, remarkable changes in body
image can occur, e.g. the nose may seem to grow or may
feel like it is pushed into the face.

Motor Control
Apart from providing perceptions, the signals that
convey sensations of movement as well as other pro-
prioceptive signals are integrated into the motor system.
Movement sense provides feedback for the control of
movement. Even common movements like lifting a cup
to the lips, do not always require the same muscle
activity. When the cup is full it is heavier and the
movement requires more muscle activity than when the
cup is empty. Feedback of the results of motor output is
crucial to guide the muscle activity. Even if an action
is too fast to allow ongoing correction, the sensations
of movement can be used to adjust motor output in
subsequent attempts, i.e. movement sense is used when
learning motor tasks through repetition.

Coordination of muscle actions about different joints
also relies on movement signals. For example, if a ball
is thrown to hit a target, the hand must be opened when
the velocity and direction imparted by shoulder, wrist
and elbow movements are appropriate [8].

Pathology
Impairment of movement sense can occur with non-
pathological occurrences like muscle fatigue as well as
in a range of pathological conditions. These include:

1. Musculoskeletal disease or injury including sprains,
ligament damage, osteoarthritis, back pain, whiplash

Impairment can result from change in the
mechanical properties of the tissues around the
sensory receptors. Pain without tissue changes
can also impair movement detection. This may
occur through a reduction in muscle spindle
sensitivity or through interactions in the central
nervous system.

2. Peripheral nerve injury or peripheral neuropathy
Whether it occurs through disease or injury,

damage to the neurons that carry the movement
signals from the periphery to the spinal cord, will
impair movement sense in the affected region.

3. Lesions or pathology in the central nervous system
Lesions anywhere in the sensory pathway to

the cortex, e.g. in the spinal cord, brainstem or
thalamus

i. Basal ganglia lesions. Patients with Parkinson’s
disease have a reduced ability to detect passive
movements.

ii. Cerebellar lesions. Patients with cerebellar path-
ology have a normal ability to detect passive
movements but have impaired discrimination of
velocity and duration.

iii. Cortical lesions. Lesions of the primary somato-
sensory cortex can lead to loss of movement
sense. Lesions of somatosensory association
areas can impair kinesthesia [9]. Lesions of
other areas (e.g. secondary somatosensory
cortex, superior parietal lobule) may disrupt the
perception of active movements.
▶Proprioception Role of Joint Receptors
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Definition
It has long been hypothesized that complex movements
are generated by concatenating simpler, elementary
movements in a serial order. This hypothesis seems
intuitively obvious for motor behaviors such as speech,
handwriting and typing, the elementary movements in
these instances being the vocalization of phonemes,
the generation of individual letters or strokes and the
production of targeted keypresses. However, the hypo-
thesis has been extended more generally to skilled
motor tasks. With respect to this hypothesis several
questions (that have been addressed experimentally to
varying degrees) arise: (i) How is the proper serial
order of elements in a sequence established? (ii) To
what extent is there overlap between the expression
of elements in the sequence and to what extent does
the expression of one element depend on the preceding
and succeeding movement in a sequence? and (iii) What
are the properties of elemental movements?
Characteristics
The strongest evidence that complex movements are
generated by serially ordering simpler movements arises
from motor deficits following damage to the frontal
lobe in human subjects [1]. For example, Luria [2], in
patients with damage to the premotor region, described
the phenomenon of ▶perseveration of movement,
which he defined as the “continuation of a voluntary
movement once it has started.” On simple tasks such as
drawing a circle, this deficit was expressed as the
repeated production of the same circle. However, on
more complex tasks, such as drawing a human figure,
only some individual elements such as the fingers or
the legs were drawn repeatedly. Additional evidence
in favor of this hypothesis is provided by spontaneous
errors in normal subjects, especially in speech and
typing. In such behaviors, errors in serial ordering
are not uncommon; most typically, they involve the
transposition of adjacent phonemes or keystrokes.

Serial Ordering
The question of how a proper serial ordering of
elements in a sequence would be established was taken
up in an influential work by Lashley [3] in 1951.
He considered two alternative processes according to
which serial order of a movement sequence could
be established. In one, the associative chaining theory,
each element in a sequence would trigger the generation
of the succeeding element. For example, a sensory
event signaling the completion of one element could
trigger the initiation of the next one. Based primarily
on spontaneous errors in speech and typing, Lashley
argued against this hypothesis in favor of an alternative,
in which all elements of a sequence are prepared in
parallel. He left open the problem of how one parti-
cular element would be selected at the proper time.
One possibility would be that the element that was
most strongly represented in neural activity at any
point in time would be translated into action, and that
representations for individual elements could mutually
inhibit each other.
The question is still largely unresolved. However,

recently Averbeck et al. [4] have provided electrophys-
iological evidence in support of Lashley’s proposition.
They recorded activity of prefrontal cortical neurons
while monkeys performed a task that required them
to copy geometric figures such as squares and triangles
by moving a joystick to control the motion of a cursor
on a screen. They used standard criteria (minima
in speed, see below) to determine the extent of each
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segment. Distinct patterns of activity of neural ensem-
bles (obtained from averages over each of the segments)
were used to determine classifiers for each of the
segments, using discriminant analysis. They then used
these classifiers to determine the extent to which each of
the segments was represented at different intervals
during a trial. Their main result is presented in Fig. 1,
which shows the average over all ensembles when
the monkey drew a square, consisting of five segments.
The fact that the strength of the representation for a
particular segment is maximal when that segment is
drawn is not remarkable, since that was the basis for
constructing the classification scheme.

However, it is remarkable that the strength of
representation throughout the trial, and in particular
prior to the onset of the drawing at time 0, reflects
the temporal order in which the segments were drawn.

Serial Execution
Assuming all of the segments of a movement sequence
are planned in parallel, this still leaves open the question
of how they are executed. Specifically, parallel planning
would still be consistent with the possibility that each
of the segments is executed in strict sequential order,
without overlap. Such a possibility would imply that the
kinematics of each segment would be identical to the
kinematics if that segment were executed in isolation.
This question has been addressed most extensively
in speech, where it is known that the acoustic quality
of a given phoneme can depend on the phonemes
that precede and follow it, a phenomenon known as
coarticulation [5]. The motions of the articulators
Movement Sequences. Figure 1 Strength of representati
prefrontal cortical neurons as a function of time. The drawn
traces depict the proportion of neuronal ensembles whose
a given time. Note that the relative strength of representati
segments were drawn. Adapted from [4].
responsible for sound production are difficult tomeasure,
thus little is known about exactly how they are modified
in generating words from individual phonemes.

The evidence from studies in limb motions suggests
that, in that case, there is a preference to produce
segments in a strictly serial fashion. Thus in typing [6],
it was found that the finger and hand movements to
generate a particular keypress did not depend on the
preceding or subsequent keypress. Anticipatory modi-
fication of hand movements was observed in some
instances in piano playing, for example in executing
the thumb-under maneuver as a pianist played an
ascending scale [7]. The clearest evidence for the
equivalent of coarticulation was provided by a study
of fingerspelling by signers fluent in American Sign
Language [8]. In that study, signers spelled a set
of words, all containing the same set of three letters
(e.g., “isc”) but with different vowels following the
trigram. In one set of trials, the letter preceding
the trigram was always the same, whereas in another
set, each terminal vowel was associated with a different
initial letter (Fig. 2).

Hand and finger movements were recorded as the
signers spelled the words, and discriminant analysis
was used to determine the time at which the final vowel
could be predicted from the handshape. As is shown
in Fig. 2, there was an anticipatory modification of
the handshape about 1.5 letters prior to the generation
of the vowel (reverse influence, beginning between the
“s” and the “c”). A particular letter also influenced
subsequent handshapes (forward influence in right
panel of Fig. 2).
on of movement segments in the activity of
shape (a square) consisted of five segments and the
pattern of activity encoded a specific segment at
on encodes the serial order in which the



Movement Sequences. Figure 2 Probability of correctly predicting the vowel following the trigram “isc” from
the shape of the hand during fingerspelling in American Sign Language. The letters at the bottom of each panel
denote the time at which handshape was static; intervening points denote the transition from one handshape
to another. The solid horizontal line at 20% indicates chance performance, and the dotted lines indicate
95% confidence limits. In the left panel, the letter preceding the “i ” was always the same; in the right panel
it was different for each of the vowels following the “c.” Adapted from [8].

2452 Movement Time
The modifications of the finger movements during
signing could take two different forms: a “dissimilation”
in which differences between the handshapes for sub-
sequent signs were emphasized, and an “assimilation” in
which the motion at a joint was minimized during the
transition from one handshape to the next one. Assimila-
tion and dissimilation were found to occur, at different
joints, in the same movement sequence, suggesting a
sophisticated level of control of the execution as well as
the planning of serial movements.

Defining Segments in a Movement Sequence
This topic has received relatively little attention and
the question is largely unresolved. Investigators have
typically assumed that each segment of a sequence
would have the same kinematic characteristics as a
simple movement executed in isolation. Since such sim-
ple movements typically demonstrate a “bell-shaped”
speed profile, kinematic landmarks such as local minima
in speed have been used to demarcate individual
segments. In other instances, abrupt changes in the plane
of limb motion have been observed [9], and they have
been assumed to denote transitions from one segment to
another. Neurons in the supplementary and presupple-
mentary motor area (SMA) have been shown to encode
the transition from one segment to another while other
neurons encoded the rank order of a particular movement
[10]. Thus it appears possible to answer this question
more definitively on the basis of neural activity.
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Movement Time
Definition
The time from the onset of a movement to its end,
usually derived by setting a threshold on speed.

▶Movement Sequences
▶Eye-Hand Coordination
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Movement Velocity
Definition
Movement velocity is the first derivative of 3D
position.

▶Motor Control Models
Moving-Average Model
Definition
A model of a system as a differential equation where
the output at a given time instant is a linear combination
of the inputs at previous time instances and at the
current time.

▶Signals and Systems
M

MRI
Definition
▶Magnetic Resonance Imaging
mRNA
Definition
Messenger RNA is the intermediate between informa-
tion encoded on the DNA and the ribosomes that
translate this information into proteins. DNA is
transcribed into mRNA after which ribosomes read
the information encoded on triplets of the RNA bases,
and translate it into a polypeptide chain.
mRNA Targeting: Growth Cone
Guidance
BARBARA LOM

Biology Department and Program in Neuroscience,
Davidson College, Davidson, NC, USA

Synonyms
Local protein synthesis; Axonal RNA translation;
Translational regulation; Local translation; Extraso-
matic translation; Compartmentalized protein synthesis;
Cytoplasmic mRNA localization; RNA localization

Definition
Growing axons are tipped by highly dynamic and
motile growth cones that navigate through the brain by
detecting and responding to guidance molecules. When
a growth cone reaches its target location it transforms into
a presynaptic terminal. Thus, accurate growth cone guid-
ance is critical in establishing functional brain circuitry.
Messenger RNA (mRNA) targeting to growth cones
refers to the selective transport of specific mRNAs along
an axon out to the growth cone so translation of these
mRNAs can occur locally within the growth cone, away
from the soma. Growth cones contain protein synthetic
machinery including ribosomes, translation factors,
and specific mRNAs. Previously it had been thought that
proteinswere synthesized in the cell body then transported
to specific regions of the neuron, but evidence now
indicates that somemRNAs canbe translated into proteins
locally within the growth cone and this local translation is
required for growth cones to respond to a variety of
guidance cues. mRNA targeting allows new protein
supplies to be rapidly and regionally mobilized that
change growth conemotility via▶cytoskeletal alterations
and change growth cone sensitivity to guidance cues by
up- or down-regulating receptor expression.

Characteristics
Growth Cones
Neurons are extremely polarized cells with axons
that extend long distances from the cell body. Most
proteins are thought to be synthesized andmodified in the
cell body then transported along the axon via fast and
slow axonal transport mechanisms. The growth cone
region has autonomous local navigation and steering
mechanisms because growth cones can navigate accu-
rately in vitro and in vivo even after being separated from
their somas. A variety of guidance molecules (including
extracellular matrix components, secreted factors, and
molecules associated with the membranes of other
cells) steer growth cones by signaling through specific
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receptors expressed on the growth cone. When a growth
cone detects an attractive or repulsive guidance cue
(or combination of cues) the growth cone’s shape,
trajectory, and/or motility are altered to steer it toward
its appropriate target and/or away from inappropriate
regions. Specific guidance molecules are located at
precise locations along a growth cone’s route and the
growth cone’s responsiveness to these guidance cues can
change dramatically as the expression of specific recep-
tors are up- or down-regulated en route. Rapid changes in
▶cytoskeletal structure underlie a growth cone’s remark-
able motility. A growth cone’s ▶cytoskeleton contains
both microfilaments and microtubules, with actin-based
microfilaments occupying the growth cone’s particu-
larly dynamic finger-like filopodia that sample the
molecular terrain and steer the axon’s growth. Guidance
cues trigger changes in growth cone trajectories by
inducing asymmetric filopodial extension and/or collaps-
ing particular regions of a growth cone. Translation of
mRNAs targeted to the growth cone can cause rapid
and localized changes in protein composition that are
necessary for accurate growth cone navigation.

Protein Synthetic Machinery Localized to Growth Cones
Growth cones are equipped to synthesize proteins locally.
Essential components of protein synthetic machinery
including polyadenylated mRNAs, polyribosomes, ribo-
somal RNA, and factors that regulate translation such
as elongation factors, ▶ZBP, and ▶RNA interference
(RNAi) have been observed within vertebrate growth
cones [1,2]. Functional evidence for local translation
comes from experiments that separated growth cones
from their cell bodies and measured the synthesis of
new proteins in isolated growth cones [3]. The ability
of isolated growth cones to navigate properly without
contributions from somatic protein synthesis suggests
that the cellular machinery to detect and respond to
guidance cues is contained within the growth cone.
Guidance molecules can functionally alter translation
factors within growth cones. For example, the guidance
cues netrin-1 and semaphorin 3A (Sema3A) cause a rapid
rise phosphorylation of eIF-4PB1, which liberates the
translation initiation factor eIF-4E [3]. The identities of
mRNAs targeted to growth cones have not yet been
thoroughly cataloged, but many of themRNAs identified
thus far code for proteins that comprise, influence, and/
or associate with the cytoskeleton [4]. As an example,
β-actin mRNA has been observed in association with
microtubules in growth cones and has been implicated
as a key player in protein synthesis dependent growth
cone guidance [2,5].

Growth Cone Responses to Guidance Cues Require

Local Protein Synthesis

In just the past few years it has become apparent
that local protein synthesis is involved in several distinct
and important aspects of growth cone responsiveness
to molecular guidance cues: directed movement,
▶cytoskeletal organization, receptor expression, and
sensitization. For example, neurotrophin-3 (NT-3) can
stimulate axon elongation and act as a guidance cue for
growth cones that express the appropriate neurotrophin
receptor(s). Within minutes, NT-3 application causes
β-actin mRNA to localize to growth cones in vitro in a
cAMP-dependent manner [6]. NT-3-regulated β-actin
mRNA localization to the growth cone requires interac-
tion of the ▶zipcode sequence in β-actin mRNA’s ▶3′
untranslated region (UTR) with ▶zipcode binding
protein 1 (ZBP1) to form ribonucleoprotein particles
(RNPs). RNPs are heterogeneous complexes of transla-
tional components that can include ribosomes, mRNA
binding proteins, elongation factors, and mRNAs.
RNPs are thought to be transported by motor proteins
to targeted subcellular locations where they become
tethered to the▶cytoskeleton and translation regulators
then allow precisely localized translation of targeted
mRNAs. The identities of specific mRNA ▶zipcode
sequences and the ways they interact with other
molecules to form RNPs are currently being elucidated.
Experimentally disrupting interactions between β-actin
mRNA’s ▶zipcode region and ▶ZBP1 revealed that
zipcode-ZBP1 binding is essential to the mRNA loca-
lization, protein levels, and growth cone mobility [6].
Several well-characterized guidance cues stimulate

local translation within growth cones. Normally growth
cones change their trajectory dramatically toward a
netrin-1 gradient and turn away or collapse when they
encounter Sema3A. When the ability to synthesize new
proteins is pharmacologically inhibited, isolated growth
cones cannot respond to either the attractive netrin-1 or
the repulsive Sema3A guidance cues [3]. Other
guidance cues including Slit2 and BDNF (brain-derived
neurotrophic factor) also require protein synthesis to
guide growth cones [2,4]. Thus, local protein translation
is critical to a growth cone’s ability to respond to a
variety of guidance molecules in its pathway.
Translation of mRNAs within the growth cone

also plays a critical role in regulating a growth cone’s
▶cytoskeleton. Evidence comes from observations
of asymmetrical β-actin translation in growth cones
orienting in response to netrin-1 gradients [5] and BDNF
gradients [2]. When netrin-1 is presented on one side
of a growth cone, a homolog ofZBP1 rapidly translocates
into filopodia and both the translation initiation regu-
lator 4EBP and β-actin translation become rapidly
enhanced on the side nearest the netrin-1 source. These
translational asymmetries within the growth cone are
observed even before growth cones physically turn
toward an attractive netrin source, indicating a netrin-
inducedmechanismcan bias actin polymerization to steer
growth cones. In another example of local translation
affecting growth cone ▶cytoskeleton and motility, the
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repulsive guidance molecule Sema3A induced localized
translation ofRhoA, amember of the Rho family of small
GTPases that are widely implicated in regulating
actin alterations underlying filopodial dynamics [7].
RhoA transcripts localize to growth cones via targeting
sequences with their ▶3′ UTR and localized RhoA
translation is necessary for Sema3A-induced growth
cone collapse. In addition, the repulsive cue Slit2 initiates
both a protein synthesis dependent decrease in growth
cone F-actin and an increase in the actin depolymerizing
protein cofilin within growth cones [4]. Taken together,
these studies indicate that local translation of proteins
that compose or influence the ▶cytoskeleton can play
critical roles in steering growth cones toward attractive
cues and in collapsing in response to repulsive cues.

Local translation also alters a growth cone’s respon-
siveness to guidance cues. Evidence for this role
emerged from experiments that examined local transla-
tion in the distal regions of developing spinal axons
as they crossed the midline of the spinal cord. These
axons are initially attracted to the midline but after they
have reached and crossed the midline their responsive-
ness to guidance cues expressed at the midline changes,
presumably to prevent the axon from getting trapped
at this intermediate target and/or to allow the axon
to respond to subsequent cues that will guide it to its
ultimate target. The EphA2 receptor is normally
expressed in the distal regions of some spinal
commissural axons after they have crossed the midline.
When RNA containing a sequence in the ▶3′ UTR
of the EphA2 receptor fused with a green fluorescent
protein (GFP) reporter construct was introduced into
these neurons, GFP was expressed within growth cones
only after crossing the midline, spatially and temporally
similar to EphA2 expression [8]. Moreover, growth
cones separated from their cell bodies demonstrated
similar upregulation of gene expression, indicating
that growth cones are capable of local protein synthesis.
While this study did not demonstrate the existence
of endogenous EphA2 mRNAs in growth cones, it
suggests a plausible mechanism by which local transla-
tion could rapidly alter the expression receptors on a
growth cone. In addition to changes in growth cone
receptor expression, growth cones can adapt to persistent
guidance cues, demonstrating desensitization and resen-
sitization behaviors in vitro. Local protein synthesis
is required for the resensitization phase of adaptation
in netrin-1, BDNF, or Sema3A gradients [9]. Thus,
changing a growth cone’s responsiveness to guidance
cues uses a protein synthesis-dependent mechanism.

Signal Transduction Mechanisms and Translational

Regulation

How do extracellular guidance cues stimulate protein
synthesis within the growth cone cytoplasm? The
intracellular signaling cascades that transduce guidance
cue signals into local translation are only beginning to
be elucidated, but it is clear that different guidance
cues enlist different signaling molecules to regulate
translation within growth cones. Caspase-3, TOR (target
of rapamycin), p38 MAPK (mitogen activated protein
kinase), and p42/44 MAPK have been differentially
implicated in protein synthesis stimulated by the distinct
guidance molecules Sema3A and netrin-1 [10]. By
mobilizing distinct intracellular signaling cascades,
different guidance cues could elicit the translation of
target mRNAs into the proteins necessary for a growth
cone’s response. Translational regulators are likely the
targets of signal transduction cascades stimulated by
receptor activation. Mechanisms that regulate targeted
translation of mRNAs within growth cones are just
beginning to be identified. ▶RNAi, which can repress
translation or trigger degeneration of specific mRNAs,
has recently been implicated in Sema3A-induced growth
cone collapse [1].
Proteolysis in the Growth Cone
In order to regulate the protein composition of a
subcellular structure such as a growth cone, cells must
coordinate protein synthesis and protein degradation.
Both processes occur within growth cones, though
proteolytic contributions to growth cone guidance
mechanisms are not as well characterized. Proteo-
lysis machinery such as proteosomes, signalosomes,
ubiquitin, and the ubiquitin-activating enzyme E2 have
been detected within growth cones [3]. Functionally,
netrin-1 can induce rapid, local increases in ubiquitin-
protein conjugates within growth cones and inhibiting
proteolysis can abolish an isolated growth cone’s ability
to respond to the cue netrin-1 [3]. Sema3A, however,
does not rely on proteolysis in the same way as netrin-1
in guiding growth cones, further suggesting that
individual guidance cues regulate protein synthesis
and degradation within the growth cone by distinct
signaling mechanisms.

Localized Protein Synthesis Elsewhere in the

Nervous System

While the roles of localized protein synthesis are just
becoming established in embryonic growth cones, it is
becoming evident that regenerating axons also require
localized protein synthesis when reestablishing neuro-
nal connections. Moreover, the ability to translate
specific mRNAs locally is not unique to growth cones.
Spatially regulated translation within dendrites plays
an important role in facilitating synaptic plasticity
and insights into mechanisms of targeted dendritic
translation have great potential to inform future studies
of growth cone translation. Thus, it is becoming
clear that neurons use localized protein synthesis as a
rapid mechanism to reconfigure regional protein
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composition in response to stimuli for navigation,
repair, and memory.
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▶Multiple Sclerosis
MT1, Mel1a, MTNR1A
▶Melatonin Receptors
MT2, Mel1b, MTNR1B
▶Melatonin Receptors
MT Complex
Definition
The middle temporal (MT) complex is a region of
extrastriate visual cortex containing a high concentra-
tion of direction-selective neurons receiving input
largely from the magnocellular pathway.

▶Extrastriate Visual Cortex
▶Visual Motion Processing
MTPT
Definition
▶1-Methyl-4-phenyl-1,2,3,6-tetrahydropyridine
Mucus on Olfactory Epithelium
Definition
The mucus is physiological liquid, which is a one of the
body’s defense systems. It contains numerous proteins
to protect epithelium. In the case of olfaction, the mucus
traps small particles and bacteria, which may enter the
nose as a person breathes. It contains also high
concentrations of proteins called odorant-binding
proteins, which are good candidates for carrying
airborne odorants towards olfactory receptors.

▶Odorant-Binding Proteins
▶Olfactory Epithelium
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Multiform Layer
Definition
The multiform layer of the cerebral cortex is layer VI. It
has this name because it contains neurons of a wide
variety of sizes and shapes. Projection neurons in layer
VI send their axons to terminate in other parts of the
cerebral cortex and to the thalamus.

Multilayer Networks
Definition
Neural networks composed of multiple layers, namely
the input layer and the output layer with or without
hidden layers between them.

▶Neural Networks

Multimerization (of Ion Channels)

M

Definition
Multimerization is the process in which individual
subunits (monomers) aggregate to form a functional ion
channel. For example, voltage-gated potassium chan-
nels and glutamate receptors form tetramers of four
subunits, the Cys-loop channel family (acetylcholine
(Ach), GABA, glycine) consist of five subunit
pentamers. These multimers may be derived from a
single gene subunit (homomultimer) or from many
different genes (heteromultimers).

▶Acetylcholine
▶GABA
▶Glutamate Receptors
▶Glycine
▶Ion Channels from Development to Disease
▶Neuronal Potassium Channels

Multimodal Enhancement
Definition
Enhanced modulation of the activity of a sensory
neuron when the target activates more than one sensory
modality.
Multimodal Integration
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Synonyms
Crossmodal integration; Multisensory integration; In-
termodal; Heteromodal; Polymodal; Supramodal
Definition
Multimodal (or▶multisensory) integration refers to the
neural integration or combination of information from
different sensory modalities (the classic five senses of
vision, hearing, touch, taste, and smell, and, perhaps
less obviously, proprioception, kinesthesis, pain, and
the vestibular senses), which gives rise to changes in
behavior associated with the perception of and reaction
to those stimuli [1,2]. Information is typically integrated
across sensory modalities when the sensory inputs
share certain common features. For example, although
vision is concerned with a certain frequency band of
the electromagnetic energy spectrum, and hearing is
concerned with changes in pressure at the ears, stimulus
features such as spatial location, movement, intensity,
timing, and duration, as well as other higher-order
features such as meaning and identity can apply equally
to information from several (or all) sensory modalities.
▶Crossmodal integration is often used synonymously
with multimodal integration, however the latter term
has various other associations in different disciplines,
including in describing the use of more than one
measuring system. The former term, crossmodal, may
therefore be preferable.

Multimodal integration is more often used to refer
to integrative processes operating at the systems level,
and studied most commonly using brain imaging
techniques alongside behavioral and perceptual mea-
surements. ▶Multisensory integration on the other
hand, tends to refer to the combinatorial effects of
stimulation of two or more senses on the activity of
single neurons, measured electrophysiologically in
experimental animals. Since multisensory integration
is more commonly used in the context of single-cell
recordings, often made under anesthetised recording
conditions, causal relationships to the behavioral out-
comes of multisensory integration are less certain,
although this is currently an area attracting considerable
research interest.
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Characteristics
Upstream Events/Conditions
An extensive body of experimental research has shown
that many cognitive systems operate in a multimodal
manner. Such systems include those responsible for
selective attention and orientation to external stimuli,
along with both more elementary perceptual effects, and
higher-level cognitive systems such as memory. For
example, the familiar experience of both hearing another
person speak in natural conversation, and seeing the
speaker’s lipmovementswhile they speak, is an everyday
example of multimodal integration involving both low-
level perceptual features, such as detecting sounds and
lip movements, as well as higher-level linguistic and
semantic factors [3].

In a typical experiment designed to study multimodal
attentional orienting, participants may be asked to pay
attention and respond only to tactile stimuli presented
to a certain hand (e.g., their left hand), and to ignore
both tactile stimuli presented to the other hand (i.e., the
right hand) or visual stimuli presented to either hand.
Typically, visual stimuli presented close to the atten-
ded hand result in larger activation (as measured, for
example, using electroencephalographic (EEG) or func-
tional magnetic resonance (fMRI) techniques) than
for visual stimuli presented to the unattended side. This
is true even though the visual stimuli were not relevant
to the participants’ task. These, and many other similar
results, suggest that the mechanisms of spatial attention
may operate in a multimodal or supramodal fashion,
facilitating the detection and discrimination of stimuli
from a given location regardless of the stimulus mo-
dality. The behavioral and neurophysiological effects
of attending to a primary modality on the response to
the secondary modality, however, are usually smaller
than the effects in the primary modality itself. This latter
result suggests that both unimodal and multimodal
perceptual and attentional mechanisms operate in
concert.

Downstream Events/Conditions
In order for multisensory or multimodal integration to
occur, information must have been processed initially
within the component unimodal sensory systems.
The level and extent of this prior unimodal processing,
however, depends on the system under study. In the
superior colliculus (SC), for example, visual and audi-
tory inputs are integrated very early on, after transmis-
sion along only several synapses following sensory
transduction at the periphery. The retina sends visual
projections directly onto the SC, while auditory inputs
reach the SC only several neural synapses after initial
sensory transduction at the cochlea. Conversely, those
stimuli that are involved in multisensory integration in
the cerebral cortex may undergo substantial unimodal
processing prior to integration, lasting many tens or
even hundreds of milliseconds. Recent research, on
the other hand, is beginning to detail the extent to
which different sensory processing streams interact
at very early stages of processing – as early as 45 ms in
the example of visual and auditory processing. This
physiological evidence is supported by the existence
of distinct anatomical connections between the primary
sensory areas of several different sensory systems.
More and more it appears that multimodal integration
and interaction is the rule, not the exception, at all levels
of processing.

Involved Structures
Following many years of detailed study on the integra-
tion of multisensory inputs in neurons of the superior
colliculus, several guiding principles of multisensory
integration have emerged [4]. These principles have later
been applied in order to determine whether a particular
brain region is involved specifically in multisensory inte-
gration, both at the level of single-cells, in neurophysiol-
ogy, and the whole-brain, in neuroimaging.
First, inputs to any given neuron or any given brain

area must typically arrive at that area at the same time in
order to be integrated and to have significant behavioral
consequences. Depending on the specific brain area, “at
the same time” typically refers to a “temporal window
for multisensory integration.” The width of the tem-
poral window, that is, the maximum temporal delay
between the arrivals of inputs from different sensory
modalities, may be on the order of 100–300 ms.
Second, in many brain areas, particularly those con-

cerned with spatial representations of visual, tactile, and
auditory stimuli, multisensory integration is enhanced for
those stimuli that arise from the same external spatial
location as compared to different locations. The “same”
location in the case of audio-visual speech integration, for
example, would be the speaker’s mouth, from which
both visual and auditory signals arise. In the case of visual
and tactile stimuli, the same location might refer, for
instance, to the lower left portion of the visual field, and
to the animals’ front left leg, or the lower-left side of the
organism’s face.
Third, one important aspect of multisensory integra-

tion at the neural level relates to the relative strength of
inputs from different sensory modalities and the relative
amplification that occurs in the process of multisensory
integration. This “principle of ▶inverse effectiveness”
thus states that the relative enhancement due to multi-
sensory integration is larger for those stimuli that
produce weak sensory effects on their own, and is
smaller for stimuli that cause strong activations at the
neural level.
The Superior Colliculus in the midbrain integrates

visual, somatosensory, and auditory inputs in the
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generation and control of spatial orienting behaviors,
particularly those concerning eye and head movements.
The SC has been studied intensively as a potential
model system for multisensory integration in animals.
More recent research has examined the extent to which
the ▶spatial rule of multisensory integration and
▶temporal rule of multisensory integration as measured
in the SC also apply to higher-order behaviors and
cognition.

The posterior parietal cortex contains multiple
cortical regions, which respond in a variety of ways to
visual, somatosensory, auditory, proprioceptive, and
vestibular inputs, such as Brodmann’s areas 5 and 7
(or the superior and inferior parietal lobules, respec-
tively), and the multiple, heterogeneous areas within
the intraparietal sulcus (e.g., ventral, anterior, and medial
intraparietal areas). Somatosensory information is pro-
cessed initially in Brodmann’s areas 3 and 1, the
primary somatosensory cortices. Somatosensory pro-
cessing then proceeds posteriorly through areas 2 and 5,
into the anterior or medial bank of the intraparietal
sulcus. Visual stimuli are processed initially in the pri-
mary and secondary visual cortices, proceeding along
the dorsal and ventral visual streams. In the intraparietal
sulcus (IPS), the dorsal visual stream meets the soma-
tosensory processing stream. Neurons in area 5 have
been shown to integrate proprioceptive stimuli with
visual information in the representation and updating
of postural information.

At the fundus of the intraparietal sulcus, the ventral
intraparietal area (VIP) contains a variety of neurons
with responses ranging from purely somatosensory to
purely visual. The lateral intraparietal area (LIP),
on the posterior or lateral bank of the intraparietal sulcus
is thought to be involved in the planning, generation,
and control of eye movements. This area, dubbed the
“parietal eye field” because of its close functional
association with the frontal eye fields, integrates
multisensory information in generating eye movements
to expected, current, and remembered target locations
originally specified in a variety of different possible
sensory modalities. Other areas in the intraparietal
sulcus display a variety of multisensory responses. The
anterior intraparietal area (AIP) integrates visual and
somatosensory information in planning and generating
object-related movements such as grasping, while the
medial intraparietal area (MIP), as part of the parietal
reach region (PRR) is involved in the generation
and control of reaching movements.

Neurons in the superior temporal sulcus in macaques
and humans, and the anterior ectosylvian gyrus in
cats respond to stimulation in a number of sensory
modalities, but have been studied particularly in
connection with audiovisual speech and vocalizations,
in both monkeys and man. This area is often activated
in studies that pair both audible and visual (lip
movements) speech.

The premotor cortex in the frontal lobe is thought
to integrate multisensory information involved in
the planning and execution of movements. A small
portion of the ventral premotor cortex, known as the
polysensory zone, responds to somatosensory, visual,
and auditory inputs, and seems to be involved in
representing multisensory “peripersonal space” – the
space immediately surrounding certain parts of our
bodies, particularly the hands and face. This area is
connected to functionally similar areas in the posterior
parietal cortex such as the ventral intraparietal area.
Neurons in the polysensory zone of the premotor cortex
respond both to objects approaching a certain portion
of the animal’s skin (i.e., a visual receptive field
surrounding the neuron’s corresponding somatosensory
receptive field), and to the generation of defensive or
avoidance movements in response to these objects.

Certain areas of the orbitofrontal cortex also respond
to multisensory stimuli, particularly those concerned
with appetitive rewards, such as food, flavors, tastes,
and aromas, along with emotionally salient multisen-
sory signals.

Multiple feedforward and feedback connections be-
tween the frontal and parietal cortices subserving the
processing of multisensory information, and the
planning, and execution of movements following multi-
sensory stimulation probably constitute a network of
multimodal perception-action or attentional systems.
Neural studies of multimodal integration, at least in
recent years, have been based largely on the findings
of multisensory integration in the SC concerning the
generation of orientation movements. Since these early
studies, however, research has unveiled numerous brain
areas that process and integrate information from a
number of sensory systems. Each of these areas seems to
be specialized for particular domains of environmental
stimuli, or for particular forms of action. Underlying
the various approaches to the study of multisensory
integration is the hope that general rules of multisen-
sory integration can be discovered that apply to a wide
range of behavioral situations, and across a variety of
distinct brain regions.

Methods to Measure this Event/Condition
Multisensory integration is typicallymeasured via single-
unit recordings in cats, ferrets, barn owls, or macaque
monkeys. Both anesthetized and awake behaving pre-
parations have been used, often in conjunction with
behavioral studies in the same species and under similar
stimulus conditions, or with human studies under
similar experimental conditions.

A variety of neuroanatomical and neurophysiological
techniques have been used in themodel systemof the SC,
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including single-unit recording and stimulation, lesion
studies, tract-tracing, cooling and other forms of in-
activation and deactivation of the colliculi themselves, or
of brain regions projecting toor receiving fromtheSC [4].
These studies have shown, for example, that selective
lesions or deactivation of the SC abolishes the integration
of auditory and visual information arising in those regions
of space that the affected portion of the SC represented.
Multisensory integration in those parts of the SC left
intact was unaffected. Early work on the SC focused on
the developmental time-course of multisensory integra-
tion, the temporal and spatial characteristics of the stimuli
required for effectivemultisensory integration, the spatial
arrangement of the differentmultisensory representations
in the SC, and the ways in which this particular orga-
nization came about. (i.e., in part genetically determined,
but influenced very strongly by visual and multisensory
experience throughout development).

A number of behavioral methods are available to
measure multimodal integration in human participants,
including reaction-time measures, threshold determina-
tion, two (or more)-alternative-forced-choice measures
(speeded or unspeeded) and signal detection analyses,
which have been used on studies of sensory modalities
in isolation for many years. The variety of experimental
techniques now available for studying multimodal
integration in healthy human participants as well as
in brain-damaged neuropsychological patients is now
considerable, and an adequate summary is beyond the
scope of this article. However, certain important recent
trends can be highlighted.

Modern neuroimaging techniques, such as fMRI,
positron emission tomography (PET), and magnetoen-
cephalography (MEG), are increasingly being used to
address questions concerning multisensory integration.
Such experiments often require the development of
new stimulation equipment that can be brought into
the scanner environment itself. Studying the effects
of tactile, olfactory, and gustatory stimulation in
the scanner has involved overcoming some difficult
technical problems, due to the very strong electromag-
netic fields involved in fMRI, and to the very sensitive
equipment required to detect small changes in electrical
(EEG) or magnetic (MEG) fields over the scalps of
human participants. But it is now possible to present
stimuli in a number of sensory modalities simulta-
neously to participants lying in the scanner while they
perform simple behavioral tasks. This line of research
will provide much-needed theoretical and empirical
links between the neurophysiological literature derived
from experimental animals, typically macaque mon-
keys, cats, or ferrets on the one hand, and the human
behavioral, psychophysical, and neuropsychological
literature on the other hand. It will be crucial to know,
for example, to what extent the principles and properties
of multisensory integration at the single-neuron level
measured in experimental animals can be related to the
principles and properties derived from human behav-
ioral studies. In short, do those behaviors that reflect
multimodal integration depend directly on cells dis-
playing multisensory integration?
There has been much interest in the effects of a

variety of brain lesions in adult humans on multimodal
integration and associated behaviors. Several neuro-
psychological syndromes that have traditionally been
studied as if they were unimodal deficits, such as tactile
▶extinction and unilateral visuospatial neglect, have,
upon closer inspection, been found to be multisensory
in nature (▶crossmodal extinction). For example, many
patients with unilateral visuospatial neglect often have
deficits in the detection of auditory and tactile stimuli
that occur on their affected side, in addition to visual
impairments. Similarly, patients suffering from tactile
extinction (a condition where contralesional tactile sti-
muli are easily detected in isolation, but when two
stimuli are presented together on opposite sides of
the body, the detection of the contralesional stimulus
is impaired), may also have impairments in detecting
tactile stimuli on the contralesional hand, for example,
when a simultaneous visual stimulus is presented near
to the ipsilesional hand. The discovery of deficits that
cut across the senses in disorders that have typically
been thought of as being confined to a single sensory
modality, suggests that disorders such as neglect and
extinction may also be characterized as disorders of
supramodal functions and processes such as spatial
perception, and attention, rather than as impairments of
a more sensory-specific (▶modality-specific) percep-
tual nature.
Another important line of research involving human

participants involves examining the multimodal con-
sequences of sensory-specific impairments, for exam-
ple in blind and deaf adults and children [5]. Such work
has shown that impairments in a single modality have
rather intriguing consequences for other sensory
systems. In neuroimaging experiments, for example, it
has been shown that, when blind participants read
Braille, their visual cortex is activated suggesting a
functional role for “visual” cortex in complex tactile
spatial discrimination. Such visual activations are not
observed when participants with unimpaired vision read
Braille, nor in people who lose their sight late in life
(i.e., after puberty). This neural activation was shown
to be functionally relevant to the Braille reading task
by the significant disruptive effects of transcranial
magnetic stimulation (TMS) over the occipital cortex of
the same volunteers that exhibited visual activations
during Braille reading. Additionally, and perhaps more
strikingly, it has recently been shown that normal
participants, when completely blindfolded for 5 days
while learning to recognize Braille characters, also
show activation in the visual cortex, along with an
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improved ability to learn the Braille task. These changes
were not seen in normal participants who were
blindfolded only during the learning and testing phases
of the experiment, suggesting that this form of neural
plasticity may take several days to take effect. Several
different forms of ▶crossmodal plasticity seem to
be operating – one that occurs only in those patients
who lose their sight before puberty, and another that
results from the short-term recruitment of visual cortex
following temporary blindfolding. Further research is
needed to understand what neural mechanisms under-
pin these physiological changes.

The consequences of such findings for our views of the
functional organization of the brain could hardly bemore
important: the assignment of visual cortex as strictly
visually responsive may be rather premature. Rather,
the visual cortex may be specialized for processing
detailed spatial information in order to make complex
spatial discriminations (e.g., in readingBraille). Innormal
circumstances, visual inputs are functionally the most
useful for such spatial discrimination tasks, but in the
absence of input from the eyes, inputs from the tactile
and auditory receptors may help to perform such tasks.
A similar line of research on the multimodal conse-
quences of hearing impairments has reached analogous
conclusions.

Finally, and quite recently, multimodal integration is
now being approached from a mathematical modeling
perspective, particularly with regard to modeling the
precision and reliability of information arising from
different sensorymodalities [6].Bayesian andmaximum-
likelihood methodologies have been used to model a
variety of phenomena in multimodal integration. Such
work suggests that the central nervous system integrates
information from the different sensory modalities in an
optimal fashion, based on the variability of responses
under increasingly noisy stimulus conditions. This relates
well to the foregoing conclusions of the work in blind
and deaf people – the brain is a highly interconnected
network dealing with vast quantities of information, and
different neural subsystems are able to share that infor-
mation effectively to the best advantage of the organism.
The visual cortex will receive and process auditory and
tactile inputs given a certain amount of visual deprivation,
in order to process the relevant information and complete
the designated task. Under less extreme conditions of
visual deprivation,where the quality of the visual signal is
degraded (e.g., on a misty day, or when we remove
correcting lenses), information from other modalities
may be weighted more strongly in the performance of
certain cognitive tasks.

In conclusion, multimodal integration is an exciting
and rapidly developing field of enquiry that spans nu-
merous academic disciplines, frombasic neuroscience, to
medicine, physiology, psychology, cognitive science, and
mathematical modeling. From each of these disciplines,
multiple well-developed methodological approaches are
now available to facilitate the study of the multimodal
brain. By progressively questioning the assumption that
we are born with only five senses, and that, throughout
life, these five senses are both anatomically and phe-
nomenologically distinct, the study of multimodal
integration is beginning to provide intriguing answers
to historically difficult questions.
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Definition
A multi-oscillator system is composed of potentially
dissociable but normally coordinated rhythmic mechan-
isms which exist within the same organism, and may
fall into mutual or hierarchical coupling arrangements.

Characteristics
Organization of Multi-Oscillator Circadian Systems
Many physiological functions are intrinsically rhyth-
mic, and oscillations underlie the operation not only of
organs, but also of individual cells. Sensory neurons
fire action potentials in bursts, the frequency of which
carries biological information such as the coding of
stimulus intensity. Circadian oscillations provide ano-
ther excellent example of physiological encoding of
information, in this case, time of day. Multiple circa-
dian ▶oscillators occur in many different organisms,
forming a complex network of internal clocks that
increase the ability to coordinate internal functions and
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execute them at appropriate times with respect to
the environment.

The organization of circadian multi-oscillatory
systems can take different forms and involve multiple
levels of clock interactions. However, there is a
common thread underlying all such systems: the
constituent oscillators entrain, i.e, they match periods
and maintain a steady relative phase (Fig. 1). This
communication between oscillators does not require
that they be synchronous. In other words, they often do
not have the same phase; some components may even
be antiphase to others so that incompatible processes
occur at diametrically different times of day. In order
for a set of heterogeneous oscillators (differing in period
and other properties) to become mutually entrained,
components with shorter periods must experience a
▶phase delay each cycle (to lengthen the effective
period), while components with longer periods must
experience a ▶phase advance (to shorten the effective
period). The coupled components respond to coupling
signals with appropriate delays and advances at specific
phases (i.e., manifest a phase response curve) in order to
achieve hierarchical or mutual ▶entrainment. This
coupling along with the intrinsic period of each
component determines the phase differences between
the components.

In multi-oscillator systems that are organized in a
hierarchical manner, the ▶pacemaker entrains “slave”
Multi-Oscillator System. Figure 1 (a) Three oscillations t
difference between the ▶pacemaker and each “slave” incr
or protein level resulting from rhythmic expression of a clock
for simplicity, but need not be reflected in a biological system
the slave oscillators, resulting in steady phase angles. Not
the pacemaker. A pacemaker signal reset the phase of the
24 h thereafter) to correct for the difference in oscillator perio
a 2 h portion of its cycle. The pacemaker entrains the long
24 h thereafter) to advance its phase by 2 h, so that the sla
oscillators. Some slaves may not be capable of
sustaining oscillations in the absence of the pacemaker,
i.e., they are damped oscillators. The pacemaker is often
entrainable by an external signal, e.g., the 24 h light-
dark cycle, and the pacemaker in turn entrains the rest of
the circadian system. The nature of the signal from
pacemaker to slave determines the entrained phase of
the slave, just as the photic ▶phase response curve of a
pacemaker determines its entrained phase relative to
dawn and/or dusk. The phase of an entrained slave
oscillator can be either earlier than (leading) or later
than (lagging) the phase of the pacemaker. For example,
the ▶suprachiasmatic nucleus (SCN) of mammals acts
as a pacemaker that is believed to entrain circadian
oscillators in peripheral tissues. The system is probably
not strictly hierarchical, as the peripheral tissue
clocks may in turn generate signals that influence
the phase, amplitude, or ▶period of the pacemaker.
Other circadian systems are composed of autonomous
oscillators which couple as a network through mutual
interactions, with no dominant pacemaker involved.
Oscillatory tissues contain cells that generate circa-

dian rhythms via a molecular clock mechanism that is
composed of multiple loops in which rhythmic
transcription of genes is achieved through feedback
effects of the proteins they encode. In some circadian
systems however, post–transcriptional events may play
a predominant role in the clock mechanism. The roles of
hat are not coupled are depicted. Note that the phase
eases over time. The “phase marker” may be an mRNA
gene, for example. Sinusoidal waveforms are indicated
. (b) Appropriate signals from the pacemaker can entrain
e that the two slaves take different phase angles to
short period slave with a pulse at time 22 (and every
ds. This achieves a delay of 2 h, so that the slave repeats
period slave with a pulse that falls at time 16 (and every
ve skips 2 h of its cycle.
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specific genes may differ between tissues, leading to
qualitatively different clocks in the pacemaker and the
peripheral tissues. Multi-oscillatory systems can be
quite complex, spanning cell, tissue, and organismal
levels. Furthermore, groups of organisms can act as
multi-oscillatory circadian systems where mutual
coupling is achieved through social cues.

Evidence for Multi-Oscillatory Circadian Systems
The idea that independent oscillators couple to achieve a
common periodwith a specific phase relationshipmay be
traced to the Dutch astronomer Christian Huygens, who
observed such phenomena in mechanical clocks. In the
biological realm, Erwin Bunning proposed that individu-
al organs including segments of gut were capable of
sustained circadian oscillations when isolated from the
whole animal. It was Colin Pittendrigh, however, who
first established that circadian systems are comprised of
multiple oscillators. Pittendrigh applied entrainment
theory to model inter-oscillator coupling. He showed
that although pupal eclosion of Drosophila is driven
by a temperature-compensated circadian (“A”) pace-
maker, the phase of emergence depends upon tempera-
ture. Pittendrighoffered as anexplanation the existence of
Multi-Oscillator System. Figure 2 Activity rhythms can di
and pacemaker anatomy reflects dissociation among cell po
in a golden hamster. Actogram represents locomotor activi
horizontal line represents 24 h of wheel running behavior; su
about 30 days, two circadian components dissociate and f
antiphase relationship. (b) Pinealectomy of a Texas spiny l
circadian components of locomotor activity. The animal was
about 2 months, during which the animal showed a free ru
removed (P). It was necessary to also remove the parietal
experiments indicate that parietalectomy by itself has no co
components free ran with different periods and did not coup
with permission from AAAS (c) Splitting in constant light is a
hamster SCN. Film autoradiograms illustrate expression of
situ hybridization, in coronal sections of the brains of hamst
Insets show that expression of Per1 and Per2 in the SCN (
laterally asymmetrical in split animals. Expression of Per3
AAAS.
slave (“B”) oscillators that have circadian properties but
are not temperature-compensated. The slave oscillators
are thought to most directly control hormone release,
motor patterns, etc., that lead to emergence of the adult
fly. As environmental temperature changes, the intrinsic
period of the slave changes, but not that of the pacemaker.
Thuswhether the slavemust advance or delay its phase in
order to adopt the period of the master pacemaker
depends upon temperature.This implies that the entrained
phase of the slave relative to the pacemaker must change
as the temperature changes. Determination of this phase
difference by temperature through the differential
sensitivity of master and slave oscillators may serve an
adaptive purpose, because the optimal time of emergence
relative to sunrise depends upon season and relative
humidity.

Pittendrigh extended the idea of multiple circadian
oscillators to the phenomenon of splitting, which takes
place upon exposure of hamsters to constant light. A high
percentage of animals maintained in such conditions
show bimodal activity rhythms, with two components
free running with different circadian periods until they
couple in an antiphase relationship (Fig. 2a). Pittendrigh
argued that the capacityof anorganism to sustainmultiple
ssociate to reflect multioscillatory circadian organization,
pulations. (a) Splitting of activity rhythms (▶split rhythm)
ty of an animal maintained in constant light. Each
ccessive days are represented one below the other. After
ree run with different periods before coupling in an
izard (Sceloporus olivaceus) induces dissociation of
held in constant light for the duration of the record. After

nning period of less than 24 h, the pineal was surgically
eye in order to gain access to the pineal, but other
nsistent effect on circadian rhythms. Note that rhythmic
le in the months following the surgery. From [1], reprinted
ccompanied by lateralization of clock gene expression in
the clock genes Per1, Per2, and Per3, as assessed by in
ers sacrificed 3 h before the anticipated onset of activity.
arrows), which normally peaks during subjective day, is
is not altered. From [2], reprinted with permission from
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periods, at least transiently, indicates the existence of
dissociable, and hence multiple, oscillators. He subse-
quently developed the idea of a “temporal program”

whereby the multi-oscillatory organization of the circadi-
an system would lead to complex, seasonally changing
scheduling of physiological events and might explain
phenomena such as▶jet lag and ▶photoperiodism [3].

Multi-oscillatory models of circadian organization
are supported by studies in a variety of species. For
instance, Page [4] discovered that removal of the optic
lobes of cockroaches eliminates circadian rhythms
of locomotor behavior. The powerful technique of
transplantation of optic lobes between animals with
different circadian periods established that the period of
the rhythm reinstated by the transplant was that of the
donor. This proved that the optic lobe contains a
pacemaker, rather than acting merely to permit
expression of rhythmicity by a clock located elsewhere
in the organism. Since the insect has bilateral optic
lobes, it follows that there must be at least two circadian
oscillators in the organism. Page further showed that the
period of the intact animal is shorter than that of either
optic lobe alone, arguing for coupling between the
bilaterally paired pacemakers.

Other experiments in which circadian oscillators
were localized to particular structures facilitated further
insight into the multi-oscillatory structure of the
circadian system. Electrophysiological recordings in
the gastropod mollusks Aplysia californicus and Bulla
gouldiana demonstrated that retinal neurons show
circadian oscillations in action potential frequency.
Dissociation of basal retinal neurons demonstrated their
capacity to oscillate independently, proving the exis-
tence of multiple cellular oscillators. Among verte-
brates, the ▶avian pineal gland provided further
evidence of multiple circadian oscillators. Not only do
individual pinealocytes oscillate in their synthesis and
Multi-Oscillator System. Figure 3 Expression of core circ
of the SCN, and in individual SCN neurons in culture. (a) P
transgenic mouse carrying a Per1::Luciferase reporter con
10 μm. (b) Luminescence due to reporter expression, refle
visualized in the slice over a 3-day interval in culture. Note
bioluminescence, but that the neurons depicted in blue and
in green and red. From [5], reprinted with permission from
secretion of ▶melatonin, but in some species removal
of the▶pineal gland causes a gradual decay of circadian
rhythms of locomotor behavior. This argues for the
existence of damping circadian oscillators whose
coherence is normally maintained by the pacemaker.
Using lizards, Underwood [1] showed that pinealec-
tomy can lead to dissociation of circadian rhythms that
free run with different periods (Fig. 2b). This not only
indicates the multi-oscillatory structure of the circadian
system, but also suggests a role for the pineal in
maintaining coupling relationships between oscillators.
The suprachiasmatic nucleus (SCN) of mammals

contains a set of neurons that can each generate a ~24 h
rhythm via an intracellular molecular clock mechanism.
While this group of oscillatory SCN neurons collec-
tively forms the mammalian pacemaker, subpopula-
tions can dissociate from each other. Antiphase patterns
of gene expression have been observed in the left and
right SCN of hamsters induced to split their circadian
activity patterns by constant light ([2]; Fig. 2c). Ventral
and dorsal regions of the rat SCN appear to dissociate
when driven to the limits of entrainment. When SCN
neurons interact synaptically, a consensus period
emerges and neurons fall into phase-grouped popula-
tions (Fig. 3; [5]). Deficiency of vasoactive intestinal
polypeptide (VIP) or the VPAC2 receptor compromises
synchrony of both cellular oscillations and behavioral
circadian rhythms. This suggests a role for these
molecules in coupling between SCN neurons.

Cellular Oscillators: Molecular Mechanisms
Demonstrations that individual basal retinal neurons of
snails, suprachiasmatic neurons of rodents, and pine-
alocytes of chicks can sustain circadian oscillations not
only force the conclusion that multiple oscillators exist
within tissues, but also raise the question of whether
individual cells may contain more than one oscillator.
adian clock genes can be visualized in organotypic slices
hotomicrograph of an SCN slice prepared from a
struct. Ooc, optic chiasm; ov, third ventricle. Scale bar,
cting PER concentrations, in four individual neurons
that individual neurons exhibit circadian periodicity of
yellow peak at a phase later than the main cluster shown
AAAS.
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Hastings and Sweeney found that the alga Gonyaulax
polyedra expresses at least three distinct circadian
oscillations: the intensity of bioluminescent glow, the
frequency of flashing rate, and vertical migration in the
water column. When these events occur with the same
period, even in constant conditions and different
phases, it remains possible that all are driven by a
common oscillator mechanism. Under some lighting
conditions, however, these three rhythms dissociate so
that they free run with different periods. This argues for
the existence of multiple oscillators within a single cell.

The modern era of study of multioscillator circadian
systems began with characterization of molecular
mechanisms that generate rhythmicity. In Drosophila
the protein products of the ▶Period, Timeless and
▶Cryptochrome loci are engaged in a reciprocal
interacting feedback loop with those of ▶Cycle and
▶Clock. Elegant studies utilizing a fluorescent reporter
demonstrated not only that Per expression oscillates in
individual isolated organs of the fly, but that these
separate peripheral oscillators may be entrained by light
in culture. With the discovery that several orthologs of
Period are expressed in vertebrates, it became possible
to investigate the multioscillatory organization of
Multi-Oscillator System. Figure 4 Circadian rhythms of e
levels are reflected by bioluminescence in a mouse reporter
retrochiasmatic area) and peripheral organs (cornea, kidne
experienced by the mouse prior to sacrifice and organ remo
National Academy of Sciences, USA.
mammalian tissues and to study circadian rhythms in
cell lines. Balsalobre et al. [6] demonstrated that a
serum shock initiates an oscillation in cultures of
immortalized cells and in primary hepatocytes. They
proposed that the damping of cyclic Per expression that
occurs after a few cycles reflects differences in period of
individual cell oscillations leading to loss of phase
coherence. This speculation has been validated through
microscopic visualization of Period or ▶Bmal1-driven
luminescent reporters [7,8]. A mammalian organization
similar to that of Drosophila, in which circadian
oscillations persist in isolated organs, has now been
demonstrated in mice ([9]; Fig. 4).

Not only do such studies establish that individual
cells are oscillators, but they recall Pittendrigh’s models
of how a central neural pacemaker may coordinate and
control the phasing of circadian rhythms throughout the
body. According to the current model, entraining
signals that originate in the pacemaker are relayed
through appropriate pathways in order to set the phase
and determine the period of peripheral oscillators. This
communication may occur through innervation: the
SCN in mammals communicates with paraventricular
neurons that drive sympathetic output and thus may
xpression of mPer2, a core clock gene whose protein
strain, persist after isolation of brain regions (SCN, RCA:
y, liver, lung, pituitary, tail) in vitro. The light:dark cycle
val is depicted at the lower left. From [9]; copyright (2004)

M



2466 Multiple Innervation
regulate the autonomic control of peripheral organs.
Indeed, trans-synaptic retrograde tracing indicates the
existence of multisynaptic pathways that connect the
SCN with multiple visceral organs [10]. Furthermore,
removal of vagal input interferes with rhythmicity of
clock gene expression in the lung. On the other hand,
humoral signals may carry SCN signals to the
periphery. Secretion of a variety of pituitary hormones
is clearly under circadian control, and glucocorticoids
can set the phase of clock gene expression in liver and
kidney. Importantly, cultured fibroblasts show a high
amplitude phase resetting response to dexamethasone,
a glucocorticoid analog [8]. Furthermore, circadian
rhythms of fibroblasts fall under central control soon
after their implantation to subcutaneous sites that lack
innervation. Also among time cues that may serve to
regulate peripheral circadian oscillators are those that
arise from meal patterns. These could include carbohy-
drates, fats, and amino acids absorbed from the gut, or
other food-associated signals. Fluctuations in tempera-
ture that may result from feeding or activity, whose
rhythmicity may be pacemaker-regulated, can also
regulate clock gene expression and thus potentially set
the phase of peripheral oscillations. Cues arising from
social signals may also play an important role in
vertebrates. Regulation of clock gene expression by any
of these signals – or perhaps more likely, by several in
combination – may fit the definition of entrainment. It
remains to be determined whether any such cues set the
phase of ▶peripheral oscillators in a physiological
situation. It is also possible that physiological cues
(such as hormones) that influence the period or
amplitude of slave oscillators in the periphery alter
temporal programs by determining the phase they take
to signals from the pacemaker.
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Multiple Innervation
Definition
The excess number of axonal innervations converging
on a single target cell in the immature brain. The
redundant inputs are eliminated through the process
of synapse elimination and axon retraction during
development.

▶Synaptic Elimination
Multiple Realization
Definition
The thesis in the philosophy of mind that a given mental
property, state or event is realized by different physical
properties, states or events, which share no significant
description at the physical level. Functionally defined
kinds can be realized in a variety of physical states and
processes, e.g. the kind “clock” can be multiply realized
by a sun dial, a water clock, a mechanical mechanism or
a silicon chip. If mental states like belief or pain are
characterized functionally, i.e. in terms of their
causalinferential relations to sensory input, to other
mental states and to behavioral output, then they can in
principle be realized by a variety of physical states and
properties, e.g. by neural states in human beings and by
silicon in Martians. The prospect of multiple realization
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has served as an argument against the mind-body
identity theory, which claims that types of mental states
are identical to types of physical states, and against the
reduction of the mental to the physical more generally.

▶Theory Theory (Simulation Theory, Theory of Mind)
Multiple Sclerosis
M
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Synonyms
MS;Variants ofMS include acute disseminated encepha-
lomyelitis (ADEM), neuromyelitis optica (NMO or
Devic’s disease) and Balo’s concentric sclerosis

Definition
Multiple sclerosis (MS) is an inflammatory, demyelin-
ating disease of the central nervous system character-
ized by a clinical course of neurologic dysfunction
(relapses), periods of improvement (remissions) and for
most patients a loss of functional capability which may
be physical as well as cognitive. Focal demyelinated
lesions or plaques are found in the white matter of the
brain and spinal cord. Recent evidence [1] has shown
that MS may include demyelination in the cortex and
deep gray matter nuclei and diffuse axonal injury in
normal-appearing white matter.

Characteristics
Epidemiology
MS affects approximately 350,000–400,000 Americans
and 1.1 million patients world wide. It is second only to
Multiple Sclerosis. Table 1 Initial symptoms of MS

Symptom Percent of cases

Sensory Loss 37

Optic neuritis 36

Weakness 35

Paresthesia 24

Diplopia 15

Ataxia 11

Vertigo 6

Paroxysmal Attacks 4

Bladder 4

Source: After WB Matthews et al. (1991) McAlpine’s multiple sclerosis
trauma as the most disabling neurologic condition in
young adults. There is a female to male ratio which may
be increasing and has been reported as high as 4:1.
Though the clinical onset of the disease is uncommon
under age 15 and over 45, it is most often diagnosed in
young women of reproductive age in the 20’s or 30’s.
A latitudinal prevalence exists which is lowest at the
equator and increases above 40° north latitude and
below 40° south latitude [2].

Besides environmental risk, there appears to be a
genetic susceptibility as well, with a family history of
MS in 15–20% of patients. The risk of a second sibling
developing MS if one sibling has it is 3–5% with
concordance in monozygotic twins of 31% compared
to dizygotic twins.

Polygenic inheritance is likely and the major
histocompatibility complex (MHC) on chromosome
6p21 encoding antigen-presenting proteins to T cells
is an important susceptibility region. HLA-DR2 is
associated with a three to four-fold increased risk of
sporadic and familial cases of MS [3].

Clinical Features
The onset of MS can be insidious without clinical
symptoms (as evident on MRI obtained for other
reasons) or abrupt and rapidly progressive. MS
presenting symptoms are extremely varied and depend
on lesion location in the brain or spinal cord (Table 1).
An initial clinical event is known as clinically isolated
syndrome (CIS) with a recurrent or second event
(in time and space) defining clinically definite MS
(CDMS). Any MS event may be monosymptomatic,
involving a single clinical symptom with focal nervous
system involvement, or polysymptomatic indicative
of involvement of multiple areas of the nervous system.

Signs or symptoms of MS are non-specific and
include all symptoms resulting from injury to any part
of the brain or spinal cord. Approximately 85% of
patients will have a relapsing-remitting course (RRMS)
at disease onset. Acute attacks (the relapse) evolve over
Symptom Percent of cases

Lhermitte 3

Pain 3

Dementia 2

Visual Loss 2

Facial Palsy 1

Impotence 1

Myokymia 1

Seizures 1

Falling 1

, New York, Churchill Livingstone
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several days to weeks followed by stabilization and
spontaneous recovery of symptoms (the remission).
Between attacks patients are neurologically stable. As
the disease progresses, however, attacks may become
less frequent but MS patients may experience a steady
deterioration in neurological function and accumulate
disability (secondary progressive MS; SPMS). Prior to
the advent of disease-modifying therapies, approxi-
mately 50% of MS patients with RRMS would develop
SPMS after 15 years [4]. SPMS represents a late
evolution of MS and is likely associated with axonal
loss and loss of compensatory mechanisms (Fig. 1).

Because MS is thought to be predominantly a disease
of white matter, inflammation and demyelination of
myelinated tracts lead to common symptoms of sensory
disturbances (paresthesias, numbness, dysesthesias),
optic neuritis (usually unilateral), pyramidal symptoms,
cerebellar symptoms (e.g. ataxia), or brainstem involve-
ment (e.g. internuclear opthalmoplegia). Less common
presentations are Lhermitte’s sign (▶Lhermitte’s Symp-
tom) (flexion of the neck produces electrical sensations
or paresthesias along the spine or extremities), cortical
symptoms or extrapyramidal syndromes. Bladder and
bowel involvement is common (Table 1).

Symptoms which may also cause significant disabil-
ity are fatigue, ▶Uhthoff’s phenomenon (symptoms
Multiple Sclerosis. Figure 1 Clinical course of MS. (a) Re
attacks with full recovery or by a residual deficit after recover
(b) Primary progressive MS (PPMS) is characterized by pr
remission and no improvement in function. (c) Secondary p
relapsing-remitting course followed by progression with or
shows progression from the onset with superimposed relap
exacerbated by increasing body temperature), primary
pain syndromes (e.g. trigeminal neuralgia, flexor and
extensor spasms, optic neuritis), spasticity, dementia,
and mood disorders. Secondary pain syndromes may
also occur such as hip or back pain from postural or gait
abnormalities, decubital ulcers from skin breakdown, or
compression palsies.
Attempts have been made to quantify neurologic

impairment in MS to provide a current clinical descrip-
tion of the disease status of a patient as well as to
follow disease course over time. The ▶EDSS (Kurtzke
Expanded Disability Status Score) and the Functional
Status (FS) Score are used most commonly. Patients
with EDSS scores <3.5 usually have RRMS and walk
normally. Patients with EDSS scores >5.5 have symptom
evolution indicative of progressive MS (SPMS or
PPMS), are gait impaired and may be disabled [5].

Diagnosis
There is no single definitive test for MS. The diagnosis
is based on clinical and paraclinical criteria of
“dissemination in time and space.” CDMS requires
documentation of two or more distinct episodes of
symptoms lasting at least 24 h and two or more exam
signs indicative of neurologic dysfunction in different
white matter tracts of the CNS. Paraclinical studies used
lapsing-remitting MS (RRMS) is characterized by acute
y. Times between relapses have no disease progression.
ogression of disease from the onset without periods of
rogressive MS (SPMS) begins with an initial
without relapses. (d) Progressive relapsing MS (PRMS)
ses.
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to diagnose MS include MRI, CSF findings and
▶evoked potentials (EP) and may be useful to indicate
disease activity even in the absence of any clinical
activity.

MRI is 90–97% sensitive with typical lesions seen in
periventricular white matter, corpus callosum, and
juxtacortical white matter. Lesions are hyperintense
on FLAIR and T2-weighted imaging (more useful than
FLAIR for posterior fossa lesions), and may enhance
with Gadolinium representing blood-brain barrier
breakdown in acute disease activity. Chronic lesions
may become hypointense on T1-weighted images
(black holes) and other MRI findings of progressive
disease are whole-brain atrophy, thinning of the corpus
callosum and ex-vacuo dilation of the ventricles which
correlate with cognitive impairment ([6]; Fig. 2).

CSF examination usually has a normal cell count
or mild lymphocytosis, normal or slightly increased
protein, and the presence of ▶oligoclonal bands
(OCBs) is highly sensitive (90–95%) for diagnosis,
though they are not always present initially. There may
be an increased IgG synthesis rate, IgG index and the
presence of myelin basic protein [7].

Evoked potentials are most useful in patients with a
history of optic neuritis and are abnormal in 90% of
these patients. Visual, sensory or brainstem auditory
evoked potentials are less sensitive (65–85%) and
are usually unnecessary with the use of modern MRI
imaging.

Pathophysiology
In the autoimmune hypothesis of MS, T lymphocytes
become “activated” expressing receptors for myelin
Multiple Sclerosis. Figure 2 MRI findings in a patient with
imaging (left) and FLAIR (right) imaging show several lesio
areas. The T1 Gad image (middle) shows the left posterior
indicative of an acute or active lesion.
components in the central nervous system. They
enter the CNS through the specialized endothelial
blood-brain barrier, attacking target antigens and
triggering an inflammatory cascade.

The entry of activated T lymphocytes is mediated
by chemotactic cytokines and cell adhesion molecules
(e.g., VCAM-1) displayed on the inner surface of CNS
microvascular endothelial cells. Interaction between
VLA-4 (integrin molecules expressed on T cell
lymphocytes) and Vcam-1 leads to T cell production
and secretion of gelatinases, which break up perivas-
cular basal lamina and allow entry into CNS inters-
titial spaces.

In a process similar to immune surveillance, these
auto-reactive T lymphocytes find their specific antigen
and start the inflammatory process. There are two
roles for these T cells, one as Th1 cells producing
proinflammatory cytokines such as IFN-gamma and
TNF alpha. Th2 cells produce anti-inflammatory
cytokoines (IL-4, IL-5, IL10 and are regarded as having
a role in downregulation of brain inflammation and
may lead to myelin repair and/or oligodendrocyte
precursor activation.

Evidence in favor of the autoimmune hypothesis
comes from lesion pathology [8]. Early active lesions
are characterized by perivascular round cell inflamma-
tion, and are similar to inflammatory pathology seen in
models of experimentally induced autoimmune enceph-
alomyelitis (EAE). Additionally, disease susceptibility
is associated with the polymorphic major histocompat-
ibility complex (MHC) genes whose class II products
are required for antigen presentation by the T
lymphocytes.
relapsing-remitting multiple sclerosis. T2-weighted
ns in the periventricular white matter and juxtacortical
lateral ventricular lesion enhancing with gadolinium
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The current working model of pathogenesis is based
on evidence from human disease, EAE and other animal
models of demyelination. This is a heterogeneous
disorder with varying patterns of immune pathogenesis.
In neuropathologic studies of MS lesions [9] four major
patterns of demyelination are described. All patterns of
these active MS lesions contain T lymphocytes and
macrophages and though lesion patterns differ between
patients, a given patient has a single lesion type.
Patterns I and II (seen in 15% and 58% of patients,
respectively) are characterized by oligodendrocyte
survival and remyelination, with myelin appearing to
be the principal target. Pattern I demyelination is
probably mediated by macrophage toxins, whereas
pattern II finds antibody deposition (Ig) and activated
complement at sites of myelin destruction. Patterns III
and IV (26 and 1% of patients, respectively) are
characterized by oligodendrocyte loss and apoptosis
with limited remyelination; oligodendrocytes appear to
be the target of injury. Pattern III lesions show
degeneration of distal oligodendrocyte processes with
selective loss of myelin associated glycoprotein (MAG)
and apoptosis. Pattern IV shows extensive oligoden-
drocyte degeneration in a small rim of periplacque
white matter and no MAG loss or complement
activation is present.

Treatment of Multiple Sclerosis
There is no cure for MS. However, the results of
controlled clinical trials with immunomodulatory and
immunosuppressive therapy suggest that the natural
course of MS may be modified. Additionally, it is
important that diligence in the recognition and
satisfactory treatment of symptoms of MS may
dramatically improve a patient’s quality of life.

Treatment of MS falls into three categories: (i)
treatment for the acute attacks or relapses of MS, (ii)
disease-modifying therapies that may change the
natural course and long-term disability of MS and (iii)
treatment of the symptoms of MS.

High dose corticosteroid therapy is used to manage
either an initial attack or an acute relapse (breakthrough
disease). It may provide a short-term benefit by
shortening an attack and decreasing its severity though
it is generally thought not to affect the long-term
outcome of the disease. Typical treatment for relapses is
a 3–5 day course of intravenous methylprednisolone at
1 g/day which may be followed by a tapering dose of
oral corticosteroids for 1–2 weeks. Plasma exchange
may be useful in patients with severe attacks refractory
to corticosteroid treatment.

Immunomodulatory treatment is available for the
treatment of CIS and RRMS with interferons and
glatiramer acetate which may be self-injected, and
natalizumab which is delivered by intravenous infusion.
Interferon beta-1A and interferon beta-1B have been
shown to decrease relapse rate, accumulation of lesion
volume, and to decrease the number of enhancing
lesions onMRI compared to placebo treatment. Though
mechanism of action is not well understood, interferons
are thought to reduce cell trafficking through the blood-
brain barrier, shift T-cell response from Th1 to Th2,
increase IL-10 and IL-4 production, and decrease
antigen presentation and T-cell proliferation. Glatiramer
acetate (a random polymer mixture of four amino acids)
may shift T-cell response from Th-1 to Th-2, induce
antigen-specific suppressor T cells, and compete with
myelin basic protein on MHC II sites. It has effects
similar to the beta-interferons on exacerbation fre-
quency, however effects on MRI lesions or disability
progression are less well established. These therapies
were studied in 2- or 3-year clinical trials and long-term
benefit is still unknown [10].
Natalizumab is a humanized monoclonal antibody

which binds to alpha/4-beta 1 integrin on T-cells
preventing association with VCAM-1 receptors on
CNS endothelium and inhibits trafficking of T-cells into
the CNS. It is delivered by intravenous infusion every
30 days has been approved for treatment of relapsing
forms of MS. Though not directly compared to the
interferons or glatiramer acetate in head-to-head trials, it
may be more effective than prior approved therapies in
reducing relapses and MRI activity. Close attention to
safety issues via a specialized educational and reporting
process was instituted following two cases of progres-
sive multifocal leukoencephalopthy (PML) seen in the
clinical trial setting with long-term use of natalizumab
in combination with an interferon.
Treatment with the immunosuppressant mitoxantrone

has been approved for SPMS and worsening RRMS.
Mitoxantrone inhibits T cell, B cell, and macrophage
proliferation, antigen presentation, and increases T cell
suppressor activity. Mitoxantrone is an analogue of
doxorubicin and has a cumulative dose ceiling to
limit risk of cardiotoxicity. Delivery is by intravenous
route every 3 months. Echocardiograms or other
tests of cardiac function are recommended prior to
each dose.
The aim of symptomatic therapy is to give relief from

symptoms which have negative impact on function or
quality of life. For example, bladder dysfunction in
MS is common. Most often seen is the condition
of a neurogenic bladder, with urgency, frequency and
occasional incontinence. This and other bladder dys-
function such as detrusor/sphincter dyssynergia may
be evaluated with urodynamic testing. Medication such
as oxybutinin, hyoscamine, tolteridine, solifenacin, or
trospium is usually helpful.
Depression may be seen in up to 50% of patients

with MS and can be treated with medication or
psychotherapy. The selective serotonin reuptake inhi-
bitors (e.g. fluoxetine), selective serotonin reuptake/
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norepinephrine reuptake inhibitors (e.g. duloxetine), or
bupropion are most often used.

Fatigue may be dramatic and is the symptom most
often causing disability in the workplace. Besides
behavioral strategies to conserve energy, medication
such as amantadine, modafinil and CNS stimulants
(methylphenidate or amphetamines) usually help.

Constipation is the most common bowel problem in
MS. A bowel program is often necessary and may
consist of high-fiber diet, fluid intake, and laxatives
administered orally or by suppository.

Spasticity is often seen with brainstem or spinal cord
involvement in MS. Disinhibition of motor systems can
manifest as tone changes, jerking or twitching, or a stiff-
legged spastic gait. Stretching and exercise may help,
and baclofen, tizanidine or diazepam are often helpful,
though may cause sedation. For severe spasticity,
intrathecal pump delivery of baclofen has improved
function.

Pain symptoms are under-recognized in MS and can
be due to a primary central pain syndrome (neuropathic
pain) or secondary to other causes such as decubital
ulcers, poor biomechanics, or osteoporosis. Central
pain syndromes may respond to anticonvulsant medi-
cation, tricyclic antidepressants (e.g. amitriptyline), or
selective serotonin/norepinephrine reuptake inhibitors.
The addition of nonsteroidal anti-inflammatories and
opioids may be of benefit.

Prognosis
The clinical pattern or course of the disease is
difficult to predict for an individual patient at disease
onset. Certain patterns of disease are associated with
slower progression and less disability. Optic neuritis
or sensory symptoms at diagnosis, complete recovery
between attacks, women and patients with one or two
relapses in the first year of their MS will probably do
better than those without these features. A progressive
course has a worse prognosis for disability. Some
patients have a more benign variant of MS and never
develop disability. Mortality as a direct consequence
of MS is highly uncommon. MRI has shown new
or active lesions even in the absence of clinical
disease. Known as “clinically silent lesions,” these
expressions of MS progression make it imperative that
MS patients are followed with serial imaging studies as
well as with office visits for clinical examination. If
there is evidence of either clinical or radiological
disease progression, more aggressive treatment to slow
the course is likely to be of benefit. A comprehensive
care approach to the treatment of MS by a caring,
experienced physician can improve the quality of life
for MS patients.

▶Autoimmune Demyelinating Disorders: Stem Cell
Therapy
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Definition
▶Multiple sclerosis is a disease of the central nervous
system in which a progressive destruction of ▶myelin,
a fatty layer surrounding neurons, and transaction of
neurons takes place. The mechanisms causing this
destruction are largely unknown. ▶Macrophages are
thought to play a major role in the neuronal damage that
occurs, through the release of inflammatory substances
like ROS, ▶cytokines and glutamate. Macrophages
are not only detrimental in this disorder, but can also



2472 Multiple Sclerosis: Macrophages and Axonal Loss
be involved in axonal repair, e.g. by production of
neutrophic factors.

Characteristics
Multiple Sclerosis (MS) is a chronic inflammatory
autoimmune disease of the central nervous system
(CNS) and the most common cause of neurological
disability among young adults. The prevalence of MS
is approximately 1.5 million people worldwide and
women are affected more often compared to men [1].
Three major clinical courses are recognized: the
relapsing-remitting (RR-MS), the secondary-progressive
(SP-MS) and primary progressive (PP-MS) subtype.
Approximately 80% of the cases start with the RR
subtype, which is characterized by clinical attacks that
are followed by a clinically silent period with almost
complete recovery. After a period of 10–15 years most
cases of the RR-MS subtype develop progressive
neurological deterioration without apparent remission,
the SP-MS subtype. The last subtype, PP-MS, is less
common and is characterized by progressive neurologi-
cal impairment without relapses or remissions.

The major neuropathological hallmarks of MS
are demyelinating lesions associated with perivascular
infiltrates containing macrophages and lymphocytes.
Most lesions also have some degree of astrogliosis,
which is hypertrophy of and an abnormal increase in
the number of ▶astrocytes. The animal model that is
most often used to study MS is ▶experimental allergic
encephalomyelitis (EAE). EAE is an inflammatory
demyelinating autoimmune disease. The symptoms
of EAE can be characterized as either acute or
chronic-relapsing. To induce EAE animals are injected
with CNS homogenate, myelin proteins or parts of
these myelin proteins in adjuvant. Adoptive transfer
of autoreactive CD4+ T-cells or autoantibodies can also
induce EAE passively.

Historically, MS has been viewed as a primary
demyelinating disease with relative axonal sparing,
although early papers did describe axonal damage
and loss [2]. However, the view that axonal damage is
important inMS pathology is now beingwidely accepted.

Axonal Damage in MS
Demyelination has long been considered the main cause
of disability in MS. However, more recent reports
suggest that axonal injury is the correlate of irreversible
clinical disability in MS patients. Early axonal damage
may be either compensated for and/or repaired, but
the continuous progression of axonal loss could
ultimately lead to irreversible clinical dysfunction. A
current hypothesis is that the transition from the RR to
the SP subtype takes place once the loss of a critical
number of ▶axons is exceeded [2].

An indication that axonal damage might be important
in MS pathology was that axonal transections are
common in MS lesions, even in the periplaque white
matter. It was most extensive in areas of active
demyelination and inflammation. In chronic MS pati-
ents, axonal density was significantly decreased in both
normal appearing white matter (NAWM) and lesions
in the cervical spinal cord compared to controls. The
decrease in axonal density was more extensive inside
most lesions compared to the adjacent NAWM [2].
A marker for axonal injury is the amyloid precursor
protein (APP). During acute injury anterograde axonal
transport is interrupted causing APP to accumulate.
In lesions with active demyelination APP accumulation
was found, suggesting that axonal damage is a feature
of early pathology and possibly associated with
inflammation. In inactive lesions significant, though
low-level axonal damage was observed associated with
residual inflammation.
Magnetic resonance imaging (MRI) and spectros-

copy (MRS) were used to visualize neuronal damage
in living patients. Progressive brain atrophy was found
to correlate with a decline in EDSS in MS patients.
These findings suggest that brain atrophy leads to
functional impairment. A more specific marker for
axonal damage in MS is N-acetylaspartate (NAA),
which can be detected in vivo in the brain using MRS.
NAA is a mitochondrial amino acid that is primarily
localized in neurons and neuronal processes, which
means that a change in NAA signal reflects axonal
injury and/or neuronal loss [2]. A relationship was
observed between the decrease in NAA levels measured
by MRS in MS lesions and the decrease in axonal
density in corresponding biopsy specimens [2].
Changes in cerebrospinal fluid (CSF) concentrations

of axon specific markers also point to a role of axonal
damage in MS pathology and progression. In CSF
of MS patients the NAA concentration was found to
correlate with EDSS, a lower brain volume and a higher
lesion load [3]. Other biomarkers for axonal damage
in the CSF, as reviewed by our group, are proteins like
Tau and neurofilament. The autoantibody index for the
neurofilament-light chain has been found to correlate
with atrophy [4].
All these data confirm the importance of axonal

damage in MS pathology, which can already be
observed early in the disease course. The mechanisms
causing this damage are largely unknown. A hypothesis
is that infiltrating macrophages might play a crucial
role in axonal damage.

Macrophages in Axonal Damage
It is generally accepted that macrophages/▶microglia
are involved in the pathogenesis of MS and EAE,
for example through the removal of myelin debris by
phagocytosis. Some indirect evidence has been found
supporting a role for macrophages in axonal damage.
Several studies have found correlations between
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macrophages and axonal damage in MS lesions. The
first example is the correlation observed between the
location of axonal damage and cellular infiltrates
in both MS and EAE [2]. Secondly, a correlation
between the number of infiltrating macrophages and
axonal damage, as viewed with both APP and axonal
transections, was observed. Finally, the elimination of
infiltrating macrophages or resident microglia in the
CNS has a suppressive effect on the clinical signs
of EAE, indicating a direct effect of macrophages
on axonal function [1].

Macrophage and microglial activation are associated
with an upregulation of a plethora of inflammatory
mediators that could mediate the acute damage seen
in the axons. Many studies have shown increased
concentrations of markers for oxidative stress, like
oxidized proteins, lipids and DNA [1]. These markers
have been found in the CNS of EAE animals and sera
of MS patients. This oxidative stress is caused by both
ROS, like superoxide and hydrogen peroxide, and
nitric oxide (NO). Treatment with ROS scavengers and
antioxidants reduced inflammation and axonal damage
in acute EAE [1]. By activating nuclear transcription
factor-kappa B, ROS can induce the transcription of
many genes involved in the pathogenesis of EAE and
MS such as tumor necrosis factor-alpha (TNF-α),
inducible nitric oxide synthase and intracellular adhe-
sion molecule 1 [5]. The contribution of this pathway to
the axonal damage in MS has not been investigated.
ROS and NO could also lead to axonal damage by
inducing oxidative stress in mitochondria. Axons are
metabolically very active, especially due to impulse
conduction and axonal transport. Mitochondria produce
this energy and are therefore an intracellular source
of ▶reactive oxygen species (ROS). This makes them
especially sensitive to exposure to extracellular ROS
from macrophages. Mitochondrial dysfunction, due to
the oxidative stress, leads to energy deficiency and
can thereby lead to impairment of axonal transport and
accumulation of APP. Impairment of axonal transport
has been observed in many neurodegenerative dis-
orders, like MS and Wallerian degeneration, indicating
it plays an important role in axonal loss [6]. The precise
mechanism behind decreased transport leading to
axonal degeneration is not known. Reduced energy
levels also cause increased sodium leakage into the
axon and thereby reversal of the operation of the
sodium-calcium exchanger and axonal swelling. This
reversal of operation leads to increased intracellular
calcium concentrations, bringing about the induction
of apoptosis [6].

In CSF, blood and urine of MS-patients increased
concentrations of markers of NO production, like
peroxynitrite and 3-nitrotyrosine, have been observed.
Peroxynitrite, which correlates with disease severity,
is toxic and can damage both axons and myelin [1].
NO can induce a reversible conduction block in axons
exposed to low frequency stimulation, while exposure
to NO during higher frequency stimulation leads to
axonal degeneration [7].

Both pro- and anti-inflammatory cytokines are
upregulated, seemingly simultaneously as they are
all detected in serum, CSF, and cultured mononuclear
cells of MS patients. Cytokines have many different
functions and in a complex disorder like MS it is not
always clear whether they are beneficial or detrimental.
For example moderate overexpression of TNF-α can
lead to demyelination and axonal damage, very similar
to that observed in EAE and MS [1]. However, no
correlation was observed between axonal damage in
MS patients and TNF-α expression in the CNS or serum
levels, nor is treatment with TNF-α antibodies benefi-
cial in MS. The same holds true for Interleukin-6 (IL-6),
which has been implicated in induction of▶excitotoxi-
city, but also has been reported to have neuroprotective
effects [1].

Glutamate is the most common excitatory neuro-
transmitter in the CNS. However, excessive concentra-
tions of glutamate lead to excitotoxicity. Excitotoxicity
is thought to play a role in MS since increased
concentrations of glutamate have been observed in
CSF of MS patients and this increase was found to be
associated with the severity and course of the disease
[1]. Treatment of EAE mice with an AMPA/kainate
antagonist led to significant decrease in clinical scores,
which corresponded pathologically to a reduction in
axonal damage and oligodendrocyte loss [1].

Macrophages in CNS Regeneration and Repair
Recently, evidence has been found pointing to not only
a detrimental but also a beneficial role of macrophages
in axonal regeneration/repair. Several studies have
found macrophages to be involved in axonal regenera-
tive processes at different locations. At these different
locations different macrophage derived mediators were
implicated. For example, it was found that increased
brain derived neurotrophic factor (BDNF) expression
by macrophages could lead to locomoter recovery and
axonal outgrowth [8]. Four weeks after a spinal cord
compression injury, causing paraplegia in rats, an
injection of granulocyte macrophages-colony stimulat-
ing factor (GM-CSF) promoted increased expression of
BDNF by macrophages at the lesion site and thereby
axonal regeneration. Also in vitro microglia activated
by GM-CSF produced more BDNF, causing co-
cultured neurons to generate more neurites. This effect
could be blocked by anti-BDNF antibodies.

After optical nerve crush, lens injury induced pro-
regenerative effects due to an influx of macrophages.
Macrophage infiltration corresponded with an upregu-
lation in growth-associated protein (GAP)-43 expres-
sion levels. GAP-43 is a marker for axonal growth and
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synaptogenesis. Intraocular Zymosan injection, which
also results in massive macrophage infiltration, led to
increased GAP-43 expression and axonal regeneration
in absence of lens injury. In vitro, medium from
Zymosan stimulated macrophages was able to enhance
axon regeneration, with the axon-promoting effects
being mediated by oncomodulin [9].

Finally, macrophages could be positively involved in
axonal outgrowth through expression of the axon
guidance molecule EphrinB3 [10]. Macrophages re-
cruited to the site of nerve crush express this axon
guidance molecule EphrinB3, while injured retinal
ganglion cells express the receptor for EphrinB3. This
was further confirmed by the fact that a reduction of
EphrinB3 function led to a greatly decreased retinal
ganglion cell axon re-extension or sprouting, after optic
nerve injury in EphrinB3 heterozygous and homozy-
gous null mutants.

Subtypes of Macrophages
A current hypothesis poses that different activational
subtypes of macrophages exist. These different macro-
phages have different functions in the immuneresponse
and tissue repair. Interesting for the CNS could be the
difference in their contribution to repair. The three main
subtypes are: (i) the classically activated macrophages
(CA-MΦ, also called M1), induced by IFN-γ and LPS;
(ii) type II activated macrophages (MΦ-II), produced by
exposure to IFN-γ in the presence of immunoglobulin
G immunecomplexes; and the alternatively activated
macrophages (AA-MΦ, also called M2), stimulated by
IL-4 and/or glucocorticoids. The CA-MΦ is cytotoxic
and secretes high amounts of NO and IL-12. The MΦ-II
induces a Th2 response, through its release of IL-10.
Finally, the AA-MΦ seems to be involved in immuno-
suppression and tissue repair, due to production of
neurotrophic factors, extracellular matrix components
and failure to produce NO [11]. Markers for the different
types of macrophages are presented in Table 1. The most
common used distinctive marker for AA-MΦ, in mice, is
the higher expression and activity of arginase, leading to
release of neurotrophic factors and extracellular matrix
molecules [11]. Both CA-MΦ and MΦ-II are efficient
antigen presenting cells, while AA-MΦ are not [11].
Until now, little research has been done about the
presence and function of these different subsets of
macrophages in neurodegenerative diseases like MS.

Macrophages and Axonal Repair in MS
Removal of myelin debris by macrophages is thought to
be important for axonal repair/regrowth, since myelin
debris have been found to be growth inhibiting. In MS
lesions activated macrophages/microglia are a source of
growth factors, neurotrophins and their receptors that
actively promote axonal regrowth, such as BDNF and
the receptor for NGF [30]. It has been shown that both
in vivo and in vitro macrophages/microglia in the CNS
express nerve growth factor, neurotrophin-3 and BDNF
[30]. Furthermore, macrophages could contribute to the
resolution of the inflammation in MS thereby inhibiting
further injury to the axons. It was found that myelin-
laden foamy macrophages in active lesions expressed
anti-inflammatory molecules, with the exact molecules
expressed depending on the precise location in the
lesions, while pro-inflammatory molecules were not
expressed in any of the lesion locations [31]. In vitro,
myelin ingestion induced foamy macrophage morphol-
ogy and expression of anti-inflammatory molecules and
inhibited the response to pro-inflammatory stimuli. This
indicated a strong immunosuppressive function for
foamy macrophages [31]. These foamy macrophages
displayed functions and activities that might put them in
the category of AA-MΦ. Another study also indicated
that foamy macrophages in MS lesions might be
AA-MΦ, since they express CD163, although the
expression of mannose receptor is low in these cells
[32]. Furthermore, periventricular macrophages, which
are located at the blood brain barrier, have an AA-MΦ
phenotype, since they do express both CD163 and
mannose receptor. This could be important since their
location at the blood brain barrier means they occupy a
strategic position to control innate and adaptive
immune responses in the brain [32].
Another indication that macrophages could be

involved in axonal repair was found in our studies
showing that activated macrophages are present in the
areas of increased GAP-43 expression [33]. Levels of
GAP-43 were higher around lesions. Although no
correlation was found between the intensity of GAP-43
staining and macrophage presence, their presence was
consistently observed in areas of increased GAP-43
expression. Macrophages producing neurotrophic fac-
tors, like neurotrophic growth factor and BDNF could
induce the increase in GAP-43 expression [33]. We are
planning to investigate the phenotype of the macro-
phages present in the areas of GAP-43 expression.

Future Perspectives
Our hypothesis is that alternatively activated macro-
phages and classically activated macrophages may be
different phenotypic forms of macrophages during
different phases of MS pathology. This is schematically
represented in Fig. 1. Classically activated macro-
phages could play an important role in causing axonal
damage early in lesion development, through the
release of soluble mediators like NO, ROS and
glutamate. When lesions develop further and macro-
phages are present in the tissue longer, our idea is that
the classically activated macrophages change into
alternatively activated macrophages. Alternatively ac-
tivated macrophages can play a role in the resolution of
inflammation due to their anti-inflammatory nature



Multiple Sclerosis: Macrophages and Axonal Loss. Table 1 Markers for the different macrophage subtypes

Marker CA-MΦ MΦ-II AA-MΦ Observed in Reference

Enzymes

iNOS mRNA expression ↑ ↑ – Mouse [11]

iNOS activity [12]

NO release

Arginase mRNA expression – – ↑ Mouse [11]

Arginase actvity

SPHK1 mRNA – ↑ – Mouse [11]

12,15-lipoxygenase ↓ ? ↑ Human, mouse [13]

Membrane receptor expression

CD163 protein expression – – ↑ Human [14]

CD163 mRNA – – ↑ Mouse [11]

Mannose receptor protein expression – – ↑ Mouse [15]

β-glucan receptor (Dectin-1) – – ↑ Mouse [16]

MGL1/2 mRNA – ? ↑ Human, mouse [17]

MGL1/2 protein expression

FcγR ↑ ? ↓ Human [18]

LIGHT mRNA – ↑ – Mouse [11]

Antigen presentation

MHC class II protein expression ↑ ↑↑ ↓ Human, mouse [11]

CD86 protein expression ↑ ↑ ↓ Human, mouse [11]

MS1-HMWP ↓ ? ↑ Human [19]

Cytokines

IL-12 release ↑ – – Human, mouse [11,20,21]

IL-12 mRNA ↑↑ ↑ –

IL-10 release – ↑ – Mouse [11,21,22]

IL-10 mRNA – ↑ –

Ratio IL-10/IL-12 ↓ ↑ – Mouse [21,22]

IL-23 release ↑ – – Human [23]

IL-6 ↑ ↑ ↓ Mouse [21]

TNF ↑ ↑ ↓ Human [24]

IL-1Ra/IL-1 decoy receptor release – – ↑ Mouse [19]

Chemokine

AMAC-1 release – ? ↑ Human [25]

MIP-1a mRNA ↑ – – Human [19,22]

MDC (CCL22) mRNA expression

MDC release – – ↑ Human [26]

TARC (CCL17) ↓ ? ↑ Human, mouse [27,28]

Secretory proteins

FIZZ1 mRNA – – ↑ Mouse [29]

YM1/2 mRNA – – ↑ Mouse [29]

↑: an increase in expression/activity. –: no change in expression/activity. ↓: a decrease in expression/activity. ?: unknown
Abbreviations: AA-MΦ = alternatively activated macrophage; APP = amyloid precursor protein; BDNF = brain derived neurotrophic factor;
CA-MΦ = classically activated macrophage; CNS = central nervous system; CSF = cerebrospinal fluid; EAE = experimental allergic
encephalomyelitis; EDSS = expanded disability status scale; GAP-43 = growth-associated protein 43; GM-CSF = granulocyte macrophage
colony-stimulating factor; MΦ-II = type II activated macrophage; MBP = myelin basic protein; MRI = magnetic resonance imaging; MRS =
magnetic resonance spectroscopy; MS = multiple sclerosis; NAA = N-acetylaspartate; NAWM = normal appearing white matter; NO = nitric
oxide; PP-MS = primary progressive multiple sclerosis; ROS = reactive oxygen species; RR-MS = relapsing-remitting multiple sclerosis;
SP-MS = secondary progressive- multiple sclerosis; TNF-α = tumor necrosis factor-alpha.
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Multiple Sclerosis: Macrophages andAxonal Loss. Figure 1 Hypothesis of macrophage activation inMS lesions.
As the macrophages enter the lesion site, they are classically activated due to the local inflammation. These
classically activated macrophages induce axonal damage due to secreted factors like NO, pro- inflammatory
cytokines and glutamate. The macrophages at the lesion site spent time in the CNS tissue. Slowly the surrounding
tissue starts to affect the activational phenotype of the macrophages. Due to IL-12 secreted by astrocytes and
ingestion of myelin, themacrophages take on an alternatively activated phenotype. Thesemacrophages are involved
in axonal repair due to the expression of growth factors, induction of GAP-43 expression in neurons and secretion of
anti-inflammatory cytokines.
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and axonal repair/regeneration through the release of
neurotrophic factors.

It has been shown that classically activated macro-
phages can still become alternatively activated and vice
versa [34]. The activational subtype of the macrophage
is therefore not fixed and could be influenced by the
surrounding environment, such as CNS cells like
astrocytes. For example, the ingestion of myelin, which
makes macrophages foamy, could induce an alternative
phenotype in macrophages [31]. In Gaucher disease
glycolipids also accumulate inside macrophages, which
subsequently show an alternatively activated phenotype.
This seems to implicate that glycolipids could induce
alternative activation. It might be that accumulation of
glycolipid constituents of myelin directs macrophage
gene transcription to induce the alternatively activated
phenotype in MS. However, it is still a question whether
foamy macrophages, which have been shown to be anti-
inflammatory [31], can be really characterized as
alternatively activated. Another question is whether
foamy macrophages are able to directly induce GAP-43
expression in axons and whether this also leads to
functional repair. Furthermore, it has been shown that
astrocytes secrete IL-12, which could influence the
macrophage activational subtype and skew it more to
the alternative side.
Future therapeutic interventions should aim at reducing

activation of classically activated macrophages during
early phases of lesion development, while stimulating the
formation of alternatively activated macrophages. Since
axonal damage occurs early during disease course,
perhaps specifically blocking the activity of classically
activated macrophages could be a candidate therapy. It
may also be a good option to treat patients early during
disease course with substances able to induce the
alternative phenotype, thus reducing inflammation,
axonal damage and consequently clinical dysfunction.
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Multiple Sleep Latency Test
Definition
A standardized, objective, clinical and research tool used
to assess physiologic sleepiness. The test is based on the
idea that the sleepiness can be measured by the speed of
falling asleep under controlled environmental conditions
of lying in bed with the lights off. Polysomnographic
recordings of electroencephalogram (EEG), electrocar-
diogram (EKG), chin electromyogram (EMG), and eye
movements are analyzed for four to five 20-min nap
opportunities providedevery 2 h across the day (e.g., naps
at 1000, 1200, 1400, 1600, 1800h). The average time that
it takes to fall asleep across naps is calculated. Average
sleep latency below5min is considered to be indicative of
pathological or excessive sleepiness.Average latencies of
between 5 and 10 min are considered to be in the grey
zone and average sleep latency above 10 min is
considered to indicate a normal or low level of
physiological sleepiness.

▶Electroencephalography
▶Electromyography
▶Sleep – Motor Changes
▶Sleep – Sensory Changes

Multiple System Atrophy
Definition
Distributed disease affecting many neuronal systems.
Symptoms mostly start in the early fifties and include:
signs of ▶autonomic failure, ▶Parkinsonism, ▶cere-
bellar ataxia, and pyramidal signs, severe ▶dysarthria,
stridor, and occasionally contractures and ▶dystonia.
The major pathological changes include cell loss and
gliosis in the▶basal ganglia,▶substantia nigra,▶locus
coeruleus,▶inferior olives,▶pontine nuclei, cerebellar
▶Purkinje cells, and intermediolateral cell columns of
the spinal cord, and others.

▶Ataxia
▶Basal Ganglia
▶Dysarthria
▶Dystonia
▶Locus Coeruleus
▶Parkinsonism
Multipolar Neuron/Cellular
Definition
A multipolar neuron is a neuron with many processes
and a variety of shapes. Common example is the
motoneuron and stellate cells.
Multipotency
Definition
Multipotency is a word describing the ability of a
progenitor cell or tissue stem cells to give rise to a
limited number of cell types. If a progenitor cell of the
central nervous system is capable of turning only into
neurons, astrocytes, and oligodendrocytes, for example,
the cell is said to be “multipotent.”
Multisensory
Definition
Refers to neurons that are capable of responding to
stimuli from more than a single sensory modality and to
the neural processes associated with these responses
(e.g., multisensory integration).

▶Multimodal Integration
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Multisensory (Convergence,
Integration)
Definition
Many neurons of the central nervous system outside the
specific sensory nuclei respond to peripheral stimuli
of more than one modality, e.g., visual, auditory,
somatic. They display thus a property of multisensory
convergence.

When presented simultaneously, stimuli of different
modalities can produce stronger or weaker responses, as
compared to the sum of responses to separate presenta-
tions of unimodal stimuli. Because interaction of
modalities at the level of single neurons is far more
complex than a simple summation, it is described by the
term “multisensory integration.” An example of
multisensory integration is given by tectoreticulospinal
neurons (TRSNs) which transmit motor command for a
gaze shift and display, at the same time, a multisensory
convergence.

▶Multimodal Integration
▶SC-Tectoreticulospinal neurons (TRSNs)
M

Multi-Track Disposition
Definition
A disposition whose manifestations can widely vary.
e.g. the softness of an object can manifest itself in
uncountable ways, whereas water-solubility is a single-
track disposition which can only manifest itself by
dissolving in water.

▶Behaviorism
▶Logical
Multi-Unit Recording
Definition
Simultaneous recording from multiple nerve, glia or
muscle cells (units) by means of a single electrode or
pair of electrodes.

▶Extracellular Recording
Muscarinic Receptors
Definition
Muscarinic receptors are G-protein coupled receptors
that respond to acetylcholine and muscarine, and that
are blocked by atropine and related anti-muscarinic
agents. They occur in five subtypes. Muscarinic M3
receptors have been considered to be an effector cell
receptor, M1 a ganglionic, and M2 a presynaptic
inhibitory one. In the peripheral nervous system, more
than one type of the excitatory muscarinic M1, M3 and
M5 receptors and of the inhibitory muscarinic M2 and
M4 receptors may however co-occur on effector cells as
well as on nerve fibers.

These receptors are expressed in smooth muscle,
cardiac muscle and glands as well as in the peripheral
and central nervous system. Muscarinic receptors
mediate the excitatory effects of parasympathetic
nerves in the urinary bladder.

▶Acetylcholine
▶G-protein Coupled Receptors (GPCRs): Key Players
in the Detection of Sensory and Cell-Cell Communica-
tion Messages
▶Micturition, Neurogenic Control
▶Parasympathetic Pathways
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Introduction
Skeletal muscle is the actuator for all vertebrate
movements. As such, it has been the focus of scientific
inquiry since the time of Erasistratus in the third cen-
tury BC. While the earliest studies of muscle function
focused on whole muscle properties, more recent
investigations have been performed at levels ranging
from mechanics within functional muscle groups down
to the molecular interactions responsible for the active
modulation of these mechanics. In accordance with the
goals of this Encyclopedia, this section will focus on
the role of muscle properties in the neural control of
posture and movement. Hence, an emphasis will be



Muscle. Figure 1 Muscle structure. Diagram shows
the organization of an idealized muscle.
(from Gray’s Anatomy, Warwick and Williams).
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placed on the properties and control of individual
motor units, the fundamental element of neural control,
and how these units contribute to the regulation of
whole muscle properties relevant to normal move-
ment conditions. However, we also provide an over-
view of seminal findings across the spectrum of
muscle research, from the molecular level to whole
muscle behavior.

Muscle Structure
The macroscopic properties of muscle relevant to the
neural control of movement arise from the underlying
microstructure and corresponding molecular interac-
tions involved in the chemical to mechanical energy
conversion process known as muscle contraction.
Each whole muscle is composed of many long thin
cells, or muscle fibers, arranged parallel to each other
(Fig. 1). Most fibers terminate in microtendons, which
merge to form the aponeurosis and tendon that connect
to the skeleton. Because of this parallel organization,
the total force a muscle can produce is proportional
to the summed cross-sectional area of all the fibers.
The fibers are, in turn, composed of several thousand
parallel myofibrils. Each myofibril is composed of
repeating microscopic units (2–3 µm in length) called
sarcomeres, which are the basic contractile units of
muscle. Since sarcomeres within a fiber are linked in
series and contract together, many key muscle pro-
perties, such as the maximum speed at which a muscle
can shorten, are proportional to the length of the fiber.
For this reason, muscle contractile properties are often
normalized by both the muscle cross-sectional area
and the fiber length (see essay ▶Muscle: Tendon,
Intramuscular Force Transmission).

The sarcomere is the basic contractile element
(Fig. 1). It is composed of two sets of interdigitating
protein filaments, called thin and thick filaments,
which can slide by each other. The sarcomere is held
together by large molecules that form the Z lines at
each end and by the giant protein titin, which forms a
spring between Z line and thick filament. Titin helps to
maintain sarcomere shape as well as transmit force
from the contractile proteins to the Z lines [1]. Each
thick filament consists of a few hundred myosin
molecules; the helix part of the myosin molecules
aggregate to form the dominant part of the thick
filament. A portion of the helix for each molecule
extends out from the thick filament to form the myosin
head, which has the capacity to swing up and attach
to actin on the thin filament [2]. The myosin head
and the portion of its helix that protrudes from the
thick filament is known as a crossbridge. The thin
filament is dominated by actin, but also includes the
proteins tropomyosin and troponin, which regulate
the interaction between actin and myosin. Actin
monomers are connected end to end to form two
fibrous strands that are wrapped around each other in a
helical form. Tropomyosin is a chain structure that lies
in the groove between the strands of actin, whereas
troponin is a globular complex that binds to tropomy-
osin periodically (see essays ▶Sarcomere structural
proteins).



Muscle. Figure 2 Force-Frequency characteristics of a
muscle (cat soleus). (a) shows the force waveforms
produces when a muscle is held isometrically and
stimulated at different frequencies (action potentials per
second). (b) Sigmodial curve obtained when the mean
force is plotted against the stimulation frequency. This
relationship is, at best, a rough approximation and
depends strongly on the exact experimental procedures
to measure it.
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Muscle contraction occurs when calcium (Ca2+)
binds to troponin and causes a shift in the position
of tropomyosin, uncovering binding sites for the myo-
sin heads on actin. Depolarization of the muscle fiber
via an action potential causes Ca2+ release from the
sarcoplasmic reticulum where it is sequestered at rest
(see below). Large populations of crossbridges on the
thick filaments interact with receptor sites on the actin,
to produce force and relative motion between the two
sets of filaments. Adenosine triphosphate (ATP) is the
energy source and is needed to detach the bridges
and maintain movement. Several different substrates
(e.g. glycogen, fat) are broken down via different
biochemical pathways to provide the ATP for cross-
bridge cycling. The forces thus produced between the
two filaments are in a direction to cause each sarco-
mere to shorten. The actin and myosin filaments are
approximately inextensible, and sarcomere shortening
occurs because of the relative sliding of the filaments
past each other (sliding filament theory) [3] (see essay
▶Muscle: the molecular motor, ▶Energy sensing and
signal transduction in skeletal muscle).

Muscle has specialized structures to allow a quick
contraction following an action potential in the motor
neuron. This complex process includes the following
steps: release of acetylcholine at the neuromuscular
junction in a response to the action potential, generation
of a muscle fiber action potential, depolarization of the
t-tubules that protrude into the muscle fiber, activation
of ryanodine receptors, and release of Ca2+ from the
sarcoplasmic reticulum. Pumps on the sarcoplasmic
reticulum rapidly re-sequester Ca2+, so that each action
potential produces only a single pulse of Ca2+ and a
single muscle twitch (see 1 Hz trace, Fig. 2a). The rate at
which action potentials arrive at the muscle determine
the sarcoplasmic level of Ca2+, and hence, the strength
of the contraction. This complete process is referred
to as excitation contraction coupling (see essay
▶Excitation Contraction Coupling).

Basic Muscle Properties
Muscle has four basic properties that are essential for
understanding its control by the CNS (Figs. 2–4). These
are: the force-frequency (F-f) relationship, the force-
velocity (F-V) relationship, the length-tension (L-T)
relationship, and muscle stiffness. Each will be
discussed in the following paragraphs. Their funda-
mentals have been understood since the 1950s, but the
details about the interaction between these properties,
how they are used in normal movement, and how
they relate to the properties of single motor units, are
still incomplete.

Force-Frequency
In general, a single muscle action potential does not
produce full muscle force; rather, most actions require a
sequence of action potentials. Summarizing the relation
between an action potential train and the resulting
muscle force has proven difficult. However, a useful
steady state relationship can be determined by plotting
action potential frequency against muscle force (Fig. 2).
As the frequency is increased, single muscle twitches
fuse and force increases (Fig. 2a). At high enough
stimulus rates, which is dependent on the motor unit
composition (see below), force is smooth. A further
increase in action potential rate does not produce more
force. This sigmoidal relation is shown in Fig. 2b.
Stimulations rates and the details of the temporal pattern
have important implications for the study of muscle
function and its restoration following trauma or disease
(see essay ▶Force-Frequency; Muscle).

Force-Velocity
The relationship between force and velocity is of
fundamental importance when considering the power
output and work performed by a muscle. Basically,
when an active muscle shortens, it produces less force
compared to that produced when it is held isome-
trically. A plot of the steady state relationship between



Muscle. Figure 3 Force-Velocity Relationship. When a
muscle is activated and allowed to shorten against a
load, it reaches a steady state velocity. When this
relationship is plotted for different loads Hill’s hyperbolic
relationship is obtained (left side of plot). Similar
measurements can be made using loads large enough
to stretch the muscle (right side of plot). However, a true
steady state is not reached during stretch and different
results are obtained depending on whether a constant
load or constant velocity is imposed on the muscle.

Muscle. Figure 4 Active Length-Tension relationship
during tetanic activation. Idealized length tension
relationship (top) and the sarcomere position (bottom)
believed to produce it. (Redrawn from [6]). Force from
passive muscle structures are also important. They are
not shown in this figure.
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shortening velocity and muscle force results in a
characteristic hyperbolic curve [4] that has been
demonstrated in all skeletal muscles tested (Fig. 3).
The maximum shortening velocity, Vmax, is the point
where the muscle can no longer produce any force. Peak
power is obtained from a muscle at a velocity between
zero and Vmax. Huxley [3] showed this relationship
can be explained using a probabilistic model of
crossbridge dynamics. The relationship between force
and velocity is more complex during lengthening
contractions. A steady state relationship is never really
achieved. The muscle may also be damaged by active
stretch. An approximate relationship between stretch
velocity and force shows force initially increases but
soon a plateau is reached at moderate lengthening
velocities [5] (see essay ▶Force-Velocity Relationship
of Skeletal Muscle).

Length-Tension
Muscle force is strongly affected by its length. During
maximal stimulation the length-tension relationship
(Fig. 4a) has a characteristic shape with an ascending
limb, a plateau region of optimal force generation
(defining an optimal length, LO) and a descending limb.
During tetanic stimulation the relationship is nicely
explained by changing filament overlap within the
sarcomere (Fig. 4b) [6]. However, the high frequencies
used to induce a tetanic contraction in the laboratory
are unlikely to be encountered during the physiological
activation of motor units. At lower rates of acti-
vation, the length-tension relationship changes such
that the peak shifts to longer lengths [7] (see essay
▶Length-Tension).
Muscle Stiffness
The CNS not only has to give commands to muscle to
produce movement, but must also deal with stability of
muscle in response to perturbations from the environ-
ment. The response of muscle to a perturbation, either
lengthening or shortening, defines its stiffness (here we
use “stiffness” in its most general form, to include all
resistance to externally imposed displacements). For
short perturbations muscle has a very linear spring-
like response due to the spring-like behavior of the
crossbridges. For larger perturbations, the response
becomes complex and is determined by the L-Tand F-V
properties of sarcomeres. The passive structures within
a muscle are also very important. The tendon and
aponeurosis are connected in series with the muscle
fibers and thus provide a series-elastic element (SEC).
At long lengths, the passive molecules like titin that
maintain the structure of the sarcomere also contrib-
ute substantially to total muscle stiffness [1]. These
structures are in parallel with the force generated by
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crossbridges and thus form the parallel elastic element
(PEC). The PEC also includes the connective tissue
surrounding muscle fibers as well as structures like the
muscle fiber cell membrane. While the crossbridge
dependent properties (L-T, F-V) are important determi-
nants of stiffness at all lengths, tendon and other
connective tissues are usually slack at short muscle
lengths and the PEC does not contribute until muscle
is stretched beyond its optimal length (see essays
▶Muscular Stiffness, Tendon).

Muscle Models
Many different models of muscle force generation
have been constructed. Perhaps the most widely used
for the purposes of motor control is the Hill model.
Originally, the Hill model contractile element consisted
solely of the F-V function during shortening, which
was placed in series with a spring representing tendon
(i.e. the SEC) and in parallel with a spring representing
the PEC. Recent models typically add the lengthening
F-V function and use the L-T and F-f relationships
to scale the F-V curve in order to account for more
realistic behavior [8]. Also important are models based
on crossbridge dynamics. Such a model was initially
developed by Huxley [3] and models of this type are
usually referred to as Huxley-type models or cross-
bridge models. These models can be modified to
include reasonably detailed mathematical descriptions
of Ca2+ dynamics to provide activation functions [9].
Muscle models face many tough challenges, primarily
because the behavior of muscle is complicated. Thus
far, we have only considered the “classic” muscle
properties. Even these relatively simple muscle beha-
viors constitute a rather complicated mechanical inter-
face: muscle force varies not only as a function of
its neural activation but also as a function of its length
and velocity. However, few studies have addressed
the role of these and other complex properties in
the neural control of movement. Recent studies at-
tempting to assess muscle properties during normal
movement conditions, including the use of advanced
imaging techniques, hold much promise for both
understanding muscle function and validating the
models used to describe and predict that function
(see essays ▶Muscle Modeling; Muscle Imaging,
Techniques: Computerized tomography, Magnetic res-
onance imaging, Ultrasound).

Complex Muscle Mechanical Behaviors
As mentioned above, attached crossbridges exhibit a
spring-like response to small stretches, known as short
range stiffness (SRS). For stretches greater than
approximately 1–2% of fiber length, the attached
crossbridges are broken causing a sudden drop in
stiffness known as yielding [10]. Yielding is most
pronounced in slow twitch muscle fibers because of
their slow re-attachment rates. Although SRS varies
with muscle fiber type, these differences do not appear
to play a significant role at the whole muscle level [11].
The participation of crossbridges in the SRS means that
it varies as a function of muscle activation: increased
activation results in more attached crossbridges, higher
muscle force and increased SRS. In addition, tendon
itself exhibits increasing stiffness with increasing
applied force.

Activation also plays a pivotal role in regulating F-V
and L-T properties. This occurs in two ways. First, there
exist interactions between the F-f, L-T and F-V
functions. Perhaps the most important interaction is
that between the F-f and L-T functions. [7] showed that
as stimulation rate is reduced below that needed to
achieve maximal force, the LO point of the L-T function
progressively shifts to longer lengths. Thus, the L-T
function at low stimulation rates is not simply a scaled-
down version of that at high rates. Interactions between
the F-Vand F-f functions are also important, especially
during lengthening where, for example, yielding is
greater at low stimulation rates [5]. There also exists an
L-T/F-V interaction. At longer lengths, stretching at a
given velocity produces more force [5]. A second
important form of activation dependence is that F-V
properties are very different in muscle fibers of different
contraction speeds. These differences reflect both
differences in the myosin ATPase on crossbridge heads
and in the Ca2+ release system [12]. Thus as motor units
of different speeds are recruited as force increases, F-V
behavior changes (see the section on “Motor Units”
below). Finally, it is important to realize that the
activation of muscle in itself is affected by movement.
That is, the Ca2+ system for control of crossbridge
interactions is sensitive to both length and velocity [13].
Thus one reason that LO shifts to longer lengths at lower
stimulus rates is that Ca2+ release is length-dependent.
In addition, movement may enhance Ca2+ release and
thus speed the decay of force in a velocity dependent
manner [14] (see essays ▶Muscle Stiffness, ▶Length-
Tension, ▶Force-Velocity Relationship of Skeletal
Muscle, ▶Force Potentiation in Skeletal Muscle).

Muscle also exhibits a number of behaviors that
can be thought of as being history dependent, in that
their occurrence depends on a particular sequence of
events. Perhaps the F-f function is most influenced by
muscle history because its shape is highly sensitive
to the measurement protocol [15]. A simple change as
reversing the order of the test frequencies has a
profound effect. In addition, in isometric conditions,
muscle force can be strongly potentiated by a brief
high frequency activation (post-tetanic potentiation)
or even by a single pair of closely spaced stimuli
(doublet potentiation) [16]. Of course, if stimulation
is prolonged, fatigue ensues. Fatigue is a complex
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phenomenon acting at multiple locations within the
muscle. These mechanisms are not yet fully understood,
but it plays a key role in motor function. For example,
the normal activation pattern of motor units appears to
be designed to minimize the impact of fatigue (see
below). Movement history also strongly influences
muscle function. For example, muscle generates a
greater isometric force (force enhancement) when it has
been stretched during activation compared to when it
has been stretched passively and then activated [17].
The converse phenomenon is also often seen: less
isometric force following shortening of an active
muscle (force depression) (see essays ▶History-De-
pendent Properties of Skeletal Muscle).

Muscle Architecture
Provided the sarcomeres in a muscle are identical, and
provided the fibers in a muscle are the same length
and parallel to each other, the whole muscle can be
viewed as a scaled version of the sarcomere. Few, if any,
mammalian muscles fit the idealized profile above.
Muscles come in a vast array of sizes and shapes
and complex architecture is more the rule than the
exception. Muscle fibers often lie at an angle to the
direction in which the entire muscle changes length.
This angle, called the angle of pennation, allows more
muscle fibers to be arranged in parallel thus increase the
force to weight ratio. Assuming the pennate fibers are
attached to two bony surfaces that slide by, but do
not approach each other, muscle force and length can be
calculated by scaling fiber force and length by the cosine
of the angle of pennation. This is the correction most
models use to compensate for pennation. The true effects
of pennation are more complex when the fibers are
attached to connective tissue sheets, called aponeurosis,
that show local deformation. Furthermore, connective
tissues link adjacent muscles and, as a consequence,
deformations in one muscle may influence force
generation in another [18] (see essays ▶Skeletal
Muscle Architecture, ▶Epimuscular Myofascial Force
Transmission and Intermuscular).

Muscles are often composed of fibers of different
lengths to accommodate for skeletal dimensions.
Longer muscle fibers increase the maximum velocity
of shortening by increasing the number of sarcomeres
in-series. Recent studies have shown many seemingly
long fibered muscles do not have fibers that run the
length of the muscle (from tendon insertion to the
tendon of origin), but rather are composed of fibers
connected serially [19]. A portion of the force from
these nonspanning muscle fibers must be transmitted
to the tendon via myofascial pathways [20]. Serial
fibers likely add to muscle compliance (see essays
▶Intramuscular Myofascial Force Transmission,▶Epi-
muscular Myofascial Force Transmission and Inter-
muscular, ▶Skeletal Muscle Architecture).
Motor Unit Types
The CNS controls not individual muscle fibers but
motor units, which are the quantal elements of motor
control. Themotor unit consists of a motor neuron in the
ventral horn of the spinal cord, its axon, and the muscle
fibers that the axon innervates [21]. The muscle fibers
belonging to a single motor unit are often termed the
muscle unit. There exist a very wide range in both
the electrical properties of motoneurons (see essay
Motoneurons) and in the mechanical properties of their
muscle units [21]. Slow twitch motor units exhibit not
only slow contraction speeds but also low maximum
forces and very high fatigue resistances. At the other
end of the spectrum, the fastest contracting motor units
generate the highest forces and have very little fatigue
resistance. In between are fast contracting units with
moderate forces and moderate fatigue resistances.
These differences have been used to divide motor units
into three or more types (S for slow, FR for fast fatigue
resistant and FF for fast fatigable) [21], but it should be
kept in mind that there is a more or less continuous
distribution of contraction speeds, forces and fatigue
resistances (see essay ▶Motor Unit Types).
For the usagepatternofmotor units, themost important

factor is that the amount of synaptic current required
to bring the motoneuron to threshold covaries with
the mechanical properties of its muscle unit (see the
Motoneuron section). Thus, the activation (recruit-
ment) of motor units always begins with the small,
slow twitch, low force units followed by recruitment
of progressively faster and higher force units (i.e.
S > FR > FF). As a result, overall contraction speed of
the muscle increases as its activation level rises while
fatigue resistance decreases. This recruitment-dependent
behavior is rarely considered in muscle models.

Electromyography
Normally, a motoneuron action potential produces a
corresponding action potential in each of the fibers of
its muscle unit. Hence motoneuron firing patterns can
be measured from muscle motor units in both humans
and animals. Single fiber or single motor unit action
potentials directly assess motoneuron firing patterns
(motoneurons are the only CNS cells whose firing pat-
tern can be individually measured in human subjects).
Less selective electrodes measure the summed electrical
activity of many motor units, the electromyogram
(EMG). Both single fiber and whole muscle EMGs are
valuable tools for assessing muscle and CNS function
in normal and disease states (see essay ▶Electromyog-
raphy, ▶Neuromuscular Junction).

Muscle Plasticity and Disease
Muscle is likely the most plastic tissue in the body.
To support the metabolic costs of the protein synthesis
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required for this adaptability, muscle fibers are multi-
nucleate. In fact, small animal fibers of only 1–2 cm
length have approximately 2000–5000 nuclei [22].
All of the major components of muscle fibers, including
contractile machinery of the sarcomere, mitochondria,
enyzmes for anaerobic energy production, and connec-
tive tissue, exhibit adaptations to exercise, disuse and
injury. Thus motor units can adapt for either greater
strength or fatigue resistance, but in exercise, the pattern
of these adaptations are set by the orderly recruit-
ment sequence mentioned in the previous section. For
example, only types S motor units will exhibit increases
in mitochondria in response to low intensity endurance
training, while all motor units, S, FR, and FF, will
exhibit hypertrophy in response to high resistance
training.

Plasticity is also a hallmark of many muscle diseases
and age related changes. There are a broad range of
muscle diseases, or myopathies, many of which lead
to or arise from structural and metabolic changes in the
muscle such as fiber degeneration, mitochondrial
dysfunction, fibrosis, nuclear abnormalities, fiber type
reorganization and changes in fiber architecture to name
a few. Muscle diseases can be acquired or inherited and
can be classified broadly into primary diseases of the
muscle or secondary diseases brought about via injury
or dysfunction to the neural systems mediating muscle
activity. Examples of the former include Myasthenia
Gravis and the various forms of muscular dystrophy and
myositis, while those of the latter include amyotro-
phic lateral sclerosis and other diseases or conditions
that result in motorneuron damage and dysfunction
(see essays ▶Muscle: Duchenne Muscular Dystrophy,
▶Muscle: Age Related Changes).

Which Muscle Properties are Most Important in

Normal Movements?

Although muscle exhibits an impressive array of
properties in laboratory settings, the tightly controlled
conditions so desirable for isolating specific proper-
ties often bear little relation to the highly dynamic
conditions of normal movements. Consider first the
normal neural activation pattern. Increasing neural
activation produces a complex overlapping pattern of
recruitment and rate modulation of a large population
of motor units with very heterogeneous properties. This
natural activation pattern stands in marked contrast to
the usual techniques in the lab, such as activation of a
single skinned muscle fiber via Ca2+ or stimulation
of an entire muscle by electrical pulses applied to its
nerve. At the same time, the muscle is often experien-
cing mechanical conditions that are highly dynamic.
The primary measurement of muscle dynamics in the
lab, the F-V relationship, is measured during constant
activation and constant velocity conditions. In contrast,
in a natural movement such as locomotion, both
activation and velocity undergo dramatic and continu-
ous variations [23].

The question of how muscle is used in normal
movements has received considerable attention in the
past 10–20 years. One fundamentally important issue is
to identify the operating range for the basic properties of
the F-f, L-T and F-V relations in normal movements.
For the F-f relation, the fundamental question concerns
the firing patterns of individual motor units. Studies in
humans indicate that low threshold units (likely S) are
not only recruited before high threshold (FR, FF) but
also tend to exhibit higher firing rates (e.g. [24]).
Presumably, at the highest forces, rates for FR and FF
units eventually exceed those of S units [25], because
the high contraction speeds of these units require higher
firing rates to reach fusion [26]. Few studies have
measured firing rate in dynamically moving muscles,
but the same pattern of higher firing rates for lower
threshold units does appear to occur [27].

Some animal studies suggest that muscle lengths
remain near LO [28]. However, other studies suggest
that substantial force generation often occurs on either
side of LO - that is to say, on either the ascending or
descending limbs of the L-T function. For example, the
positions of the cat ankle extensor L-T functions in
relation to the physiological range of motion is skewed,
such that LO occurs at a relatively long length [29].
While the peak force occurs during the stretch at the
onset of the stance phase and is thus at a relatively long
length near LO, after this point, the ankle extensors exert
substantial forces while rapidly shortening and most of
this occurs on the ascending limb of the L-T function. In
addition, studies of L-T functions in the hindlimbs of
frogs suggest that much of the normal range of motion
for thigh muscles can occur on the descending limb
[30]. Finally, some specialized muscles operate over a
very small range of the L-T function, serving primarily
to transmit force and energy to the tendons connecting
the muscle to the skeleton [31] (see ▶Muscle and
Tendon Energy Storage).

For the F-V functions, muscle velocities during
locomotion have been estimated by inverse calculation
from video records in numerous species (e.g. [32]) and
from direct measurement in cats [33]. Clearly, even at
the modest locomotor speeds associated with walking
or slow running, the velocities reach peak values that
result in substantial modulation of force due to the F-V
relationship.

An approach that has great potential for delineating
the role of various muscle properties in movement
is to replicate the conditions of normal movements
in isolated preparations, where the high degree of
experimental control is highly advantageous for iden-
tifying the effect of each muscle property. An example
from this type of experiment are shown in Fig. 5 [34].
A locomotor like movement was imposed on a cat



Muscle. Figure 5 Performance of a Hill model during a simulated locomotor movement in cat soleus. The
experimentally measured force, and the force predicted by a Hill typemodel are shown in the top plot. The onset of the
stance phase approximately corresponds with the onset of force generation. The lower plot shows the length imposed
on the muscle and the time of the stimulus pulses. Note the largest error occurs during muscle relaxation.
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ankle extensor muscle while it was stimulated with a
locomotor-like frequency pattern. The resulting force
was then compared to the output of a Hill-type model,
which included both F-V and L-T effects as well as an
accurate estimate of the activation function obtained
during isometric conditions. The model prediction was
remarkably good during the initial stance phase, but
greatly overestimated force during the decay phase. In
fact, the model predicted that force would last long after
the push-off ended. Similar studies were carried out
using random patterns of length changes and stimula-
tion patterns [35]. The Hill-type model did a reasonable
job predicting force at high activation levels with
electrical stimulation but an extremely poor job during
natural activation via a reflex, which generates relati-
vely modest motor unit firing rates. Increasing muscle
velocity also increased errors. In both the locomotor
and random cases, it is likely that the model errors were
due to the Hill model’s inability to account for the
coupling between muscle activation and force-velocity-
length properties. Thus this coupling may be the most
important factor to add to muscle models.

Summary
Muscle is a complex and adaptable organ. While great
strides have been made toward understanding the
molecular processes underlying muscle contraction,
whole muscle function and its role in the neural control
of movement remain an active and important area of
research. New approaches that strive to link muscle
ultrastructure to the whole muscle properties that
emerge during the normal control of movement hold
great promise for advancing our understanding of
muscle and how it impacts the actions of the CNS
controlling its function.
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Synonyms
Sarcopenia

Definition
Age-related changes are those attributed primarily to
increasing age. These changes are quantitative as well
as qualitative and affect all parts of the ▶motor unit,
from the▶alpha motor neuron to the▶muscle fibers and
various sub-cellular structures (▶Muscle – ultrastructure
and proteins). The main effects of increasing age are
reductions in muscle mass and muscle strength and
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alterations in the quality of the remaining muscle
tissue, all referred to as sarcopenia. Sarcopenia leads
to reduced functional capacity for the older indivi-
dual, with an increased risk of falls, fractures, and
dependency. The underlying mechanisms of these age-
related changes are multifactorial (Fig. 1) and only
partly known. Progressive ▶resistance training (heavy-
resistance strength training) (▶Muscle: exercise adap-
tations) has become the most effective therapy to
counteract the age-related changes in the skeletal
muscle.

Characteristics
Higher Level Processes
The reduction in muscle volume and muscle cross-
sectional area is one of the most noticeable age-related
muscle changes. With modern imaging techniques
(▶Muscle imaging), such as ultrasonography, com-
puted tomography (CT) andmagnetic resonance imaging
(MRI), muscle mass and muscle cross-sectional area
can be assessed. With ultrasonography, a 25–35%
reduction in the cross-sectional area of the quadriceps
muscle in older compared to younger men and women
Muscle: Age-related Changes. Figure 1 Proposed mech
mass and muscle strength and alterations in the quality of

Muscle: Age-related Changes. Figure 2 Magnetic resona
23 years (a), and healthy female, age 75 years (b). Note the
increase in non-contractile tissue.
has been found. CT has shown similar age-related
reductions in the cross-sectional area of the psoas major
and sacrospinalis muscles, the quadriceps muscle the
brachial biceps and triceps muscles, and the plantar-
flexors. These CT studies have also shown increases in
fat and connective tissue within the older muscle. MRI
has confirmed these earlier studies, and also shown
an age-related reduction in muscle cross-sectional area
and an increase in non-contractile tissue, i.e. fat and
connective tissue (Fig. 2), which can be more than
twofold [1].
Direct assessments of the muscle cross-sectional

area have been very limited, mainly due to the technical
limitations in such analysis. Large cryomicrotomes
and modified morphometric procedures have made it
possible to study cross-sections of whole human
(autopsied) muscles. The vastus lateralis of previously
healthy men between 15 and 83 years of age have been
analyzed [2], and the average reduction in muscle area
between 20 and 80 years was 40% (Fig. 3).
The reduction began as early as 25 years of age. By

the age of 50 years, �10% of the muscle area was lost,
and thereafter the reduction accelerated. A majority
anisms leading to sarcopenia, i.e. reductions in muscle
the remaining muscle tissue.

nce image (MRI) of the lower leg of a healthy female, age
reduced cross sectional areas of most muscles with an



Muscle: Age-related Changes. Figure 3 Relationship between age and muscle cross-sectional area.

Muscle: Age-related Changes. Figure 4 Relationship between age and total numbers of fibers.
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of studies onmuscle mass have been performed onmen,
but data implies that increasing age affects muscle
mass in women in a similar way.

Muscle biopsy studies of the vastus lateralis of the
quadriceps muscle, and of the biceps brachii and
the anterior tibial muscles, have consistently shown
that the ▶type II (fast-twitch) fiber size is reduced with
increasing age, while the size of ▶type I (slow-twitch)
fibers are much less affected [3]. With techniques
allowing assessments of whole muscles, it has been
shown that the total number of fibers is significantly
reduced with increasing age [2]. The reduction in
muscle cross-sectional area of the vastus lateralis
muscle was caused mainly by a loss of fibers and to a
smaller extent by a reduction in the size of fibers,
mainly of type 2 (Figs. 4 and 5).

This loss of fibers began as early as 25 years of
age and thereafter accelerated. The age-related reduc-
tion in fiber number, at least in the vastus lateralis
muscle, affected both types to the same extent. Overall,
there is a decrease in the relative amount of type II fiber
tissue, due to the combined reduction in the number
and size of type II fibers [3]. Muscles other than
the vastus lateralis have not been studied in any detail,
nor have muscle biopsies from older individuals with
different physical activity levels been compared.

As a result of the reduced muscle mass, increasing
age leads to a significant decrease in muscle strength.



Muscle: Age-related Changes. Figure 5 Relationship between age and mean area of type 1 and type 2 fibers.
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Studies of both upper and lower limb muscles have
been compared between groups of young, middle-aged
and older adults, showing that decreases in voluntary
strength do not become readily apparent until after the
age of 60 [4]. Small variations exist from muscle to
muscle, but for all muscles in both men and women, the
age-related reduction in strength tends to be curvilinear,
with a relative plateau through the third, fourth and
fifth decades. Most frequently studied has been the
quadriceps femoris muscle group, measured exten-
sively in test conditions involving all three actions
of muscles: isometric, concentric and eccentric (▶Iso-
metric force; ▶Contraction-concentric; ▶Contraction-
eccentric). Healthy people in the seventh and eighth
decades score on average 20–40% less during isometric
and concentric strength tests than young adults, and
the very old show an even greater (50% or more)
reduction. Differences between young and older groups
of men and women are less for the eccentric type
of muscle action than during either isometric or
concentric.

With regard to the volitional component of maximal
strength tests, healthy older individuals are able to
recruit and activate all their available motor units
(▶Motor unit – usage patterns) maximally or near
maximal, indicating that the age-related declines in
strength in healthy older people is due mainly to a
decreased excitable muscle mass.

Tests of voluntary muscular effort, with variations
in submaximal versus maximal contractions, and sus-
tained versus intermittent efforts, have not found any
age-related increase or decrease in▶muscle fatigue [5].
Despite the relatively greater proportion of type I
fibers available, fatigue-resistance of aged muscle is
not significantly enhanced.
One of the factors leading to sarcopenia in old age is a
progressive degeneration of the nervous system,
particularly after the age of 60 years [6]. Studies have
shown an age-related reduction in the number of
functioning motor units with an increase in the size
of remaining/surviving motor units, suggesting cycles
of denervation followed by reinnervation that ultimate-
ly stems from death of motor neurons in the spinal cord
and from irreparable damage to peripheral nerve axons.
As a consequence, the muscle fibers innervated by these
neurons will also be affected, which leads to changes in
the function of aging muscles.
Quantitative ▶electromyography (EMG) has shown

changes in both duration and amplitude of motor
unit action potentials (MUAP) with increasing age.
It has also been shown that the axonal conduction
velocity (CV) is slower with aging, an effect that could
reflect a variety of changes in the nerve fibers, such as a
dropout of the largest fibers, a segmental demyelination
and a reduced internodal length. Assessment of the
number of motor units have shown a reduced number of
functioning motor units with increasing age, mainly
after the age of 60 years. The estimated reduction in the
number of motor units of older individuals has been
reported to be as large as 50%, and this loss also seems
to be greatest among the largest and fastest motor units,
i.e. ▶type II (fast) motor units.
Studies of the muscle fiber population have shown

evidence of neuropathic changes, such as small angu-
lated fibers and grouped atrophy, of old/very old indi-
viduals (Fig. 6). ▶ Fiber type grouping has also been
found in muscles from individuals above the age of
70 years (Fig. 7). Macro EMG has confirmed these
studies and shown an increase in motor unit size in the
vastus lateralis, the tibialis anterior and the biceps



Muscle: Age-related Changes. Figure 6 Small part of a muscle biopsy from a healthy man, age 73 years.
The biopsy is stained for toluidine blue mATPase. Type 1 (slow-twitch) fibers are darkly stained whereas type
2 (fast-twitch) fibers are lightly stained. Note the variability in fiber and the increase in angulated fibers.

Muscle: Age-related Changes. Figure 7 Small part of a muscle biopsy from a healthy man, age 73 years.
The biopsy is stained for toluidine blue mATPase. Type 1 (slow-twitch) fibers are darkly stained whereas type
2 (fast-twitch) fibers are lightly stained. Note the increased occurrence of grouping of type 1 fibers.
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brachii from subjects above the age of 60 years,
indirectly indicating an increased number of muscle
fibers per motor unit.

Lower Level Processes
Several other factors contribute to the age-related
changes in muscle structure and function (cf. Fig. 1).
Muscle biopsy studies of the tibialis anterior muscle
has shown a reduction (40%) of muscle ▶satellite cells
[7]. As satellite cells are also considered to be skeletal
muscle stem cells, they can generate daughter cells that
become new satellite cells following myotrauma or
exercise. It is possible that this age-related reduction
in the satellite cell pool may impair the regenerative
capacity of skeletal muscles, but evidence so far
is insufficient to support this.

Studies of single muscle fibers from the vastus
lateralis of older men and women have found a
significant age-related reduction in shortening velocity
of both type I and IIA fibers [8], which also contribute
to the reduced muscle function in older individuals.

Several studies have found decreases in four major
anabolic hormones – testosterone, growth hormone
(GH), insulin-like growth hormone (IGF-1) and dehy-
droepiandrosterone (DHEA) – with increasing age [9].
The exact implications of these decreases and whether
hormone supplementation is a feasible therapeutic
strategy and prevention of sarcopenia remain to be
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determined. So far, the long-term risks have not been
well defined and the side-effects have been significant.
Muscle protein synthesis rates have also been shown
to decline with increasing age, whereas muscle protein
breakdown seem to be less affected [9], which may
contribute to the age-related loss of muscle mass.

Therapy
As a reduced neuromuscular capacity is related to
limitations in activities of daily living, an important
question has been whether muscles of older individuals
can increase in size in response to resistance training,
and to what extent resistance training can lead to motor
learning or neural adaptations.

In 1988, Frontera and colleagues [10] presented
strength and muscle biopsy results from a heavy-
resistance training study in older men, and reported
striking improvements in leg muscle strength, as well
as significant increases in muscle fiber sizes. Since then,
an increasing number of studies have documented
the benefits of resistance training for older men and
women, even above the age of 90 years [4]. Studies
involving low intensity training in older adults report
strength increases <20%, whereas high intensity
training (>70% of one ▶repetition maximum (RM))
has resulted in increases of up to 227% in one RM.Men
are generally stronger than women, but there seems
to be a remarkable similarity in their response to
training. Moreover, ethnicity and previous experience
of physical exercise do not seem to limit the response to
heavy-resistance training; studies from North America
and Scandinavia have yielded similar results.

Strength gains following heavy-resistance training
in both young and older people may be explained by
several factors. These include changes in muscle
morphology, muscle/connective tissue biomechanics,
central nervous system activation, motor skill coordi-
nation and motivation. Varying degrees of▶hypertrophy
of both type 1 and type 2 fibers have been demonstrated
following both short- and long-term heavy-resistance
training in older individuals. When changes in fiber
areas are minor and non-significant, they are consistent
with small strength gains. Increases in fiber size as a
result of strength training are generally small in
comparison with the improvements in strength. Thus,
the response to heavy-resistance training in older people
can be mediated to some extent through hypertrophy of
both fiber types, although the main part of the strength
improvement, at least during the first 3 months of
training, is caused by nervous system adaptation.
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Muscle and Tendon Energy Storage
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Synonyms
Elastic energy savings; Muscle-tendon elasticity

Definition
Muscle and tendon energy storage refers to strain
energy that is stored and elastically recovered within a
muscle-tendon complex during each contractile cycle of
a muscle.

Characteristics
Quantitative Description
Muscle and tendon energy storage represents the strain
energy that is stored within a muscle-tendon complex
as a muscle and tendon are stretched by the force
developed by the muscle when it contracts. This energy
may be subsequently recovered elastically when the
muscle relaxes. The elastic elements of a muscle-tendon
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complex are generally divided into “parallel” and
“series” elastic elements, based on their role in force
transmission relative to the muscle’s force-generating
cross-bridge elements. The interaction between a mus-
cle’s contractile elements – the cross-bridges formed
between myosin and actin filaments – and its parallel
and ▶series elastic elements, determines the relation-
ship between a muscle’s force development and length
change, as well as its elastic energy storage [1]. For
parallel-fibered muscles that have little or no tendon
in series with the muscle’s fibers, elastic energy storage
is limited to parallel and series elastic elements within
the muscle, which include the cross-bridges themselves.
For pinnate-fibered muscles that have a substantial
tendon, considerably more energy is stored and recove-
red elastically within the tendon that is in series with the
muscle’s fibers. Consequently, elastic energy savings is
greatest in pinnate muscles that attach to the skeleton
via long tendons [2].

Mechanical Properties of Elastic and Viscoelastic

Materials
M

Elastic materials are those that exhibit spring-like pro-
perties. When elastic materials are loaded, they store
strain energy via deformation of their molecular bonds
in combination with conformational changes in the
protein’s tertiary or quaternary structure. In the case
of tendons and ligaments, this primarily results from
the stretching of collagen. In the case of muscles, this
involves additional elastic proteins, such as those within
the cross-bridges (myosin I) and within the sarcomeres
(titin), in addition to collagen. These proteins constitute
the parallel and series elastic elements within a muscle,
which are linked to a muscle’s tendon as an external
series elastic element [1]. During unloading, the stored
strain energy is released and may be recovered to assist
in mechanical movements of the body or limb segment,
reducing the amount of work that the muscles must
perform. The work performed by a muscle is the
product of its force and its net length change (muscle
shortening by definition corresponds to positive muscle
work, whereas muscle lengthening corresponds to nega-
tive muscle work, or energy absorption). For pure
elastic elements, all of the energy that is stored during
loading is returned during unloading. However, most
biological materials are non-linearly elastic and exhibit
some degree of inelastic or viscous energy dissipation,
which is ultimately lost as heat (Fig. 1c).

Due to this, materials like tendon are referred to as
being “viscoelastic.” The amount of strain energy that
is elastically recovered relative to the amount of energy
that is stored defines a material’s resiliency. The resi-
liency of collagenous tendons is in the range of 90–94%,
indicating that only 6–10% of the stored strain energy in
a tendon is lost as heat during each contraction cycle of
a muscle.
Elastic Energy Storage in Relation to the Force-Length

Properties of a Muscle

The force that a muscle develops depends on its length,
which specifically reflects the amount of overlap
between its myosin (thick) and actin (thin) filaments
[1]. This is most often measured as the isometric force
that a muscle can develop when it is stimulated to
contract at different lengths. The force that is measured
can be separated into two components: the active force
that is developed by the cross-bridges formed between
myosin and actin, and the passive force that is
developed when the muscle is stretched to longer
lengths without being stimulated (Fig. 2).

The slope of a muscle’s passive force versus length
curve defines its▶passive stiffness. A muscle’s passive
stiffness increases as it is stretched to longer lengths,
typically beyond the length that a muscle develops its
maximal isometric force. Elastic energy that can be
stored within a muscle when it contracts is generally
associated with its passive force-length properties,
because these depend on the amount of non-contractile
connective tissue within the muscle. Muscles that are
pinnate typically have more titin and collagenous
connective tissue than parallel-fibered muscles and, as
a result, display greater passive force when they are
stretched. Consequently, pinnate muscles store more
strain energy than parallel fibered muscles when force
developed by cross-bridges is transmitted to the parallel
and series elastic elements of the muscle. However,
even for pinnate muscles, the strain energy stored in a
muscle’s tendon greatly exceeds that in the muscle’s
fibers [2,4].

Muscle-Tendon Design in Relation to Elastic Energy

Storage

Muscle-tendon units with long thin tendons are most
favorably designed for elastic energy savings. This is
because strain energy varies with the square of tendon
stress (force/area). Consequently, for a given muscle-
tendon force, strain energy storage per unit mass
(or volume) of tendon varies inversely in proportion
to the square of the tendon’s area (α 1/A2). The
advantage of having slender tendons is evident in
animals, such as antelope, horses and kangaroos, which
have evolved particularly economical modes of locomo-
tor transport [2]. The distal limb muscle-tendon units
of these animals are often comprised of muscles with
very short fibers and long tendons. The length of
some tendons can exceed their muscle’s fiber lengths
by tenfold or more. As a result, the length change of
the tendon, as it is stretched, may exceed the fibers’
lengths in the muscle. The role of these muscle-tendon
units, therefore, is mainly to facilitate elastic energy
storage and recovery and to generate force economically,
and not to do substantial mechanical work [5]. Even
though the muscle’s fibers may not perform much



Muscle and Tendon Energy Storage. Figure 1 (a) Schematic drawing of the hind limb muscle-tendon units of a
wallaby, comprising the lateral and medial gastrocnemius (LG + MG), the plantaris (PL), and the flexor digitorum
longus (FDL). “E”-shaped force buckles are shown attached to the tendons of these three muscles, and were used in
[3] to record in vivo muscle-tendon forces in relation to muscle fascicle length change and indwelling
electromyographic (EMG) activation of the muscles. (b) Representative in vivo recordings of muscle-tendon force,
muscle fascicle length change from sonomicrometry, and EMG of the plantaris muscle-tendon are shown for one
hopping cycle. (c) Tendon stress-strain curve used to calculate the elastic energy storage and recovery within the
tendon over a cycle of loading and unloading.
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useful work, they may provide a means for dissipating
energy associated with unwanted vibrations in the limb
when it impacts the ground [6].

Measuring Elastic Energy Storage
Measurements of elastic energy storage and recovery
depend on measurements of the material properties
of muscle and tendon in combination with measure-
ments of their structural dimensions and the forces that
a muscle-tendon complex transmits during a given
activity. Isolated in vitro or in situ force-length mea-
surements allow the elastic and viscoelastic proper-
ties of a muscle and its tendon to be determined. The
force-length properties of the muscle and tendon can
then be normalized to muscle-tendon stress and strain
(defined as their change in length/resting length). This
allows a muscle’s stiffness and a tendon’s stiffness
(ratio of force/length change) to be defined in terms
of their elastic modulus (stress/strain). Whereas the
(passive) force-length or stress-strain behavior of a
muscle depends strongly on a muscle’s architecture (i.
e. whether or not a muscle is parallel- or more pinnate-
fibered), the stress-strain behavior of various tendons in
vertebrate animals is fairly uniform [2,4]. Consequent-
ly, the stress-strain behavior and elastic modulus of
tendon can be generally characterized and used to



Muscle and Tendon Energy Storage. Figure 2 (a)
Representative passive force-length properties of a
pinnate muscle. (b) Active isometric force-length
properties of the muscle when stimulated to generate
force over different percentages of its resting length
(100%) in relation to passive properties shown in A,
yielding the overall active + passive properties of the
muscle. (c) Representative comparison of passive and
overall force-length properties of a parallel-fibered
muscle that has similar normalized active properties, but
exhibits less passive stiffness than the pinnate muscle
shown in (b).
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calculate the elastic strain energy that is stored in a
tendon of a given size and shape.

To determine the amount of elastic energy stored
and recovered in a muscle-tendon complex, the force
that muscle and its tendon transmit and their struc-
tural dimensions must be known. It is generally diffi-
cult to determine with accuracy the amount of strain
energy stored within a muscle and its aponeurosis
versus that in its external tendon. Consequently,
unless direct measurements are obtained, it is usually
assumed that the large majority of elastic energy
is stored within the in-series elastic elements of a
muscle-tendon complex [4]. Nevertheless, it is likely
that significant elastic energy is stored and recovered
from the aponeurosis and internal elastic elements
of pinnate muscles, such as the quadriceps, which act
to extend the knee. Muscle-tendon forces can be
either calculated indirectly based on kinetic analyses
of limb and joint forces and moments [7], or mea-
sured directly using tendon buckle transducers [3,8]
(Fig. 1a, b).

Indirect measurements of muscle-tendon forces are
derived from measurements of external ground reaction
forces, applied to the limb using a force platform in
combination with a free-body analysis of joint forces
and joint moments [2,7]. This approach depends on
assumptions of muscle force distribution among muscle
agonists in cases where more than one muscle-tendon
unit transmits force across a joint, and when bi-articular
muscles play a role in force and energy transmission
between joints. This is typical of many limb muscles
involved in elastic energy storage. Direct measurements
of muscle-tendon forces depend on the tendon being
sufficiently long to attach the transducer without
disrupting normal function of the muscle-tendon unit
and the animal (Fig. 1a). This approach is, therefore,
generally limited to more distal muscle-tendon units in
the limbs of animals.

The force transmitted by a muscle-tendon unit that is
determined directly or indirectly can then be used to
calculate the tendon’s stress and resulting strain, based
on the elastic modulus and resiliency of the tendon
over the range of strain that the tendon operates.
Knowing the structural dimensions of the tendon
(overall length – L, average cross-sectional area – A,
and total volume – V) allows the total strain energy
stored and recovered in the tendon to be calculated
for the level of force (F) that it transmits. As tendon is
non-linearly elastic, this formally involves integrating
over the stress-strain curve of the tendon and multi-
plying by the tendon’s volume. However, in most
cases, an average elastic modulus (Eavg) characteristic
of the functional stress-strain range of the tendon can be
used to simplify the equation for calculating tendon
strain energy:

Uelas ¼ 0:5σεVR ¼ 0:5F�LR

where σ is the tendon stress (= F/A), ε is tendon strain
(=σ /Eavg), V is tendon volume, and R is the tendon’s
resiliency (typically 0.9–0.95), which equals the
product of tendon force and total tendon length change
(ΔL = ε L).
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Role of Elastic Energy Storage in Locomotion and

Movement Control

Elastic energy storage in muscle and tendon is impor-
tant in at least three contexts (i) metabolic energy
savings derived from reduced muscle work, (ii) ampli-
fication of muscle-tendon power during jumping, and
(iii) stabilization of muscle-tendon force transmission
for control of movement. Indirect [4,9] and direct [3]
measurements show that elastic energy storage in tendons
and ligaments is an important means of energy saving
during running or trotting and galloping gaits, reduc-
ing the amount of work that muscles must perform to
move the animal’s body and to swing its limbs (Fig. 1b).
Although some elastic energy is stored within the cross-
bridges and ▶parallel elastic elements of the muscle,
this is generally considered to be quite small in com-
parison with that stored and recovered in the muscle’s
tendon and aponeurosis. In addition to horses and
wallabies, tendon energy savings also serve to reduce
the metabolic energy expenditure of running in humans
and many other animals [2]. Like the distal tendons of
cats, dogs, horses and kangaroos, the human Achilles
tendon and ligaments in the foot have been estimated to
contribute as much as a 30% saving of muscle work [9].
In hopping wallabies, elastic energy savings in leg
tendons provide as much as a 100% saving of muscle
work, reducing the metabolic cost of locomotion by
50% [3].

Elastic energy storage is also an important mecha-
nism by which the work produced by a muscle in series
with a tendon can be used to amplify the power output
(work/time) of the muscle-tendon unit as a whole [4].
This allows muscle-tendon units to serve as catapults
when an animal jumps or when a person throws a ball.
The work done by a muscle to stretch its tendon and
store elastic strain energy is limited by the rates of
muscle activation and cross-bridge cycling as the muscle
shortens. These generally occur much more slowly than
the rate of strain energy release from the tendon when it
recoils. Consequently, although the work done by the
muscle can never exceed the work returned by elastic
recoil, power output is amplified relative to power input
because the energy return from stored strain energy
in the tendon occurs over a much briefer period of
time. Amplification of muscle power is an important
mechanism in the jumping of many animals, and likely
also humans, resulting in muscle-tendon power outputs
that can exceed the maximum power output of the
muscle alone by threefold or higher [10].

Compliance and elastic energy storage in a muscle’s
tendons can also play an important role in stabiliz-
ing force transmission and improving the control of
position for fine scale motor tasks, such as those that
involve finger movements, which underlie manipula-
tion and gripping [4]. Although excessive compliance
(tendon stretch/force transmitted) can compromise a
muscle’s ability to control for position, moderate com-
pliance enables elastic energy stored in the tendon
during a rise in force to be released as force declines,
stabilizing the force output at a more steady level. This
is achieved by introducing a time-delay between the
induced stretch of the muscle spindles relative to small
changes in muscle-tendon force, when the task is to
hold force and finger position at a steady level. The
time-delay introduced by the tendon’s compliance
improves the timing of force-feedback achieved via
spindle Ia afferents to counter declining muscle force.
The result is that a finger muscle can hold force at a
steadier level and the finger’s position is better
controlled.
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Muscle Atonia
Definition
Muscle paralysis that occurs during rapid eye move-
ment (REM) sleep resulting from active inhibition of
motor neurons.

▶Sleep – Motor Changes
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Muscle Atrophy
Definition
Wasting away of formerly normal skeletal muscle (up to
70-80 percent of original muscle bulk), for example as a
result of denervation.

Muscle Compartment
M

Definition
The working location of a group of agonistic muscles
(with similar function) delimited by the general fascia,
intermuscular septum, periost and interosseal membrane.

▶Epimuscular Myofascial Force Transmission and
Intermuscular Interaction
▶Intramuscular Myofascial Force Transmission

Muscle Endplate
Definition
The region of the muscle fibers where the motor nerves
terminate on each skeletal muscle fiber, is termed the
muscle endplate. It is at this endplate that the perisynaptic
Schwann cells are found interspaced between the nerve
terminal and the muscle fiber. The muscle endplate is
where the acetylcholine receptors are concentrated and
bind the acetylcholine released from the activated nerve
terminals to elicit muscle contraction.

▶Acetylcholine
▶Axonal Sprouting in Health and Disease
▶Neuromuscular Junction (NMJ)

Muscle Fiber Conduction Velocity
Definition
Velocity with which the transmembrane action potential
propagates along the muscle fiber.

▶Action Potential
▶Electromyography
Muscle Fiber End-Effect
Definition
Non-propagating component of the extracellular action
potential waveform due to the extinction of the trans-
membrane action potential at the fiber termination.

Muscle Fiber Types
Definition
A constellation of coordinated biochemical, metabolic,
structural, and mechanical characteristics of muscle
fibers that differentiate them into a relatively small
number of recognizable categories.

▶Motor Units

Muscle Field
Definition
The set of muscles whose motoneurons have a
relatively direct synaptic linkage to a particular
corticospinal neuron. Muscles that are part of a neuron’s
muscle field are referred to as target muscles. The target
muscles of corticospinal and other descending system
neurons have been identified in alert monkeys using
signal averaging methods to detect the synaptic effects
of the neuron’s excitatory and inhibitory postsynaptic
potentials (EPSPs and IPSPs) on motor unit firing
probability.

▶Corticospinal Neurons
▶Motor Cortex: Output Properties and Organization

Muscle Hyperalgesia
Definition
Muscle hyperalgesia occurs when either noxious or
ordinarily innocuous stimulation of muscle evokes a
state of increased pain sensation.

▶Hyperalgesia and Allodynia
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Synonyms
CT

Definition
A CT scan is a computer aided imaging technique
performed by subjecting the object of interest to a series
of X-rays and measuring the attenuation along multiple
projections using several detectors. With each projec-
tion, detectors measure X-ray absorption, which is
used to construct cross-sectional images (tomograms)
of the object.

Purpose
New developments in data-analysis techniques have
facilitated the recent use of CT in the quantification of
muscle cross-sectional area and volume [2,3]. For
example, using a 345 mm2 field of view and a 7 mm
slice thickness CT scan, Mitsiopoulos et al. [3] showed
that the computed muscle cross-sectional area stron-
gly correlated with the muscle cross-sectional area
obtained from actual cadavric measurements on the
same muscle (r < 0.99; p < 0.001).

Principles
Subsequent tomograms consist of black–gray–white
color scale picture elements. Each element of the picture
is called a pixel and is characterized by a CT value or
density value. These pictures are then combined using
computer algorithms to reconstruct two- and three-
dimensional images of the object. These algorithms
include iterative solutions of simultaneous linear equa-
tions, Fourier transform techniques, and approaches that
use a combination of back projection and deconvolution.
Scan parameters are defined in terms of the size of the
field of view and image thickness. For additionalmaterial
on the mathematical basis of CT, the reader is referred to
Shung et al. [1].

Advantages and Disadvantages
The use of CT in muscle imaging has been limited due
to large estimation errors reported in early CT muscle
imaging literature [4]. However, advances in post
processing and reconstruction techniques, and recent
developments in CT technology such as helical CT and
multi-detector row helical CT, could further improve
resolution in the estimation of muscular volumetric and
cross-sectional geometries obtained from CT scans.
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Synonyms
MRI

Definition
MR imaging technique is based on the detection of the
interactions between protons in liquid phase molecules
(e.g., water and lipids) and the abilities of certain atomic
nuclei, when exposed to a magnetic field, to absorb and
release electromagnetic radiations at specific frequen-
cies (Larmor frequency). These radiations are detected
via receiving coils which are then used to construct
the MR images of the object of interest. Computer
integration and transformation of the signals detected
by the receiving coils allows a two-dimensional map
of proton density to be constructed, which can be
visualized as a slice through the object (muscle).
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Purpose
MRI imaging has been successfully used to measure
stationary muscle volume and cross-sectional area
(Tracy et al., 2003). Although both T2 and T1 weighted
images have been used, T1 weighted imaging has been
particularly successful for muscle tissues [2].

MRI has also been used to estimate muscle fiber
direction. The estimation of fiber direction via MRI is
based on the fact that muscle striations seen in MRI
images are generated by fat that runs parallel to and
between the muscle fascicles [3]. It is assumed that
these striations represent the true fascicle orientation
within the muscles. When the imaging planes are
coplanar to the fascicle orientation, fascicle length and
pennation angles can be computed [3]. However,
the use of MRI is limited when fascicle orientation
is difficult to identify, such as in complexly penna-
ted muscles.

To circumvent this, a diffusion tensor magnetic
resonance imaging technique (DT-MRI) has been used
to estimate fiber direction. InDT-MRI,measurements are
independent of the orientation of the image plane, and
three-dimensional fiber directions can be obtained
immediately. DT-MRI was introduced in 1988 by
LeBihan [4]. It is based on the measurement of the
apparent diffusion of water in a (biological) tissue. For
muscle tissues, diffusion is not the same (isotropic) in
all directions. Hence, applying diffusion sensitization
in six independent directions on a series of diffusion-
weighted images, a diffusion tensor can be calculated in
each voxel [5]. The eigenvalues and eigenvectors of
this tensor provide information about local tissue
anisotropy. Anisotropic diffusion can be geometrically
interpreted as an ellipsoid with its three axes oriented
along these eigenvectors and with the three semi-
axis lengths proportional to the square root of the
eigenvalues of the tensor (mean diffusion distances).
The geometric nature of the diffusion tensors can
quantitatively characterize the local structure of the
muscle. The eigenvector belonging to the largest
eigenvalue of the diffusion tensor is assumed to coincide
with the local muscle fiber direction in striated muscle
[5,6]. DT-MRI based fiber orientation has been success-
fully verified against histological slices [6].

Van Donkelaar et al. [7] used DT-MRI to measure
fiber orientation in the tibialis anterior muscle of the rat.
Using a 0.6 mm slice thickness, a field of view of
70 × 35 mm2 and a voxel size of 0.09 mm3, they found
that computed fiber orientations corresponded to fiber
orientations obtained from actual longitudinal sections
of the same muscle. More recently Damon et al. [8]
provided a more quantitative validation study of fiber
orientation estimates using DT-MRI. In the lateral
gastrocnemius of Sprague-Dawley rats, Damon et al.
[8] showed a strong correlation (r = 0.89) between
DT-MRI based local fiber orientation estimates and the
measured orientations obtained from direct anatomical
inspection of the same muscle.

Cine Phase Contrast (Cine-PC) MRI, originally
developed to measure blood flow and heart motion,
initially showed promise as a non-invasive technique
to also measure human muscle fiber velocity in vivo
under dynamic conditions. At each time frame, the
Cine-PC MRI produces a series of anatomic and
velocity images of skeletal muscles synchronized with
a periodic motion cycle in three orthogonal planes.
The velocity images are then integrated to determine
the position of the muscles in vivo. Cine-PC MRI
has been shown to accurately measure skeletal muscle
fiber velocity in vivo during a dynamic task [9]. Previous
studies by the same authors have demonstrated that Cine-
PC MRI tracks skeletal muscle motion with a root mean
error of 1 mm [9]. However, conventional cine-PC MRI
requires multiple cycles of motion; typically 60–120
repetitions are needed to acquire composite images
representing one motion cycle. Image quality degrades
significantly with small discrepancies among the conse-
cutive motion cycles, resulting in a significant limitation
for the use of the conventional Cine-PC MRI in
musculoskeletal applications [10].

Principles
A background magnetic filed is used to align all atomic
nuclei within the object of interest along the direction of
the background field, producing a nuclei net longitudinal
magnetic field. External energy is then applied using
radiofrequency (RF) excitation pulses to change the
direction of the nuclei net longitudinal magnetic field
to point in a perpendicular direction to the back-
ground magnetic field and thus create what is known
as transverse magnetization. Initially, all nuclei point
along the same perpendicular direction representing the
transverse magnetization in terms of one vector perpen-
dicular to the direction of the backgroundmagnetic field.
Because each nucleus has its own Larmor frequency, as
time elapses, the transverse magnetization component
eventually spans all directions, bringing the net nuclei
magnetization component perpendicular to the back-
ground magnetic field to zero. T1 relaxation time is
defined as the time the atomic nuclei needs to revert to
equilibrium (regain their longitudinal mechanism) fol-
lowing the termination of the excitation pulses (RF). T2
(known as the spin echo relaxation time) is the time it
takes for the net transverse magnetization to go to zero
(decay). T2 (0.05–0.15 s) is always less than or equal to
T1 (0.2–1.2 s) and both are intrinsic properties of tissues.

To obtain a successful imaging sequence, the techni-
cian defines a set of imaging parameters. These include:
(i) repetition time (TR) or the time between two
successive radio frequency (RF) excitation pulses
measured in milliseconds; (ii) echo delay time (TE), or
the time interval between RF pulse and the measurement
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of the first echo measured in milliseconds; (iii) field
of view (FOV) and slice thickness (interslice distance)
both measured in millimeters and; (iv) receiver band-
width measured in kHz. Tissues with short T1 have
greater signal intensity than tissues with longer T1 at a
given TR. TE on the other hand determines how much
decay of the transverse magnetization is allowed to occur
before the signal is read. The application of RF pulses
at different TRs and the receiving of signals at different
TEs produce variations in contrast of the MR images.
For example, by selecting a relatively short TR (on the
order of 300–600 ms generally) the image contrast will
be primarily influenced by differences in the tissue’s
T1 relaxation times and hence T1-weigthed images are
created. On the other hand, selecting a relatively long TE
(on the order of 80–120 ms) will generate a T2-weighted
imagewhere the image contrast is primarily influencedby
differences in tissue’s T2 relaxation times. For further
discussion on the underlying physics involved in MRI,
the reader is referred to Buxton [1].
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Synonyms
ULT

Definition
Ultrasound or sonography is based on the application
of high frequency sound pulses using an ultrasound
transducer (probe; a transmitter and receiver) to a
stationary (conventional ultrasound) or a moving (real-
time ultrasonography) muscle and recording the echoes
(reflections) returning from the muscle-tissue interface.
The echoes are processed based on the location of origin
and amplitude. From this information, two-dimensional
gray scale images are constructed. These images can be
analyzed to obtain quantitative structural and functional
information from the muscle of interest.

Purpose
Several studies have used ultrasonography techniques to
quantify muscle fiber length and direction under static
conditions [3] and dynamic [4]. Under static conditions,
measurements obtained by ultrasound were consistent
with direct anatomical measurements on cadavers [3].
Under dynamic conditions, several studies have tested
the effectiveness of real-time ultrasonography in esti-
mating changes in human muscle architecture in vivo
during muscle contractions [4]. However, direct valida-
tion studies on the use of ultrasonography under
dynamic conditions are warranted.

Principles
The fundamental principle of ultrasound is based on
the idea that sound waves are transmitted though
soft tissue relative to the acoustic impedance of each
tissue. Sound wave frequencies used in ultrasound
technology are in the 2–10 MHz range. The acoustic
impedance of a particular tissue is the product of
the transmission velocity of sound and the tissue
density. For example, the wave velocity in pure fat is
approximately 1,450 m/s whereas the velocity through
muscle tissue is approximately 1,580 m/s. When two
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tissues with different densities/wave velocities are
located next to each other, an acoustic impedance
mismatch is created and sound waves are reflected by
the mismatch. For example, muscle imaging via
ultrasound is possible because muscle fascia is a highly
echoic structure (provides a significant acoustic mis-
match), allowing for muscle differentiation. Scans used
to estimate muscle fiber length and directions identify
echoes from fascicle interspaces.

Image resolution is divided into spatial and temporal
components (important when imaging moving muscles;
real-time ultrasonography). The spatial component
(the ability to differentiate between two adjacent
tissues) consists of axial (the smallest axial distance
that must be resolved) and lateral resolution. Axial
resolution is dependent on sound wave pulse width and
frequency. Two structures will be seen as separate
structures only if the pulse length is shorter than the
distance between the structures. Also, higher frequency
sound waves have shorter pulse lengths and generally
greater axial resolution. Lateral resolution is dependent
on beam width and sound wave frequency. Narrower
beam width and higher frequencies provide greater
lateral resolution. Hence, in mapping small structures
like muscle fibers, high frequency (>7MHz) ultra-
sounds are commonly used. It is important to note,
however, that as a wave propagates through a material,
the signal amplitude is attenuated. Attenuation within a
tissue increases with increasing wave frequency.
For example, a 5-MHz transducer will generally image
to a depth of 12–15cm, but a 10-MHz transducer may
image to a depth of only 3–4cm. Thus improving image
resolution comes with the loss of distal information when
scanning deeper structures.

The temporal resolution of ultrasound is determined
by the number of image frames that can be acquired
per second. For real-time ultrasonography, images
are obtained at a pre-specified rate, usually 65 images
per second, during the dynamic task [1]. For more on
the underlying physics and the image processing
techniques involved in ULT, the reader is referred to
Shung et al. [2].

Advantages and Disadvantages
Improvement in image resolution in an attempt to
scan small structures or differentiate between struc-
tures with close acoustic impedances limits the field
of view hence hindering the ability to scan deep
muscles. In addition, muscle architectural properties
such as fiber length and angle obtained using
ultrasonography are calculated from a two-dimension-
al image and thus represent the projection of these
values on that plane. Recent developments in three-
dimensional ultrasonography may prove useful in
addressing this limitation of the two-dimensional
ultrasonography.
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Definition
For the purposes of this essay, a muscle model is
defined as a set of mathematical equations that can be
used to predict the whole muscle forces genera-
ted in response to changes in muscle activation and
external loading.

Purpose
The use of muscle models can be categorized broadly
into two domains. The first focuses on the properties
and function of individual muscles. These applications
are often designed to test the limits of our knowledge
with respect to how muscle functions. By developing
quantitative descriptions of the physiological processes
contributing to muscle function, it should be possible
to assemble these descriptions into a model describing
whole muscle behavior. Comparing the results of such
models against experimental data allows the accuracy
of the mechanistic descriptions and the assumptions
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contained within to be evaluated, a process that can
assist in guiding future experimentation.

The second class of applications falls into the
category of musculoskeletal modeling. Such applica-
tions typically incorporate multiple muscle models to
study how muscle properties contribute to the control
of movement and posture. The goals of this class again
may be to examine the limits of our understanding
by comparing experimental data to that predicted by
the model, or to predict muscle function in applications
where direct measurements are difficult or unfeasible.
Examples include investigating how specific muscle
activation patterns influence joint contact forces,
how different neural control strategies alter movement
production or predicting the outcomes of specific
surgical interventions.

Principles
Contractile Properties
Muscle contracts and realistic models of muscle force
generation need to describe this contractile process.There
are two different approaches to describing the contrac-
tile machinery. Mechanistic models attempt to describe
the physiological mechanisms underlying muscle force
generation. In contrast, phenomenological models use
empirical descriptions to describe how force is generated
under a range of conditions.

Mechanistic Models
Most current mechanistic models stem from the work
of Huxley [1]. In his seminal paper, Huxley described
the contractile properties of muscle in terms of the
number of currently attached cross-bridges. Each cross-
bridgewas assumed to be elastically linked to the myosin
filament and to move randomly about a neutral equilibri-
um point due to thermal agitation, as depicted in Fig. 1a.

Further, it was assumed that cross-bridges could be
in one of two states, either attached or detached to an
actin binding site, and that there were no interactions
between neighboring cross-bridges. Under these con-
ditions, the rate equation for cross-bridge attachment
is given by Equation 1, where n(x,t) is the fraction of
attached cross-bridges at time t and displacement x from
Muscle Modeling. Figure 1 Schematic of original
Huxley model. (a) Assumed mechanism. (b) Proposed
rate functions.
the equilibrium point, f(x) is the rate at which cross-
bridges attach and g(x) is the rate at which they detach.
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Fig. 1b illustrates the shape of the rate functions
originally proposed by Huxley; the asymmetry of these
functions leads to muscle shortening. Each cross-bridge
is assumed to be elastic. Hence, when attached, a cross-
bridge produces a force proportional to its distance
from the equilibrium point. The total force generated
is given by Equation 2, in which k is defined as the
cross-bridge stiffness.
Since Huxley’s original work, a variety of extensions

have been made to his proposed model including
the incorporation of length-tension properties, changes
in the attachment and detachment rate functions, the
addition of intermediary states between cross-bridge
attachment and detachment and the allowance for
cooperativity between neighboring cross-bridges.

Phenomenological Models
A number of linear and nonlinear phenomenological
muscle models have been proposed. The most widely
used of these stem from the work of A.V. Hill [2], and
the modifications outlined by Zajac [3]. These Hill-type
models have a structure as shown in Fig. 2. The parallel
elastic element (PEE) is often ignored, as it contributes
little force within the working range of most muscles
and the stiffness of the series elastic element (SEE)
is combined with that of the tendon. The contractile
element (CE) of a Hill-type model is described in
terms of the instantaneous force-length, force-velocity
and activation properties of muscle. Many Hill-type
models assume that these properties are independent
(see Winters [4] for discussion), and that the contractile
element force, FCE , can be characterized by Equation 3,
where A

�ðtÞ is the normalized muscle activation, F
�
FL

is the normalized tetanic force-length relationship, and
Muscle Modeling. Figure 2 Schematic of a typical Hill
model.
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F
�
FV is the normalized tetanic force-velocity relation-

ship, measured at the muscle length corresponding to
the peak of force-length curve. Alternative formulations
assume that the maximum shortening velocity varies
with muscle length and activation, requiring that F

�
FV

be dependent upon instantaneous muscle velocity
and activation.

FCEðtÞ ¼ Fmax � A
�ðtÞ � F�FLðLðtÞÞ � F

�
FV ðV ðtÞÞ ð3Þ

The above descriptions outline the elements common
to all Hill-type models. However, a number
of extensions to this model have been developed.
These include incorporating geometrical parameters
to account for changes in muscle architecture, allowing
for significant coupling between the F

�
FV and F

�
FL

properties and acknowledging the fact that these proper-
ties do not scale simply with changes in activation level.
Each of these modifications has been shown to improve
model performance for specific experimental condi-
tions, although head-to-head comparisons of these modi-
fied models have not been performed yet, and there is
no consensus as to which is most appropriate for a
specific application.

Activation Dynamics
Both mechanistic and phenomenological models need to
account for the scaling of muscle force with changes in
neural input. This is accomplished through the use of an
activation function, which characterizes the processes
triggered by the occurrence of a muscle fiber action
potential and ending with the binding of calcium to
troponin. A number of activation functions have been
proposed, ranging from the first-order activation dynam-
ics often incorporated intoHill-typemusclemodels [3], to
detailed descriptions that attempt to account for the
physiological processes underlying calcium release and
reabsorption [5]. Between these extremes are the many
phenomenological descriptions that use the activation
function to account for activation-dependent muscle
responses such as fatigue, nonlinear summation of neural
inputs and movement-related history dependence. A
good example of this approach is provided by the work
of Brown and Loeb [6].

Structural Properties
Intramuscular Structure
There are wide variations in muscle structure and
these variations significantly impact muscle function.
Hence, whole muscle models must take structural
variations into account. Fiber length, cross-sectional
area and pennation angle are the factors most often
considered. At a minimum, these can be used to scale
model parameters such as maximal isometric force
and shortening velocity. More involved approaches
consider how these factors vary and influence force
generation throughout the physiological range. This
has been attempted using both 2D and 3D models of
muscle architecture. Recent studies have used finite
element approaches to investigate and model how these
architectural features influence force generation during
normal movement conditions [7]. This approach may
also prove to be useful for assessing the role of passive
mechanical structures such as tendons and aponeuroses.
Currently, these are modeled most often as elastic
elements in series with the contractile machinery (e.g.
SEE in Fig. 2).

Intermuscular Structure
Significant force can alsobe transmitted betweenmuscles
via myofascial structures. Such transmission poses
enormous challenges for themodeling ofmultiplemuscle
systems and is ignored in most musculoskeletal models.
The essay by Huijing, Epimuscular Myofascial Force
Transmission and Intermuscular Interaction, covers this
topic in detail. It should be noted, however, that most
studies demonstrating significant intermuscular force
transmission have examined this phenomenon by
disrupting the normal transmission pathways. Recent
data from out laboratory suggests that intermuscular
transmission is less than 5% between muscles with intact
tendons and intermuscular linkages. Hence, the problem
of intermuscular transmission may be most important
whenmodeling injuries or surgical interventions inwhich
the normal transmission pathways are disrupted.

Advantages and Disadvantages
There are many choices to be made when choosing or
designing a muscle model for a particular application.
The advantages and disadvantages of each are driven at
least as much by the application as by the model. As
always in modeling, there is a tradeoff between physical
realism and computational efficiency. A related issue is
the ability to estimate appropriate model parameters,
for even an accurately modeled system will produce
inaccurate results if the parameters cannot be set
appropriately. In reviewing the relative merits of the
available modeling approaches, we focus on three
common applications.

Mechanisms of Muscle Contraction
Models designed to investigate the mechanisms underly-
ing muscle contraction are typically derived from
the Huxley models presented above. Such models are
attractive because they have the ability to link macro-
scopic phenomena, such as force-velocity properties,
yielding and short-range stiffness, to the underlying
microscopic structure of muscle. As a result, they are
the models of choice for muscle biophysicists, and
represent an enticing structure upon which to incorpo-
rate additional physiological information as it becomes
available. A limitation of Huxley-type models is the
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difficulty associated with measuring model parameters
and choosing appropriate forms for the rate functions.
Indeed, many rate functions and parameter estimates
have been proposed tomatch different sets of experimen-
tal data. Thesemodels are also computationally intensive,
which has limited their use in studies of multiple muscle
systems as well as those assessing the impact of structure
on function, although a reformulation of the Huxley
equations by Zahalak and colleagues [8] has a reduced
computational cost and helped bridge the gap between
mechanistic and phenomenological models.

Muscle Mechanics
The mechanical properties of muscle describe the
dynamic relationship between imposed displacements
and the corresponding changes in muscle force. These
properties, which are influenced by the contractile
properties and passive structures, are critical for under-
standing the role of muscle in the control of posture and
movement. Some mechanical responses, such as yield-
ing and short-range stiffness, appear to be cross-bridge
phenomena and are characterized well by Huxley-type
mechanistic models. However, a number of phenom-
ena, such as movement history-dependent changes
in muscle force, cannot be attributed to cross-bridge
dynamics alone.

Hill-type models describe the forces generated
during isovelocity movements reasonably well, since
they specifically incorporate force-velocity character-
istics, but are less capable of describing the forces
generated in response to more complex movements,
especially at non-tetanic levels of activation [9].
A number of groups have proposed modifications to
the Hill model that broaden the range of mechanical
responses that can be predicted [6,10]. Often, these
modifications rely on coupling the contractile proper-
ties of muscle to the activation dynamics. A process
that may also be useful for extending the utility of
Huxley-type models.

Realistic representations of muscle architecture and
the passive structures responsible for transmitting muscle
force are essential for modeling muscle mechanics.
Currently, finite element models represent the best
opportunity for assessing how these structural features
impact whole muscle mechanics. The current drawbacks
of these methods include the computational demands
required for simulation and the lack of reliable parameter
estimates for the material properties of muscle.

Multiple Muscle Systems
In neuroscience, muscle models often are incorporated
into multiple muscle systems used to study the neural
control of movement. Under these circumstances,
computational efficiency becomes a primary concern.
As a result, most simulations of multiple muscle
systems rely on Hill-type muscle models or even linear
visco-elastic models. As discussed above, these models
are known to be inaccurate. However, these inaccura-
cies for predicting the details of muscle force generation
may become less important when these forces are
filtered by the musculoskeletal system. In contrast,
errors may be magnified when such models are used
to estimate the activation patterns required to generate
an observed set of movements. The difficulties asso-
ciated with such inverse problems are well described by
Hatze [11].
The inability to estimate muscle activation accurately

is a major limitation in the use of multiple muscle
models for studying the neural control of movement.
During physiological conditions, muscle force is graded
via changes in motor unit recruitment and firing rate,
and it is currently not possible to obtain reliable
estimates of these processes during the control of
voluntary movement. As an alternative, the whole
muscle electromyograms (EMGs) are often used to
approximate muscle activation and as inputs to the
muscle models in a multiple muscle system. Rectified
EMG can be a good predictor of isometric muscle
force. However, this relationship is muscle specific.
In addition, the EMG-force relationship for a given
muscle depends upon recording electrode placements
and movement of the electrodes with respect to the
muscle. Hence, the use of EMG as an approximation
of muscle activation is problematic, and multiple
muscle models that rely on EMGs need to assess how
these limitations impact model performance.
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Muscle Moment Arm
Definition
The distance from the line of action of a muscle to the
center of rotation of a joint.

▶Impedance Control
M
Muscle/Muscle Fiber Stiffness
Definition
Muscle and muscle fiber stiffness are typically
evaluated by quick stretch experiments or sinusoidal
oscillations of the preparation. Stiffness is then
evaluated as the resistance to stretch (for example, as
the instantaneous slope of the force elongation curve
during stretch). Muscle stiffness has played an
important role in muscle physiology and mechanics as
it has been viewed as a measure of the proportion of
attached cross-bridges.

▶Cross-bridge Theory
▶Force Depression/Enhancement in Skeletal Muscles
▶Muscular Stiffness
Muscle Nociceptors
Definition
Free nerve-endings on small-diameter myelinated
(Group III) or unmyelinated (Group IV) muscle afferent
nerve fibers. Group IV corresponds to cutaneous C
fibers and group III to Aδ-fibers. Conduction velocities
for cat muscle afferent fibers are below 2.5 m/s for
group IV and 2.5–30 m/s for group III fibers [7].

▶Muscle Pain Including Fibromyalgia
▶Nociceptors and Characteristics
Muscle Pain, Including Fibromyalgia
LARS ARENDT-NIELSEN,
THOMAS GRAVEN-NIELSEN

Center for Sensory-Motor Interaction (SMI),
Department of Health Science and Technology,
Aalborg University, Aalborg, Denmark

Synonyms
Musculoskeletal pain; Myofascial Pain; Deep somatic
pain

Definition
Pain from deep somatic structures.

Characteristics
Musculoskeletal pain is an important factor in many
disorders, including chronic pain conditions, work related
disorders, injuries, degenerative diseases, and cancer,
but the peripheral and central mechanisms underlying
musculoskeletal pain are still poorly understood. The
typical characteristics are drilling, aching pain often
referred to other somatic structures. Musculoskeletal
disorders can be classified as articular (e.g., rheumatoid
arthritis, osteoarthritis (see▶Immune system and pain) or
non-articular (e.g., myofascial pain syndrome, fibromy-
algia (FM). This essay will present manifestations and
methods for assessment of human non-articular pain with
focus on muscle pain.

Manifestations of Selected Painful, Musculoskeletal

Disorders

Myofascial pain syndromes are regional muscle pain
disorders characterised by localized tenderness in
muscles (trigger points), leading to persistent, regional
pain such as back pain, neck pain, shoulder pain,
headaches, and orofacial pain. The affected muscles
often display an increased fatigability, stiffness, subjec-
tive weakness, pain in movement, and slight restricted
range of motion unrelated to joint restrictions. The exact
etiology of myofascial pain syndromes is unclear.

Widespread pain is defined as pain lasting for more
than three months present as follows: (i) Pain in both
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sides of the body, pain above and below the waist,
(ii) Axial skeletal pain (cervical spine, anterior chest,
thoracic spine, or low back pain) must be present.
Widespread pain includes classes of syndromes such
as FM, fatigue syndrome, exposure syndromes (e.g.,
Gulf War illnesses). FM is a chronic, painful musculo-
skeletal disorder of unknown etiology and defined
by chronic widespread pain, involving three or more
segments of the body plus the finding of at least 11 out
of 18 designated tender points often developing after
localised pain problems. However, not all people with
chronic, localized or regional muscle pain develop
FM. Hereditary factors might be important. Serotonin-
and dopamine-related genes have been suggested to
be involved in the development of FM. Studies of
the endocrine profile of FM patients have indicated
elevated activity of corticotropin releasing hormone
(CRH) neurones which may not only explain some
symptoms of FM, but may also cause alterations
observed in the hormonal axes [1]. Hypothalamic
CRH neurones may play a role not only in resetting
various endocrine loops, but possibly also for nocicep-
tive and psychological mechanisms as well.

FM patients show differentiated ▶hyperalgesia to
different sensory stimuli indicating that only specific
parts of the sensory and nociceptive systems are influ-
enced and that the sensory disturbances are accen-
tuated as the syndrome progresses [2].

Myalgia can be related to a variety of medical con-
ditions, and common terms for the symptom are stiff-
ness, soreness, aching, spasms, or cramps. The associated
pain is often described as having a dull, aching quality
and can be exacerbated by muscle contractions. The
manifestation of pain in some of the myalgias, however,
is not the most prominent problem.

For example, in myositis (e.g., polymyositis and
dermatomyositis) muscle weakness is often the promi-
nent feature.

Muscle pain of neurogenic origin can be difficult to
dissociate from other manifestations of ▶neuropathic
pain. Examples include cervical radiculopathy with
pain radiating into the myotomal distribution of the
roots or nerve compressions (e.g., carpal tunnel
syndrome), where the pain radiates into muscles in
the region. Little is known about muscle sensitization
in relation to neuropathic pain as normally only the
cutaneous manifestations of neuropathic pain (allody-
nia, hyperalgesia) are investigated.

Musculoskeletal disorders and pain are more preva-
lent in females than males, with female predomi-
nance in painful musculoskeletal syndromes such as
widespread pain, temporomandibular disorders, neck
pain, shoulder pain, back pain, joint pain, FM,
whiplash, and headache. High rates of comorbidity,
particularly in women, have been reported between
temporomandibular dysfunctions and other clinical
musculoskeletal disorders (e.g., FM). Fluctuations in
hormonal levels have been implicated in symptom
severity in women with rheumatoid arthritis, temporo-
mandibular disorders, and FM. The many symptoms of
FM could be explained by the fact that there are bi-
directional connections between the nociceptive system
and the immune, sleep regulating and the stress
regulating systems. Furthermore, it has recently been
described that descending facilitatory pathways may
cause widespread hypersensitivity [3]. One mechanism
by which hormones may affect ▶muscle nociceptor
sensitization could be related to nerve growth factor
(NGF) and one of its high-affinity receptors (trkA).
TrkA receptor expression is influenced by gonadal
hormones. Injection of NGF into muscle causes muscle
tenderness to pressure which lasts for weeks. There has
been some speculation that hormone replacement
therapy may increase a woman’s risk of developing
musculoskeletal pain.

Fundamentals of Musculoskeletal Pain
The manifestations of musculoskeletal pain include
spread of pain and ▶referred pain, somatosensory
changes in referred pain areas, and interaction with the
motor system (e.g., muscle coordination and activation,
postural stability, movement initiation, and reflex
pathways) [4].
Localization of pain is poor in skeletal muscles, and

it is difficult to differentiate pain arising from tendons,
ligaments, and bones as well as from joints and their
capsules. Referred muscle pain is typically described
as a sensation from deep structures in contrast to
referred visceral pain, which is described as located
both superficially and deeply. The characteristic pattern
of referred muscle pain was initially observed by
Kellgren in the late 1930s, who injected hypertonic
saline into skeletal muscles and ligaments and char-
acterised the referred pain. Similar characterization has
been performed clinically when activating trigger
points in various muscles [5].
It is obviously important to distinguish the painful

tissue, but it may be very difficult due to poor
localization and referred pain. Examples can be pain
from an arthritic hip, which may refer to the thigh
muscles or knee joint, carpal tunnel syndrome, which
may refer to forearm muscles, and cervical spondylosis,
which may refer to arm muscles. Pain from joints
and their capsules tends to be more localised than
myalgia, and arthralgia is often worsened by passive
joint movements. Capsular pain may be present only in
specific joint positions. Bone pain also tends to be
poorly localized but, unlike myalgia, usually worse at
night and tends to be unaffected by either movement
or muscle activity.
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Referred muscle pain has been known and described
for more than a century and is used extensively as a
diagnostic tool. The pattern of referred pain frequently
follows the distribution of sclerotomes (muscle, fascia,
and bone) rather than the classical dermatomes. A clear
distinction between spread of pain and referred pain is
not possible, and these phenomena may also share
common pathophysiological mechanisms. Firm neuro-
physiologically-based explanations for referred pain
do not exist, but it has been shown that wide dynamic
range and nociceptive specific neurons in the spinal
cord and brain stem of animals receive convergent
afferent input from the mucosa, skin, muscles, joints,
and viscera. This may cause a misinterpretation of
the afferent information coming from muscle afferents
and reaching high levels in the central nervous system,
and hence be one reason for the diffuse and referred
characteristics of muscle pain. Referred pain is a
combination of central processing and peripheral
input [6] as it is possible to induce referred pain to
limbs with complete sensory loss due to an anesthetic
block. However, the involvement of peripheral input
from the referred pain area is not clear because
anesthetizing this area shows inhibitory or no effects
on the intensity of the referred pain. ▶Central
sensitization may be involved in the mechanism of
referred pain. A complex network of extensive colla-
teral synaptic connections for each muscle afferent fiber
onto multiple dorsal horn neurons is assumed [7].
Under normal conditions, afferent fibers have fully
functional synaptic connections with dorsal horn
neurons as well as latent synaptic connections to other
neurons within the same region of the spinal cord.
Following ongoing strong noxious input, latent synap-
tic connections become operational, thereby allowing
for convergence of input from more than one source.
Animal studies show development of new and/or
expansion of existing receptive fields after a noxious
muscle stimulus. For example, recordings from a dorsal
horn neuron with a receptive field located in the biceps
femoris muscle show new receptive fields in the tibialis
anterior muscle and at the foot after noxious stimulation
of the tibialis anterior muscle [7]. In the context of
referred pain, the unmasking of new receptive fields
due to central sensitization could mediate referred
pain [4]. The area of the referred pain is correlated with
the intensity and duration of the muscle pain, and the
appearance of referred pain is delayed (20–40 s)
compared with the local muscle pain, indicating that a
time-dependent process, like the unmasking of new
synaptic connections (see above), is involved in the
neural mediation of referred pain. Recently it has been
emphasised that referred pain and central sensitization
are closely related [4].

The pattern and size of referral seem to be changed in
chronic musculoskeletal pain conditions. For example,
FM patients experience greater pain and larger
areas of referral after experimental muscle pain
compared with matched controls [4]. Interestingly,
these manifestations were present in lower limb
muscles where the patients typically do not experience
ongoing pain. Normally, pain from the tibialis anterior
is projected distally to the ankle and only rarely is it
projected proximally. In FM patients, substantial
proximal spread of experimentally-induced referred
pain was found. Enlarged areas of referred pain in pain
patients suggest that the efficacy of central processing is
increased (central sensitization). Moreover, the expan-
sion in the area of referred pain in FM patients is partly
inhibited byketamine (anN-methyl-d-aspartate (NMDA)
receptor antagonist) targeting central sensitization. Ex-
tended areas of referred pain from the tibialis anterior
muscle, indicating central sensitization, have also been
shown in patients suffering from other chronic musculo-
skeletal pain conditions such as whiplash, low back
pain, and osteoarthritis.

Somatosensory changes in areas of referred muscle
pain have been reported, and it seems that the duration
and intensity of pain are important for such manifesta-
tions. As well as hypoalgesia, hyperalgesia has been
reported in areas of referred muscle pain. Referred
muscle hyperalgesia can also be a result of visceral
pain due to viscero-somatic convergence. This may
occur for example in gastrointestinal, gynaecological/
urological, or in chronic visceral painful conditions
without known etiology (e.g., irritable bowel syndrome,
endometriosis). The degree of referred muscle hyper-
algesia is related to the severity of the visceral patho-
logy and hence the degree of visceral pain. Persistent
referred muscle hyperalgesia can be manifested not only
by chronic conditions, but also after recurrent painful
visceral attacks such as in dysmenorrheic women, where
lumbar muscles are hyperalgesic to pressure, or after
colic attacks following calculosis of the upper urinary
tract, where hyperalgesia to pressure is found in muscles
in the left lumbar region [8].

Assessment of Muscle Pain in Experimental and Clinical

Studies with Focus on FM

Several methods exist to assess pain sensitivity of
musculoskeletal structures. The methods are based on
application or induction of standardized pain to mus-
culoskeletal structures to evaluate how sensitive the
structure is to that specific stimulus modality. Such
procedures can be applied to healthy volunteers in the
laboratory for basic experimental studies or to patients
for clinical examinations [4].

Pressure algometry is the most commonly used
technique to induce muscle pain and hence assess ten-
derness in myofascial tissues and joints (e.g., tender
points, FM,work-relatedmyalgia,myofascial pain, strain
injuries, myositis, chronic fatigue syndrome, arthritis/
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orthroses, and other musculoskeletal inflammatory con-
ditions). The American College of Rheumatology’s
classification criteria for FM requires 11 or more tender
points to pressure out of 18 specified anatomical sites.
Widespread hypersensitivity in chronic musculoskeletal
pain conditions means general reduction in pressure pain
thresholds assessed from many sites.

Another way to experimentally assess pain sensitivi-
ty is to apply repetitive painful pulses and investigate
temporal integration/summation and the involvment
of central NMDA receptors. ▶Temporal summation
means that repetitive, identical stimulation at frequen-
cies lower than 5 Hz give rise to gradually increa-
sing pain responses. FM patients show increased and
prolonged responses to repetitive stimulation and
ketamine (an antagonist of the NMDA receptor) can
inhibit this.

Referred pain can be assessed experimentally from
muscles by injection of various chemical substances
such as hypertonic saline, capsaicin, and glutamate [4].

The balance between descending inhibition and
facilitation can be assessed experimentally.

The phenomenon of descending inhibition, in which
“muscle pain inhibits pain,” has been extensively
investigated and the heterotopic character demonstrated
in many human studies (for references see [4]). Painful
heterotopic conditioning stimuli (thermal, mechanical,
electrical, or chemical) decrease pain perception in-
duced by phasic noxious stimulation given elsewhere in
the body. Recent data have shown that endogenous pain
modulation in FM is impaired [9]. Descending facilita-
tory pathways originating in frontal cortical areas can
contribute to generalized, increased neuronal responses
along the neuraxis, suggesting that emotions such as
fear may drive the development of wide spread pain
and sensitization [3].

Muscle blood flow impairment during and post
contractions, resulting in ischemia, has been suggested
as contributing to FM pain. Other studies support that
decreased relaxation between contractions, which
has been found in patients with FM, means that not
only static, but also dynamic muscle contractions might
cause ischemic pain.

Muscle pain and musculoskeletal pain have implica-
tions on many aspects in daily life, and questionnaires
for assessment of different dimensions have been
developed for general and regional (e.g., back pain
and neck pain) pain problems (General Function Score,
Roland and Morris Disability Scale, Oswestry Pain
Disability Index, West Haven-Yale Multidimensio-
nal Pain Inventory, Bournemouth questionnaire, fear
avoidance beliefs, life satisfaction) [10].

Verbal assessments of musculoskeletal pain intensity
and other subjective characteristics of the pain are
obviously needed in clinical and experimental muscle
pain studies. Visual analog scales (VAS), verbal
descriptor scales (VDS), the McGill Pain Questionnaire
(MPQ), and similar scales and questionnaires may
be very helpful for the assessment of perceived pain
intensity and quality [10]. Musculoskeletal pain is most
frequently characterised by descriptors as: “drilling,”
“aching,” “boring,” and “taut.”
The intensity of musculoskeletal pain is easily

measured using VAS. However, this is only a one-
dimensional aspect of the pain experienced, and
additional VAS should be applied to monitor unpleas-
antness and soreness for example. Word descriptors
on the VAS are important as muscle tenderness and
muscle pain may not reflect the same mechanisms. In
addition to verbal assessments, psychophysical tests
are valuable adjuncts for the examination of musculo-
skeletal pain [10].

Summary
A significant part of the manifestations of muscle and
myofascial pain (e.g., tenderness and referred pain) in
chronic musculoskeletal disorders may be the result of
peripheral and central sensitization. Reliable methods
for quantitative induction and assessment of muscle
sensitization, referred pain and muscle sensitivity are
available. Sensory assessment procedures can provide
complementary clinical information and give qualified
clues to revise and optimize treatment regimes.
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Muscle-specific Receptor Tyrosine
Kinase (MuSK)
Definition
In the development of the neuromuscular junction
(NMJ), acetylcholine clustering at endplates depends
onMuSK as knockout mice fail to formNMJs and die at
birth. MuSK may mediate acetylcholine receptor
(AchR) pre-patterning by agrin-dependent and -inde-
pendent activation pathways.

▶Agrin
▶Acetylcholine
▶Neuromuscular Junction (NMJ)
▶Synapse Formation: Neuromuscular Junction Versus
Central Nervous System

Muscle Spindle
M

Definition
A stretch-sensitive muscle receptor. The mammalian
muscle spindle is 2–6mmlong and is attached at each end
to the (extrafusal) skeletal muscle fibers that envelop it.
Twoormore sensory endings are locatedwithin a capsule
near the middle of the spindle. When extrafusal muscle
fibers lengthen and shorten, the spindles stretch and
shorten too, which modulates the firing rates of their
sensory endings. Much of the spindle comprises
intrafusal muscle fibers whose sole function is to alter
the stretch-sensitivity of the spindle’s sensory endings.
These muscles fibers are activated by γ-motoneurons
(also known as fusimotor neurons). There are typically
100–200 muscle spindles in a medium-sized muscle,
each innervated by up to 6 sensory afferents (group Ia
and II afferents) and 10 fusimotor neurons.

▶Feedback Control of Movement
▶Motoneuron
▶Proprioception: Role of Muscle Receptors

Muscle Sympathetic Nervous Activity
Definition
Muscle sympathetic nervous activity (MSNA) refers to
neural traffic of sympathetic nerves that innervate skeletal
muscles, regulating vascular resistance in skeletal
muscles and controlling systemic blood pressure.

▶Autonomic Function in Space
▶Sympathetic Pathways
Muscle Synergies
ANDREA D’AVELLA

Department of Neuromotor Physiology, Santa Lucia
Foundation, Rome, Italy

Definition
The term “synergy” literally “working together,” has
been used in the motor control literature with various
meanings. Here a muscle synergy is defined as the
coordinated recruitment of a group of muscles with
specific activation balances or specific activation
waveforms. Recent experiments have indicated that
many motor behaviors are controlled through the
flexible combination of a small number of muscle
synergies. This mechanism is believed to simplify
the selection of the appropriate muscle commands for a
given behavioral goal.

Characteristics
To control goal-directed movements the central nervous
system (CNS) must map sensory input into motor
output. For example, ▶reaching movements usually
require selecting the appropriate muscle activation
patterns to move the arm to visually specified targets.
This transformation is thought to be performed by an
▶internal model implemented in the neural circuits.
However, given the complexity of the computations
required to select the appropriate activation waveforms
of many muscles acting on many articulated body
segments, it is not clear what mechanisms allow for an
efficient implementation of an internal model. One
possibility is that this mapping is simplified by a low-
dimensional representation of the motor output. The
key idea is that, if all useful muscle patterns can be
constructed by the combination of a small number of
basic elements, selecting the appropriate muscle pattern
for a given goal requires only determining how these
elements are combined.

Two Types of Synergies
Muscle synergies are suitable basic elements for
constructing a low-dimensional representation of the
motor output because they capture a set of features
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shared by a variety of muscle patterns. Such features
can be identified in the spatial domain and in the
temporal domain. In the spatial domain, i.e. across
muscles, a muscle synergy captures a specific relation-
ship in the muscle activation amplitudes. Considering a
set of D muscles, a muscle synergy can be expressed as
a D-dimensional vector w of weighting coefficients that
specify the activation balance among the muscles
(Fig. 1a).

Different levels of activation may be generated by a
single muscle synergy by scaling in amplitude the entire
vector:

m ¼ cw ð1Þ
where m is a D-dimensional vector that specifies
the recruitment level of each muscle and c is a scaling
coefficient (Fig. 1b, columns 1–3). More generally, a set
of N synergies, {wi}i = 1…N, can generate many distinct
muscle patterns by linear combination:

m ¼ c1w1 þ c2w2 þ � � � þ cNwN ¼
XN
i¼1

ci wi ð2Þ

where ci is the scaling coefficient for the i-th synergy
(Fig. 1b, rows 4–6).

Since the muscle activation vectors involved in
most behaviors are time-dependent, synergistic
relationships may also be found in the temporal domain.
With respect to time, a synergy may be time-invariant or
time-varying. A synergy is time-invariant if the same
Muscle Synergies. Figure 1 Generation of muscle patter
different activation balances among five muscles are expre
represented by horizontal bars of different lengths. (b) Diffe
the three vectors by three scaling coefficients (ci) and sum
(m(t)) is generated by combining the synergies with time-va
obtained by changing the scaling coefficient waveforms.
muscle activation balance, expressed by a vector w,
holds at all times, i.e. for all the time-varying activation
vectors comprising a muscle patterns. If all the syn-
ergies are time-invariant, eq. 2 can be written, taking
time into account, as:

mðtÞ ¼
XN
i¼1

ciðtÞwi ð3Þ

where m(t) is the muscle activation at time t and ci(t)
is the scaling coefficient for the i-th synergy at time
t (Fig. 1c). Since each time-invariant synergy con-
tributes to the waveform of different muscles with the
same ci(t) waveform, the muscle waveforms associated
with each synergy are synchronous. In contrast, a time-
varying synergy is comprised by a collection of
waveforms, each one specific for a muscle, and thus
not necessarily synchronous (Fig. 2a).
These waveforms can be expressed by a time-varying

synergy vector w(t) and eq. 2 can be written as:

mðtÞ ¼
XN
i¼1

ci wiðt � tiÞ ð4Þ

with one scaling coefficient (ci) and one time delay (ti)
for each synergy. In this case, the time dependence of
the muscle activation waveforms is captured by the
temporal structure of the synergies and by their relative
delays (Fig. 2b). Time-varying synergies represent
parsimoniously the motor output because, once the
ns by combination of time-invariant synergies. (a) Three
ssed by three vectors (wi), whose components are
rent muscle patterns (1–6) are generated by multiplying
ming them together. (c) A time-varying muscle pattern
rying scaling coefficients (ci(t)). Different patterns can be



Muscle Synergies. Figure 2 Generation of muscle patterns by combination of time-varying synergies. (a) Each one
of the two synergies illustrated is composed by a collection of muscle activation waveforms. The profile inside the
rectangle below each synergy represents the mean activation waveform for that synergy. (b) A time-varying muscle
patterns (m(t)) is generated by multiplying all waveforms of each synergy by a single scaling coefficient (ci), shifting
them in time by a single delay (ti), and summing them together. In this example, different patterns are obtained by
changing two scaling coefficients and two delays.

Muscle Synergies 2511

M

synergies are given, a few scaling and delay coefficients
are sufficient to specify many muscle patterns.

Muscle Synergy Identification
Muscle synergies provide a useful representation of the
motor output if they can generate all muscle patterns
observed during the performance of either a task in
variety of conditions or multiple tasks. Thus, to test the
validity of a synergymodel it is necessary to identify a set
of synergies from the observed muscle patterns and to
show that they capture most of the variability in the data.

The identification of the synergies according to a
model that allows for the simultaneous recruitment and
combination of multiple synergies (eq. 2) requires a
multivariate decomposition algorithm. For time-invari-
ant synergies, the identification of the combination
coefficients and synergies of eq. 3 can be obtained with
a number of decomposition algorithm such as Principal
Component Analysis (PCA), Factor Analysis (FA),
Independent Component Analysis (ICA), and Non-
negative Matrix Factorization (NMF) [1]. The number
of synergies (N) is a free parameter for each decompo-
sition algorithm.While the selection of this parameter is
performed with different criteria for each algorithm, in
general the goal is to determine the minimum number of
synergies that explain all the structured variation in the
data, interpreting the remaining unstructured variation
as noise. Often this minimum number is determined by
inspecting a plot of the reconstruction error as a
function of the number of synergies. As the number
of synergies increases the reconstruction error decreases
and the number at which the error curve changes slope,
indicating that additional synergies only explain a small
additional amount of variation due to noise, is usually
taken as correct number of synergies. The identification
of time-varying synergies, according to the model of
eq. 4, can be accomplished with the same methods used
for time-invariant synergies if the simplifying assump-
tion that the synergies are not time-shifted relatively to
each other is introduced [2]. More generally, to identify
a set of time-varying synergies that can be time-shifted
with respect to each other, it is possible to use an
iterative optimization algorithm [3].

Experimental Evidence
Qualitative observations of stereotyped muscle activity
patterns in specific tasks, suggestive of a synergistic
organization, have long been reported. However,
whether muscle synergies are fixed or require task-
dependent flexible adjustment has been a controversial
issue. Recently, systematic investigations and quantita-
tive analyses of the muscle synergies according to
synergy combination models have addressed this issue
with a new perspective. Studies conducted on frogs,
cats, and humans have provided evidence that the CNS
flexibly combines fixed muscle synergies for generat-
ing the muscle patterns necessary to perform many
motor tasks and behaviors.
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Electromyographycal (EMG) activity recorded
from many hindlimb muscles of spinalized frogs dur-
ing withdrawal reflexes [4], decerebrated frogs during
spontaneous behavior [5], and intact frogs during defen-
sive kicking [3] and locomotion, has revealed a
synergistic organization. These studies have shown
that a variety of muscle patterns used in different
behaviors are generated by the combination of a small
number of time-invariant and time-varying synergies.
For example, 90% of the variability in the EMG
responses associated with the withdrawal reflexes
evoked by skin stimulation at a variety of sites on the
frog limb is explained by the combination of four time-
invariant synergies.

The study of postural control in cats and humans
has also provided evidence for muscle synergies. The
activations of cat hindlimb muscles during postural
responses to perturbations of the support surface
(translations and rotations in multiple directions) are
captured by the combination of a five time-invariant
synergies [6]. These muscle synergies are associated
with specific force vectors applied by the paw against
the support, suggesting that they encode task-level
biomechanical variables. In humans, the muscle
patterns used for shifting the center of pressure during
balancing while standing are constructed by combina-
tions of three time-invariant synergies [7].

The muscle patterns in leg and trunk muscles during
human locomotion at different speeds and with different
fractions of the body weight supported by a harness
are accounted by the combination of five time-invariant
synergies [8]. The time-varying amplitude scaling coe-
fficients, once the muscle patterns are time-normalized
to equal gait cycle duration, have similar wave-
forms across conditions.

Time-varying muscle synergies have been identified
in the patterns of activation of extrinsic and intrinsic
hand muscles during fingerspelling [2]. The synergy,
identified with PCA, which explains the largest fraction
of the data variation has asynchronous waveforms
with activity waves unfolding in time across muscles.

Finally, there is evidence that the combinations of
time-varying muscle synergies are used for controlling
reaching movements in humans [9]. The phasic EMG
patterns recorded in arm and shoulder muscles during
fast reaching movements to targets arranged in different
directions on two vertical planes are generated scaling
in amplitude and shifting in time four or five time-
varying muscle synergies. The amplitude modulation of
the synergy has a simple dependence on the direction
of movement, well captured by a cosine function.

In summary, a growing number of studies are unveiling
the existence of regularities in the spatiotemporal
organization of the muscle patterns observed during
the performance of a variety of tasks in many conditions.
These regularities are well described by a synergy
combination model suggesting that the CNS uses a
low-dimensional representation of the motor output and
simple combination rules for mastering the complex task
of selecting the appropriate muscle pattern for achieving a
desired goal.

▶Postural Synergies
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Muscle-tendon Elasticity
▶Muscle and Tendon Energy Storage
Muscle-tendon Unit
▶Tendon
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Definition
Muscle consists of an exceedingly complex array of
molecules. The exertion of force and the production
of movements thus rely on the summation of forces
and movements of many molecules. The sarcomere
provides the basic structural organization of a muscle
fiber (see Fig. 1 in ▶Muscle). From the perspective
of the molecular motor, the sarcomere structure can
be divided into three components: the thick filam-
ents (made of up myosin molecules), the thin filaments
(made of actin molecules), and the structural proteins
that transmit forces to the ends of the sarcomere and
among sarcomeres. The primary basis of the molecular
motor for movement consists of a configuration change
in myosin. This configuration change, however, does
not produce movement or force unless the myosin is
attached to actin; the forces so produced are transmit-
ted via the structure of the sarcomere to neighbo-
ring sarcomeres and so on through to the tendon
(see ▶Length-Tension) and even to other muscles
(see ▶Intramuscular myofascial force transmission
and Epimuscular Myofascial Force Transmission and
Intermuscular Interaction).
Muscle: The Molecular Motor. Figure 1
Characteristics
Quantitative Description
The myosin in muscle is one of a large set of molecular
motors consisting of various families of myosins,
kinesins and dyneins. Myosins move along actin
filaments; kinesins and dyneins along microtubules
[1]. These motors provide functions such as moving
substrates within the cell. The myosin II family in
muscle is unique in being part of the structure of
the sarcomere, and produces summed movements that
generate the huge forces that muscles are capable of
producing. Muscle myosin contains a long helix, which
with other myosin molecules, forms the thick filament
of the sarcomere. A portion of this helix (called the S2
subfragment) protrudes from the thick filament and
connects to a head region (S1 subfragment). For some
years, it was assumed that the configuration change
in myosin that generated movement involved rotation
of the S1 head with respect to actin at the attachment site
between these two molecules. However, studies from a
number of labs have now demonstrated that the angle
between the attached part of the S1 head and actin stays
constant during force generation [2,3–5]. Instead, the
configuration change occurs within the S1 head. The
S1 head comprises of two distinct regions: a regula-
tory domain that contains the myosin light chains and a
catalytic domain for hydrolysis of ATP to ADP + Pi.
Force is generated when the angle between the re-
gulatory domain and the catalytic domain changes. The
regulatory domain rotates with respect to the catalytic
domain, as shown by the cartoon in Fig. 1.

This is known as the “lever arm” hypothesis, with
the lever arm being the regulatory domain of S1.
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The hydrolysis of ATP is of course essential for
this configuration change. The basic features of how
the steps of hydrolysis of ATP are related to the
contraction cycle is as follows: (i) binding of ATP to
S1 catalytic domain: unbinding of actin and myosin;
(ii) hydrolysis of ATP to ADP and Pi: S1 lever arm
straightens, moving S1 head to next attachment site;
and (iii) release of ADP and Pi from the S1 head: lever
arm bends to produce movement of thin versus thick
filaments (this is the step illustrated in Fig. 1) [ 2,5].
Myosin is only tightly bound to actin for about 5%
of the total crossbridge cycle; the rest of the cycle
involves either weak binding or the unbound state [5].
Speed of the crossbridge cycle is related both to the
various subforms of the myosin ATPase, as well as
to differences in the myosin light chains. Immunohisto-
chemical techniques to identify these subtypes are
the basis of the standard identification of type I (slow),
IIa and IIb (both fast) muscle fibers.

Higher Level Structures
Myofilament, myofibril, muscle fiber, muscle.

Higher Level Processes
Forces are also transmitted between muscles (see
▶Epimuscular Myofascial Force Transmission and
Intermuscular Interaction).

Process Regulation
The interaction of actin and myosin is dependent
on calcium; release of calcium is controlled via action
potentials from motoneurons (see ▶Neuromuscular
Junction).

Function
The function of the molecular motor is clear: generation
of movement.

Pathology
Genetic mutations in the molecular machinery produce
severe pathological deficits. Nemaline myopathies can
be produced by genetic defects in action, tropomyosin
and other sarcomere proteins.
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Muscle Tone
Definition
Muscle tone is defined as the resistance that a relaxed
muscle opposes to passive stretch.

▶Postural Muscle Tone
Muscle Torque
Definition
The product of muscle force and muscle moment arm.

▶Impedance Control
Muscle Twitch
Definition
An action potential in a skeletal or oculomotor
motoneuron axon produces, after neuromuscular syn-
aptic transmission, a propagating action potential in the
innervated muscle fibers followed by an increase in
intracellular calcium. The calcium activates the actin-
myosin cross-bridges and the buildup of force (a
process called excitation-contraction coupling). Force
peaks at a characteristic “twitch time” that is dependent
on the rate of calcium release (fast in most skeletal and
extraocular muscles) and the interaction between the
muscle’s series elastic component (embodied in the
connective tissue and muscle proteins) and the force-
velocity relationship. In the initial part of the twitch, the
muscle contracts rapidly internally as the series elastic
component stretches, so less force is produced. Force
declines slowly after the peak due to the re-sequestering
of calcium. The time course of the contraction depends
on the muscle fiber type (type-I, type-II, and subtypes)
to the extent that the terms “slow-twitch” and “fast-
twitch” fibers are also used as synonyms of type-I and
type-II respectively.

▶Actin
▶Cross-bridge Theory
▶Excitation-contraction Coupling
▶Force-velocity Relationship of Skeletal Muscle
▶Myosin
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Muscle Unit
Definition
The set of striated muscle fibers in a specific
anatomical muscle that receives innervation from a
single motoneuron.

▶Motor Units
Muscular Dystrophy
Definition
A group of �40 inherited heterogeneous disorders that
result in progressive muscle weakness and muscle
wasting.

▶Duchenne Muscular Dystrophy
M

Muscular Stiffness
T. RICHARD NICHOLS,
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Synonyms
Elasticity; Impedance; Stretch resistance

Definition
Muscular stiffness is defined as the change in force
divided by the corresponding change in length, when
the length change is imposed by an external agent or
by a change in the external load on the muscle. In the
present context, stiffness is time-varying and there-
fore has dynamic attributes. Classically, stiffness refers
only to the elastic, and therefore static, component of
impedance. However, muscular properties are nonlin-
ear, and therefore muscular impedance cannot easily
be partitioned into components corresponding to the
derivatives of position. Researchers in motor systems
have chosen to retain the term “stiffness” to describe the
resistance of muscle to length change.
Characteristics
Quantitative Description
Stiffness of Inactive Muscle
The stiffness of inactive skeletal muscle is dominated
by the elastic properties in-parallel and in-series
connective tissue. This stiffness increases at long
muscle lengths and can effectively limit extreme joint
angles, but is normally low enough through the
physiological range of the muscle so as not to offer
significant resistance to joint motion. However, inactive
muscle can offer some resistance for small distur-
bances. Evidence does exist that some cross-bridges
that cycle either slowly or not at all remain attached
at rest. The additional stiffness contributed by these
cross-bridges is reduced by stretching the muscle
beyond the working range of the cross-bridges or by
prior activation of the muscle. These non-cycling cross-
bridges can reform over a period of seconds, and
re-establish elevated stiffness for small (1% of muscle
length) amplitudes of stretch. These “thixotropic”
properties of inactive muscle have been observed
in experiments on animals and human subjects [1],
and may be important during the maintenance of steady
postures.

Stiffness of Active Muscle
When a muscle is activated, the stiffness becomes
considerably larger through the physiological range of
joint angles. The magnitude of this stiffness, which is
intrinsic to the contracting muscle, depends on a
number of factors, including the level of motor unit
recruitment, length and force, and movement history.
The stiffness of actively contracting muscle is thought
to arise from the mechanical properties of cycling cross-
bridges. Cross-bridges are believed to have spring-like
properties, so they contribute to muscular stiffness
when attached. In a muscle fiber with a population
of cycling cross-bridges, the stiffness of the fiber
depends on the average number of attached cross-
bridges and the rate of turnover. The contribution of a
given cross-bridge to the stiffness of the muscle fiber
increases with the length change over which it is
attached. For a given rate of stretch, this contribution
will decrease with an increase in the rate of turnover.
These basic principles can be used to explain how
muscular stiffness changes under different contractile
conditions and how it depends on the fiber type
composition of the muscle.

If, after a periodof isometric contraction, amuscle fiber
is stretched by a small amount so that the length change
remains within the working range of the attached cross-
bridges, the muscle fiber exhibits spring-like behavior
known as short-range stiffness. If the disturbance carries
the muscle fiber beyond the working range of cross-
bridges, then stiffness abruptly declines as cross-bridges
are mechanically disrupted [2] (Fig. 1).



Muscular Stiffness. Figure 1 Responses of chemically-skinned muscle fibers to constant velocity stretch. The
fibers were submaximally activated to the same background force levels in solutions containing calcium and ATP.
Stretches lasting 100 ms and 0.05 muscle lengths in amplitude were delivered after periods of isometric
contraction in activating solutions. The type II fiber was obtained from the lateral gastrocnemius muscle and the type I
fiber from the soleusmuscle of the cat. Both fibers show short-range stiffness followed by yielding, but the short range
stiffness (indicated by the initial fitted lines) and yield were both greater in the type I fibers. This figure was
modified from Fig. 2 of [3].
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The extent of this decline, or yield, and short-range
stiffness depend on the rate of stretch and on the
rate of cross-bridge turnover. Increasing the rate of
stretch can lead to an increase in short-range stiffness,
since the cross-bridges remain attached over a larger
change in length [3]. Yield can also increase since there
is more synchronous detachment and a decrease in the
time for reattachment relative to the rate of stretch.
An increase in the rate of turnover would lead to a
small decrease in stiffness since cross-bridges remain
attached for shorter periods of time and a decrease in
yield occurs due to the more rapid reattachment.
Therefore, a previously isometric muscle responds to
forcible lengthening with short-range stiffness followed
by a yield that in some cases can result in a transient
reduction in force (Fig. 1). One way to summarize this
behavior is that active muscle shows significant
damping [4], albeit nonlinear damping, which can have
a stabilizing influence on the musculoskeletal system.
If the muscle is allowed to shorten instead, force
declines throughout the shortening, but the stiffness is
also greater over the short range. When the responses to
lengthening and shortening are compared, stiffness is
greater during shortening [5].

If the muscle fiber is perturbed after a period
of motion, its mechanical properties are different
from those described above. Constant motion leads
to increased turnover and a tendency for cross-bridges
to be in positions of lower stress than in the isometric
state. As might be expected, the yield decreases and
the short range is extended. As a result, the responses
of the muscle to length change more closely resemble
those of linear springs with some damping [6] than the
highly nonlinear behavior described above (Fig. 2).
Under conditions of quiet standing, stability is

achieved in part by intrinsic mechanical properties of
muscle, including thixotropic properties of inactive mus-
cle, and short-range stiffness and damping of active
muscle. During ongoing movements, muscular stiffness
is less dependent on amplitude of the perturbation, and
thixotropy in inactive muscles is greatly reduced, in
keepingwith the requirements of awide dynamic rangeof
joint motion.

Dependence of Muscular Stiffness on Motor Unit

Composition and Recruitment

Muscular stiffness is strongly dependent on the motor
unit composition of a muscle and the level of re-
cruitment in the muscle. For muscles that are used for
standing or braking and that are rich in slow twitch
muscle fibers, the cycling rate of cross-bridges tends to
be lower. Consequently, these predominantly slow-
twitch muscles exhibit higher short range stiffness and
yield to a greater extent than muscles with substantial



Muscular Stiffness. Figure 2 Dependence of muscular stiffness on movement history. Reflexive and areflexive
soleus muscles from a decerebrate cat were subjected to 2 mm ramp stretches following releases of progressively
larger amplitude, from 0 to 2 mm. In each panel, the lower trace corresponds to the areflexive muscle. The portions of
the responses obtained during the 2 mm stretch are denoted by the rectangles. Note that the yields of the
intrinsic responses become progressively small and more delayed as the prior release increases. Reflex action also
becomes reduced and delayed, until there is no contribution from the reflex with the largest prior release. This figure
is modified from Fig. 1a of [6].
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populations of fast-twitch muscle fibers (see Fig. 1).
As motor units are recruited into activity, force and
stiffness both increase. A dependence of stiffness on
force contrasts with the property of a linear spring that
stiffness is constant with force. Intrinsic muscular force
and stiffness increase together with recruitment, but not
in exact proportion (Fig. 3).

Stiffness increases slightly less rapidly than force due
to the presence of series elastic elements [7,8]. The
consequence of these nonlinear properties is that
high intrinsic stiffness can only be achieved by
recruiting many motor units. Co-contraction is one
strategy for increasing the stiffness of a joint. Under
these conditions, agonist and antagonistic muscles are
activated together to provide high joint stiffness with no
net joint torque. At low background activity, such as
occurs during quiet standing, intrinsic muscular stiff-
ness is low.

Structural Regulation
Muscular stiffness is influenced by the architecture of
the muscle. Stiffness increases with the cross-sectional
area of muscle and decreases with length, according to
the in-parallel and in-series arrangement of sarcomeres,
respectively.

Process Regulation
The mechanical properties of muscle are subject to
local control by reflex circuits in the spinal cord. The
initial response of a muscle, and therefore the
musculoskeletal system, to a mechanical perturbation
depends on the intrinsic mechanical properties de-
scribed above. After a brief delay, feedback from
muscle spindle receptors can increase or decrease the
recruitment of motor units as well as influence firing
rate modulation in response to muscle lengthening
or shortening, respectively, through the monosynaptic
(stretch) reflex. Muscle spindle receptors, which
contain specialized muscle fibers (intrafusal muscle
fibers), signal length changes and the dynamics of
length change. Due to the high sensitivity of the
primary receptors of the muscle spindle, the mono-
synaptic reflex can recruit substantial numbers of
motor units even at low forces, making the stiffness



Muscular Stiffness. Figure 3 Dependence of muscular stiffness on initial force. Reflexive and areflexive
gastrocnemius muscles of a decerebrate cat were subjected to ramp-and-hold stretches. (a) Responses of muscles
in which reflexes were disrupted by prior reinnervation of the muscle obtained at different initial forces. Dynamic
responses were computed by subtracting the initial (pre-stretch) force for each trace from the corresponding force
measured at the time of ramp completion denoted by the vertical line. These responses are shown plotted against
initial force in (c). (b) Responses of untreated contralateral muscles with intact reflexes. Note the greater magnitude
and less abrupt yielding of these responses compared to those shown in (a). The dynamic responses are shown
plotted against initial force in (d). The amplitude of the ramps was 2 mm, so dynamic stiffness (N/mm) can be
computed by dividing the dynamic responses by 2. These plots indicate that intrinsic muscular stiffness increases
with force. In the presence of reflexes, stiffness is larger and less dependent on force. This figure is modified from
Fig. 3 of [7]. Further experimental details can be found in this paper.
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of the muscle-reflex system less dependent on
background force than intrinsic muscular stiffness
(Fig. 3). As stiffness remains force-dependent to some
extent, however, co-contraction still results in an
increase in the stiffness of the joint.

Due to the filtering properties of the intrafusal muscle
fibers, the length signals are subject to similar history-
dependent properties as found in extrafusal muscle
fibers as described above [9]. The monosynaptic reflex
compensates for muscular yield through recruitment
of additional motor units, but compensates less during
ongoing motion when the yield is less [6] (Fig. 2).
In these ways, the stretch reflex can regulate muscular
stiffness over a wide range of forces and movement
histories, and therefore reduce the computational
burden on the central nervous system.
Function
The initial response of a muscle to length change is
determined by the intrinsic stiffness of the muscle.
Reflex pathways then regulate the response after a brief
delay. These intrinsic and extrinsic mechanisms
regulate the mechanical response properties of joints
in a three-dimensional manner according to the
attachments of the muscles crossing the joint. For a
given axis or rotation, the stiffness of synergistic and
antagonistic muscles add together to determine the
stiffness of the joint. Muscular stiffness influences
interjoint coordination by virtue of the regulation of
individual joints, as well as by the mechanical coupling
of multi-articular muscles. These intrinsic and extrinsic
mechanisms therefore influence the endpoint stiffness
of the limb and coordination of the component joints.
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Pathology
Muscular growth and maintenance are strongly influ-
enced by muscular load and length [10]. In disorders
that involve prolonged shortening, such as spastic
diplegia, muscle fibers may become shortened with
the consequent equine posture. In addition, the tendon
will account for a greater proportion of total muscle
length. The shortened muscle fibers will consequently
have reduced shortening velocity, increased active
stiffness, and increased overall stiffness.
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Musculoskeletal Pain
▶Muscle Pain, Including Fibromyalgia
MuSK
Definition
▶Muscle-specific Receptor Tyrosine Kinase (MuSK)

Mutagenesis, Structure-Function
Definition
The process by which selective changes to the amino
acid sequence of a protein are made and the functional
consequences of such mutations then determined. This
process is used to identify functionally important parts
of proteins (e.g. ion channels, enzymes), and thus
provides insight into the molecular mechanisms by
which these proteins function. Such changes are usually
made to a cDNA clone of the target protein using
recombinant DNA techniques. The choice of which
residues to alter is often guided by predictive models of
the protein as made by hydropathy or secondary
structure analysis of the primary amino acid sequence.
Assessment of the functional consequences of such
mutations is usually done by expressing the protein in a
cell type that is null for this protein.

▶Heterologous Expression

Mutual Information Maximization
Definition
A principle of feature extraction and dimension
reduction of multi-dimensional data from multiple
information sources. Effective low dimension features
are obtained by transforming data to maximize mutual
information between them.

Myasthenia Gravis
MASAHARU TAKAMORI

Neurological Center, Kanazawa-Nishi Hospital and
Kanazawa University, Kanazawa, Japan

Definition
Myasthenia gravis (MG) is a disease of neuromuscular
transmission, with clinical features of weakness and
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fatigue that is mainly caused by an autoimmune
response to the nicotinic ▶acetylcholine receptor
(AChR) in skeletal muscle (Fig. 1).

Anti-AChR antibodies directed against the specific
sites of AChR molecular structure, depending on their
pathogenic actions, are detected in the sera of 80–90%
of generalized MG patients.

The remaining 10–20% of MG patients lack anti-
AChR antibodies in sera, termed “seronegative MG
(▶Seronegative Myasthenia Gravis)”, but have a
humorally mediated disorder, as evidenced by that
their Sera, passively transferred to mice, results in
neuromuscular weakness. The seronegative MG could
therefore be caused by non-AChR antibodies. The
search for non-AChR pathogenic antigens has recently
been focused on ▶muscle-specific tyrosine kinase
(MuSK) (Fig. 1).
Myasthenia Gravis. Figure 1 Schematic representation o
is caused by antibodies to the acetylcholine receptor (ACh
muscle-specific tyrosine kinase (MuSK) (antibody-3), muscl
receptor (antibody-5). The antibody-4 (non-IgG) also provid
protein kinase G or allosteric inhibition. Antibodies number
myasthenic syndrome (LEMS).
Characteristics
Seropositive (Anti-AChR-Positive) Myasthenia Gravis
Pathogenesis: Antibodies to AChR
Anti-AChR antibodies cause the accelerated degrada-
tion of AChR, complement-mediated destruction of
postsynaptic membrane, and blockade of ACh-binding
to AChR resulting in impairment of neuromuscular
transmission (Fig. 2).
The search for epitopes bearing on AChR, which

are implicated as targets for myasthenic antibodies,
has developed through the information about the
AChR primary structure comprising of four homolo-
gous polypeptide subunits. Based on this, myasthenic
domains are localized at the segment alpha 67–76 [1]
and alpha 125–147 [2] as the sites recognized by anti-
bodies causing the accelerated AChR degradation and
the complement-mediated destruction of postsynaptic
f neuromuscular synapse. Myasthenia gravis (MG)
R) (antibodies-1 and 2), and modified by those to
emembrane sodium channel (antibody-4) and ryanodine
es an AChR desensitization through cGMP-mediated
ed 6 and 7 are referred to the section of Lambert-Eaton



Myasthenia Gravis. Figure 2 Ultrastructure of
neuromuscular junction. Postsynaptic folds are richly
developed in normal skeletal muscle (a). In myasthenia
gravis, in which anti-AChR antibodies cause the
complement-mediated destruction of postsynaptic
membrane, the folding becomes less dense than that of
the mature configuration in normal muscle, resulting in
the AChR loss leading to transmission failure; the
synaptic gap becomes widened (b). No abnormality is
seen in the nerve terminal.

Myasthenia Gravis. Figure 3 Muscle action potentials
evoked by repetitive nerve stimulation at rates of 1, 10
and 20 Hz. The initial response is normal in size; during
repetitive stimulation, muscle responses show an early
rundown (1st–4th responses) even with a slow rate such
as 1 Hz, followed by a maintained plateau or partial
recovery in amplitude. These phenomena are provided
by a narrow safety margin of neuromuscular
transmission due to the AChR loss caused by
myasthenic antibodies.
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membrane (Fig. 1, antibody-1), and the segment alpha
183–200 as the site recognized by antibodies preventing
the ACh-binding to AChR (Fig. 1, antibody-2) [3]. The
factors involved in the initiation or induction of auto-
immune MG are unknown. However, MG is associated
with other immune system abnormalities, particularly in
the ▶thymus (thymoma or thymic hyperplasia).

Clinical Features, Diagnosis and Treatments
Only the motor system is impaired with the cardinal
features of weakness and fatigability in skeletal
muscles. Frequently involved are extraocular muscles,
neck extensors, facial and bulbar muscles, and
proximal limb muscles. When the muscles concern-
ing swallowing and respiration are involved, the
intubation for artificial respirator and feeding is
emergently required. There is usually a history of
fluctuation of symptoms and fatigability (worse with
repeated activity, improved by rest). In women,
weakness may worsen in relation to the menstrual
cycle. Transient weakness of an infant born to a
myasthenic mother may occur in 15%. Approximately
75% of patients have thymic abnormalities including
thymoma (15%). The diagnostic test is (i) muscle
responses to repetitive peripheral nerve stimulation
(Fig. 3), (ii) ▶single-fiber electromyography, (iii) edro-
phonium (anti-cholinesterase) injection, and (iv) anti-
AChR antibody radioimmunoassay [4].

Anti-cholinesterase agents (pyridostigmine bro-
mide etc.) are used as symptomatic management. The
long-term immune-directed treatment includes immuno-
suppressive drugs such as corticosteroids, azathioprine,
cyclosporine A, tacrolimus and mycophenorate mofetil.
In thymoma-associated MG, thymectomy is indicated
universally, occasionally followed by postoperative radi-
ation. In non-thymomatous generalized MG, thymecto-
my is advocated empirically and possibly reduces the
long-term exposure to immunosuppressive drugs, but
requires up to 2–5 years for demonstrable efficacy; this
estimation is based on data from nonrandomized studies,
however. The short-term immune-directed treatment to
overcome severe myasthenic states such as respiratory
crisis includes ▶plasmapheresis and intravenous human
immunoglobulin; their effect is short-lasting but tends to
be prolonged with the concomitant immunosuppressive
drugs [5].

Seronegative (Anti-AChR-Negative) Myasthenia Gravis
Pathogenesis: Antibodies to MuSK
AChR is clustered to effectively receive the ACh-
derived information from the nerve through a pathway
in which agrin is a critical nerve-derived signal; MuSK
is a key component of the postsynaptic agrin receptor,
and rapsyn is a cross-linker of AChR [6] (Fig. 1). The
z-site spliced isoform of agrin specifically clusters
AChR and is, independently of it, required for neuro-
muscular junctional differentiation. Jointly with the
co-receptor (muscle-associated specificity component,
MASC), agrin binds to the first of four Ig-like domains
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of MuSK [7]. The fourth Ig-like domain of MuSK
is required for interaction with rapsyn through the
rapsyn-associated transmembrane linker (RATL) [7].
The MuSK intracellular domain (kinase domain) acti-
vates AChR phosphorylation but is not sufficient for
AChR clustering; the MuSK ectodomain plays a
required role for the clustering process, perhaps by
helping to recruit neuromuscular junctional compo-
nents to a MuSK-based scaffold. Although anti-MuSK
antibodies (Fig. 1, antibody-3) inhibit agrin-induced
clustering of AChR in cultured muscle cells, the
pathogenic role of the anti-MuSK IgG antibody is not
clear. The non-IgG fraction, probably including the IgM
antibody which blocks the sodium channel, from anti-
MuSK-positive and anti-MuSK-negative seronegative
(anti-AChR-negative) MG patient sera exerts an inhi-
bitory effect on AChR function [8] (Fig. 1, antibody-4).
There is the MuSK-independent agrin-rapsin signal
transduction pathway including integrins, beta-linked
N-acetylgalactosamine, alpha-dystroglycan, neuronal cell
adhesion molecule, heparin-binding growth-associated
molecule, beta-2 laminins and heparan sulfate
proteoglycan [7] (Fig. 1). Also, antibodies raised
against the extrajunctional component, which conducts
a signal into the sarcoplasmic reticulum [▶ryanodine
receptor (RyR)], can be found in some of ▶myasthenia
gravis patients, often those with thymoma [9] (Fig. 1,
antibody-5). These suggest a research direction to
search for non-AChR, non-MuSK antibodies patho-
genic to the disease.

Clinical Features, Diagnosis and Treatments
Forty to 70%of seronegativeMGpatients are positive for
anti-MuSK antibodies and clinically characterized by a
relative prevalence of female patients, the age at onset
ranging from 3 to 68 years, prevalent involvement of
cranial, bulbar and neck muscles, high incidence
of respiratory crisis; wasting of facial and bulbar muscles
is evident in some patients [10]. Unlike seropositiveMG,
the ▶repetitive nerve stimulation and edrophonium tests
are not necessarily diagnostic; the single-fiber electromy-
ography is only reliable for diagnosis [10]. No satisfactory
benefit is provided by ▶anti-cholinesterase drugs,
conventional immunosuppressive therapy and thymecto-
my [10]; a short-term response to plasmapheresis can be
striking [10]. Thymic histology is reportedly normal.
However, the clinical features reported by a recent series
do not clearly distinguishMuSK antibody-positive from
MuSK antibody-negative serotypes.
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Mydriasis
Definition
Pupillary dilation, particularly when the pupil ap-
proaches maximum dimensions.

▶Neural Regulation of the Pupil
Myelencephalon
Synonyms
▶Medulla oblongata
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Definition
The lowest portion of the brainstem. Here in the
transition region to the spinal cord are important nuclear
regions (olive, pyramid, gracile nucleus, cuneate
nucleus), the cranial nerve nuclei of nerves V-XII as
well as the centers of respiratory control. Important
pathways are the medial lemniscus (somatosensory),
lateral lemniscus (auditory) and vestibulospinal tract.

Myelin
M

Definition
CNS myelin consists of many layers of tightly wound
membranes formed from the cytoplasmic extensions of
oligodendrocytes. Myelin forms regular patches around
axons, called the internode. The space between the
internodes is the Node of Ranvier. The size of the
internode and the thickness of the myelin sheath depend
on the diameter of the axon it is associated with. The
main role of myelin is to insulate the axonal membrane
and thus speed the rate of conduction of the action
potential, which jumps for one node to the next, a
process called saltatory conduction. Myelin also
contains molecules that can inhibit axon growth and
regeneration. Myelin is composed of lipids (about 70%)
and proteins (about 30%) such as myelin basic proteins,
myelin-associated glycoprotein, proteolipid PLP.

▶Inhibitory Molecules in Regeneration
▶Node of Ranvier
▶Schwann Cell

Myelin Basic Protein
Definition
Myelin basic protein (MBP) is the second most
abundant protein in central nervous system (CNS)
myelin, comprising about 30% of the myelin proteins. It
is localized to the cytosolic surface of the cell
membranes of oligodendrocytes, which are the cells
that produce myelin in the CNS. It mediates adhesion to
the cytosolic surface of the adjacent oligodendrocyte
membrane that results in compaction of the myelin
sheath. MBP can undergo a variety of post-translational
modifications, such as phosphorylation, methylation,
and deimination. Modifications such as phosphoryla-
tion and methylation promote the compaction of
myelin, protect MBP from proteolysis, and serves to
maintain the integrity of myelin. Deimination of MBP
on the other hand makes it more susceptible to
proteolysis and induces myelin breakdown. MBP
therefore plays a crucial role in the formation and
maintenance of the myelin sheath, and imbalance in its
normal post-translational modification states may lead
to myelin pathology and disease.

▶Inhibitory Molecules in Regeneration

Myelin Stain
Definition
Myelin stains (such as the Weil or Weigert stains) are
those that react with the lipoprotein sheath of myelinat-
ed axons making them dark.

Myelin-associated Glycoprotein (MAG)
Definition
A glycoprotein found on central nervous system (CNS)
myelin which inhibits axon growth.

▶Regeneration
Myelinated Axons
Definition
Axons surrounded by a compact spiraled sheet of
Schwann cell plasma membrane are called myelinated
axons.

▶Schwann Cell
Myelination
Definition
Myelination is the process by which glial cells wrap
axons with an insulating sheath. This is done by the
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oligodendrocyte in the central nervous system, and by
the Schwann cell in the peripheral nervous system.
Myelitis
Definition
Myelitis is an inflammation of the spinal cord. One
group of diseases is named according to whether
primarily white matter or gray matter is affected (see
leukomyelitis and poliomyelitis); another group is
defined by whether there is coexistent disease of the
meninges (▶meningomyelitis) or the brain (▶encepha-
lomyelitis). In practice, the term is also used to denote
non-inflammatory lesions of the ▶myelin sheath of the
spinal cord.
Myeloencephalitis
Definition
Inflammation of the spinal cord and brain (also called
▶encephalomyelitis).
Myelomalacia
Definition
A process of tissue softening within the spinal cord. It
may result from a stroke, trauma or a degenerative
process.

▶Gliomas
▶Stroke
Myelopathy
Definition
Disease of the spinal cord or the bone marrow.
Myeloperoxidase
Definition
It is a peroxidase enzyme, a lysosomal protein stored
in the azurophilic granules, abundantly present in
neutrophil granulocytes. It is also detected in the
macrophages.
Myenteric Plexus
Definition
The myenteric plexus is a plexus of small groups of
nerve cells (ganglia) and connecting nerve fiber bundles
that lies between the longitudinal and circular muscle
layers of the gut wall and forms a continuous network
from the upper esophagus to the internal anal sphincter.

▶Enteric Nervous System
Myocardium
Definition
The heart muscle that makes up the walls surrounding
the heart ventricles.

▶Cardiovascular Mechanics
Myoclonus
Definition
Involuntary, abrupt, brief, rapid jerks of limbs or trunk,
which may occur spontaneously at rest, in response to
sensory stimuli or with voluntary movements. Myoclo-
nus occurs in a variety of generalized metabolic and
neurological disorders.
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Myofascial Force Transmission
Definition
Transmission of force between muscle fibers and
surrounding connective tissue fascia.

▶Intramuscular Myofascial Force Transmission

Myofascial Pain
▶Muscle Pain, Including Fibromyalgia
Myofibril
M

Definition
Multiprotein complex in striated muscle cells, in which
the contractile proteins actin and myosin are organized
into a paracrystalline fashion.

▶Actin
▶Myosin
▶Sarcomere Structural Proteins

Myofibrillogenesis
Definition
Process of the assembly of myofibrils during embryonic
development.

▶Myofibril
▶Sarcomere Structural Proteins

Myogenic Musculature
Definition
Myogenic musculature refers to the spontaneous
generation of electrical and contractile activity by the
musculature itself, independent of nerves, hormones or
other signaling mechansims.
Myoglobinuria
Definition
Appearance of myoglobin (O2 carrier in skeletal
muscle) in urine, for example in ▶mitochondrial
myopathies.
Myopathies
Definition
Myopathies can be inherited (▶Duchenne muscular
dystrophy, ▶fascioscapulohumeral dystrophy, ▶limb-
girdle dystrophy, ▶myotonic dystrophy) or acquired
(▶dermatomyositis, ▶polymyositis syndrome, ▶endo-
crine myopathies, ▶myoglobinurias).

▶Dermatomyositis
▶Duchenne Muscular Dystrophy
▶Facioscapulohumeral Dystrophy
▶Limb-girdle Muscular Dystrophy (LGMD)
▶Myoglobinuria
▶Myotonic Dystrophy
▶Polymyositis Syndrome
Myosin
Definition
Myosin (sometimes also referred to as the thick
filament) is the second contractile protein in muscle.
Myosin contains the cross-bridge heads that interact
with actin to produce contraction. The cross-bridges are
arranged uniformly on the myosin filament, they
contain a binding site for actin and an enzymatic site
that catalyzes the hydrolysis of ATP, which is needed
for muscle contraction.

▶Sliding Filament Theory
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Myosin Motor
Definition
Myosin motor is a protein that acts as a motor to move
along a surface, such as microtubules. The energy for
such movement comes from the hydrolysis of ATP.
A myosin motor often functions in the active transport
of proteins and vesicles in the cytoplasm.
Myositis
Definition
Myositis means muscle inflammation.
Myotendinous Force Transmission
Definition
Transmission of force between muscle fibers and its
microtendon, made up of aligned collagen fibers. The
site of such a transmission of each fiber is called the
myotendinous junction.

▶Intramuscular Myofascial Force Transmission
Myotendinous Junction
Definition
The specialized region where fingerlike extensions of
the sarcolemma at the ends of muscle fibers interdigitate
with similar extensions of the connective tissue of the
tendon. This is one region for force transmission.

▶Skeletal Muscle Architecture
Myotonia
Definition
Muscle stiffness, in which muscle relaxation after
voluntary contraction is impaired. Myotonic diseases
are hereditary muscle diseases falling into two large
groups: ▶myotonic dystrophies and ▶non-dystrophic
myotonias.
Myotonia Congenita
Definition
▶Non-dystrophic Myotonias

Myotonic Dystrophy
Definition
Group of hereditary muscle diseases inherited via a
dominant mutant gene on chromosome 19. There are
three groups: Myotonic dystrophy type 1 (DM-1),
proximal myotonic myopathy/myotonic dystrophy type
2 (PROMM/DM-2), and proximal myotonic dystrophy
(variant of DM-2). The disease may be so mild as to be
nearly asymptomatic or so severe as to appear in early
life. In addition to weakness in limb and cranial
muscles, characteristic symptoms are ▶myotonia,
which is a delayed relaxation of muscle after strong
voluntary contraction or electrical stimulation, and
often cataracts, baldness and testicular atrophy in men.
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