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Introduction9.1

In the last two decades we have witnessed a tremendous progress in the medi-
cal sciences that has led to the development of a great number of new powerful
pharmaceuticals. These new medicines enable us to provide much better medical
care, but occasionally they will cause harm and give rise to serious adverse reac-
tions that were unexpected from preclinical studies or premarketing clinical trials.
Against this background, pharmacoepidemiology has developed as a scientific dis-
cipline at the interface between clinical pharmacology and clinical epidemiology
(cf. Chap. III.8 of this handbook). Pharmacoepidemiology can be defined as the
application of epidemiologic knowledge, methods, and reasoning to the study of
the effects and uses of drugs in human populations (Porta-Serra and Hartzema
1997). The application of epidemiological methods – i.e. the use of nonexperimen-
tal observational techniques – , the epidemiological perspective with an emphasis
on investigations in large unselected populations and long-term studies, the public
health approach and the philosophy of epidemiology are all extended to the scope
of clinical pharmacology, i.e. the study of the effects of pharmaceuticals in humans.

Pharmacoepidemiology investigates both beneficial and adverse drug effects.
Its focus and the one that receives the greatest attention is the assessment of the
risk of uncommon, at times latent, and often unexpected adverse reactions that
present for the first time after a drug has been marketed. The greatest challenge of
pharmacoepidemiology is then to quantify the risk of a drug accurately, relative to
one or several alternatives.

The study of adverse drug effects poses a number of methodological difficulties
that must be addressed by pharmacoepidemiological research designs: first, drug
exposure is not a stable phenomenon. Drug prescription habits may change due to
the development of new pharmaceuticals, better knowledge on already available
medications or other reasons. Second, drug exposure can be sensitive to a great
number of factors that may also be related to the outcome of interest, such as
the indication for prescribing, potential contraindications for drug use, the nat-
ural course of the disease or disease severity and compliance. Third, the risk of
an adverse drug reaction (ADR) is often not constant, but it may change over
time which may have important implications for the design and interpretation of
pharmacoepidemiology studies.

In this chapter, we will first discuss limitations of premarketing clinical trials;
we will then describe the characteristics of spontaneous reporting systems which
have been implemented by regulatory agencies and the pharmaceutical industry
for postmarketing surveillance. Another issue will be the use of multipurpose co-
horts and large administrative healthcare databases for drug effect studies, which
have found widespread application in pharmacoepidemiology. We will further dis-
cuss several methodological aspects that are unique to pharmacoepidemiological
research: as e.g. the phenomenon of “depletion of susceptibles” which is a form
of selection bias; or “confounding by indication” which is also referred to as “con-
founding by disease severity” or “channelling bias”. We will present the use of
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propensity scores, as a tool to reduce confounding particularly in studies of in-
tended drug effects, and will discuss newer approaches of studying drug effects,
such as the case-crossover and case-time-control designs. Characteristics of drug
utilization studies and their units of measurement will be discussed.

Limitations of Premarketing Clinical Trials 9.2

Prior to marketing, new drugs are subjected to preclinical animal studies followed
by three phases of clinical trials in humans. These phases are divisions of con-
venience in what is a continuous process of acquiring knowledge on the effects
of a new drug in humans. In phase I studies humans are exposed to a new drug
for the first time. These studies are often conducted in small numbers of healthy
volunteers and are intended to explore the tolerability, pharmacokinetic and phar-
macodynamic properties of a new drug in humans. In phase II studies the optimal
dose range of the new drug is investigated and its efficacy and safety are explored
in the intended patient population. These studies usually include several hundreds
of patients. Phase III studies are aimed to prove the efficacy and safety of the new
drug under strictly controlled experimental conditions in a larger patient popu-
lation. They are mostly conducted as randomised controlled clinical trials (RCT)
and often include several thousand patients altogether. In spite of the size of phase
III studies, these studies have still limited ability to identify rare ADRs, since this
would require an even larger number of study participants.

Table 9.1 displays sample size calculations for prospective studies. It shows the
number of patients needed to detect a relative risk of a given magnitude in relation
to the incidence of the event in the reference group. We can see that for the detection
of very rare ADRs with sufficient statistical power, prohibitively large sample sizes
in premarketing clinical studies would be needed. It is thus inherent in the drug
development process – taking into account the already high cost for development
of new pharmaceuticals – that serious rare ADRs will usually only be detected after
drug marketing when the drug has been used in large patient populations.

An investigation by the Food and Drug Administration (FDA) into the with-
drawal of five pharmaceuticals from the US market between 1997 and 1998 illus-
trates this point (Friedman et al. 1999). All five drugs were removed from the US
market because of the discovery of unexpected serious adverse drug reactions
(ADR) in the postmarketing period. The FDA investigated whether this unexpect-
edly high number of drug removals in only a 12-month-period was related to the
expedited drug review and approval process that had been implemented. They
calculated the number of patients exposed in the clinical trials before marketing
and the approximate number of patients exposed before drug withdrawal (Ta-
ble 9.2). The figures demonstrate that usually huge numbers of patients need to
be exposed before sufficient knowledge on a rare ADR has been accumulated. For
example, serious hepatotoxic effects of bromfenac occurred in approximately 1 in
20,000 patients who took the drug for longer than 10 days (Friedman et al. 1999).
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Table 9.1. Sample sizes for detection of a given drug risk in a RCT or cohort study (size per study

arm)

Incidence of outcome in the control group
Relative risk 1|50,000 1|10,000 1|5000 1|1000

2.0 1,177,295 235,430 117,697 23,511

2.5 610,446 122,072 61,025 12,187

3 392,427 78,472 39,228 7832

5 147,157 29,424 14,707 2934

7.5 78,946 15,783 7888 1572

10 53,288 10,652 5323 1059

Calculations are based upon a two-sided significance level α of 0.05, a power of 80% (β = 0.2),
and one control subject per exposed subject

Table 9.2. Drug removals from the US Market between 1997 and 1998. Number of patients exposed to

withdrawn drugs in clinical trials compared to actual use after marketing

Removed drug Number of patients Approximate exposure
exposed before marketing1 prior to withdrawals

Terfenadine 5000 7,500,000

Fenfluramine 340 6,900,000

Dexfenfluramine 1200 2,300,000

Mibefradil 3400 600,000

Bromfenac 2400 2,500,000

1 number of patients included in the US premarketing studies

To reliably detect this toxic effect, some 100,000 patients would need to be included
in the premarketing clinical studies.

In addition, premarketing clinical studies differ from routine clinical care for
a number of other reasons:
1. These studies mostly include a selected study population, defined by strict

inclusion and exclusion criteria, which is often not fully representative of
subsequent users of the drug. It is well known that premarketing studies tend
to under-represent the elderly, patients with comorbid conditions, pregnant
women and children. Patients in premarketing trials may even be considered
a selected group of patients just because they are willing or able to participate.

2. Premarketing clinical trials are performed at selected sites which are typically
better equipped than routine care facilities. They are conducted by specialists
in their field and all participating persons have been specially informed and
trained. Surveillance of patients is almost by definition more intensive than in
routine clinical treatment, if only one considers the frequency and spectrum
of laboratory tests or the assessment of therapeutic and unwanted effects.
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3. Treatment regimens in premarketing clinical trials are largely fixed and allow
almost no individual treatment variations. In contrast, adjustments are con-
stantly made in routine care, depending on the progress of therapy and on the
interaction between doctor and patient.

4. Premarketing clinical trials are usually of short duration. This renders it im-
possible to detect ADRs that only develop after a long induction period or
after cumulative drug intake.

For all these reasons, crucial answers to questions of drug safety cannot be
provided even by the most valid and complex phase III study.

Characteristics
of Spontaneous Reporting Systems 9.3

Description 9.3.1

In the early 1960s, systems evolved in most Western countries that collected spon-
taneous reports on ADRs from doctors. Establishment of these spontaneous re-
porting systems was largely a consequence of the “thalidomide disaster”, in which
children exposed to the hypnotic thalidomide in utero were born with phocomelia,
a congenital deformity of the limbs resulting from prenatal interference of the drug
with the development of the fetal limbs (Wiholm et al. 2000). Worldwide, several
thousand cases of limb malformations in newborns observed in the 1950s and
1960s were attributed to the use of thalidomide during pregnancy (Lenz 1987).
Based on this experience, spontaneous reporting systems were set up to mon-
itor drug safety in the postmarketing period. In these systems, physicians – in
some countries also pharmacists, other health care professionals or patients –
report the suspicion of an ADR to the country’s drug regulatory agency or to
the pharmaceutical company that is marketing the drug. Drug regulatory agen-
cies exchange the ADR reports with the concerned pharmaceutical companies
and vice versa. The reports are locally assessed, the reported adverse event terms
are coded using a standardized international terminology as e.g. MedDRA (the
Medical Dictionary for Regulatory Activities) and are entered in a computer-
ized database. More than 60 countries also forward their ADR reports to the
World Health Organization (WHO) Collaborating Centre for International Drug
Monitoring in Uppsala (Bate et al. 2002). Through membership in the WHO Pro-
gramme, one country can know whether similar ADR reports are being made
elsewhere.

An ADR report usually contains the patient’s demographic information includ-
ing age and gender; the patient’s weight and height; adverse event (AE) information
including date and outcome of the event, description of the event, evidence and
existing medical history; information of suspect and concomitant medicine(s),
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including drug name, dose, application and indication for use; whether the event
abated after drug use was stopped (“dechallenge”); and whether the event reap-
peared after the drug was reintroduced (“rechallenge”); and the reporter’s name
and address.

Each report is assessed for its causality with drug intake by trained reviewers.
Causality assessment is usually based on a set of criteria which includes the time
interval between drug administration and the onset of the ADR; the course of the
reaction when the drug was stopped; the results of re-administration of the drug;
the existence of other causes that could also account for the observed reaction
such as patient comorbidity or concomitant drug treatment; the pattern of the
adverse effect; and the existence of reliable and specific laboratory test results.
Causality assessment is not based on the single case report, but will also take into
account other available information on the drug(s). In France, causality assess-
ment criteria have been built into an algorithm (the “official method of causality
assessment”) that is used throughout the country (Benichou 1994). The French
method distinguishes “intrinsic imputability” which takes into account only the
single case report information from “extrinsic imputability” which is based on all
published data on all drugs. Overall, causality assessment from individual case
reports is a complex task and often associated with a high degree of uncertainty,
since confounding by concomitant drug therapy or the underlying disease can
frequently not be ruled out. Rare exceptions are a positive rechallenge to the drug
(which is mostly accidental and involuntary, since this is rarely without risks) or
positive results of specific laboratory tests such as the detection of drug-dependent
antibodies.

Spontaneous reporting systems have several important advantages. They are
relatively inexpensive to operate with respect to staff and basic technical equip-
ment. They have the potential to cover the whole patient population and are
not restricted to either hospitalised patients or outpatients. Surveillance starts as
soon as a drug is marketed and monitoring of drug safety continues through-
out the whole postmarketing life cycle of a drug. The suspicion of an ADR is,
in theory, based on the experience of all treating physicians and pharmacists.
Spontaneous ADR reporting systems can provide an alert to very rare, but never-
theless potentially important drug toxicity. Spontaneous reporting systems have
identified many new, i.e. previously unrecognised drug hazards as e.g. clozapine-
induced granulocytopenia, captopril-induced cough and amiodarone-induced
hepatotoxicity. Further examples can be found in the article by Rawlins et al.
(1989).

Limitations9.3.2

Many of the successes of spontaneous reporting systems have been in the recog-
nition of ADRs occurring shortly after starting therapy. Spontaneous reporting
schemes are much less effective in identifying reactions with a long induction
period. An example is the oculomucocutaneous syndrome associated with expo-
sure to practolol which was undetected by the yellow card spontaneous reporting
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scheme in the UK (Venning 1983). For the same reason, spontaneous reporting
schemes are not well suited to identify drug-induced cancerogenicity.

ADR reports often do not provide sufficient information to confirm that a drug
caused an event. For example, the ADR report may not give enough details on
comorbidity or other medications to rule out other possible causes for the event
in a remote expert assessment. It may be impossible to exclude confounding by
indication, i.e. that the cause for the reported adverse event is rather related to
the indication for the drug than to the drug itself. As an example, depression has
been reported with the anti-acne medication roaccutane (Wysowski et al. 2001).
Depression could, however, also be related to psychological disturbances over
severe acne in sensitive teenagers rather than to roaccutane itself.

Recognition of an ADR depends on the level of diagnostic suspicion of the
treating physician and may be related to the nature of the adverse event. Some
ADRs are more likely to be diagnosed and reported than others because of their
known association with drug therapy. For example, acute agranulocytosis is at-
tributable to drug treatment in about 60–70% of cases (Kaufman et al. 1996). It
may therefore be more likely to be attributed to drug therapy than a disorder
as e.g. acute myocardial infarction that is usually not related to drug treatment
(Faich 1986).

Spontaneous reporting systems suffer fromseriousunderreportingofADRsand
various biases that affect reporting. Even in the UK, a country with a relatively high
reporting rate in relation to its population size, rarely more than 10% of serious
ADRs are notified to the regulatory agency (Rawlins et al. 1989). In France, a recent
comparison of ADR reports with data about drug-induced hospitalizations in three
pharmacoepidemiology field studies indicates that only 5% of ADRs leading to
hospitalisations are actually reported in the spontaneous reporting system(Begaud
et al. 2002). Lack of knowledge how to report an ADR and misconceptions about
the type of ADR that should be reported are important reasons contributing to
underreporting (Eland et al. 1999). On the other hand, it has to be taken into
account that spontaneous reporting and published case reports may also lead to
numerous false alarms.

Medical or mass media attention can stimulate reporting in a distorted manner
and give rise to differential reporting in a dramatic way (Griffin 1986). An example
of such “media bias” is that of central nervous side effects following treatment
with the benzodiazepine triazolam. After van der Kroef published a case series of
these ADR in 1979 (van der Kroef 1979), these side effects received extensive media
coverage on Dutch television. As a consequence, the Netherlands received 999 ADR
reports related to triazolam in 1979 out of a total of 1912 annual reports in 1979
overall (Griffin 1986). Reporting can also be affected by the market share of the
drug; the quality of the manufacturer’s surveillance system; reporting regulations
and the length of time a drug is on the market (Griffin 1986; Lindquist and Edwards
1993). It has been shown that reporting rates do not remain stable over time, but
usually peak during the first or second year after a drug has been introduced into
the market and then progressively decline over the following years (Haramburu
et al. 1992, 1997).
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Statistical Approaches:
Reporting Rates and Proportional Reporting Ratio9.3.3

An ideal early warning system should not only recognize new hazards but also
provideanestimateof their incidence. Spontaneous reporting systemsmayprovide
alerts of drug hazards, but they cannot be used to calculate incidence rates of
adverse events related to a specific drug. Calculation of an incidence rate requires
accurate numerator and denominator information, both of which are not available
from the spontaneous reporting systems. First, the extent of underreporting for an
individual drug is very difficult to assess and may even differ between drugs of the
same pharmacological class. Second, the population exposed to the drug (i.e. the
population at risk) is unknown and cannot be determined from drug sales data,
since the duration of drug use, the dose regimen and compliance in individual
patients are unknown.

Instead of the calculation of incidence rates, reporting rates (number of AE
reports per market share) based on sales data are sometimes computed as an
alternative approach (Pierfitte et al. 2000; Moore et al. 2003). Calculation of re-
porting rates is based on the assumption that the magnitude of under-reporting
is reasonably similar for similar drugs that share the same indication, country
and period of marketing (Pierfitte et al. 1999). The comparison of ADR report-
ing rates should therefore be restricted to drugs of the same category used for
the same indication. Factors that may bias the comparison of reporting rates
include differences in the length of time the drugs are on the market; differ-
ences in exposure populations; secular reporting trends; reporting variations;
diagnosis and prescription variation; and the publicity of an ADR. Statistical
corrections for year of marketing, secular trends of all-drug-all-adverse event re-
porting, and drug usage have been proposed (Tsong 1995). These adjustments
do not, however, cover all possible sources of bias. In particular do they not
erase concerns about differences in the magnitude of under-reporting for dif-
ferent drugs. Interpretation of reporting rates should therefore be conducted
with an understanding of their limitations. Differences in reporting rates do
not establish differences in incidence rates. They may, however, provide alerts
of drug hazards to be investigated by more rigorous pharmacoepidemiological
study designs.

The proportional reporting ratio (PRR) has been proposed as another statistical
approach for signal generation (Evans et al. 2001). Signals of drug hazards are
usually not based on one single ADR report, but on a series of similar suspected
reports. The ADR databases maintained by the regulatory authorities and the
WHO contain a large number of reports suitable for aggregation, as e.g. 2.5 million
reports in theWHOdatabase (Bate et al. 2002), over 2 million reports in theAdverse
Event Reporting System (AERS) database maintained by the FDA (Szarfman et al.
2002), andover 350,000 reports in theAdverseDrugReactionsOn-line Information
Tracking (ADROIT) database of the UK regulatory agency (Evans et al. 2001). The
PRR involves calculation of the proportions of specified reactions or groups of
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reactions for drugs of interest where the comparator is all other drugs in the
database. The PRR is the quotient of a|(a + c) divided by b|(b + d) derived from the
reported frequencies of all drug-event pairs in the database arranged in a two-by-
two table (Table 9.3).

Table 9.3. Calculation of the proportional reporting ratio (PRR) (a, b, c, d are absolute frequencies of

the according combination)

Drug of All other drugs
interest in the database

Event of interest a b

All other events c d

The PRR behaves in a similar fashion as the relative risk, i.e. the higher the
PRR, the greater the strength of the signal. Statistical association is tested using
a chi-squared test on 1 degree of freedom for the null hypothesis of independence.
Signals can then be identified based on the PRR, the value of the chi-squared test,
and the absolute number of reports. In a proof-of-concept study, Evans et al. (2001)
definedasignal asaPRRvalueofat least2, a valueof chi-squared testof at least 4and
aminimumof3cases.Using thesecriteriaon theUKADROITdatabase for 15newly
marketed drugs, they identified 481 potential signals, 339 (70%) of which were
recognised ADR, 62 (13%) were considered to be related to the underlying disease
and 80 (17%) were signals requiring further evaluation. Statistical approaches
such as calculation of PRRs are not a substitute for a detailed ADR review, but
they may aid in the decision on which series of cases should be investigated
next. Similarly, as already mentioned for reporting rates, the PRR may be affected
by differential ADR reporting related to notoriety, surveillance and market size
effects. A PRR above 1 may therefore just indicate a higher reporting of a possible
reaction under a drug, but not necessarily a differential occurrence (Moore et al.
2003). Recently, some modified statistical approaches to ADR data have been
proposed for signal generation (Bate et al. 1998; Szarfman et al. 2002). These
more complex statistical approaches are, like the PRR, based on a comparison
of observed versus expected frequencies of adverse events under a particular
drug, but they differ in the way they relate all drug-event combinations in the
database to each other and in the use of Bayesian versus frequentist statistical
models.

Sources of Data
in Pharmacoepidemiological Research 9.4

A great number of pharmacoepidemiology studies are being conducted as field
studies, with data being collected for the specific hypothesis under study. These
studies are sometimes conducted in an international setting to increase the number
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of cases and to provide more timely results (Spitzer et al. 1996; Abenhaim et al.
1996; Anonymous 1995b, 1986). Increasingly, already existing data sources are
being used for pharmacoepidemiological research. Existing data sources include
multipurpose cohort studies or large health databases. Studies utilizing such data
can be conducted more quickly and are less expensive than field studies, since the
data have already been collected.

Multipurpose Cohorts9.4.1

Multipurpose cohorts are designed to investigate many different research hypothe-
ses. Their study population usually consists of a subset of a defined population
that has not been assembled by a specific exposure, but by other factors. For
example, in the US Nurses’ Health Studies, study participants were defined by
age, female gender and profession (Nurses’ Health Study I: 121,700 female nurses
aged 30 to 55 years at baseline in 1976; Nurses’ Health Study II: 116,671 female
nurses aged 25 to 42 years at baseline in 1989). If a multipurpose cohort is used
to investigate an association between a specific drug exposure and a disease, its
cohort members will usually have sufficient variability in their exposure status for
the drug to be investigated: they may currently be exposed or non-exposed, they
may be exposed to different doses of the drug, they may have been exposed in the
past or they may be exposed in the future. If, in addition, disease occurrence and
relevant confounder information has been ascertained, the multipurpose cohort
data may be used to investigate a specific pharmacoepidemiological hypothesis.
The US Nurses’ Health Studies have been extensively used for pharmacoepidemi-
ology research questions. Examples include the association between nonsteroidal
anti-inflammatory drugs and risk of Parkinson’s disease (Chen et al. 2003), use
of estrogens and progestins and risk of breast cancer in postmenopausal women
(Colditz et al. 1995), postmenopausal estrogen and progestin use and risk of cardio-
vascular disease (Grodstein et al. 1996), oral contraceptives and the risk of multiple
sclerosis (Hernan et al. 2000), aspirin, other nonsteroidal drugs and risk of ovarian
cancer (Fairfield et al. 2002), calcium intake and risk of colon cancer (Wu et al.
2002) and many more associations (Grodstein et al. 1998; Hee and Grodstein 2003;
Hernandez-Avila et al. 1990; Weintraub et al. 2002). Other multipurpose cohorts
that have been less frequently used for pharmacoepidemiological research include
the Health Professionals Follow-up Study (Giovannucci et al. 1994; Chen et al.
2003; Wu et al. 2002); the National Health and Nutrition Examination Survey I
(NHANES) epidemiologic follow-up study (Lando et al. 1999; Funkhouser and
Sharp 1995); the Framingham cohort study (Worzala et al. 2001; Abascal et al. 1998;
Kiel et al. 1987; Felson et al. 1991); and the Rotterdam Study (Schoofs et al. 2003;
Beiderbeck-Noll et al. 2003; Feenstra et al. 2002).

Record Linkage Studies9.4.2

Largehealthdatabaseshaveemergedas another importantdata source forpharma-
coepidemiology research. In the United States and Canada, administrative health
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databases have been set up for the administration of reimbursement payments to
health care providers in nationally funded health care systems or managed care
organizations. In the United Kingdom, Scotland and some other countries, large
health databases consist of data entered by general practitioners (GP) into their
practice computers.

Administrative Databases in the US and Canada
These databases usually consist of patient-level information from two or more
separate files which can be linked via a unique patient identifier contained in each
file. The unique patient identifier often consists of the social security number of the
patient which is “scrambled” to ensure patient confidentiality. Information con-
tained in the different files usually consists of demographic patient information;
information on drug dispensations from pharmacies; information on hospitalisa-
tions; and information on ambulatory physician visits (Fig. 9.1). Through record
linkage, person-based longitudinal files can be created for particular research
questions. In some databases, record linkage is possible with cancer registries or
birth malformation registries to investigate hypotheses of drug carcinogenicity or
teratogenicity. Researchers usually have to submit a study protocol for review by
an ethics committee and they only receive subsets of the files which are extracted to
investigate the particular research hypothesis. Fees are charged for the time needed
to extract the necessary data from the entire database. All statistical analyses are
done on the anonymized data.

Figure 9.1. Record linkage in administrative health databases

A considerable number of administrative databases in the US and Canada are
now available for pharmacoepidemiology research. A brief overview of some of
these databases is given in Table 9.4. More detailed information on these databases
can be found in the textbook “Pharmacoepidemiology” by Strom (2000).

Saskatchewan’s Health Databases have been used extensively for pharmacoepi-
demiological studies. These databases will be used to illustrate which information
may be expected in an administrative healthcare database (Table 9.5, adapted
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Table 9.4. Examples of administrative health databases in the US and Canada

Database Characteristics Eligible Drug
population dispensations

since

Saskatchewan’s Health Databases, Provincial health 1 million 1975
Saskatchewan, Canada plan

RAMQ database, Provincial health 750,000

Quebec, Canada plan for the elderly

Group Health Cooperative, HMO 460,000 1977
Washington, US

Kaiser Permanente, HMO 2.8 million 1994
Northern California, US (from all

pharmacies)

Kaiser Permanente HMO 430,000 1986
Northwest Division, US

Harvard Pilgrim Health Care, HMO 1.1 million
New England, US

Tennessee Medicaid database, US Health insurance 1.4 million 1977
for recipients

of social welfare

New Jersey Medicaid Database Health insurance 700,000 1980
for recipients

of social welfare

HMO = Health Maintenance Organizations

from http:||www.health.gov.sk.ca/mc_dp_phb_infodoc.pdf). Health Databases in
Saskatchewan are based on the universal health insurance programme in this
Canadian Province. Differently from the Medicaid program, there is no eligibil-
ity distinction based on socio-economic status. Record linkage is possible with
the province’s cancer registry. Medical records in hospitals are accessible upon
approval from individual district health boards and affiliated facilities. Physician
records may also be accessed for specific studies. A wide range of conditions has
been validated by hospital chart review, including rheumatoid arthritis (Tennis
et al. 1993), hip fractures (Ray et al. 1989), gastrointestinal bleeding (Raiford et al.
1996), asthma-related conditions (Spitzer et al. 1992) and others.

Physician-based Databases
The General Practice Research Database (GPRD) is a large physician-based com-
puterized database of anonymized longitudinal patient records from hundreds of
general practices in the UK, containing more than 35 million patient years of data.
Currently, information is collected on approximately 3 million patients, equiva-
lent to approximately 5% of the UK population. The database was created in June
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Table 9.5. Information contained in different files of Health Databases in Saskatchewan

Population registry Prescription drug Hospital separation1 Physician services
database database database

• Name Patient information Patient information Patient information
• HSN2 • HSN2 • HSN2 • HSN2

• Sex • Sex • Sex • Age
• Marital status • Year of birth • Month and year • Sex
• Date of birth • Designation of special of birth • Location of
• Date of death status3 Diagnostic and residence

(if applicable) Drug information treatment information • Indicator for
• Mailing address • Pharmacologic- • Up to 3 discharge registered Indian
• Location code therapeutic diagnoses (4-digit status
• If recipient of classification ICD-9) Physician information

Saskatchewan • Drug identification • Up to 3 procedures • Physician specialty
welfare plan number (4-digit CCP4) • Referring physician

• Dates of • Active ingredient • Accident code (ICD-9 • Clinic
coverage number of drug external cause code) • Age
initiation and • Generic and brand • Other • Sex
termination names • Admission date • Place and year

• Strength and dosage • Discharge date of graduation
forms • Level of care codes • Practice type5

• Manufacturer of drug • Length of stay • Diagnostic and
• Date dispensed • Admission and service information
• Quantity dispensed separation types • Date of service
• “No substitution” • Case mix group • Type of service

indicator, if applicable • Resource intensity • Primary diagnosis
Prescriber information weight (3-digit ICD-9 code)
• Prescriber identification • Attending physician • Location of service

number • Attending surgeon (e.g., office,
Dispensing pharmacy (if applicable) inpatient,
information • Hospital identification outpatient, home,
• Pharmacy identification number other)

number • Billing information
Cost information (amount paid, date
• Unit cost of drug of payment)

materials
• Dispensing fee
• Markup
• Consumer share

of total cost
• Drug plan share

of total cost
• Total cost

1 separation defined as discharge, transfer, or death of an inpatient
2 health services number 3 e.g. welfare recipient, palliative care registrant, long-term care home resident
4 CCP: Canadian Classification of Diagnostic, Therapeutic, and Surgical Procedures
5 solo, association, rural, urban

1987 as the Value Added Medical Products (VAMP) research databank. VAMP pro-
vided practice computers and general practice software to general practitioners
(GPs) and, in return, GPs consented to undertake data quality training and to con-
tribute anonymized data to a central database for subsequent use in public health
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research. During the 1990s, VAMP research databank underwent several organi-
sational and management changes. The database was renamed General Practice
Research Database (GPRD) in 1994 when it was donated to the UK Department of
Health. In 1999, management responsibility for the database was transferred to the
UK Medicines Control Agency which became part of the newly created Medicines
and Healthcare Products Regulatory Agency (MHRA). The database has been used
extensively for pharmacoepidemiology and clinical epidemiology research. A bib-
liography of studies using GPRD data can be found on the webpage of the GPRD
under www.gprd.com.

The database includes the following information: Demographics, including age
and gender of patient (information on race is not collected); medical diagnosis,
including comments; all prescriptions; events leading to withdrawal of a drug or
treatment; referrals to hospitals; treatment outcomes, including hospital discharge
reports where patients are referred to hospital for treatment; and miscellaneous
patient information e.g. smoking status, height, weight, immunisations, and for
a growing number of patients also lab results. Validation studies of the GPRD have
shown that the recording of medical data into GPs’ computers is almost complete
(Garcia Rodriguez and Perez 1998).

Besides the GPRD, other physician-based databases are the MediPlus databases
from IMS Health. The MediPlus databases are available in different countries and,
like the GPRD, contain anonymized longitudinal patient records. Depending on the
particularities of the respective health care system, different data are available for
research. A description of the German IMS Disease Analyzer-MediPlus database
can be found in an article by Dietlein and Schroder-Bernhardi (2002). The IMS
databases have not been used extensively for pharmacoepidemiology research.
Studies which examine data validity and comprehensiveness are mostly lacking.
The German IMS Disease Analyzer-MediPlus database does not contain patient
hospitalisation data. It also lacks diagnostic or treatment information from all
physician specialists, since it is usually based on one panel of doctors only, e.g.
on a panel of GPs and internists, or gynecologists, or urologists etc. The database
derived from the panel of gynecologists would therefore not include information
on ambulatory physician contacts in GPs’ or internists’ offices and vice versa.
The German IMS Disease Analyzer-Mediplus database has been used for several
drug utilization studies, e.g. on the dosing of cava-cava extracts (Dietlein and
Schroder-Bernhardi 2003); whether hospitals influence the prescribing behavior
of general practitioners (Schroder-Bernhardi and Dietlein 2002); or how doctors
treat Helicobacter pylori infections (Perez et al. 2002) etc. In the UK, the MediPlus
database contains similar patient information as the GPRD database.

Advantages and Limitations9.4.3

Large health databases offer several important advantages:
1. They are usually large, with patient numbers ranging from several hundred

thousand to well over several millions. This makes it possible to study rare
adverse events of pharmaceuticals in large populations.
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2. Medication information is usually more accurate than self-recorded exposure
information. Drug histories obtained from patients have limited reliability
particularly for drugs that are used only intermittently and not on a regular
basis (Kelly et al. 1990). Database information probably represents the most
accurate information on drug utilization that can be obtained in elderly pa-
tients (Tamblyn et al. 1995). In drug dispensation databases, fairly accurate
information can be obtained on drug intake that occurred a long time ago.
Exposure information is available also for patients who are deceased or too
ill to answer questions, without having to rely on proxy information. There
is no potential for recall or interviewer bias which is always of concern with
primary data collection.

3. Because the data are collected in an ongoing manner as a by-product of health
care delivery, epidemiological studies can be undertaken in reasonable time
and at relatively low cost. The study variables are already available in com-
puterized form and need not be obtained in time-consuming and expensive
processes of data collection.

4. Some databases provide population-based data which cover the entire popula-
tionofageographical regionandare thus fully representativeof thepopulation.
Database studies do not require an informed patient consent and are therefore
less prone to selection bias which may be a consequence of a low response rate
in the study population.

Use of computerized databases for pharmacoepidemiology research is, however,
not undisputed (Shapiro 1989) and there are a number of important limitations.
A major concern is related to the validity of the diagnostic information contained
in the database. In administrative health databases, diseases are primarily coded
for billing and not for research purposes. There is no incentive for the health
care provider to use specific codes as e.g. “duodenal ulcer with bleeding” in-
stead of “upper gastrointestinal bleeding otherwise not specified”. Diseases are
often coded according to the International Classification of Diseases (ICD-9 or
ICD-10 coding schemes) and many different ICD-codes may be compatible with
the same disease process. A combination of several diagnostic codes into a sin-
gle “broader” code may therefore be necessary (Garbe et al. 1997, 1998a). Strom
and Carson (1990) have described this problem by stating that researchers us-
ing diagnostic codes in a computerized database must be “lumpers” rather than
“splitters”.

The validity of diagnostic coding also depends on the ability of a diagnostic code
to rather selectively represent the condition in question and therefore varies with
the condition. Strom conducted a validation study of ICD-9 coding of Stevens-
Johnson Syndrome in the COMPASS Medicaid database in the US (Strom et al.
1991). Records of 3.8 million patients in five US states were searched for ICD9-CM
code 695.1 which codes for Stevens-Johnson syndrome, but also for several other,
less serious conditions. In an expert medical record review, only 14.8% of patients
with ICD9-CM code 695.1 whose medical records could be reviewed were judged to
have Stevens-Johnson syndrome. Thus, studies of Stevens-Johnson-Syndrome in
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databases with ICD9-coding cannot be conducted without additional validation of
the diagnosis. Whenever possible, validity of disease coding should be quantified
for each condition studied.

Validation studies usually use the paper medical or pharmacy record as the
“gold standard”. Access to patient charts for validation purposes is often obtained
via the scrambled social security (patient identification) number. All personal-
identifying information is removed before copies of the charts are made available.
The validation study by Strom also illustrates another problem: Only 51% of the
medical records that were sought for in the study could actually be obtained (Strom
et al. 1991). The authors state several reasons why they did not obtain access to the
medical records: refusal of hospitals (30%); transcription errors (27%); translation
of ID-number not possible (17%), no location of medical record possible (22%);
other reasons (4%).

Administrative databases usually contain information on large numbers of pa-
tients, however, the amount of information per patient is limited:
1. Information about disease severity is mostly lacking and it may not be possible

to exclude confounding by disease severity. In some instances, it is possible to
construct an index of disease severity based on the patient’s pharmacotherapy
(Spitzer et al. 1992).

2. Relevant other confounder information for the association under study may
not be contained in the database, creating a potential for bias. For example,
most administrative databases do not contain information on smoking or
alcohol use (Friedman et al. 2000) or age at menopause and reproductive
history in women.

3. Administrative databases usually do not contain data on laboratory values or
clinical measurements, although, in some databases, linkage with laboratory
files has now become possible.

4. If relevant confounder information ismissingandadditionaldata collectionre-
quired, it will make a study considerably more expensive and time-consuming,
thereby diminishing some of the advantages connected with database research.
It has to be decided on a case-by-case basis whether the information contained
in a database is sufficient for the investigation of an association of interest
and how much time and cost would be incurred if additional data have to be
collected.

Although the medication information in databases is one of their major
strengths, it also has some limitations: Information on drugs bought over-the-
counter (OTC) and not prescribed by a physician is not available in the database;
the patient’s compliance with the prescription is unknown; in-hospital medi-
cation is usually not contained in the database; the prescribed daily dose is
not documented in most databases and the average daily dose has to be cal-
culated instead based on the duration of drug use and the quantity of drug
prescribed; the prescription file does not contain the indication for drug pre-
scribing, however, in many instances, this information may be deduced from
diagnostic coding in the ambulatory physician file; medication data will be trun-
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cated, if the database does not exist long enough or the database only includes
elderly subjects. Truncation will limit the study of cumulative drug toxicity.
Confounding by previous drug use may be avoided if a prior period of follow-
up in the database is defined and the risk is only investigated in new users
of the drug (Garbe et al. 1998b); many of the newest and|or most expensive
drugs may not be available for study, if they are not included on the drug
formulary.

Other important issues include whether the population contained in a database
is representative of the source population and stable over time. For example,
Saskatchewan Health Databases, which cover the population of the whole province
of Saskatchewan, consist of a representative and fairly stable database population
(Downey et al. 2003). In contrast, Medicaid Databases in the US are not repre-
sentative of the US population, since they only include social welfare recipients
and thereby over-represent children, females and non-whites in comparison with
the total US population (Strom and Carson 1990). The skewedness of Medicaid
Databases may not compromise the internal validity of a pharmacoepidemiol-
ogy study conducted with these databases, but it may be a serious threat to its
external validity, particularly when the data are being used for drug utilization
research. In Medicaid Databases, turnover of the database population is high due
to changing eligibility for Medicaid. Over a five-year time period, only 35% of
Michigan and 38% of Tennessee Medicaid enrollees were still in the system, with
loss of eligibility being greatest in children and young adults (Ray and Griffin
1989). High patient turnover may also make it difficult to locate patient files for
validation studies as has been reported in the study by Strom (Strom et al. 1991).
Data from health maintenance databases are also not fully representative of the
US population. Members of these organizations tend to be less frequently black
or poor and have higher educational achievements. Turnover in membership at
HMOs is usually less than in Medicaid databases (Saunders et al. 2000; Friedman
et al. 2000).

Methodological Approaches
for Pharmacoepidemiology Studies 9.5

The strategies employed to verify hypotheses on drug risks or benefits are sim-
ilar to those used in other fields of epidemiology. The case-control design is the
design of choice for the investigation of rare drug risks, particularly if multiple
countries are necessary to attain sufficient power, while the cohort approach is
preferably used to assess the risk of more frequent events or if more than one
outcome has to be considered simultaneously. The special nature of drug expo-
sure and the availability of existing databases in pharmacoepidemiology have
given rise to specific challenges and preferred solutions to estimate risk and
benefit.
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Case-Control Studies9.5.1

Field studies that employ a case-control design (cf. Chap. I.6 of this handbook) are
not common in the evaluation of the risks and benefits of prescribed drugs. Drugs
available over-the-counter without prescription are not recorded systematically in
computerized databases can therefore not be studied with linked databases. Thus
studies of drugs such as analgesics, vitamin supplements, anorexiants etc, can only
be studied by directly obtaining exposure information from subjects. With this
design, cases with the outcome under study are identified from a given population,
usually in hospitals or specialised clinics since they mostly involve serious out-
comes. The approach to select the controls varies across studies. The International
Agranulocytosis and Aplastic Anemia Study (IAAAS) that evaluated the effect
of different analgesics on the risks of agranulocytosis and aplastic anemia used
hospital-based controls (Anonymous 1986). The International Primary Pulmonary
Hypertension Study (IPPHS) of the risk of primary pulmonary hypertension as-
sociated with anorexiant agents used patients treated by the same physician as the
source of controls (Abenhaim et al. 1996). The Yale Hemorrhagic Stroke Study as-
sessing the risk of diet and cough|cold remedies containing phenypropalonamine
used population-based controls identified by random-digit dialling (Viscoli et al.
2001) (see also Chap. I.10 of this handbook). Finally, the Transnational study on
oral contraceptive risks used both hospital and population-based controls (Spitzer
et al. 1996). Such field studies that collect information from patients, physicians
or medical charts are the exception because of the resources, expense and time
required to complete the study.

Case-control studies using existing health databases are much more common.
Besides the usual concerns with case-control studies in general, some are specific
to studies conducted from databases. For example, the General Practice Research
Database (GPRD) was used to evaluate the impact of inhaled corticosteroids on the
risk of hip fracture (Hubbard et al. 2002). The entire GPRD was used to identify
16,341 cases of hip fracture and a random sample of 29,889 subjects selected as
controls. This design is attractive because of its efficiency in using only a sample of
subjects to estimate an effect for an entire population. Such an approach, however,
can be deceiving for specific diseases such as asthma because of the illusion of
large sample sizes. Indeed, all cases of hip fracture selected within a population
such as the GPRD suggests a very large sample size for the study, along with
the very large number of controls. However, in assessing the effect of inhaled
corticosteroids, a drug pertinent exclusively to the population of asthma or chronic
obstructive pulmonary disease (COPD) patients, a large proportion of the cases
and the controls are in fact irrelevant to the question at hand. Thus, for example,
for the GPRD case-control study of hip fracture risk, only 878 of the 16,341cases
and 1335 of the 29,889 controls were subjects with asthma or COPD (Hubbard
et al. 2002). With its 16,341 cases and 29,889 controls, the study appears at first
more powerful than the Quebec study, based on 3326 cases of hip fracture and
66,237 controls selected from the asthma|COPD population (Suissa et al. 2004).
In fact, the inference on the effect of inhaled corticosteroids is actually based on
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many fewer subjects than believed. This point is particularly relevant for studies
that find no significantly increased risk since, despite appearances, conclusions
are based on fewer numbers of cases and controls with respiratory disease and
thus lower power than expected. Furthermore, the estimate of effect may be biased
if the outcome of interest, in this instance fractures, is also associated with the
disease itself (asthma or COPD) and not only with the medications used to treat
these conditions. In this case, the bias due to the association with the disease can
only be eliminated by restricting the analyses to the population of patients who
have the disease (Suissa et al. 2004).

Another issue in such database case-control studies is the manner by which
controls are selected and particularly the index date for controls. In the GPRD
study of the impact of inhaled corticosteroids on the risk of hip fracture, con-
trols were matched to cases on age, sex, general practice and date of entry into
the database (Hubbard et al. 2002). While the index date from which exposure
was assessed was the fracture date for the cases, the index date for the con-
trols was the same date as the matched case. To allocate such a date, one must
be assured that the control is at risk on that date. Indeed, there could be con-
trol subjects with the same age, sex, general practice and date of entry, but
who are dead or not in the practice at the time of the matched case’s fracture.
These will be necessarily currently “unexposed”, which could bias upward the rate
ratio.

Cohort Studies 9.5.2

Observational database studies that use a cohort design (cf. Chap. I.5 of this
handbook) differ primarily with respect to their definition of cohort entry or time
zero. The Saskatchewan asthma cohorts have defined asthma as well as its onset,
by the dispensing of medications used to treat the condition, without the use of
diagnostic codes from physicians (Blais et al. 1998b; Suissa et al. 2002). Patients
were considered to have asthma as of the first time they received three prescriptions
for an asthma medication, including bronchodilators, inhaled steroids and other
asthma drugs, on at least two different dates within a one-year period. The date of
the third prescription defined the onset and diagnosis of asthma and patients were
then followed from that point on for the occurrence of asthma outcomes. Such
a definition is not entirely accurate for two reasons: subjects with asthma may be
hospitalized at their initial presentation and medications for asthma are used for
other conditions such as COPD. In an attempt to exclude patients with COPD, age
criteria were used, including only patients to the age of 44, and also excluding oral
corticosteroids as one of the defining drugs for asthma.

Alternatively, cohort entry may be defined by calendar time. For example, a co-
hort formed from a health maintenance organization in eastern Massachusetts
defined cohort entry as October 1, 1991 (Donahue et al. 1997; Adams et al. 2002).
This cohort of 16,941 asthma patients was followed from this date or registration
in the insurance plan to September 30th 1994. Such calendar time based defini-
tions of cohort entry will inherently define cohorts with patients who have varying
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durations of disease at time zero (cohort entry). Such a “prevalent” cohort, to be
distinguished from an “incident” cohort defined by patients with new onset of
asthma, can be subject to serious biases when evaluating the association between
drug use and asthma outcomes. Indeed, if the risk of the asthma outcome and of
being dispensed the drug under study are both associated with the duration of
asthma, such prevalent cohorts will produce biased estimates of this association
unless the duration of the condition can somehow be adjusted for. A source of
selection bias for such prevalent cohorts is that the treatment itself may change
because of prior events that are not included in the period of observation. For
example, if a patient was hospitalized for asthma in the past and, as a result,
was prescribed inhaled corticosteroids, such a patient may be at increased risk
of a further hospitalization and of being dispensed inhaled corticosteroids subse-
quently. For such studies to be valid, information on the history of asthma prior
to cohort entry, which includes the duration of the disease and prior outcomes
such as asthma hospitalizations as well as prior drug exposures, are required for
purpose of adjustment or for testing for effect-modification. A frequent problem
with computerized database studies is that these historical data on the duration
and history of the disease before cohort entry are rarely available.

The third type of cohort defines cohort entry by a specific clinical event, such
as hospitalization, emergency room visit or a physician visit. Here again, these
cohorts can be incident or prevalent if these cohort defining events are either the
first one ever or rather the first to occur after a certain date. An example of this
approach is a study fromtheSaskatchewandatabasesof asthmapatients,with entry
defined by the first time they received three prescriptions for an asthma medication
within a one-year period, after a two-year span with no asthma medications. The
study cohort consisted of all subjects hospitalized for asthma for the first time after
cohort entry and followed until readmission. The use of inhaled corticosteroids
subsequent to the first hospitalization was evaluated with respect to the rate of
readmission (Blais et al. 1998a). A similar cohort definition was used with the
Ontario database, although this cohort was based on elderly COPD patients and
the COPD hospitalisation defining cohort entry was not necessarily the first one to
occur in their disease (Sin and Tu 2001a).

Nested Case-Control Studies9.5.3

The complexity in data analysis is greater in the field of database studies because
of the technical challenges presented by their large size. Indeed, the asthma co-
hort formed from the health maintenance organization in eastern Massachusetts
included 742 asthma hospitalisations occurring during the three year follow-up
period (Donahue et al. 1997). With over 16,000 patients in the cohort, an analysis
based on the Cox proportional hazards model with time-dependent exposure (cf.
Chap. II.4 of this handbook) would require 742 risk sets (all patients in the cohort
on the day of hospitalization) each containing approximately 16,000 observations
with information on exposure and confounding factors measured at the point in
time when the case occurred. Such an analysis would therefore require to generate
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close to 12 million observations (742 × 16,000), each with dozens of variables.
Another example is the cohort study that included over 22,000 elderly patients
hospitalised for COPD in Ontario, Canada, of whom around 8000 either died or
were re-admitted for COPD (Sin and Tu 2001a). A proper time-dependent analysis
could include up to 140 million observations, creating a serious technical chal-
lenge in statistical computing. As a result of this complexity, the temptation to
analyse these cohorts with exposures that are assumed not to change over time
is attractive but, as described below, can cause severe immortal time bias (see
Sect. 9.6.1).

Rather than analyzing such cohort studies with proper but complex time-
dependent techniques, methods based on sampling can produce practically the
same results at greater efficiency. The nested case-control design (cf. Chap. I.7
of this handbook), nested within the cohort, is precisely such an approach (Su-
issa 2000; Essebag et al. 2003). It is based on using data on all the cases with
the study outcome that occur during cohort follow-up. These represent the case-
series. A random sample of person-moments, namely time points during the
subjects’ follow-up, is then selected from all person-moments in the cohort to
provide the control group for the nested case-control approach. For the cases, the
index date, on which the timing of the exposure to the drug of interest is based,
is simply the time at which the outcome occurred. For controls, the index date is
the random person-moment(s) selected for that subject during follow-up, or the
same point in time of the corresponding case (Suissa 2000). Because of the highly
variable nature of drug exposure over time, it is important that person-moments
are selected properly from all person-moments of follow-up for all members of
the cohort. Thus, a subject may be selected more than once at different moments
of their follow-up, and particularly person-moments preceding the index date of
a case are valid control person-moments. For practical reasons and to conform to
the Cox proportional hazards model, person-moments are usually selected from
the risk set of each case. This approach involves identifying, for each case, all
subjects who are at risk of the event at the time that the case occurred (the risk
set) and controls are selected from this risk set (incidence density sampling, cf.
Chaps. I.6 and I.7 of this handbook). Part of the simplicity of this approach is
that all subjects in a risk set are allocated the same index date as the set-defining
case.

The advantage of this approach is the direct relationship between the Cox
proportional hazard model with time-dependent exposure and the conditional
logistic regression analysis (cf. Chap. II.3 of this handbook) that is used to analyse
such nested case-control data. Thus, instead of using exposure data on all members
of the risk set, as the Cox model would require, data on only a few subjects (usually 4
or 10 controls per case) are sufficient to provide a very efficient estimator of
the rate ratio. Such ease of data analysis with the large size databases that are
used in pharmacoepidemiology is crucial. As an example, with the asthma cohort
study of Donahue, if 10 controls per case were used for each of the 742 cases, the
analysiswouldbebasedon 7420 observations insteadof the 12 millionobservations
necessary with the Cox model analysis.
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In studying the effectiveness of drug treatment, one of the major problems
is confounding by indication. The nested case-control approach becomes more
useful, as it allows cases and controls to be matched on several measures of disease
severity. Thus, the effect of a drug can be isolated, independently of the effects
of the severity markers. Such a matched nested case-control study was used to
evaluate the effectiveness of inhaled corticosteroids on asthma death (Suissa et al.
2000a). In that study, cases were identified from a cohort of over 30,000 asthma
patients, from which 66 died of asthma. The Cox analysis would have required
almost 2 million observations to be processed. For each case, however, the only
members of the risk sets that were identified as controls were those with the
same disease severity characteristics as the case, namely: prior hospitalization
for asthma, oral corticosteroid use, number of canisters of beta-agonists, use of
theophylline and nebulized beta-agonists. Thus, cases and controls were similar
on all these severity markers, expect with respect to inhaled corticosteroids. As
a result, the effect of inhaled corticosteroids could be assessed independently of
these potential confounding factors.

Case-Crossover Design9.5.4

Pharmacoepidemiology is frequently faced with the assessment of the risk of
rare acute adverse events resulting from transient drug effects. Although the
case-control approach can be used, the acuteness of the adverse event and the
length of the drug’s effect, as well as difficulties in determining the timing of drug
exposure, induce uncertainty about the proper selection of controls. Moreover,
confounding by indication may often be a problematic issue in such a design.
In this situation, within-subject approaches have been proposed, including the
case-crossover design and its extension the case-time-control design which was
devised to counter time trend biases. The principle is that, when studying tran-
sient drug effects and acute outcome events, the best representatives of the source
population that produced the cases are the cases themselves (cf. Chap. I.7 of this
handbook).

To carry out a case-crossover study, three critical points must be considered.
First, the study must necessarily be dealing with an acute adverse event which is
alleged to be the result of a transient drug effect. Thus, drugs with regular patterns
of use which vary only minimally between and within individuals are not easily
amenable to this design. Nor are latent adverse events which only occur long after
exposure. Second, since a transient effect is under study, the effect period (or time
window of effect) must be precisely determined. An incorrect specification of this
time window can have important repercussions on the risk estimate. Third, one
must obtain reliable data on the usual pattern of drug exposure for each case, over
a sufficiently long period of time.

The case-crossover study is simply a crossover study in the cases only. The
subjects alternate at varying frequencies between exposure and non-exposure to
the drug of interest, until the adverse event occurs, which happens for all subjects in
the study, since all are cases by definition. With respect to the timing of the adverse
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event, each case is investigated to determine whether exposure occurred within the
predetermined effect period. In the VACCIMUS study of hepatitis B vaccination
and the risk of a multiple sclerosis relapse, spontaneous reports indicated that
such an effect could occur within two months of the vaccination (Confavreux et al.
2001). Thus, the case-crossover design used as the risk-period the 2-month period
prior to the onset of the relapse and any vaccination in this period to determine
exposure status. To obtain control exposure, data on the average drug use pattern
are necessary to determine the typical probability of exposure to the time window
of effect. This is done by obtaining data for a sufficiently stable period of time
prior to time of the event occurrence and its exposure period. For the VACCIMUS
study, there were four control periods consisting of the four 2-month periods
prior to the 2-month risk period. The estimation of the odds ratio is based on any
appropriate technique for matched data (4 controls per case), such as conditional
logistic regression.

This design has been used in pharmacoepidemiology (Fagot et al. 2001; Neutel
et al. 2002; Etienney et al. 2003; Ki et al. 2003; Confavreux et al. 2001; Barbone et al.
1998; Sturkenboom et al. 1995).

Case-Time-Control Designs 9.5.5

One of the limitations of the case-crossover design, particularly in the context of
drug exposures, is that the exposure pattern may have changed over time, and
particularly between the control and risk periods. For example, a rapid increase
in vaccination rates over time during the span of the case ascertainment for the
VACCIMUS study, particularly if this span had been short, would have biased
the estimate of the odds ratio. Indeed, this estimate would also include the effect
of the natural time trend in exposure. If control subjects are available, the case-
time-control design can be used to separate the time effect from the drug effect
(Suissa 1995). In simple terms, the time effect is estimated from the case-crossover
odds ratio of exposure among the control subjects. The net effect of exposure on
event occurrence is then computed by dividing the combined time and drug effect
estimated from the case-crossover odds ratio of exposure among the case subjects
by the time effect (cf. Chap. I.7 of this handbook).

The approach is illustrated with data from the Saskatchewan Asthma Epidemi-
ologic Project, a study conducted to investigate the risks associated with the use of
inhaledβ-agonists in the treatmentof asthma.Usingdatabases fromSaskatchewan,
Canada, a cohort of 12,301 asthmatics was followed during 1980–87. All 129 cases of
fatal or near-fatal asthma and 655 controls were selected. The amount of β-agonist
used in the year prior to the index date, namely high (more than 12 canisters
per year) compared with low (12 or less canisters), was found to be associated
to the adverse event. Of the 129 cases, 93 (72%) were high users of β-agonists,
compared with 241 (37%) of the 655 controls. The resulting crude odds ratio for
high β-agonist use is 4.4 (95% confidence interval (CI): 2.9–6.7). Adjustment for all
available markers of severity, such as oral corticosteroids and prior asthma hospi-
talizations as confounding factors, lowers the odds-ratio to 3.1 (95% CI: 1.8–5.4),
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the “best” estimate one can derive from these case-control data using conventional
tools.

The use of inhaled β-agonists, however, is known to increase with asthma
severity which also increases the risk of fatal or near-fatal asthma. It is therefore not
possible to separate the effects of the drug to the risk from that of disease severity,
so that a within-subject design may be preferable. To apply the case-time-control
design, exposure to β-agonists was obtained for the one-year current-period and
theone-year reference-period.Among the 129 cases, 29 werecurrentlyhighusersof
β-agonists and were low users in the reference period, while 9 cases were currently
low users of β-agonists and were high users previously. The case-crossover estimate
of the odds ratio is thus 29|9 (OR 3.2; 95% CI:1.5–6.8). However, the high use of
β-agonists may have increased naturally over time, so that the control subjects were
used to estimate this effect. Among the 655 controls, 65 were currently high users
of β-agonists and were low users in the reference period, while 25 were currently
low users of β-agonists and were high users previously, for an odds ratio of the
time trend of 65|25 (OR 2.6; 95% CI:1.6–4.1) . The case-time-control odds ratio,
using these discordant pair frequencies for a paired-matched analysis, is given by
(29|9)|(65|25) = 1.2 (95% CI: 0.5–3.0). This estimate, which excludes the effect of
unmeasured confounding by disease severity, indicates a minimal risk for these
drugs.

The case-time-control approach provides a useful complement to the case-
crossover design when the probability of drug exposure is not stable over time,
particularly between the control and risk periods (Donnan and Wang 2001; Her-
nandez-Diaz et al. 2003). However, its validity is subject to several assumptions,
including the homogeneity of the odds-ratio across subjects (Greenland 1996;
Suissa 1998).

Some Methodological Challenges9.6

Immortal Time Bias in Cohort Studies9.6.1

A challenge of cohort studies is in their data analysis. Since drug therapy, the
exposureof interest, oftenchangesover time,dataanalysismust take thisvariability
into account. However, such variability in exposure over time is not simple to
incorporate in the analysis. Due to the complexity of such analyses, several of
the studies mentioned above employed a time-fixed definition of exposure, by
invoking the principle of intention-to-treat analysis. This principle, borrowed from
randomised controlled trials, is based on the premise that subjects are exposed to
the drug under study immediately at the start of follow-up. This information is
unknown in database studies.

To emulate randomized controlled studies in the context of cohort studies, some
authors have looked forward after cohort entry for the first prescription of the drug
under study. In this way, a subject who was dispensed a prescription for such drug
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was considered exposed and a subject who did not was considered unexposed.
Different time periods of exposure assessment were used. For instance, in the
context of COPD, a prescription for inhaled corticosteroids during the period of
90 days after cohort entry was used to define exposure (Sin and Tu 2001b). In other
studies, periods of one year and three years were used to consider subjects exposed
to inhaled corticosteroids in assessing their impact on mortality (Sin and Tu 2001a;
Sin and Man 2002). This approach, however, leads to immortal time bias, a major
source of distortion in the rate ratio estimate (Suissa 2003).

Immortal time bias arises from the introduction of immortal time in defining
exposure by looking forward after cohort entry. Indeed, if exposed subjects were
classified as such because they were observed to have been dispensed their first
prescription for an inhaled corticosteroid 80 days after cohort entry, they neces-
sarily had to be alive on day 80. Therefore, this 80-day period is immortal. While
some exposed subjects will have very short immortal time periods (a day or two),
others can have very long immortal periods. On the other hand, unexposed sub-
jects do not have any immortal time, and in particular the subjects who die soon
after cohort entry, with too little time to receive the drug under study. Therefore,
the exposed subjects will have a major survival advantage over their unexposed
counterparts because they are guaranteed to survive at least until their drug was
dispensed.

This generation of immortal time in exposed subjects, but not in the unexposed
subjects, causes an underestimation of the rate of the outcome among the exposed
subjects. This underestimation results from the fact that the outcome rate in the
exposed is actually composed of two rates. The first is the true rate, based on the
person-time cumulated after the date of drug dispensing that defines exposure
(post-Rx), while the second is that based on the person-time cumulated from
cohort entry until the date of drug dispensing that defines exposure (pre-Rx). The
first rate will therefore be computed by dividing all outcome events in that group
by the first rate person-time, while the second rate will by definition divide zero
events by the second rate person-time. For example, the rate in the exposed

rate = deaths|total person-years

consists in fact of two rates:

rate pre-Rx = 0|person-years pre-Rx

and

rate post-RX = deaths|person-years post-Rx .

The zero component of the rate will necessarily bring down the exposed rate. Since
there is no such phenomenon in the unexposed group, the computation of the
rate ratio will systematically produce a value lower than the true value because of
the underestimation of the exposed rate. In particular, if the drug under study is
altogether unrelated to the outcome, so that the true rate ratio is 1, this approach
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will produce rate ratios lower than 1, thus creating an appearance of effectiveness
for the drug.

The immortal time in exposed subjects also causes an overestimation of the rate
of the outcome among the unexposed subjects. This is because the zero component
of the rate in the exposed group should in fact be classified in the unexposed group.
Indeed, subjects are in fact unexposed to the drug under study between cohort
entry until the date of drug dispensing that defines exposure. They only start to be
exposed after the drug is dispensed. Thus, the zero rate should in fact be combined
with the unexposed rate.

Immortal time bias is thus the result of simplistic yet improper exposure defi-
nitions and analyses that cause serious misclassification of exposure and outcome
events. This situation is created by using an emulation of the randomised con-
trolled trial to simplify the analysis of complex time-varying drug exposure data.
However, such studies do not lend themselves to such simple paradigms. Instead,
time-dependent methods for analysing risks, such as the Cox proportional hazard
models with time-dependent exposures or nested case-control designs, must be
used to account for complex changes in drug exposure and confounders over time
(Suissa 2003, 2004; Samet 2003).

Confounding by Indication9.6.2

The indication for which a medication is given may act as a confounder in ob-
servational studies, particularly when assessing the effectiveness of a drug (Slone
et al. 1979; Horwitz and Feinstein 1981; Strom et al. 1983). Such confounding by
indication will be present if the indication for the prescription of the medica-
tion under study is also a determinant of the outcome of interest. Generally,
a drug is more likely to be prescribed to a patient with more severe disease who,
in turn, is more likely to incur an adverse outcome of the disease. Thus, pa-
tients prescribed the drug under study will have higher rates of outcome than
the subjects not prescribed the drug. Such an appearance of lack of effective-
ness could simply be a reflection of the effect of indication, in this case disease
severity.

Confounding by indication is often difficult to control, primarily because the
precise reason for prescribing is rarely measured. This may preclude the study of
drug effectiveness with observational designs (Miettinen 1983). Yet, a clinical trial
to answer this question would require the follow-up of thousands of patients over
a long time, which may simply be unfeasible. Observational studies become the
tool of choice as long as validity of the study is not compromised by intractable
confounding by indication (Miettinen 1983). If such an observational study pro-
duces lower rates of outcome for the drug under study, one may conclude that
these medications are effective. On the other hand, if users of the drug are found
to be at equal or increased risk of the outcome relative to nonusers, it would not
be possible to conclude on the absence of a protective effect of these medications.

This problem of confounding by indication is compounded with the use of
computerized databases, because of their lack of information on important con-
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founders (Shapiro 1989). The absence of information on drug indication precludes
the control of confounding by adjustment in the analysis. Thus, control for con-
founding by indication must be tackled at the design level. One approach is to
restrict the study to a group of patients homogeneous with respect to disease
severity. For example, in a study of the effectiveness of inhaled corticosteroids
in asthma, Blais et al. (1998a) identified a point in time at which users and
nonusers of inhaled corticosteroids would have a similar level of asthma sever-
ity. The study was thus restricted to patients who had just been hospitalized
for asthma, with the discharge date taken as time zero, which would greatly re-
duce heterogeneity in disease severity. The rate of a readmission for asthma was
then assessed according to the use of inhaled corticosteroids after this initial
hospitalization.

Another approach is to compare two medications prescribed for the same in-
dication (Strom et al. 1983, 1984). In this case, relative effectiveness as opposed to
absolute effectiveness will be evaluated. An example of this approach was also used
in a study of the effectiveness of early use of inhaled corticosteroids in asthma. Blais
et al. (1998b) identified a cohort of newly treated asthma patients and compared
regular users of inhaled corticosteroids with regular users of either anti-allergic
agents or theophylline and matched for the duration of asthma at the initiation of
therapy.

Depletion of Susceptibles 9.6.3

In general, the risk of an ADR associated with drug use does not remain constant
over time, and can change in different ways from the start of its use. The risk may
increase with cumulative drug exposure (e.g. the risk of cardiomyopathy associated
with cumulative anthracycline exposure or the risk of cataract associated with
continued glucocorticoid use), but it may also decrease after an initial period of
sharp increased risk. Therefore, in using a case-control study that evaluates the
effect of current use of a drug, past history of use of a drug or a class of drugs must
be accounted for as it may modify the risk of an ADR associated with current use
of the drug.

A decreasing risk after an initial period of increased risk is probably more im-
portant than cumulative drug toxicity and may, at the population level, lead to
a phenomenon which has been described as “depletion of susceptibles”: patients
who remain on the drug are those who can tolerate it while those who are suscep-
tible to adverse drug reactions will stop the drug and thereby select themselves
out of the exposed cohort (Moride and Abenhaim 1994). Such a pattern has been
demonstrated for the gastrointestinal toxicity of nonsteroidal antiinflammatory
drugs (NSAIDS). It has been shown that the risk of upper gastrointestinal bleeding
(UGIB) was highest after the third NSAID prescription and thereafter decreasing
(Carson et al. 1987). Moride and Abenhaim (1994) empirically showed a depletion
of susceptibles effect in a hospital-based case-control study of NSAIDS and the
risk of UGIB. They investigated the risk of UGIB associated with recent NSAID use
stratified by past or no past NSAID use. The risk of UGIB was significantly greater
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for those patients who used NSAIDS for the first time in 3 years (OR = 22.7) than
for those who had used these drugs before (OR = 3.0) (Yola and Lucien 1994).

The enormous importance of accounting for changes in drug risk over time in
thedesignand|oranalysis ofpharmacoepidemiology studieswashighlighted in the
debateabout the riskof venous thromboembolism(VTE)associatedwith secondor
third generation oral contraceptives (OC). Several pharmacoepidemiology studies
published in 1995|1996 reported an increased risk of VTE among users of newer
OC preparations compared with those of older OC preparations (Bloemenkamp
et al. 1995; Anonymous 1995a; Spitzer et al. 1996; Jick et al. 1995). Additional
analyses suggested that the magnitude of the risk estimates for individual OC
were closely linked with the time of market introduction of the respective OC,
with increasing risk for the newer preparations (Lewis et al. 1996). Since a larger
proportion of users of older OC preparations were long-term users compared with
those using newer OC, a depletion of susceptibles effect was postulated to be active
within these studies. It was hypothesized that individuals with good tolerance
were preferentially long term users of older OC preparations, whereas groups with
shorter duration of use might be more frequently using the newer OC preparations
and thereby constitute a different subpopulation.

The phenomenon of depletion of susceptibles can lead, if not accounted for
properly, to a comparison of OC medications with different years of entry into
the market and result in an overestimation of the risk associated with the most
recently introduced medications. To properly account for depletion of susceptibles,
the approach to statistical analysis must take account of the duration and patterns
of OC use, and of course have the available data to do so. In this example, the
pattern and duration of OC use are not confounders, but effect modifiers of the
risk of VTE associated with recent OC use. OC pattern and duration can therefore
not be simply “adjusted for” in the statistical analysis, but a stratified analysis has
to be conducted which compares the risk of VTE for the different OC preparations
for the different durations and patterns of use. When the analysis was restricted
to the same pattern of OC use, distinguishing between first time users, repeaters
and switchers, the risk of VTE as a function of the duration of oral contraceptive
use was essentially the same for second and third generation pills relative to never
users (Suissa et al. 1997, 2000b) .

Use of Propensity Scores in Pharmacoepidemiology9.6.4

In a randomized trial, randomization of study subjects to different treatment
regimens aims to assure the absence of systematic differences between the patients
in terms of measured and unmeasured confounders. In observational studies,
direct comparisons of the outcomes of treated and untreated patients may be
misleading because of systematic differences between those patients who have
and have not received treatment. The propensity score has been proposed as
a method of adjusting for covariate imbalances in an observational study and
has recently been proposed also for pharmacoepidemiology research (Perkins
et al. 2000; Wang and Donnan 2001; Wang et al. 2001). The propensity score
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π(X) = Prob(exposed|X) is defined as the conditional probability of receiving
a particular treatment (i.e. being exposed) given the set of observed covariates X.
The propensity score thus represents a summary of the covariates X that are
associated with treatment allocation in the form of a single variable.

The propensity score approach is a two-stage approach. At the first stage, the
propensity score is estimated for each study subject based on the values of the
observedcovariates. Themost commonlyusedapproach is toobtain thepropensity
score estimates in a logistic regression model, where treatment allocation is used
as the dependent (response) variable and observed potential confounders X are
used as explanatory variables: log(π(X)|(1 − π(X))) = Xβ, where the regression
coefficients β are fitted by maximum likelihood.

Having obtained the estimated propensity score, it can be used by a number
of approaches at the second stage: study subjects may be matched or stratified
based on their propensity scores or the propensity scores may be adjusted for in
a regression model (Wang and Donnan 2001).

Many published applications use stratification by the propensity score. A com-
mon approach is to stratify by quintiles of the distribution of the estimated propen-
sity scores and to test the balance of each confounder between the treatment groups
in each stratum (Wang and Donnan 2001). Having patients with similar propen-
sity scores in each stratum, it may be assumed that the covariate distributions
in the two treatment groups are equally similar within each stratum, so that the
treatment assignment within the strata can be functionally regarded as random.
If unbalanced confounders are still found, the propensity score model may be
re-estimated with modifications until balance is achieved.

Stratification by the propensity score cannot control confounder effects within
a single stratum. The somewhat arbitrary choice of five strata can be viewed as
acompromisebetweenreductionofbiasandrobustnessof theresults: an increasing
number of strata will reduce the bias in the stratification estimate, but it will at the
same time decrease the robustness of the results when the sample size of the smaller
arm in a stratum becomes too small. Control of bias through use of propensity
scores is based on the following assumptions:

All subjects must have some non-zero probability of receiving each treatment
(referred to as the “strongly ignorable assumption”). This ensures indepen-
dence of treatment assignment and response variable within propensity score
strata.
Treatment assignment depends solely on the observed covariates, i.e. all con-
founders are included in the propensity score model.

If all confounders were not ascertained or confounder measurement was associ-
ated with bias, the use of propensity scores will not eliminate bias. In fact, the study
will be subject to the same bias as an observational study that did not measure
all confounders and could only incompletely adjust for known confounders. The
use of propensity scores may, however, help to detect incomparability between
treatment groups (i.e. lack of overlap in covariate values) that may remain unde-
tected in a standard regression model. It also provides an additional tool to assess
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the performance of the traditional regression model (Wang and Donnan 2001).
Propensity scores have more often been used in cohort studies of drug effective-
ness (Seeger et al. 2003; Mojtabai and Zivin 2003; Schroder et al. 2003; Young-Xu
et al. 2003), but they have also been applied to studies of drug safety (MacDon-
ald et al. 2003). Nevertheless, the use of propensity scores may be a particular
challenge in the common situation in pharmacoepidemiology of time-dependent
exposures and covariates. Moreover, with the very large sizes of databases used
in pharmacoepidemiology, the need to reduce the number of covariates to a sin-
gle score is not crucial and thus, the advantage of propensity scores compared
to including the confounders directly in the model of data analysis becomes less
evident.

Drug Utilization Studies9.7

Drug utilization studies are an important tool in improving rational drug use and
providing data for cost|benefit considerations. Drug utilization has been defined
as the “prescribing, dispensing, administering, and ingesting of drugs.” (Serradell
et al. 1991). This definition implies that several steps are involved in drug utilization
and that, consequently, in each of these steps problems in drug use can arise. The
World Health Organization defines drug utilization in a broader sense as the
“marketing, distribution, prescription and use of drugs in a society, with special
emphasis on the resulting medical, social and economic consequences” (World
Health Organization 1977), thereby including also the effects of drug use on the
population. Apart from examining drug use, goals of drug utilization studies
include the identification of problems of drug utilization with respect to their
importance, causes and consequences; the establishment of a scientific basis for
decisions on problem solving and the assessment of the effects of actions taken.
Some examples for studies that illustrate these goals are the following: What is the
prevalence, pattern and risk factors of use for benzodiazepines in Italy? What is
the quality of NSAID prescribing in Croatia and Sweden (Vlahovic-Palcevski et al.
2002)? Are labelled contraindications to the use of cisapride adhered to (Weatherby
et al. 2001)? What is the impact of safety alerts on the prescribing of a drug (de la
Porte et al. 2002; Weatherby et al. 2001)? After a drug has been withdrawn from
the market, in which way does drug utilization of related drugs change (Glessner
and Heller 2002)? What are characteristics of physicians and practices that make
early use of new prescription drugs (Tamblyn et al. 2003)?

Drug utilization studies can be qualitative and quantitative. Quantitative drug
utilization studies are conducted for a number of purposes: to ascertain the quan-
tities of drugs consumed in a specific period and in a specific geographical area; to
investigate the development of drug utilization over time; to compare and contrast
the use of a drug between different geographical areas; to identify possible over-
or underutilization of drugs; to determine trends in drug use according to popula-
tion demographics; to estimate the prevalence of illness based on the consumption
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of drugs utilised in its treatment and to compare the prevalence of an illness in
different areas.

The main aim of qualitative drug utilization studies is to determine the appro-
priateness of drug prescribing. They require the a priori establishment of quality
indicators against which drug utilization is compared. National or international
expert panels are sometimes used to help defining quality indicators in a consen-
sus process (McLeod et al. 1997). Quality indicators may be based on the following
parameters: the medical necessity for drug treatment; adherence to labelling with
respect to labelled indications, contraindications or interactions; duration and
dose of treatment; use of fixed drug combinations when only one of its com-
ponents would be justified; availability of treatment alternatives which are more
effective or less hazardous; availability of an equivalent less costly drug on the
market; etc. In North America, these studies are known as drug utilization review
(DUR) studies. DUR studies are aimed at detecting and quantifying problems of
drug prescribing. They should be distinguished from DUR programs which are
interventions in the form of an authorized, structured and ongoing system to
improve the quality of drug prescribing (Lee and Bergman 2000). In contrast to
DUR studies which provide only minimal feedback to the involved prescribers and
are not interventional by their design, DUR programs include efforts to correct
inappropriate patterns of drug use, and include a mechanism for measuring the
effectiveness of corrective actions taken to normalize undesirable patterns of drug
use (Hennessy and Strom 2000).

For quantitative and qualitative studies, it would be ideal to have a count of the
number of patients who either ingest a drug of interest during a certain time frame
or who use a drug inappropriately in relation to all patients who received the drug
during a given time frame. The available data are often only approximations of
the number of patients and may be based on cost or unit cost, weight, number of
prescriptions written or dispensed and number of tablets, capsules, doses etc sold
(Lee and Bergman 2000). Drug cost data have a number of limitations, since the
price of a drug is not the same within and across countries. Drug pricing may be
affected by different drug distribution channels, the quantities of drugs purchased,
exchange rate fluctuations, different import duties and regulatory policies that
affect pricing (Serradell et al. 1991). Studies based on the overall weight of a drug
sold are similarly limited, since tablet sizes vary which makes it difficult to translate
weight even into the number of tablets sold (Lee and Bergman 2000). The number
ofprescriptionswrittenordispensed for aparticulardrugproduct is ameasure that
is frequently used in drug utilization studies. However, the number of prescriptions
for different patients in a given time interval varies and also the supply of drugs
prescribed. To estimate the number of patients, one must divide by the average
number of prescriptions per patient. The number of tablets, capsules etc. sold is
often used in conjunction with the defined daily dose (DDD) measurement unit
for drug use.

The DDD is the assumed average maintenance dose per day for a drug used for
its main indication in adults. Use of the DDD underlies two basic assumptions:
that patients are compliant and that the doses used for the major indication are
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the average maintenance doses (Serradell et al. 1991). The DDD dosing levels are
assigned per ATC 5th level by the WHO Collaborating Centre for Drug Statistics
Methodology in Norway based on recommendations in the medical literature.
The DDD provides a fixed unit of measurement independent of the price and
formulation of a drug. It can be used to examine changes in drug consumption
over time and permits international comparisons. The DDD is a technical unit
of measurement and does not necessarily reflect the recommended or prescribed
daily dose (PDD). Doses for individual patients and patient groups will often differ
from the DDD based on individual patient characteristics such as age, weight, and
pharmacokinetic considerations. DDDs may be used to obtain crude estimates
of the number of persons exposed to a particular drug or class of drugs and are
sometimes used as denominator data for crude estimation of ADR rates (Kromann-
Andersen and Pedersen 1988; Leone et al. 2003). This use of the DDD methodology
is rather limited in drugs with more than one indication, particularly when the
drug dose differs for each indication. It is also limited, when the duration of drug
treatment varies greatly between patients. The DDD does not take into account
pediatric use of a drug. DDDs are not established for topical preparations, sera,
vaccines, antineoplastic agents, allergen extracts, general and local anesthetics and
contrast media.

The Defined Daily Dose (DDD) is usually used in conjunction with the Anatom-
ical Therapeutic Chemical (ATC) coding system. Coding for the ATC system at
the WHO Collaborating Centre for Drug Statistics Methodology in Norway is
based on requests from users including manufacturers, regulatory agencies and
researchers. In the ATC system, drugs are classified in groups at five hierarchi-
cal levels. The drugs are divided into fourteen main groups (1st level), with one
pharmacological|therapeutic subgroup (2nd level). The 3rd and 4th levels are
pharmacological|therapeutic andchemical subgroupsand the 5th level is the chem-
ical substance. Table 9.6 illustrates the structure of the ATC coding system using
metformin as an example. In the ATC system all plain metformin preparations are
thus given the code A10B A02.

Table 9.6. The structure of the ATC coding system for metformin

A Alimentary tract and metabolism (1st level, anatomical main group)
A10 Drugs used in diabetes (2nd level, therapeutic subgroup)
A10B Oral blood glucose lowering drugs (3rd level, pharmacological subgroup)
A10B A Biguanides (4th level, chemical subgroup)
A10B A02 Metformin (5th level, chemical substance)

Coverage of the ATC system is not comprehensive: complementary and tradi-
tional medicinal products are generally not included in the ATC system; ATC codes
for fixed combination drugs are assigned only to a limited extent; some drugs may
not be included in the system since no request for coding has been received by
the WHO Collaborating Centre; a medicinal product that is used for two or more
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equally important indications, will usually be given only one code based on its
main indication which is decided from the available literature. On the other hand,
a medicinal product can have more than one ATC code if it is available in two or
more strengths or formulations with clearly different therapeutic uses.

Use of computerized databases has greatly facilitated drug utilization research.
Databases can be distinguished into those which include both drug and diagnostic
data (examples have been given in Sect. 9.4) and into those which include only
drug data (e.g. Denmark’s Odense Pharmacoepidemiologic Database, Denmark’s
Pharmacoepidemiologic Prescription Database of the County of North Jutland,
Spain’s Drug Data Bank, Sweden’s County of Jämtland Project, etc.). Some more
databases used in drug utilization research and a description of these databases
can be found in references (Lee and Bergman 2000; Serradell et al. 1991).

Interpretation of drug utilization data needs appropriate care. Observed geo-
graphic or time differences in drug utilization may be caused by many factors
different from prescribing behaviour as e.g. differences in the age and sex distribu-
tion, different patterns of morbidity, change in diagnostic criteria, differences in
theaccess tohealthcare etc. If usedappropriately, drugutilization researchprovides
a powerful scientific tool to identify factors that influence drug prescribing and
to develop strategies to modify prescribing behaviour. Further research is needed
to determine which characteristics of inappropriate prescribing are susceptible to
modification and what are the most efficient intervention strategies.

Conclusions 9.8

Pharmacoepidemiology is still a relatively young scientific discipline. Over the last
20–30 years there has been enormous progress in the improvement of its methods
and development of new approaches to studies of drug safety and effectiveness.
Pharmacoepidemiology has taken advantage of the rapidly expanding methods
in epidemiology and has developed sophisticated methods to cope with problems
that are specific to the field. New statistical approaches have been developed for
signal generation based on data from the spontaneous reporting systems. Large
computerized health databases are now widely used for research into beneficial
and harmful drug effects, their use being facilitated by the development of more
and more powerful computer technologies. With the experience gained through
the use of these data and a careful understanding of the underlying health care
system in which the data were generated, computerized databases provide a highly
useful data source for pharmacoepidemiology studies. There has been a progres-
sive refinement of case-control and cohort studies and efficient sampling strategies
within a cohort are now often employed. The case-crossover and case-time-control
designs are being used for the study of acute transient drug effects to eliminate
control selection bias and confounding by indication or other factors. Propensity
scores are increasingly used as a method to minimize confounding in the study
of intended drug effects. Other new methodologies are likely to become of more
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importance in pharmacoepidemiology over the coming years as e.g. neural net-
works, sensitivity analysis, etc. Drug utilization review programs are now required
in all US hospitals and have been implemented voluntarily in many other health
care programs which will lead to further refinement of drug utilization research.
A great challenge ahead is linkage of pharmacoepidemiology studies with the lat-
est techniques of genetics, biochemistry, immunology and molecular biology. It is
of particular interest to understand why individuals respond differently to drug
therapy, both in terms of beneficial and adverse effects. Investigation of the genetic
make-up of study patients on a population level will be greatly facilitated through
the enormous progress in pharmacogenomics and molecular biology. New study
designs may emerge as a consequence of these developments. It remains to be ex-
plored to which extent database studies may be used to include moleculargenetic
or immunologic investigations.
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