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Introduction8.1

This chapter will begin with providing a brief overview of the history of clinical
epidemiology and describe its relation with evidence based medicine. Clinical epi-
demiology differs from classical epidemiology in that clinical epidemiology sup-
ports other basic medical sciences such as biochemistry, anatomy and physiology
because it facilitates their application in research through formulation of sound
clinical research methods and, thus, puts these disciplines into clinical context.
Therefore, clinical epidemiology goes beyond clinical trials. We will describe this
concept in the following paragraphs (see Sect. 8.1.1 through 8.1.3). The following
sections include case scenarios that facilitate the introduction of the key concepts
about developing clinical questions, using diagnostic tests, evaluating therapy, ap-
praising systematic reviews, developing guidelines and making clinical decisions.

Brief History of Clinical Epidemiology8.1.1

Sackett provides an astute historical summary of the development of clinical epi-
demiology in his recent tribute in memory of Alvan Feinstein (Sackett 2002).
Sackett’s account gives John Paul credit for introducing the term clinical epidemi-
ology describing it as the “new basic science for preventive medicine” (Paul 1938;
Sackett 2002). Over the past 40 years, both Feinstein and Sackett himself made
major contributions to the field of clinical epidemiology. Sackett founded, in 1966,
the first clinical epidemiology research unit at the University at Buffalo, New York,
USA, and in 1967 a department of clinical epidemiology and biostatistics at McMas-
ter University in Hamilton, Canada, which he served as chair. The latter institution
has trained numerous clinical epidemiologists, some of whom have taken on chair
positions themselves. Today there are departments and units of clinical epidemi-
ology throughout the world, though the development in some jurisdictions has
been slower than in others. For example, it was in this millennium that the first
department of clinical epidemiology was founded in the German speaking coun-
tries of Europe (Basel, Switzerland, H. Bucher, personal communication), although
professorships of clinical epidemiology existed in these countries for some time.

A Definition of Clinical Epidemiology8.1.2

Although seminal, Paul’s simple description of clinical epidemiology was per-
haps not sufficient in helping investigators and clinicians understand the prin-
ciples underlying the term clinical epidemiology. Articles and textbooks have
provided further definitions. Feinstein portrayed clinical epidemiology as inves-
tigating “the occurrence rates and geographic distribution of disease; the pattern
of natural and post-therapeutic events that constitute varying clinical courses
in the diverse spectrum of disease; and the clinical appraisal of therapy. The
contemplation and investigation of these or allied topics constitute a medical
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domain that can be called clinical epidemiology” (Feinstein 1968; Sackett et al.
1991). Sackett defined clinical epidemiology as “the application, by a physician
who provides direct patient care, of epidemiologic and biostatistical methods
to the study of diagnostic and therapeutic processes in order to effect an im-
provement of health” (Sackett 1969, 2002; Sackett and Winkelstein 1967). Fletcher
et al. (1996) described clinical epidemiology as the science of making predic-
tions about individual patients by counting clinical events in similar patients,
using strong scientific methods for studies of groups of patients to ensure that
the predictions are accurate. Weiss (1996) defined clinical epidemiology as the
study of variation in the outcome of illness and of the reasons for that varia-
tion. Despite the numerous definitions, one might argue that by providing the
subheading “a basic science for Clinical Medicine” to their textbook “Clini-
cal Epidemiology” Sackett and colleagues provided a pithy definition that not
only turned the wheel back to John Paul, but widened it to all areas of clinical
medicine by replacing preventive medicine with clinical medicine (Sackett et al.
2000).

Definitions are inevitably limited, and in depth understanding requires a more
comprehensive discussion. We characterize clinical epidemiology by focusing on
its purpose: to ensure that clinicians’ practice and decision making is evidence-
based. Clinical decision making requires answering questions about diagnosis,
therapy, prevention and harm, providing estimates of prognosis and obtaining
unbiased and precise estimates of intervention effects. Clinical epidemiology sup-
ports other basic medical sciences such as biochemistry, anatomy and physiology
because it facilitates their application in research through formulation of sound
clinical research methods and, thus, puts these disciplines into clinical context.
Thus, clinical epidemiology provides the integrative force of medical science and
medical practice.

Clinical Epidemiology and Evidence-based Medicine 8.1.3

When working optimally, clinical epidemiologists communicate results of investi-
gations in ways that clinicians can readily apply in practice. Clinical epidemiology
provides the evidence for management decisions resulting in more good than
harm. Clinicians should use best evidence for clinical decision making. Thus,
clinical epidemiology and evidence-based practice are closely linked. Clinical epi-
demiology grounds health care research in the mission to deliver optimal care
to individual patients. As it turns out, clinicians optimally applying the evidence
to their patient care must understand the basic concepts of clinical epidemiol-
ogy (Guyatt et al. 2000). At the same time, while clinical epidemiology grounds
the clinical investigators’ viewpoint, evidence-based medicine (EBM) provides the
framework for application of research findings in clinical practice. In the next
sections of this discussion, we will describe the basics of clinical epidemiology
methods and how insights from clinical practice may enlighten clinical epidemi-
ologists.
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The History and Philosophy of Evidence-based Medicine

When we first introduced the term evidence-based medicine (EBM) in an in-
formal residency training program document, we described it as “an attitude
of enlightened skepticism toward the application of diagnostic, therapeutic, and
prognostic technologies in their day-to-day management of patients” (Guyatt 1991,
2002a, b). Through a series of articles published by the evidence-based medicine
working group the term as well as the philosophy of EBM became well-known
(Evidence-Based-Medicine-Working-Group 1992; Oxman et al. 1993). A Medline
search revealed 7 citations including the term “Evidence Based Medicine” in 1993
and 2169 citations in 2002.

EBM evolved out of the efforts of clinicians with methodology training – that
is, clinical epidemiologists – to apply their particular insights and approaches
to solving clinical problems. In contrast to the traditional paradigm of clinical
practice, EBM acknowledges that intuition, unsystematic clinical experience, and
pathophysiologic rationale are not sufficient for making the best clinical decisions.
Although it acknowledges the importance of clinical experience, EBM postulates
that optimal clinical decision-making requires the integration of evidence from
clinical research.

EBM places a lower value on authority than the traditional medical paradigm,
and explicitly includes patients’ and society’s values in the clinical decision-making
process. Patients or their proxies must always trade the benefits, harm, and costs
associated with alternative treatment strategies, and in doing so must consider
values and preferences.

To achieve the integration of research results in clinical practice, EBM pro-
poses a formal set of rules to help clinicians interpret and apply evidence. Clinical
epidemiologists have, by and large, developed these rules. These rules are char-
acterized by a hierarchy of evidence (Fig. 8.1): confidence in research results is
greatest if systematic error (bias) is lowest and increases if bias is more likely to
play a role.

Figure 8.1. Depicts the hierarchy of quality of evidence. As the research design becomes more

rigorous (moving from bottom to top) the quality of evidence increases and the likelihood of bias

decreases
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Although randomized and controlled study designs provide the highest quality
of evidence, EBM is not a science of randomized controlled trials. Rather, because
higher quality evidence is often not available, EBM acknowledges that a large body
of highly relevant evidence comes from observational studies. That is, to answer
clinical questions clinicians will often depend on observational studies in their
evidence-based practice. Therefore, the practice and application of EBM requires
anunderstandingandcritical evaluationof all studydesigns.Clinical epidemiology
provides the necessary toolbox for this evaluation. For example, clinical epidemi-
ologists of the Cochrane Collaboration, an international organization dedicated
to making up-to-date and accurate information about the effects of healthcare
readily available worldwide, have provided important insights into the conduct of
systematic reviews and meta-analysis that inform clinicians and patients choices.
It produces and disseminates systematic reviews of healthcare interventions and
promotes the search for evidence. It can be accessed at www.cochrane.org.

Case Scenario 8.2

Example 1. Imagine you are the attending physician on ward rounds with your
team. The senior resident presents the case of a 64 year old woman

who came to the emergency room early one morning with left sided chest pain
lasting for 15 minutes. The pain was severe enough to awaken her. She also had
to sit up in her bed because of difficulties with getting her breath. Finally, her
symptoms became so severe that she called an ambulance.

You immediately think that this woman has had an acute myocardial infarction.
However, other diagnoses such as pulmonary embolism, pneumonia, pericarditis,
asthma and a severe case of gastro-esophageal reflux disease also come to mind.

The resident continues with her presentation and tells you that the pain radiated
to her left arm and you further hear that she had another episode of similar pain
in the ambulance which was relieved within a few minutes by 0.4 mg nitroglycerin
given under her tongue.

You feel that this information confirms your early intuition and that it makes
a diagnosis of myocardial infarction more likely.

An EKG in the emergency room was unremarkable and cardiac enzymes drawn
at arrival to the emergency room were borderline elevated (troponin I, a marker
for myocardial injury, was 1.0 g/ml). Her chest X-ray was normal.

You now think that the diagnosis might be one of acute coronary syndrome,
perhaps unstable angina or a myocardial infarction without EKG changes, and
you continue to entertain pulmonary embolism, pneumonia and pericarditis as
alternative – although less likely – diagnoses. The key decision you face is whether
to admit the patient to hospital, possibly to a cardiac care unit, or to send her home
with provision for subsequent investigation, perhaps an exercise test.

The patient’s past medical history includes diabetes mellitus type 2. Her lipid
profile is within the limits set by the National Cholesterol Education Program
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Guidelines (NCEP 2001) and there is no significant family history of cardiovascular
disease. She takes an oral hypoglycemic agent and 325 mg of aspirin daily as
recommended by her physician. She has had similar chest pain over the past year
when vacuuming her home. However, she did not mention these complaints to her
physician because the discomfort always resolved after a few minutes of rest. The
patient has no history of cough, wheezing, indigestion, heartburn or changes in
her bowel habits. Physical examination shows an anxious patient, but there are no
abnormal findings on physical examination.

Your team concludes that the probability that the presentation represents acute
coronary syndrome is at least 50%. While you are discussing the patient and her
further management, a second set of laboratory results shows that the troponin I
is elevated at 4.1 g/l.

At this point you feel that a myocardial infarction without ST segment elevation
on the EKG (a NSTEMI) is the most likely diagnosis and together with your team
you consider further management. �

Formulating a Clinical Question8.3

Using research evidence to guide clinical practice requires formulating sensible
clinical questions (McKibbon et al. 2002; Oxman et al. 1993; Richardson et al.
1995). For most questions the key components are the patients, the interven-
tion or exposure, comparison interventions (or exposure) and the outcomes (Ta-
ble 8.1).

Table 8.1. Formulating the clinical question

Component Explanation

Population Who are the relevant patients?

Interventions or exposures What are the management strategies clinicians
are interested in? For example: Diagnostic test,
drugs, toxins, nutrients, surgical procedures, etc.

Comparison (or control) intervention or
exposures

What is the comparison, control or alternative
intervention clinicians are interested in? For
questions about therapy or harm there will al-
ways be a comparison or control (including do-
ing nothing, placebo, alternative active treat-
ment or routine care). For questions about di-
agnosis there may be a comparison diagnostic
strategy (for example troponin I compared to
creatine kinase MB in the diagnosis of myocar-
dial infarction).

Outcome What are the patient-important consequences of
the exposure clinicians are interested in?
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The clinical scenario of an older diabetic women presenting with chest pain
potentially generates several clinical questions (about her diagnosis, appropri-
ate therapy, prevention of future events, prognosis). We will use some of these
questions to demonstrate how clinical epidemiology helps solve clinical problems.

Diagnosis 8.4

Based on the framework for developing a clinical question, we will start with
a question about diagnosis:

Population: In women with chest pain typical for angina pectoris
Intervention|exposure: What is the test performance of troponin I serum levels
Outcome: To predict myocardial infarction and associated adverse

outcomes (congestive heart failure, death, serious
arrhythmia or severe ischemic pain) in the next 72 hours.

The process of diagnosis is a complex cognitive task. There are different ap-
proaches to making a diagnosis, but pattern recognition, which is also known
as the gestalt method, and logical reasoning play an important role (Glass 1996;
Sackett et al. 1991; Sox et al. 1988). Clinicians always look for clues that help them
establish a diagnosis, although with increasing clinical experience this process
becomes increasingly subconscious. Some clues make a diagnosis more likely,
other clues or the absence of certain clues make a diagnosis less likely (Laden-
heim et al. 1987). In the scenario described at the beginning of this chapter,
the first clue was the presence of left sided chest pain awaking the patient at
night. This clue suggested that the patient might suffer from a cardiac problem.
The presence of shortness of breath strengthened this suspicion, but brought
other possible diagnosis into consideration (asthma, pneumonia and pulmonary
embolus).

When clinicians use clues offered by clinical history, symptoms, signs or test
results, they routinely, if often subconsciously, apply probabilities associated with
these clues. For example, the presence of chest pain makes a heart attack more
likely than no chest pain. Thus, a first step in making a diagnosis is to assign
probabilities to the contemplated diagnoses. Clinicians then group the findings
into coherent clusters, such as left sided (location) chest (heart or lungs) pain
(symptom). These clusters inform the differential diagnoses. The differential di-
agnoses in the case scenario included acute myocardial infarction, pulmonary
embolism, pneumonia, asthma or gastro-esophageal reflux disease. In the next
step of making a diagnosis, the clinician incorporates new information, which
lowers or increases the relative likelihood of the differential diagnoses. The pro-
cess is therefore sequential. The presence of pain radiating to the left arm in-
creased the probability of coronary heart disease and the absence of cough and
gastrointestinal symptoms lowered the likelihood of pneumonia and gastrointesti-
nal disease.
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Establish the Framework
for Bayesian Thinking for Diagnosis8.4.1

As described above, the process of diagnosis can take place on a subconscious level
where the clinician guesses the associated probabilities and relative likelihoods
or it can employ explicit probabilities and relative likelihoods. For some clinical
problems, such as diagnosing pulmonary embolism, clinicians intuition is good.
The prospective investigation of pulmonary embolism diagnosis (PIOPED) study
has shown this (PIOPED-Investigators 1990). Even when intuition is reasonably
accurate, use of exact numbers generated by empirical studies can improve clinical
decisions (Diamond and Forrester 1979; Diamond et al. 1980, 1981; Dolan et al.
1986). The latter approach of using explicit information is based on epidemiologic
and biostatistical concepts, but both the intuitive and the explicit approaches are
founded in Bayesian theory, because both approaches depend on probabilites that
are altered by subsequent information (Bernardo and Adrian 1994; Berry 1996;
Diamond 1999; Ledley and Lusted 1959; cf. Chap. I.1 of this handbook). Using the
Bayesian approach in the diagnostic process the clinician starts with a certain
probability (often called the pre-test probability) of a disease being present. Then,
based on clues from the history, physical exam or test results, the clinician modifies
this probability into another probability (often called the posttest probability).

Choosing the Right Test8.4.2

The best test would be one that excludes or confirms a diagnosis beyond doubt.
Using an ideal test, no patient would have the disease if the test is negative and
all patients with a positive test would have the disease. For our example, were
troponin I perfect, one could assume that a troponin I level ≥ 2 g/l proves beyond
doubt that the patient has an acute myocardial infarction or will suffer a serious
clinical event associated with acute coronary syndrome in the next 72 hours, and
a level < 2 g/l establishes that the patient does not have an acute myocardial
infarction and will not suffer a serious event. Unfortunately, most information
that clinicians obtain in clinical practice comes with uncertainty, and tests that
definitively distinguish between disease and no disease are few and far between.

The typical cut-off value for troponin I in clinical practice is 2.0 g/l (Meier et al.
2002). However, astute clinicians would not dismiss a diagnosis of myocardial
infarction in our scenario after the first troponin I level was < 2.0 g/l, because both
EKG and biomarkers may be what is typically defined as normal even when disease
is present. Furthermore, they are aware that the troponin I may be normal early,
and may rise subsequently. What clinicians expect of a good test is that results
change the probability sufficiently to confirm or exclude a diagnosis. If a test result
moves the probability below a threshold at which the disease is very unlikely and
downsides associated with the treatment outweigh any anticipated benefit, then
no further testing and no treatment are indicated. We call this probability the test
threshold. If, on the other hand, the test result moves the probability of disease
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above a threshold at which one would not further test because disease is highly
probable and one would start treatment we have found the treatment threshold.
This scenario shows how a clinician can estimate the probability of disease and
then compare disease probability to these two thresholds (Fig. 8.2).

In a clinical context in which the pre-test probability of a particular diagnosis is
above the treatment threshold, further confirmatory testing that raises the prob-
ability further would not be helpful. On the other end of the scale, for a disease
with a pre-test probability below the test threshold, further exclusionary testing
lowering the probability would not be useful. When the probability is between the
test and treatment thresholds testing will be diagnostically useful. Test results are
of greatest value when they shift the probability across either threshold.

What determines our treatment thresholds? If adverse effects of treatment are
frequent and severe, clinicians choose a higher treatment threshold. For example,
because a diagnosis of pulmonary embolism involves long-term anticoagulation
with appreciable bleeding risk, clinicians are very concerned about falsely labeling
patients. The invasiveness of the next test will also impact on the threshold. If re-
sults from the next test (such as a ventilation-perfusion scan) are benign, clinicians
are ready to choose a high treatment threshold. Clinicians are more reluctant to
institute an invasive test associated with risks to the patient, such as a pulmonary
angiogram, and this will drive their treatment threshold downward. That is, clini-
cians aremore inclined toaccept a riskof a false-positivediagnosisbecauseahigher
treatment threshold necessitates putting more patients through the risky test.

Accordingly, the more serious a missed diagnosis, the lower we will set our
test threshold. Since a missed diagnosis of a pulmonary embolus could be fatal,
clinicians are inclined to set their diagnostic threshold low. At the same time, the
risks associated with the next test we are considering have an influence on where

Figure 8.2. Test and treatment thresholds
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to set the test threshold. If the risks are low, clinicians will be comfortable with
a very low diagnostic threshold. The higher the risks, the more the threshold rises.

Likelihood Ratios8.4.3

The center of any diagnostic process is a patient presenting with a constellation of
symptoms and signs. Consider two patients with chest pain and shortness of breath
in whom the clinician suspects a myocardial infarction without findings suggestive
of pneumonia, airflow obstruction, pulmonary embolism or heart failure or other
conditions. One patient is the 64-year-old woman described in the clinical scenario
and the other is a 24-year-old man with a history of anxiety disorder. Clinicians
would agree that the probability of myocardial infarction for these two patients –
that is, their pre-test probabilities – are very different. In the woman described in
the scenario, the probability is high; in the young man, it is low. Consequently, even
if both patients had borderline elevated troponin I levels of 1.0 g/l at presentation,
management is likely to differ between the two. An informed clinician might well
treat the elderly woman immediately with aspirin and heparin but order further
investigations in the young man.

One can draw two conclusions from these considerations. First, regardless of
the results of the troponin I test, they do not definitively establish whether myo-
cardial infarction is in fact the underlying disease, or whether the patient will
suffer a serious event associated with an acute coronary syndrome. What they
do accomplish is to alter the pre-test probability of the condition, yielding a new
post-test probability. The direction and magnitude of this change from pre-test to
post-test probability are determined by the test’s properties. The test property of
greatest value is the likelihood ratio.

Hill and colleagues (2003) investigated the diagnostic properties of troponin I
as an early marker of acute myorcardial infarction or acute coronary syndrome
with serious sequellae in the next 72 hours in patients who did not have definitively
diagnostic EKG changes. The investigators found 20 individuals with a serious car-
diac outcome by the reference standard and 332 individuals who did not (Table 8.2).
For all patients, troponin I tests were classified into four levels: < 0.5 g/l, 0.5 to
< 2.0 g/l, 2.0 to < 10.0 g/l and ≥ 10.0 g/l). Several questions arise.

How likely is a substantially elevated (≥ 10 g/l) troponin I among people who
suffered adverse outcomes? Table 8.2 illustrates that 3 of 20 (or approximately 15%)
of people with adverse outcomes had troponin I levels ≥ 10 g/l. How often is the
same test result, a positive troponin I, found among patients in whom high risk
acute coronary syndrome was suspected but ruled out? The answer is 4 out of
332 (or approximately 1.2%). The ratio of these two likelihoods is the likelihood
ratio (LR); for a highly elevated troponin I test, it equals 0.15|0.012 (or 12.5). In
other words, a highly elevated troponin I is 12.5 times as likely to occur in a patient
with – as opposed to without – an ultimate adverse outcome.

In a similar fashion, one can calculate the likelihood ratios for troponin I values
of≤ 0.5 g/l, 0.5 to≤ 2.0 g/l and 2.0 to≤ 10.0 g/l. This calculation involves answering
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Table 8.2. Test properties of early troponin I testing in myocardial infarction or ischemia-associated

adverse outcomes (CI = confidence interval)

Myocardial infarction or other adverse outcomes
Present|proportion Absent|proportion Likelihood ratio

(95% CI)
Test results

≥ 10.0 g/l 3 3|20 = 0.15 4 4|332 = 0.012 12.5 (3.0, 51.9)

2.0– < 10.0 g/l 2 2|20 = 0.10 5 5|332 = 0.015 6.6 (1.4, 32.1)

0.5– < 2.0 g/l 3 3|20 = 0.15 20 20|332 = 0.06 2.5 (0.8, 7.7)

< 0.5 g/l 12 12|20 = 0.60 303 303|332 = 0.910 0.7 (0.5, 0.9)

Total 20 332

two questions: First, how likely is it to obtain a given test result (e.g., a troponin I <
0.5 g/l) among people with the target disorder (myocardial infarction)? Second,
how likely is it to obtain the same test result (again, a troponin I < 0.5 g/l) among
people without the target disorder? For this troponin I test result, the likelihoods
are 12|20 (0.60) and 303|332 (0.91), respectively, and their ratio (the likelihood
ratio) is 0.7.

Thus, the likelihood ratios indicate by how much a given diagnostic test result
will raise or lower the pre-test probability of the target disorder. A likelihood ratio
of 1 indicates that the post-test probability is identical to the pre-test probability.
Likelihood ratios above 1.0 increase the probability that the target disorder is
present, and the higher the likelihood ratio, the greater is this increase. Likelihood
ratios below 1.0 decrease the probability of the target disorder, and the smaller the
likelihood ratio, the greater the decrease in probability and the smaller its final
value.

Users of likelihood ratios often ask “What are good likelihood ratios for a test?”.
The answer is that day-to-day clinical practice lets clinicians gain understanding
and their own sense of interpretation, but one can consider the following as a guide:

Likelihood ratios of > 10 or < 0.1 generate large and often conclusive changes
from pre- to post-test probability
Likelihood ratios of 5–10 and 0.1–0.2 generate moderate shifts in pre- to post-
test probability
Likelihood ratios of 2–5 and 0.5–0.2 generate small (but sometimes important)
changes in probability
Likelihood ratios of 1–2 and 0.5–1 alter probability to a small (and rarely
important) degree.

How can clinicians use likelihood ratios to move from pre-test to post-test
probability? Unfortunately, one cannot combine likelihoods directly, such as one
can combine probabilities or percentages. Their formal use requires converting
pre-test probability to odds, multiplying the result by the likelihood ratio, and then
converting the post-test odds into a post-test probability. Although this calculation
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is relatively straightforward for an experienced user, it can be time consuming and,
fortunately, there is an easier way.

Figure 8.3 shows a nomogram proposed by Fagan that performs the conver-
sions and allows simple transition from pre- to post-test probability (Fagan 1975).
The line on the left-hand side represents the pre-test probability, the middle line
represents the likelihood ratio, and the line on the right-hand side depicts the re-
sulting post-test probability. One can obtain the post-test probability by anchoring
a straight line at the pre-test probability and rotating it until it lines up with the
likelihood ratio of the relevant test result.

If we assumed a pre-test probability of 50% (see below) for the elderly woman
with multiple risk factors and we applied the LR associated with a troponin I of 1.0
to the nomogram (connecting 0.5 or 50% on the left with a LR of approximately
2.5 on the middle line and extending it through the right line) we would obtain
a post-test probability of approximately 70% (or 0.7). If we assumed a pre-test
probability of 1 in 1000 or 0.1% for the young man and applied the same LR, the
post-test probability remains very low at between 0.2 and 0.3%.

To further explain the application of LRs, let us assume the two patients had
troponin levels of 0.3 g/l. Applying the associatedLR(0.7) to thepre-test probability
of 50%of the elderlywomenwould result in apost-test probability of approximately

Figure 8.3. Likelihood ratio (Fagan) nomogram (Copyright 1975 Massachusetts Medical Society. All

rights reserved. Reproduced with permission from the Massachusetts Medical Society)
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45% (or 0.45). Applying this LR (0.7) to the pre-test probability of 0.1% of the young
man results in a post-test probability of < 0.1%. It becomes evident from these
latter two hypothetical examples that the test result has not altered the post-test
probabilities to a large extent and further testing is necessary or that the clinician
needs to make a decision on the basis of post-test probabilities that are similar
to the pre-test probabilities. These strategies will differ between the two patients.
Most clinicians would remain worried about the elderly women, but would safely
discharge the young man.

Readers who are interested in the formula for converting pre-test probabilities
to post-test probabilities, will note that it is based on Bayes theorem:

Post-test odds = Pre-test odds × Likelihood ratio

Mathematically we can write this formula as:

O(D|R) =
(
O(D) × P(R|D)

)
|P(R|D) ,

where P is the probability of a specific test result R given the status of disease D =
disease present, D = disease absent, O(D) is the odds of disease to be calculated as
P(D)|[1 − P(D)].

Example 1. (continued)
Returning to our examples, for our elderly female patient with a test

result of 1.0 µg/l and pre-test odds = 0.5|(1 − 0.5) = 1 this formula translates to:

post-test odds of myocardial infarction = 1 × 0.15|0.06 = 2.5 .

Post-test odds can be converted into post-test probabilities using the following
formula:

post-test probability = post-test odds|(post-test odds + 1) = 2.5|(2.5 + 1)

= 71.4% . �

This estimate is similar to the estimate on the Fagan Nomogram. In fact, had
we been able to use the Nomogram as accurately as the calculator we would have
obtained identical numbers. This probability moves us into the range of probability
where most clinicians would treat patients without further testing because of the
morbidity and mortality associated with myocardial infarction.

Example 1. (continued)
For the young male with a troponin of 1.0 this formula translates to:

post-test odds of myocardial infarction = pre-test odds × 2.5 .

Wecanderive thepre-test odds fromthepre-testprobabilityof 0.1% = 0.001|(1−
0.001) which is about 0.001.
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Thus, it follows that the post-test odds can be calculated as

post-test odds = 0.001 × 2.5 = 0.0025

and the post-test probability as

post-test probability = 0.0025|(0.0025 + 1)

which is approximately 0.25%. �

Again, the estimate of 0.25% corresponds to the estimate using the Fagan Nomo-
gram, but is the exact result of the application of Bayes theorem. Even a troponin I
test associated with a LR greater than 1 and commonly considered elevated in the
young man does not alter the probability for a myocardial infarction to a great
extent.

How to Obtain Pre-Test Probabilities8.4.4

We guessed at the pre-test probability of the two patients with chest discomfort.
How do clinicians obtain valid pre-test probabilities? Intuitively, clinicians use
their experience based on previous patients with similar presentations. However,
the probabilities clinicians and in particular learners assume are prone to bias and
error (Richardson 2002; Richardson et al. 2003).

Richardson has suggested that there are two different forms of clinical research
that can guide clinicians estimates of pre-test probabilities (Richardson 2002). The
first type are studies that yield disease probability based on representative patient
cohorts with a defined clinical problem that carry out careful diagnostic evalu-
ations and apply explicit diagnostic criteria. Examples include studies on causes
of syncope (Soteriades et al. 2002) and cancer in involuntary weight loss (Her-
nandez et al. 2003). Control groups of randomized trials may serve for questions
of prognosis. The study by Hill et al. (2003) that provided the estimates for the
test properties of troponin I to obtain pre-test probabilities could also serve as
an example. The second type of studies are clinical decision rules. These studies
assemble cohorts suspected of having the target disorder, apply standard reference
tests and report the frequency of diagnoses in subgroups with identifying clinical
features (McGinn et al. 2003). High quality studies that provide valid estimates of
frequency are applicable to our patients and can provide precise estimates of pre-
test probability. For example, Richardson et al. (2003) estimated in a consecutive
patient series that for 78% (95% CI: (66%, 96%)) of clinical problems evidence of
pre-test probabilities existed in the literature.

Sensitivity and Specificity8.4.5

Likelihood ratios help users understand diagnostic tests. However, clinicians use
two other descriptive terms for diagnostic tests. It is, therefore, helpful for those
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with interest in clinical epidemiology to understand these two other terms: sensi-
tivity and specificity.

We could have described the test properties of the study by Hill and colleagues
using the concepts of sensitivity and specificity defining normal and abnormal test
results. We presented the four different interpretations of troponin I levels, each
with the associated likelihood ratios. That classification allowed us to omit the
terms normal and abnormal or positive and negative. However, this is not the way
most investigators present their result. Investigators also often rely on concepts of
sensitivity and specificity.

Sensitivity expresses the proportion of people with the target disorder in whom
the test result is positive and specificity expresses the proportion of people without
the target disorder in whom a test result is negative. Table 8.3 shows the general
concept of sensitivity and specificity in a 2 × 2 table. We could transform the 4 × 2
table described above (Table 8.2) into three 2 × 2 tables, depending on what we
call positive or negative. Let us assume that only troponin I values ≥ 10.0 g/l are
positive (or abnormal).

To calculate sensitivity from the data in Table 8.2 for positive troponin I levels,
we look at the number of people with proven myocardial infarction (n = 20) who
were diagnosed as having the target disorder on troponin testing (n = 3) showing
a sensitivity of 3|20, or approximately 15% (a|(a + c)). To calculate specificity, we
use the number of people without the target disorder (332) whose troponin test
results were classified as normal or < 0.5 g/l (303), yielding a specificity of 303|332,
or 91% (d|(b + d)).

As indicatedabove,onecaneasily calculateLRs fordifferent levelsofquantitative
test results while sensitivity and specificity require a definition of normal and

Table 8.3. Sensitivity and specificity of diagnostic tests (a + b + c + d = 100%)

Disease or reference standard (proportion)
Present (positive) Absent (negative)

Test results

Disease present (positive) True Positive (a) False Positive (b)
Disease absent (negative) False Negative (c) True Negative (d)
Sensitivity = True positive|

positive reference standard
a|(a + c)

Specificity = True negative|negative
reference standard
d|(b + d)

Likelihood ratio for
positive test (LR+) = Sensitivity|(1 − Specificity) = (a|(a + c))|(1 − d|(b + d))

Likelihood ratio for
negative test (LR-) = (1 − Sensitivity)|Specificity = (1 − (a|(a + c))|(d|(b + d)))
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abnormal that is often arbitrary. In using sensitivity and specificity one has to
either discard important information or recalculate sensitivity and specificity for
every cut-point. Therefore, the likelihood ratio is much simpler and much more
efficient when tests have more than two possible results, which is very often the
case (Guyatt et al. 1990, 1992; Guyatt and Rennie 2002).

Therapy/Prevention8.5

Example 1. (continued)
Returning to the clinical scenario and having treated the elderly

woman with aspirin and heparin, the team questions what other therapeutic or
preventive interventions may be of benefit. The resident points you to a study that
aimed at maximizing platelet inhibition in patients with acute coronary syndrome,
the Clopidogrel in Unstable Angina to Prevent Recurrent Events Trial (CURE) trial
(CURE-Investigators 2001). You vaguely remember this study and that it is the only
one you are aware of addressing this question in patients with acute coronary syn-
drome. You know that neurologists and cardiologists in your institution often use
two antiplatelet agents to maximize platelet inhibition, but you wonder about the
quality of the evidence supporting this conclusion and the magnitude of benefits
and downsides. An electronic database search confirms that there is no additional
evidence addressing this specific question in a randomized trial in patients with
acute coronary syndrome. The CURE investigators addressed the question “In
patients with acute coronary syndromes without ST-segment elevation, does early
and long-term use of clopidogrel plus aspirin versus aspirin alone prevent cardio-
vascular events and is the combination safe?” You find that this question would be
highly relevant to your patient in whom you want to prevent further cardiovascular
events.

You decide to critically appraise this study together with your team. The resident
retrieves the article through your library’s online full text journal subscription and
you evaluate the article with your team over lunch break. �

The concepts of clinical epidemiology help clinicians appraise clinical research. We
list the three commonly agreed on steps of critical appraisal for studies on therapy
or prevention in Table 8.4 and describe how clinical epidemiology facilitates inter-
pretation and evaluation of clinical research. This form addresses critical appraisal
for most clinicians. Other important issues for experienced readers concern the
appropriateness of the statistical methods.

The first factor that can influence confidence in research results is system-
atic error or bias. Bias is directly linked to the design and execution of a study.
Therefore, the first step is an appraisal of whether results are valid and to what
extend bias is present (Table 8.4 – Are the results valid?). The next step in the
evaluation of research is the review of the results. Because clinicians often are
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unfamiliar with applying the magnitude of effects to patient care and because
classical epidemiology applies research results in different contexts using different
terminology, clinical epidemiologists can bring quantitative outcome measures
closer to the clinician. This helps address the question “How large is the effect of
an intervention and how large is the role of random error or chance (What are
the results?)?”. Finally, clinicians need to know whether the results are applicable
to their patients. Therefore, clinicians need to appraise whether the results help
with decision-making in individual practice circumstances (How can I apply the
results to my patient care?). Clinicians must decide whether their patients are sim-
ilar to those included in the studies from which they obtain the relevant evidence,
but clinical epidemiologists can help them in the decision making process (see
Sect. 8.8).

Critical appraisal (Table8.4)of theCUREtrial reveals thatpatientswererandom-
ized using a 24-hour computerized randomization service to conceal randomiza-
tion. Control patients received placebos and investigators and outcome assessors
were blinded to treatment assignment. While blinding refers to not being aware
of treatment allocation when treatment has been assigned, concealment refers to
avoiding biased allocation of patients because of prior knowledge of forthcom-
ing treatment allocation. Investigators can achieve concealment through measures
such as central (telephone) randomization and sealed envelopes. The more strin-
gent the method for concealment the less likely are those allocating patients to
tamper with this important aspect of randomized controlled trials. Fulfilling these

Table 8.4. Critical appraisal of studies about therapy

Question Therapy or prevention

Study design and
execution – evaluation
of bias

I. Are the results of the study valid?
1. Were patients randomized?
2. Was randomization concealed?
3. Werepatients analyzed in thegroups towhich theywere

randomized?
4. Were patients in the treatment and control groups sim-

ilar with respect to known prognostic factors?
5. Were patients aware of group allocation?
6. Were clinicians aware of group allocation?
7. Were outcome assessors aware of group allocation?
8. Was follow up complete?

Results and random error II. What are the results?
1. How large was the treatment effect?
2. How precise was the estimate of the treatment effect?

Application and uptake III. How can I apply the results to my patient care?
1. Were the study patients similar to my patients?
2. Were all clinically important outcomes considered?
3. Are the likely treatment benefits worth the potential

harms and costs?
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validity criteria protects against bias, because systematic reviews suggest that lack
of blinding and concealment (see Table 8.4) may lead to systematic overestimation
of treatment effects although the effects may differ by clinical specialty only (Balk
et al. 2002; Moher et al. 1998).

The CURE investigators achieved a follow-up of greater than 99.9% (only 13 out
of 12,562 patients were lost) and analyzed patients in the group they were assigned
according to the intention to treat principle. The intention to treat principle refers
to analysis of patient outcomes based on which group they were randomized
regardless of whether they actually received the planned intervention. This analysis
preserves the power of randomization, thus maintaining that important unknown
factors that influence outcome are likely equally distributed in each comparison
group.

Theevaluationof clinical researchresults requiresanunderstandingofmeasures
of associationor effect.Asnotedabove clinical epidemiologists oftenuse terms that
are different from those of classical epidemiologists (see relative risk reduction and
number needed to treat below in this section). Table 8.5 summarizes the measures
we will now describe in more detail (cf. Chapter I.2 of this handbook).

Absolute Risk
The easiest measure of risk to understand in clinical epidemiology is the absolute
risk. In the CURE trial, the main outcomes were a composite of death from cardio-
vascular causes, nonfatal myocardial infarction (MI), or stroke and a composite
of death from cardiovascular causes, nonfatal MI, stroke, or refractory ischemia.
Safety outcomes included major and minor bleeding. We will focus on the latter
composite endpoint. The absolute risk for this combined primary endpoint was
16.5%, and the absolute risk for this outcome in the control group was 18.8% (Ta-
ble 8.5). As described above, other terminology for the risk of an adverse outcome
in the control group are baseline risk, absolute risk, or control event rate.

Absolute Risk Reduction
One can express treatment effects as the difference between the absolute risks in
the experimental and control groups, the absolute risk reduction or the risk dif-
ference. This effect measure represents the proportion of patients spared from the
unfavorable outcome if they receive the experimental therapy (clopidogrel), rather
than the control therapy (placebo). In our example, the absolute risk reduction is
18.8% − 16.5% = 2.3 percentage points.

Relative Risk
The relative risk or risk ratio presents the proportion of the baseline risk in the
control group that still is present when patients receive the experimental treatment
(clopidogrel). The relative riskof the combinedoutcomeafter receiving clopidogrel
is 1035|(1035 + 5224) divided by 1187|(1187 + 5116) (the risk in the control group),
or 0.87. One could also say the risk of experiencing the combined outcome with
clopidogrel and aspirin is approximately 87% of that with aspirin alone.
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Table 8.5. Measures of association and effect

General 2 × 2 Table

Outcome Absolute risk of outcome:
+ −

Intervention (Y) a b Intervention = a|(a + b) = Y

Control (X) c d Control = c|(c + d) = X

2 × 2 Table for the Example from CURE et al. (CURE-Investigators 2001)

Combined primary outcome Absolute risk of outcome
+ −

Clopidogrel 1035 5224 Clopidogrel = 1035|(1035 + 5224)

= 16.5%
Placebo 1187 5116 Placebo = 1187|(1187 + 5116)

= 18.8%

Absolute risk reduction (ARR)
Definition: The difference in risk between the control group and the intervention group
ARR = c|(c + d) − a|(a + b) = X − Y

Example:
ARR = 1035|(1035 + 5224) − 1187|(1187 + 5116) = 2.3%

Relative risk or risk ratio (RR)
Definition: The ratio of risk in the intervention (Y) to the risk in the control group (X)
RR = Y |X
Example:
RR = (1035|(1035 + 5224))|(1187|(1187 + 5116)) = 0.87

Relative Risk Reduction (RRR)
Definition: The percent reduction in risk in the intervention compared to the control group
RRR = 1 − RR = (1 − X|Y) × 100% or
RRR = [(X − Y)|X] × 100%
Example:
RRR = (1 − 0.87) × 100% = 13%

Number Needed to Treat (NNT)
Definition: Inverse of the ARR
NNT = 1|ARR = 1|(X − Y)

Example:
NNT = 1|2.3% = 44
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Relative Risk Reduction
The most commonly reported measure of dichotomous treatment effects is the
complement of this relative risk, the relative risk reduction. One can obtain the
relative risk reduction easily from the relative risk because it is the proportion
of baseline risk that is removed by the experimental therapy and it is equivalent
to 1.0 − relative risk. It can be expressed as a percent: (1 − relative risk) × 100 =
(1 − 0.87) × 100 = 13% or 100% − 87% = 13% for this example. Alternatively, one
may obtain the relative risk reduction by dividing the absolute risk reduction by the
absolute risk in the control group. Therefore, the result is the same if it is calculated
from 2.3% (the absolute risk reduction) divided by 18.8% (the risk in the control
group) = 0.13 (13%). A relative risk reduction of 13% means that clopidogrel
reduced the risk of combined outcome by 13% relative to that occurring among
control patients. The greater the relative risk reduction, the more efficacious is the
therapy. Investigators may compute the relative risk over a period of time, as in
a survival analysis, and call it a hazard ratio, the weighted relative risk over the
entire study (see Chap. II.4 of this handbook).

In fact, the CURE investigators calculated the hazard ratio which was slightly
more in favor of clopidogrel (0.86). For practical purposes we use the relative
risk for the CURE trial in our example. If we had used the hazard ratio for the
calculation of the RR the RRR would have been 14%.

Odds Ratio
Instead of evaluating the risk of an event, one can estimate the odds of having
an event compared with not having an event. Most individuals are familiar with
odds in the context of sporting events, when sport reporters describe the odds of
a team or player winning a particular event. When odds are used in the medical
sciences it stands for the proportion of patients with the target outcome divided
by the proportion without the target outcome. The odds in the control group of
the example trial described are 1187 of 6303 divided by 5116 of 6303. Because
the denominator is the same in both the numerator and the denominator, it is
canceled out, leaving the number of patients with the event (1187) divided by the
number of patients without the event (5116). The odds are 1187|5116 or 0.232. To
convert from odds to risk, one divides the odds by 1 plus the odds. As the odds of
the combined endpoint are 0.232, the risk is 0.232|(1 + 0.232), or 0.188 (18.8%),
identical to the baseline risk reported in the CURE trial. Table 8.6 presents the link
between risk and odds. The greater the risk, the greater is the divergence between
the risk and odds. Odds and risk are about equal if the absolute risk is small.

In the CURE trial, the odds of the combined endpoint in the clopidgrel group are
1035 (those with the outcome) compared with 5224 (those without the outcome),
or 1035|5224 = 0.198, and the odds of the combined endpoint in the placebo group
are 0.232. Therefore, the ratio of these odds is (1035|5224)|(1187|5116), or 0.854.
If one used a terminology parallel to risk (note, that epidemiologists call a ratio
of risks in most instances a relative risk), one would call the ratio of odds relative
odds. The commonly used term, however, is odds ratio (OR). Until recently the
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Table 8.6. Relation between risks and odds

Risk Risk (proportion) Odds

80% 0.80 4.0000

60% 0.60 1.5000

50% 0.50 1.0000

40% 0.40 0.6667

33% 0.33 0.5000

25% 0.25 0.3333

20% 0.20 0.2500

10% 0.10 0.1111

5% 0.05 0.0526

1% 0.01 0.0101

odds ratio has been the most popular measure of association. The reason for the
use of the odds ratio is that the odds ratio has a statistical advantage because it
essentially is independent of the choice between a comparison of the risks of an
event (such as death) or the analogous non-event (such as survival), which is not
true of the relative risk.

However, clinicians do not easily understand a ratio of odds. Clinicians would
like to be able to substitute the relative risk, because it is more intuitively under-
standable, for the odds ratio. As shown in Table 8.6, as the risk decreases, the odds
and risk come closer together. For low event rates, the odds ratio and relative risk
are very close. In fact, if the risk is below 25%, odds and risks are approximately
equal and many authors calculate relative odds and then report the results as if
they calculated relative risks. One can see from the example that the odds ratio of
0.85 is very similar to the relative risk of 0.87. Clinicians should be aware that if
events are frequent in either the control group or experimental group, odds ratios
can be a very inaccurate estimate of the relative risk. The RR and OR also will be
more similar when the treatment effect is small (OR and relative risk are close to
1.0) than when the treatment effect is large. When considering RR, HR and OR,
the RR is always closest to unity; the odds ratio is farthest away; and the HR is
intermediate (Symons and Moore 2002). These differences can become large when
effect sizes increase. When event rates are high and effect sizes are large, there are
ways of converting the odds ratio to relative risk. Fortunately, clinicians will need
to do this infrequently. One note of caution is that typical case-control studies do
not yield relative risks.

The Number Needed to Treat
Having seen that making a distinction between odds ratio and relative risk rarely
will be important when evaluating clinical research, because high event rates are
rare, one must give much more attention to distinguishing between the odds ratio
or relative risk compared with the absolute risk reduction. Let us assume that
the absolute risk of experiencing the combined outcome would be twice as high
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in both groups in the CURE trial. This could have happened if the investigators
had conducted a study in patients at greater risk for the endpoint, for example
by restricting the study population to older patients. In the clopidogrel group,
the absolute risk would become 33% compared with 37.6% in the control group.
Therefore, the absolute risk reduction would increase from 2.3% to 4.6% whereas
the relative risk (and therefore the relative risk reduction)would remain identical at
33% divided by 37.6% = 0.87 (the relative risk reduction remains 13%). Therefore,
the increase in the proportion of those experiencing the endpoint in both groups
by a factor of 2 leaves the relative risk (and the relative risk reduction) unchanged,
but increases the absolute risk reduction by a factor of 2.

A 13% reduction in the relative risk of the combined endpoint may not sound
very impressive, however, its impact on patient groups and practice may be large.
This notion is shown using the concept of the number needed to treat, the number
of patients who must receive an intervention during a specific period to prevent
one additional adverse outcome or produce one positive outcome (Laupacis et al.
1988). When discussing the number needed to treat, it is important to specify the
treatment, its duration, and the outcome being prevented. The number needed
to treat is the inverse of the absolute risk reduction, calculated as 1|absolute risk
reduction. Therefore, in the example above with an absolute risk reduction of 4.6%,
the number needed to treat would be 22 (1|4.6%) and it would be 44 (1|2.3%) in
the CURE trial. Finally, imagine young patients with no additional risk factors for
adverse outcomes. Such patients may carry a baseline risk of 4% for experiencing
the endpoint and, therefore, the number needed to treat could increase to 192
[1|(0.13 × 4%)]. Given the duration, potential harms and cost of treatment with
clopidogrel and the increased risk for bleeding, it could be reasonable to withhold
therapy in that latter patient. Unfortunately, we do not know how best to present
risk information to patients. Presenting the relative risk reduction alone is more
persuasive for making actual or hypothetical medical decisions, because the actual
benefit appears larger (Bucher et al. 1994; Edwards and Elwyn 1999; Edwards et al.
1999). Thus, direct to patient advertising and pharmaceutical industry detailing
uses relative risk reduction as measure of effect to persuade clinicians and patients
to use drug interventions. However, omitting the presentation of baseline risk or
not informing those who receive this information that the baseline risk drives the
absolute benefit is misleading.

How Clinicians Can Use Confidence Intervals
Untilnowwepresentedtheresultsof theCUREtrialas if theyrepresentedthetrueef-
fect. The results of any experiment, however, represent only anestimateof the truth.
The true effect of treatment actually may be somewhat smaller, or larger, than what
researchers found. The confidence interval (CI) tells, within the bounds of plausi-
bility, howmuch smaller or greater the true effect is likely tobe. For eachof themea-
sures described, one can use statistical programs to calculate confidence intervals.

The point estimate within the confidence interval and the confidence interval
itself help with two questions. First, what is the one value most likely to represent
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the true difference between treatment and control; and second, given the difference
between treatment and control, what is the plausible range of differences within
which the true effect might actually lie? The smaller the sample size or the number
of events in an experiment, the wider the confidence interval. As the sample
size gets very large and the number of events increases, investigators become
increasingly certain that the truth is not far from the point estimate and, therefore,
the confidence interval is narrower.

One can interpret the 95% confidence interval as “what is the range of values of
probabilities within which, 95% of the time, the truth would lie?”. If investigators
or clinicians would not need to be so certain, one could ask about the range within
which the true value would lie 90% of the time. This 90% confidence interval would
be somewhat narrower.

How does the confidence interval facilitate interpretation of the results from
the CURE trial? As described above, the confidence interval represents the range
of values within the truth plausibly lies. Accordingly, one way to use confidence
intervals is to look at the boundary of the interval that represents the lowest
plausible treatment effect anddecidewhether theactionor recommendationwould
change compared with when one assumes the point estimate represents the truth.
Based on the numbers provided in the CURE trial, one can calculate a confidence
interval around the point estimate of the relative risk reduction of 13% ranging
from approximately 6 to 21%. Values progressively farther from 13% will be less
and less likely. One can conclude that patients receiving clopidogrel are less likely
to experience the combined endpoint – but the magnitude of the difference may
be either quite small (and not outweigh the increased risk of bleeding) or quite
large. This way of understanding the results avoids the yes|no dichotomy of testing
a hypothesis. Because the lower limit of the CI is associated with a benefit, certainty
about beneficial treatment effects from clopidogrel on the combined endpoint is
relatively high. However, toxicity and expense will bear on the final treatment
decision.

The chief toxicitiy of clopidogrel the authors of the CURE trial were concerned
about was bleeding. They found that the absolute risk increase (ARI – conceptually
similar to the absolute risk reduction but indicating an increase in risk from the
investigational therapy) for major bleeding was 1 percentage point (an increase
from 2.7% in the placebo group to 3.7% in the clopidogrel group). The investigators
defined major bleeding as substantially disabling bleeding, intraocular bleeding
or the loss of vision, or bleeding necessitating the transfusion of at least 2 units
of blood. Similarly to the number needed to treat we can calculate the number
of patients who must receive an intervention during a specific period to cause
one additional harmful outcome. The number needed to harm (NNH) for major
bleeding in the CURE trial is equal to 1|ARI or 1|0.01 = 100. The authors also
provided the information for minor bleeding which they defined as hemorrhages
that led to interruption of the study medication but did not qualify as major
bleeding. The risk for minor bleeding was 5.1% in the clopidogrel group compared
to 2.4% in the placebo group. Thus, the NNH for minor bleeding was 1|0.027 = 37.
Clinicians should keep in mind that estimates of harm also come with uncertainty
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and, therefore, authors usually present confidence intervals around these harmful
effects.

Use of Composite Endpoints
Investigators often use a composition of endpoints when they compare inter-
ventions. For example, the CURE trial investigators used a composite endpoint
of death from cardiovascular causes, nonfatal MI, stroke, or refractory ischemia.
Safety outcomes included major and minor bleeding with the definitions described
in the foregoing paragraph. There are a number of reasons for combining several
endpoints. First, investigators may believe that distinguishing between outcomes
is unnecessary because the endpoints have the same consequences. For example,
many investigators combine the outcome ischemic stroke with hemorrhagic stroke
because they believe they may be similarly disabling (Lubsen and Kirwan 2002).
Second, investigators may chose composite endpoints to avoid misleading conclu-
sion when an intervention reduced an endpoint (usually less severe) by increasing
another endpoint (usually more severe) that precludes patients from suffering the
less severe endpoint. For example, surgery for cerebrovascular disease could re-
duce strokes by directly killing those at highest risk for stroke (those who die at
surgery are no longer at risk for strokes) (van Walraven et al. 2002). Thus, the
use of stroke alone as the endpoint would be misleading. To avoid an erroneous
conclusion, an investigator facing this situation must combine the more and less
serious outcomes, creating an endpoint such as “stroke or death”. Third, investi-
gators chose to combine endpoints because of the reduced sample size when event
rates increase, as one would expect for a combined endpoint. The latter is the
probably reason why the CURE investigators used a combined efficacy endpoint.

Using composite endpoints has a number of implications. The most obvious
implication is that if these endpoints have different importance to patient (that
is, patients have different underlying values and preferences for these outcomes)
treating them as equally important is an oversimplification.

Using combined endpoints does not always support reaching conclusive results
in clinical trials. Freemantle et al. (2003) reported on the use of composite end-
points in 167 trials published between 1997 and 2001 in 9 leading medical journals.
The authors found that in 69 of these trials the difference between treatment arms
in the CEP was not statistically significant. Investigators sometimes included com-
ponent endpoints that reduced trial efficiency by diluting the treatment effect. For
example, Freemantle and colleagues described that the CAPRICORN [CArvedilol
Post-infaRct survIval COntRol in LV dysfunctioN] trial investigated the effects of
carvedilol, a β-blocker, in 1959 patients with left ventricular dysfunction follow-
ing myocardial infarction (The CAPRICORN Investigators 2001). Originally, the
CAPRICORN investigators identified all-cause mortality as primary outcome in
the trial protocol. However, while the study was ongoing, the data and safety mon-
itoring board (whose assignment is to protect the patients in a trial) noted that the
overall rate of mortality was lower than that predicted for the power analysis and
sample size calculation. The board informed the CAPRICORN steering committee
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of the trial’s insufficient power to identify the primary end point as significant
(a preset level of significance α of 0.05). Taking the uncommon measure of altering
the primary outcome, the steering committee defined a new composite outcome
(all-cause mortality or cardiovascular hospital admissions). The steering commit-
tee assigned a critical level of significance of α = 0.045 to this new composite
outcome that they introduced while the trial was ongoing and reduced the signif-
icance level of the original primary outcome to achieve statistical significance to
α = 0.005. They reduced the level of α of the original primary outcome to penalize
their retrospective action, but the board decided that if the p-value for either pri-
mary outcome achieved statistical significance at the new critical level, the study
would be deemed positive.

At the end of the study, the original primary end point (all-cause mortality)
achieved a p-value of 0.03 (ie, substantially larger than the new 0.005 allocated
after consultation from the data safety and monitoring board, but smaller than the
original critical level of significance), but the alternative primary outcome achieved
a p-value of 0.30. Thus, the original primary outcome did not reach statistical
significance at the new and more stringent level and neither did the new composite
outcome. Although 12% of patients died in the carvedilol group, compared with
15% in the placebo group, 23% of patients in the carvedilol group and 22% of
patients in the placebo group qualified for the composite outcome on the basis of
hospitalizations alone, a result that undermined the relatively small reduction in
mortality in the carvedilol group. Thus, CAPRICORN provides a neutral result,
although the study would have been modestly statistically significant had the
original primary outcome of all-cause mortality been maintained.

In summary, evaluating trials that use composite outcome requires scrutiny in
regards to the underlying reasons for combining endpoints and its implications
and has impact on medical decision making (see below in Sect. 8.8).

Systematic Reviews 8.6

The patient in our scenario took aspirin at a dose of 325 mg on admission. Aspirin
use is associated with gastrointestinal bleeding and the risk for bleeding increases
with the aspirin dose used (García Rodríguez et al. 2001; Weil et al. 1995). On
the other hand, the beneficial effects of lower doses of aspirin on cardiovascular
events likely does not differ from those of higher doses (Antithrombotic Trialists’
Collaboration 2002). Taken together, studies comparing higher and lower doses of
aspirin show similar effects. However, a clinician would ask the question “Which
of the available studies should I trust and consider for decision making?”. Even
for clinicians trained in critical appraisal, evaluating all available studies would be
a time-intensive solution.

Traditionally, clinicians – when they did not invest the time and resources to
review individual studies – have relied on review articles by authorities in the
field. However, experts may be unsystematic in their approach to summarizing the
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evidence. Unsystematic approaches to identification and collection of evidence
risks biased ascertainment. That is, treatment effects may be underestimated or,
more commonly, overestimated, and side effects may be exaggerated or ignored.
Even if the evidence has been identified and collected in a systematic fashion, if
reviewers are then unsystematic in the way they summarize the collected evidence,
they run similar risks of bias. In one study, self-rated expertise was inversely re-
lated to the methodologic rigor of the review (Oxman and Guyatt 1993). One result
of unsystematic approaches may be recommendations advocating harmful treat-
ment; in other cases, there may be a failure to encourage effective therapy. For
example, experts supported routine use of lidocaine for patients with acute my-
ocardial infarction when available data suggested the intervention was ineffective
and possibly even harmful, and they failed to recommend thrombolytic agents
for the treatment of acute myocardial infarction when data showed patient benefit
(Antman et al. 1992).

Systematic reviews deal with this problem by explicitly stating inclusion and ex-
clusion criteria for evidence to be considered, conducting a comprehensive search
for the evidence, and summarizing the results according to explicit rules that
include examining how effects may vary in different patient subgroups. When
a systematic review pools data across studies to provide a quantitative estimate of
overall treatment effect, we call this summary a meta-analysis (cf. Chap. II.7 of this
handbook). Systematic reviews provide strong evidence when the quality of the
primary study design is high and sample sizes are large; they provide weaker evi-
dence when study designs are poor and sample sizes are small. Because judgment is
involved in many steps in a systematic review (including specifying inclusion and
exclusion criteria, applying these criteria to potentially eligible studies, evaluating
the methodologic quality of the primary studies, and selecting an approach to data
analysis), systematic reviews are not immune to bias, for example publication bias.

Nevertheless, in their rigorous approach to identifying and summarizing data,
systematic reviews reduce the likelihood of bias in estimating the causal links
between management options and patient outcomes.

Over the past 10 to 15 years, the literature describing the methods used in
systematic reviews, including studies that provide an empiric basis for guiding
decisions about the methods used in summarizing evidence has rapidly expanded.
Clinical epidemiologists have contributed significantly to this development (Egger
et al. 2000).

Table 8.7 demonstrates the process of conducting systematic reviews.
As we described above for answering questions in clinical practice (see also

Table 8.1), investigators who conduct a systematic review should begin by for-
mulating a clinical question. This question formulation constitutes the essential
specific selection criteria for deciding which studies to include in a review. These
criteria define the population, the exposures or interventions, the comparison in-
tervention, and the outcomes of interest. A systematic review will also restrict the
included studies to those that meet minimal methodologic standards. For exam-
ple, systematic reviews that address a question of therapy will often include only
randomized controlled trials.
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Table 8.7. The process of conducting systematic reviews

Define the question

Specify inclusion and exclusion criteria
Population
Intervention or exposure (and comparison)
Outcome
Methodology

Establish a priori hypotheses to explain heterogeneity

Conduct literature search

Decide on information resources: databases, experts, funding agencies, pharmaceutical
companies, hand-searching, personal files, registries, citation lists or retrieved articles
Determine restrictions: time frame, unpublished data, language
Identify titles and abstracts

Apply inclusion and exclusion criteria

Apply inclusion and exclusion criteria to titles and abstracts
Obtain full articles for eligible titles and abstracts
Apply inclusion and exclusion criteria to full articles
Select final eligible articles
Assess agreement on study selection

Create data abstraction

Data abstraction: participants, interventions, comparison interventions, study design
Results
Methodologic quality
Assess agreement on validity assessment between data abstractors

Conduct analysis

Determine method for pooling results
Pool results (if appropriate)
Decide on handling of missing data

Having evaluated the potential eligibility of titles and abstracts, and obtained
the full text of potentially eligible studies, reviewers apply the selection crite-
ria to the complete reports. Having completed the data collection process, they
assess the methodologic quality of the eligible articles and abstract data from
each study. Finally, they summarize the data, including, if appropriate, a quan-
titative synthesis or meta-analysis. The analysis includes an examination of dif-
ferences among the included studies, an attempt to explain differences in results
(exploring heterogeneity), a summary of the overall results, and an assessment
of their precision and validity. Guidelines for assessing the validity of reviews
and using the results correspond to this process and are available (Oxman et al.
2002).
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Returning to our example, the question you want to address could be formulated
as: “In patients with coronary artery disease does low dose aspirin (75 mg daily
or less) compared with high dose aspirin (325 mg daily or more) confer similar
mortality benefits”. Keep in mind that gastrointestinal side effects are more likely
with higher doses of aspirin.

A prudent clinician will look for a systematic review to answer this question.
A recent systematic review by the Antithrombotic Trialists’ Collaboration provides
useful information to answer this question (Antithrombotic Trialists’ Collabora-
tion 2002). The investigators carefully evaluated 448 trials for inclusion and finally
performed a meta-analysis of 195 trials of antiplatelet effects in cardiovascular
disease. Overall they observed that aspirin markedly reduced the risk of recurrent
events in patients with acute myocardial infarction (odds ratio 0.7) and patients
with previous myocardial infarction (odds ratio 0.75). They identified three trials
in patients at high risk for cardiovascular events that compared doses of aspirin
of ≤ 75 mg daily to higher doses. Higher doses of aspirin conferred no additional
benefit in preventing cardiovascular events when compared with lower doses. In
fact the point estimate indicated a benefit of lower doses of aspirin (relative odds
reduction 8%). However, these results were not statistically significant (95% CI
ranging from approximately −12% indicating a slight benefit with higher doses to
28% indicating a benefit with lower doses). When the investigators compared the
effects of low dose aspirin versus placebo and higher dose aspirin versus placebo
the effects were similar. Although the evidence from direct comparisons is limited
and the investigators included additional patient populations, such as patients
with stroke, the systematic review and meta-analysis of all available trials pro-
vides additional indirect evidence for comparable effects of higher and low dose
aspirin. Most clinicians would judge the biology for the role of aspirin in coronary
artery disease and other cardiovascular disease to be sufficiently similar to have
confidence in this extrapolation. Combining the available evidence in a properly
conducted systematic reviewhelps the clinician to obtain answers that are valid and
based on methodological evaluation of the literature. Chapter II.7 of this handbook
addresses methodological issues related to meta-analysis.

Having explained some of the benefits of systematic reviews we will explain
how systematic reviews can be used to guide patient care. Available guidance
on therapeutic or prevention goes beyond systematic reviews, because factors
in addition to the quality of the evidence and treatment effects are important
to make recommendations about treatment (Freemantle et al. 1999). However,
systematic reviews should be conducted in the process of generating evidence-
based guidelines that provide treatment recommendations.

Guidelines8.7

Guidelines are systematically developed syntheses to support practitioners and
patients in decision making about specific clinical circumstances. The key elements
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of eachsynthesis include the scopeof theguidelines, the interventionsandpractices
considered, the major recommendations and the and strength of the evidence
and recommendations, and the underlying values and preferences (Guyatt et al.
2002a, 2004b; Schünemann et al. 2004). A list of guidelines maintained by the US
Agency for Healthcare Research and Quality is available at the National Guidelines
Clearinghouse (National-Guideline-Clearing-House 2004).

Organizations such as professional societies or governing boards, government
agencies, academic or private institutions, typically develop guidelines by conven-
ing expert panels. Usually, guideline developers will define the topic of a guideline
before evaluating the evidence for clinical sensible questions. Dialogue among
clinicians, patients, and the prospective users of the guideline contribute to its
refinement. Although it is possible to develop guidelines that are broad in scope,
it requires considerable time and resources.

One method of defining and focusing the clinical questions of interest and also
identifying the processes for which evidence needs to be collected and assessed is
the construction of models or causal pathways (Woolf 1994). The causal pathway
is a diagram showing the relation of the population, intervention(s) of interest and
the intermediate, surrogate or definitive health outcomes (Shekelle et al. 1999).
Whendesigning thepathway, guidelinedevelopers shoulddescribeexplicitlywhich
outcomes (benefits and harms) they consider important and the associated values.
This process reveals specific questions that the evidence must address and where
high quality evidence is lacking, identifying areas for additional research.

While investigators have not tested alternative approaches to guideline devel-
opment, one suggestion is to include all groups whose activities would be covered
by the guidelines and any others with legitimate reasons for having input (Shekelle
et al. 1999). A group size of six to 15 individuals with clearly identified roles, in-
cluding group leader and members, specialist resource, technical support, and
administrative support may be advisable (Shekelle et al. 1999). The group should
comprise members proficient in the following areas: literature searching and re-
trieval, epidemiology, biostatistics, health services research, clinical area of interest
(generalists and specialists), group process, writing, and editing.

A high-quality clinical practice guideline produced by such groups should con-
sider the following steps (Schünemann et al. 2004):
1. Define explicit criteria to search for evidence. Similar to the clinical sensible

questions identified above for searching the evidence and conducting system-
atic reviews, this step should include a clear definition of the population, the
intervention and comparison intervention and the outcome of interest. The
development of a clinical pathway helps in identifying the components of the
clinical question and in identifying gaps.

2. Define explicit eligibility criteria for the identified evidence. Guideline devel-
opment groups should define eligibility criteria for the evidence that they wish
to include. Examples include restricting evidence to randomized controlled
trials or studies that have used validated instruments for functional outcomes
or assessed mortality.
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3. Conduct oruse comprehensive searches for evidence. Aguideline development
group should ensure that they conduct a complete evaluation of the evidence.
The group may either use a high quality systematic review developed by others
or conduct their own systematic review for each recommendation they make
in their guideline.

4. Perform a standard consideration of study quality. If a systematic review
is identified that answers the group’s clinical question and may suffice for
developing the guideline, the group should still consider an evaluation of the
individual study quality. Should the group conduct a systematic review or
update an existing review, the evaluation of study quality becomes an essential
step in conducting a systematic review. Quality evaluation includes looking
at the basic study design, the detailed study design and execution, and the
directness of evidence. The directness of the evidence refers to reporting of
surrogate outcomes, for example deep venous thrombosis by ultrasonography
as risk factor for fatal events, versus outcomes such as mortality.

5. Summarize the evidence. Guideline development groups who use high quality
systematic reviews often will find meta-analysis of studies included in the
systematic review. The summaries help in obtaining estimates of intervention
effects. It is important to note that summary estimates should be available
for all important outcomes, both beneficial and harmful. Ideally the summary
estimates also would be available for cost.

6. Acknowledge values and preferences underlying the group’s recommenda-
tions. Many guideline reports take for granted that guideline developers ade-
quately represent patients’ interests. The latter is not necessarily correct and
there is a risk that, for example, a specialty society may recommend procedures
where the benefits may not outweigh the risks or costs (Woolf et al. 1999). For
example, the American Urologic Society and the American Cancer Society
recommend prostate cancer screening with prostate specific antigen (PSA) for
men older then 50 while the American College of Preventive Medicine and the
US Preventive Task Force Services (USPSTF) do not make this recommenda-
tion (American Urological Association 2000; Ferrini and Woolf 1998; Smith
et al. 2003; USPSTF 2002). Thus, there should be clear statements about which
principles, such as patient autonomy, nonmaleficence, or distributive justice,
were given priority in guiding decisions about the value of alternative inter-
ventions to inform users of the guidelines (Shekelle et al. 1999). Guidelines
should report whether it is intended to optimize values for individual patients,
reimbursement agencies, or society as a whole. Groups that ensure representa-
tion by experts in research methodology, practicing generalists and specialists,
and public representatives are more likely to have considered diverse views in
their discussions than groups limited to content area experts.

7. Grade the strength of recommendations. Because clinicians are interested in
the strength of a recommendation and the balance of benefits and risks, the
next section is devoted to recommendations and the grading of the strength
of recommendations.
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Recommendations
Treatment decisions involve balancing likely benefits against harms and costs.
Evidence-based guidelines and treatment recommendations are systematic syn-
theses of the best available evidence that provide clinicians with guidance for
treating average patients in clinical practice. To integrate recommendations with
their own clinical judgment, clinicians need to understand the basis for the clini-
cal recommendations that experts offer them. A common systematic approach to
grading the strength of treatment recommendations can minimize bias and aid
interpretation.

As part of the first American College of Chest Physician (ACCP) Consensus
Conference on Antithrombotic Treatment in 1986, Sackett suggested a formal
rating scheme, derived from the Canadian Task Force on the Periodic Health
Examination, for assessing levels of evidence (Canadian 1979; Sackett 1986). During
the past 15 years, clinical epidemiologists from McMaster University have lead the
evolution of these “rules of evidence” (Cook et al. 1992; Guyatt et al. 1995, 2001,
2002a, b), which experts have applied to generate grades of recommendations.

The strength of any recommendation depends on two factors: the trade-off
between benefits and downsides and the quality of the methodology that leads
to estimates of the treatment effect. The ACCP approach to grading of recom-
mendations captures the magnitude of random error in the decision about the
confidence in the tradeoff between benefits, harms and cost. The uncertainty as-
sociated with this tradeoff will determine the strength of recommendations. The
grades that experts generate using the ACCP approach are 1A, 1C+, 1B, 1C, 2A,
2C+, 2B and 2C (Table 8.8). If experts are very certain that benefits do, or do
not, outweigh harms and cost, they will make a strong recommendation – in the
ACCP formulation, Grade 1. If they are less certain of the magnitude of the bene-
fits and harms, and thus their relative impact, they must make a weaker Grade 2
recommendation. Grade 2 recommendations are those in which variation in pa-
tient values or individual physician values often will mandate different treatment
choices, even among average or typical patients. The ACCP approach expresses the
primacy of the benefit versus downxside judgment by placing it first in the grade
of recommendation.

However, today a number of organizations other than the ACCP, including
the US Preventive Services Task Force (Harris et al. 2001), the US Task Force
on Community Preventive Services (Briss et al. 2000), Scottish Intercollegiate
Guidelines Network (SIGN) (Harbour and Miller 2001), the National Institute for
Clinical Excellence (NICE), and more than 100 other groups use various systems
of codes to communicate grades of evidence and recommendations. All these
organizationshavedefinitionsofvarying lengthanddetail for each letterornumber
code and a few use single words, such as “Strong” or “Weak”, in addition to or in
place of a code.

Health care practitioners, in particular learners, are often puzzled by the mes-
sage the grade of these systems convey. For example, the administration of oral
anticoagulation in patients with atrial fibrillation and rheumatic mitral valve dis-
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Table 8.8. ACCP approach to grades of recommendations

Grade of
recom-
menda-
tion

Clarity of risk|
benefit

Methodologic strength of
supporting evidence

Implications

1 A Risk|benefit
clear

RCTs without important
limitations

Strong recommendation,
can apply to most patients
in most circumstances
without reservation

1 C+ Risk|benefit
clear

No RCTs but strong RCT
results can be unequivo-
cally extrapolated, or over-
whelming evidence from
observational studies

Strong recommendation,
can apply to most patients
in most circumstances

1 B Risk|benefit
clear

RCTs with important limi-
tations (inconsistent results,
methodological flaws)∗

Strong recommendations,
likely to apply to most pa-
tients

1 C Risk|benefit
clear

Observational studies Intermediate strength rec-
ommendation; may change
when stronger evidence
available

2 A Risk|benefit
unclear

RCTs without important
limitations

Intermediate strength rec-
ommendation, best action
maydifferdependingoncir-
cumstances or patients’ or
societal values

2 C+ Risk|benefit
unclear

No RCTs but strong RCT
results can be unequivo-
cally extrapolated, or over-
whelming evidence from
observational studies

Weak recommendation,
best action may differ de-
pending on circumstances
or patients’ or societal
values

2 B Risk|benefit
unclear

RCTs with important limi-
tations (inconsistent results,
methodological flaws)∗

Weak recommendation, al-
ternative approaches likely
to be better for some pa-
tients under some circum-
stances

2 C Risk|benefit
unclear

Observational studies Very weak recommenda-
tions; other alternatives
may be equally reasonable

∗ These situations include RCTs (randomized clinical trials) with both lack of blinding and
subjective outcomes, where the risk of bias in measurement of outcomes is high, or RCTs with
large loss to follow up.
Note: Since studies in categories B and C are flawed, it is likely that most recommendations in
these classes will be level 2.
The following considerations will bear on whether the recommendation is Grade 1 or 2: the
magnitude and precision of the treatment effect, patients’ risk of the target event being
prevented, the nature of the benefit, and the magnitude of the risk associated with treatment,
variability in patient preferences, variability in regional resource availability and health care
delivery practices, and cost considerations (see Table 8.2). Inevitably, weighing these
considerations involves subjective judgment (reproduced with permission from Guyatt et al.
(2004a).)
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ease receives various grades of recommendation from different organizations.
Oral anticoagulation in these patients is recommended as Class I based on level B
evidence by the American Heart Association (ACC 2001), as a grade C recommen-
dation based on level IV evidence by SIGN (http:||www.guidelines.gov|) and as
grade 1C+, where the 1 indicates the balance between benefit and downsides and
C+themethodological qualityof theunderlyingevidence, by theAmericanCollege
of Chest Physicians (Albers et al. 2001). It is therefore possible that the different
grading systems do not fulfill their intended function: to quickly and concisely
communicate a clear message. In particular, if the same code, used by different
systems, represents different meanings, bewilderment and incomprehension may
result.

A group of guideline developers and clinical epidemiologists formed the Grades
or Recommendation Assessment, Development and Evaluation (GRADE) Work-
ing Group with the hope of reaching agreement on a common, sensible approach
to grading the quality of evidence and strength of recommendations (Atkins et
al. 2004; Schünemann et al. 2003). The group has defined grade of evidence as
indicating the extent to which one can be confident that an estimate of effect is
correct and grades of recommendations as indicating the extent to which one
can be confident that adherence to a recommendation will do more good than
harm. The Grade group suggests that those developing recommendations should
make sequential judgments about the quality of evidence for each important out-
come, the overall quality of evidence across outcomes, and the recommendations.
Judgments about the quality of evidence require consideration of study design,
study quality, consistency and directness of the evidence. Additional considera-
tions include reporting bias, sparse data and strength of associations. Judgments
about recommendations require consideration of the balance between benefits
and harms, the quality of the evidence, translation of the evidence into specific
circumstances, and the certainty of the baseline risk. Recommendations should
consider costs (resource utilization) as well as benefits and harms. The GRADE
group further concludes that inconsistencies among systems for grading evidence
and formulating recommendations reduce their potential to facilitate critical ap-
praisal and improve communication of these judgments, and suggests a system
that is new (though bears many similarities to the ACCP approach) that they hope
will receive wide adoption.

Returning to our clinical scenario and applying the ACCP approach to grading
of recommendation (ideally one will apply the GRADE approach when available),
the use of clopidogrel in addition to aspirin would generate a 2A recommendation
where the 2 indicates that the individual preferences and values influence the treat-
ment decision and the A denomination indicates that evidence stems from one or
more high-quality randomized controlled trials.

In the next section we will describe the importance of health related quality
of life (HRQL) outcomes followed by a section on integrating patient preferences
in decision making and how clinical epidemiology is key in obtaining patients’
preferences and values.
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Health Related Quality of Life Instruments
and Their Application in Clinical Studies8.8

Clinical journals have published trials in which HRQL instruments are the primary
outcome measures. With the expanding importance of HRQL in evaluating new
therapeutic interventions, investigators (and readers) are faced with a large array
of instruments. Researchers have proposed different ways of categorizing these
instruments, according to the purpose of their use, into instruments designed for
screening, providing health profiles, measuring preference, and making clinical
decisions (Osoba et al. 1991), or into discriminative and evaluative instruments.

We have also suggested a taxonomy based on the domains of HRQL which an
instrument attempts to cover (Guyatt et al. 1989). According to this taxonomy,
a HRQL instrument may be categorized, in a broad sense, as generic or specific.
Generic instruments cover (or at least aim to cover) the complete spectrum of
function, disability, and distress of the patient, and are applicable to a variety
of populations. Within the framework of generic instruments, health profiles and
utility measures provide two distinct approaches to measurement of global quality-
of-life. Specific instruments are focused on disease or treatment issues specifically
relevant to the question at hand.

Generic Instruments8.8.1

Health Profiles
Health profiles are single instruments that measure multiple different aspects of
quality-of-life. They usually provide a scoring system that allows aggregation of
the results into a small number of scores and sometimes into a single score (in
which case, it may be referred to as an index). As generic measures, their design
allows their use in a wide variety of conditions. For example, one health profile, the
Sickness Impact Profile (SIP) contains 12 “categories” which can be aggregated into
two dimensions and five independent categories, and also into a single overall score
(Bergner et al. 1981). The SIP has been used in studies of cardiac rehabilitation (Ott
et al. 1983), total hip joint arthroplasty (Liang et al. 1985), and treatment of back pain
(Deyo et al. 1986). In addition to the SIP, there are a number of other health profiles
available: the Nottingham Health Profile (Hunt et al. 1980), the Duke-UNC Health
Profile (Parkerson et al. 1981), and the McMaster Health Index Questionnaire
(Sackett et al. 1977). Increasingly, a collection of related instruments from the
Medical Outcomes Study (Tarlov et al. 1989), has become the most popular and
widely-used generic instruments. Particularly popular is one version that includes
36 items, the SF-36 (Brook et al. 1979; Ware et al. 1995; Ware and Sherbourne
1992). The SF-36 is available in over 40 languages and normal values for the general
population in many countries are available.

While each health profile attempts to measure all important aspects of HRQL,
they may slice the HRQL pie quite differently. For example, the McMaster Health
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Index Questionnaire follows the World Health Organization approach and iden-
tifies three dimensions: physical, emotional, and social. The Sickness Impact
Profile includes a physical dimension (with categories of ambulation, mobility,
body care, and movement), a psychosocial dimension (with categories includ-
ing social interaction and emotional behavior), and five independent categories
including eating, work, home management, sleep and rest, and recreations and
pastimes.

General health profiles offer a number of advantages clinical investigators. Their
reproducibility and validity have been established, often in a variety of populations.
When using them for discriminative purposes, one can examine and establish ar-
eas of dysfunction affecting a particular population. Identification of these areas of
dysfunction may guide investigators who are constructing disease-specific instru-
ments to target areas of potentially greatest impact on the quality-of-life. Health
Profiles, used as evaluative instruments, allow determination of the effects of an
intervention on different aspects of quality-of-life, without necessitating the use
of multiple instruments (and thus saving both the investigator’s and the patient’s
time). Because health profiles are designed for a wide variety of conditions, one
can potentially compare the effects on HRQL of different interventions in different
diseases. Profiles that provide a single score can be used in a cost-effectiveness
analysis, in which the cost of an intervention in dollars is related to its outcome in
natural units.

The main limitation of health profiles is that they may not focus adequately on
the aspects of quality-of-life specifically influenced by a particular intervention.
This may result in an inability of the instrument to detect a real effect in the area of
importance (i.e., lack of responsiveness). In fact, disease specific instrument offer
greater responsiveness compared with generic instruments (Guyatt et al. 1999;
Wiebe et al. 2003). We will return to this issue when we discuss the alternative
approach, specific instruments.

Specific Instruments 8.8.2

An alternative approach to HRQL measurement is to focus on aspects of health
status that are specific to the area of primary interest. The rationale for this
approach lies in the increased responsiveness that may result from including
only those aspects of HRQL that are relevant and important in a particular
disease process or even in a particular patient situation. One could also focus
an instrument only on the areas that are likely to be affected by a particular
drug.

In other situations, the instrument may be specific to the disease (instru-
ments for chronic lung disease, for rheumatoid arthritis, for cardiovascular dis-
eases, for endocrine problems, etc.); specific to a population of patients (in-
struments designed to measure the HRQL of the frail elderly, who are afflicted
with a wide variety of different diseases); specific to a certain function (ques-
tionnaires which examine emotional or sexual function); or specific to a given
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condition or problem (such as pain) which can be caused by a variety of un-
derlying pathologies. Within a single condition, the instrument may differ de-
pending on the intervention. For example, while success of a disease-modifying
agent in rheumatoid arthritis should result in improved HRQL by enabling a pa-
tient to increase performance of physically stressful activities of daily living, oc-
cupational therapy may achieve improved HRQL by encouraging family mem-
bers to take over activities formerly accomplished with difficulty by the pa-
tient. Appropriate disease-specific HRQL outcome measures should reflect this
difference.

Specific instruments can be constructed to reflect the “single state” (how tired
have you been: very tired, somewhat tired, full of energy) or a “transition” (how
has your tiredness been: better, the same, worse) (MacKenzie and Charlson 1986).
Theoretically, the same could be said of generic instruments, although none of the
available generic instruments has used the transition approach. Specific measures
can integrate aspects of morbidity, including events such as recurrent myocardial
infarction (Olsson et al. 1986).

The disease-specific instruments may be used for discriminative purposes. They
may aid, for example, in evaluating the extent to which a primary symptom (for
example dyspnea) is related to the magnitude of physiological abnormality (for
example exercise capacity) (Mahler et al. 1987). Disease-specific instruments can
be applied for evaluative purposes to establish the impact of an intervention on
a specific area of dysfunction, and hence aid in elucidating the mechanisms of
drug action (Jaeschke et al. 1991). Guidelines provide structured approaches for
constructing specific measures (Guyatt et al. 1986). Whatever approaches one
takes to the construction of disease-specific measures, a number of head-to-
head comparisons between generic and specific instruments suggests that the
latter approach will fulfill its promise of enhancing an instrument’s responsive-
ness, the ability to detect change in HRQL (Chang et al. 1991; Goldstein et al.
1994; Laupacis et al. 1991; Smith et al. 1993; Tandon et al. 1989; Tugwell et al.
1990).

In addition to the improved responsiveness, specific measures have the advan-
tage of relating closely to areas routinely explored by the physician. For example,
a disease-specific measure of quality-of-life in chronic lung disease focuses on
dyspnea during day-to-day activities, fatigue, and areas of emotional dysfunction,
including frustration and impatience (Guyatt et al. 1987). Specific measures may
therefore appear clinically sensible to the clinician.

The disadvantages of specific measures are that they are (deliberately) not
comprehensive, and cannot be used to compare across conditions or, at times,
even across programs. This suggests that there is no one group of instruments that
will achieve all the potential goals of HRQL measurement. Thus, investigators may
choose to use multiple instruments. Some of these instruments are preferences or
value instruments that can also be used for clinical decision making described in
the next section.
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Integrating Patient Preferences
in the Decision Making Process
and Resolution of the Clinical Scenario 8.9

In reviewing the data from the CURE trial, you conclude that if the patient before
you remains untreated, the best estimate of the risk for recurrent myocardial in-
farction or any of the other endpoints summarized in the composite endpoint in
the trial during the next year is 16.5%, and, further, that clopidogrel is likely to
decrease this risk by approximately 13%, corresponding to absolute risk reduc-
tions (ARR) of 2.3% over a one-year period. As described above, this translates
into a number needed to treat (NNT) for 1 year to prevent one of the endpoints
summarized in the composite endpoint of approximately 44 for treatment with
clopidogrel (Table 8.5).

Examining the likelihood of major bleeding, the CURE trial suggests an absolute
risk increase of 1.0%. This estimate translates into a NNH of 100. In light of
your knowledge that the patient before you is intelligent, conscientious, and very
concerned about his health, you anticipate a high rate of adherence; in addition,
you anticipate that the bleeding risk rate of 1% (or the NNT of 100) represents
a good estimate for risk of the patient in front of you.

Considering these numbers, you are aware that the treatment decision may
depend on the relative value the patient places on avoiding a recurrent my-
ocardial infarction or any of the other endpoints summarized in the compos-
ite endpoint in the CURE trial and avoiding a major bleeding including those
leading to vision loss. We have pointed out that since there are always advan-
tages and disadvantages to an intervention, evidence alone cannot determine the
best course of action. Patients, their proxies, or if a parental approach to de-
cision making is desirable, the clinician as decision-maker, must always trade
the benefits, harm, and costs associated with alternative treatment strategies,
and values and preferences always bear on those trade-offs. Findings that pa-
tients vary greatly in the value they place on different outcomes will come as
no surprise. Given this variability in patient’s values, clinicians should proceed
with great care; it is easy to assume that the patient’s values are similar to one’s
own, yet this may be incorrect. For example, facing a decision concerning an-
ticoagulation in atrial fibrillation, clinicians are more concerned about bleed-
ing risk, and place less weight on the associated stroke reduction, than patients
(Devereaux et al. 2001). Thus, a fundamental principle of EBM is the explicit
inclusion of patients and society’s values and clinical circumstances in the clin-
ical decision-making process (Fig. 8.4) (Haynes et al. 2002). Clinical epidemi-
ology can help identifying and applying the key issues in the decision making
process.

Considering the model by Haynes et al. (2002) you are now faced with the
problem of how to best incorporate the patient’s values into the decision. Before
resolving the scenario we will describe different ways to optimize decision making.
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For many – perhaps most – of our clinical decisions, the tradeoff is sufficiently
clear that clinicians need not concern themselves with variability in patient values.
Previously healthy patients will all want antibiotics to treat their pneumonia or
their urinary tract infection, anticoagulation to treat their pulmonary embolus,
or aspirin to treat their myocardial infarction. Under such circumstances, a brief
explanation of the rationale for treatment and the expected benefits and side effects
will suffice.

When benefits and risks are balanced more delicately and the best choice may
differ across patients, clinicians must attend to the variability in patients values
(such as in a Grade 2A recommendation in the McMaster approach to grad-
ing recommendations). One fundamental strategy for integrating evidence with
preferences involves communicating the benefits and risks to patients, thus per-
mitting them to incorporate their own values and preferences in the decision.
One advantage of this approach is that it avoids the vexing problem of mea-
suring patients’ values. Unfortunately, the problem of communicating the evi-
dence to patients in a way that allows patients to clearly and unequivocally un-
derstand their choices is almost as vexing as the direct measurement of patient
values.

A second basic strategy is to ascertain the relative value patients place on the
key outcomes associated with the management options. One can then consider the
likely outcomes of alternative courses of action and use the patient’s values as the
basis of trading off benefits and risks. When done in a fully quantitative way, this
approach becomes a decision analysis using individual patient preferences (Guyatt
et al. 2002a,b). A number of texts provide information on decision analysis and
decision analyses are available for a number of topics, such as the prevention of

Research evidencePatient preferences

and action

Clinical state

and circumstance

Clinical expertise

Figure 8.4. Model for Evidence-Based Decision Making. Reproduced with permission from Haynes

et al. (2002)
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ischemic stroke with warfarin in atrial fibrillation (Guyatt et al. 2002a,b; Petitti
1994; Thomson et al. 2000).

In addition, patients often have preferences not only about the outcomes, but
about the decision-making process itself. These preferences can vary, and the pa-
tient’s desired level of involvement should determine which approach the clinician
takes (Degner et al. 1997; Stiggelbout and Kiebert 1997; Strull et al. 1984). Ethicists
have characterized the alternative strategies (Emanuel and Emanuel 1992). At one
end of the spectrum, the physician acts as a technician, providing the patient with
information and taking no active part in the decision-making process. This cor-
responds to the first strategy for incorporating patient values, presenting patients
with the likely benefits, risks, inconvenience and cost and then letting patients de-
cide. At the opposite extreme, corresponding to the second strategy, ascertaining
the patient’s values and then making a recommendation in light of the likely ad-
vantages and disadvantages of alternative management approaches, the clinician
takes a “paternalistic” approach and decides what is best for the patient in light of
that patient’s preferences.

However, intermediate approaches of shared decision making are generally
more popular than those at either extreme. Shared decision making uses both of
the two fundamental approaches todecisionmakingpresentedabove:Theclinician
typically shares the evidence, in some form, with the patient, while simultaneously
attempting to understand the patient’s values. Evidence that more active patient in-
volvement in theprocessofhealthcaredeliverycan improveoutcomesandreported
quality of life – and, possibly, reduce health care expenditures – provides empirical
evidence in support of secular trends toward patient autonomy and away from
paternalistic approaches (Greenfield et al. 1988; Stewart 1995; Szabo et al. 1997).

Clinicians should temper their enthusiasm for active patient involvement in
decision making with an awareness that many patients prefer paternalistic ap-
proaches. For example, the results of a survey of 2472 patients suffering from
chronic disease (hypertension, diabetes, heart failure, myocardial infarction, or
depression) completed between 1986 and 1990 supported this approach (Arora
and McHorney 2000). In response to the statement: “I prefer to leave decisions
about my medical care up to my doctor”, 17.1% strongly agreed, 45.5% agreed,
11.1% were uncertain, 22.5% disagreed, and only 4.8% strongly disagreed. In
a more recent study of node-negative breast cancer patients considering adju-
vant chemotherapy, 84% of 171 women preferred an independent or shared role
in decision-making (Whelan et al. 2003). Increasing general levels of education,
the advent of the Internet and the resulting access to medical information, and
an increasingly litigious and consumerist environment have all contributed to
patients wishing to play a more active role in decision-making and may explain
a shift in patient preferences for decision making. Shared decision-making and
patient-centeredness have become attractive approaches to resolving the profu-
sion of challenging choices facing patients and clinicians (Charles et al. 1999a, b;
Edwards and Elwyn 2001; Guyatt et al. 2004a).

Regardless of the decision-making approach chosen by the patient and clinician,
integrating values and preferences and communicating options injects challenges
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into the process by insisting that clinicians consider quantitative estimates of ben-
efits and risks, rather than just whether a treatment works or whether toxicity
occurs. If clinicians leave the decisions to patients, they must effectively commu-
nicate the probabilities associated with the alternative outcomes to them. If they
opt for taking responsibility for combining patient values with the evidence, they
must quantify those values. A vague sense of the patient’s preferences cannot fully
satisfy the rigor of the optimal decision making approach.

Wewillnowdescribesomeof thespecificstrategiesassociatedwith twodecision-
making models: one in which the clinician presents the patient with the likely
consequences of alternative management strategies and leaves the choice to the
patient, and the other in which the clinician ascertains the patient’s values and
provides a recommendation.

Patient as Decision-Maker: Decision Aids
If the patient wishes to play the primary role in decision making, clinicians may
use intuitive approaches to communicating concepts of risk and risk reduction that
they have developed through clinical experience. They will answer the patient’s
questions and ultimately act on the patient’s decision. Alternatively, if available for
a particular decision, clinicians can use a decision aid that presents descriptive
and probabilistic information about the disease, treatment options, and potential
outcomes in a patient-friendly manner (Barry 2002; Holmes-Rovner et al. 2001;
Levine et al. 1992; O’Connor 2001).

A well-constructed decision aid has two advantages. One is that someone has
reviewed the literature and produced a rigorous summary of the probabilities.
Clinicians who doubt that the summary of probabilities is rigorous can go back
to the original literature on which those probabilities are based and determine
their accuracy. A second advantage of a well-constructed decision aid is that it will
offer a pre-tested and effective way of communicating the information to patients
who may have little background in quantitative decision making. Most commonly,
decisionaidsusevisualprops topresent theoutcomedata in termsof thepercentage
of people with a certain condition who do well without intervention, compared to
the percentage who do well with intervention. Decision aids will summarize the
data regarding all outcomes of importance to patients.

Theoretically, decision aids present an attractive strategy for ensuring that pa-
tient values guide clinical decision making. What impact do decision aids actually
have on clinical practice? O’Connor and colleagues conducted a systematic review,
finding 17 randomized trials that used 11 different decision aids, for example the
decision for or against hormone replacement therapy in women after menopause
or decisions related to breast surgery in breast cancer (O’Connor et al. 2003, 2004).
Of these 17 trials, decision aid impact on knowledge was evaluated in four. All four
found greater knowledge in the decision aid group, with a pooled difference of 19
on a 100-point scale (95% CI: (14, 25)). Decision aids reduced decisional conflict
using a validated decisional conflict scale in three of four trials in which investiga-
tors addressed this issue (mean effect: 0.3; 95% CI: (0.1; 0.4) on the 5-point scale
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decisional conflict scale). Three studies failed to show a difference in satisfaction
with the decision made, although one of these three showed increased satisfaction
with the decision-making process.

In summary, decision aids markedly increase patient knowledge and decrease
discomfort with decision making as reflected in decisional conflict scores. The im-
portance of the reduction in decisional conflict remains uncertain. Simple decision
aids that clinicians can integrate into regular patient care could increase the extent
to which patient values truly determine health care decisions.

Patient as Provider of Values
The second set of approaches all begin with, at minimum, establishing the relative
value the patient places on the target outcomes. Doing so requires that the patient
understand the nature of those outcomes. How, for instance, would a patient with
atrial fibrillation facing a decision about using oral anticoagulation to prevent
strokes imagine living with a stroke, or the experience of having a gastrointestinal
bleeding episode as a side effect of the oral anticoagulation? Patients may find
a written description of the health states (Table 8.9) useful in the process of
describing their preferences (Devereaux et al. 2001).

Having made their best effort to ensure that patients understand the outcomes,
clinicians can choose from among a number of ways of obtaining their values
for those outcomes. They can gain a qualitative sense of their patients’ prefer-
ences from a discussion without a formal structure. Alternatively, a direct com-
parison between outcomes may prove useful. For instance, with only two out-
comes, the patient can make a direct comparative rating. The question may be:
“How much worse would it be to have a stroke versus a gastrointestinal bleeding

Table 8.9. Sample descriptions of major stroke and gastrointestinal bleed

Major Stroke Bleeding

You suddenly are dizzy and blackout
You are unable to move one arm and one leg
You cannot swallow or control bladder and
bowel
You are unable to understand what is being
said
You are unable to talk
You feel no physical pain
You are admitted to hospital
You cannot dress
The nurse feeds you
You cannot walk
After 1 month with physiotherapy, you are
able to wiggle your toes and lift your arm
off the bed
You remain this way for the rest of your life
Another illness will likely cause your death

You feel unwell for two days then suddenly
you vomit blood
You are admitted to hospital
You stop taking warfarin
A doctor puts a tube down your throat to
see where you are bleeding from
You receive sedation to ease the discomfort
of the test
You do not need an operation
You receive blood transfusions to replace
the blood you lost
You stay in hospital one week
You feel well at the end of your hospital stay
You need to takepills for thenext sixmonths
to prevent further bleeding
You do not take warfarin any more
After that you are back to normal
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episode? Would it be equally bad? Twice as bad to have a stroke? Three times as
bad?”

Using a somewhat more complex strategy, the clinician can ask the patient to
place a mark on a visual analogue scale or “feeling thermometer”, in which the
extremes are anchored at dead and full health, to represent how the patient feels
about the health states in question (Fig. 8.5).

Figure 8.5. The feeling thermometer
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When, as in the case of a gastrointestinal bleeding and a stroke, some health
states are temporary and others are permanent, the clinician must ensure that
patients incorporate the duration of the health state in their rating.

More sophisticated approaches include the time tradeoff and the standard gam-
ble (Torrance 1986). In completing the time tradeoff, patients choose between
a longer period in a state of impaired health (such as recovery from severe stroke)
and a shorter period in a state of full health. With the standard gamble, by con-
trast, patients are asked to choose between living in a state of impaired health
versus taking a gamble in which they may return to full health or die immediately.
These latter approaches may come much closer to meeting assumptions that health
economists argue are necessary for accurate ratings of the relative value of health
states in the context of choice with uncertain outcomes.

Regardless of the strategy clinicians use to obtain patient values, they must
somehow integrate these values with the likely outcomes of the alternative man-
agement strategies. Formal decision analysis provides the most rigorous method
for making this integration. Practical software for plugging in the patients’ values
and conducting a patient-specific decision analysis for common clinical problems
is being developed, although not yet available for routine use in daily clinical prac-
tice. Investigators have shown that, when patients’ values are used in individualized
decision analyses, their decisions about anticoagulation in atrial fibrillation differ
from those suggested by existing guidelines (Protheroe et al. 2000). Whether the
decisions would have differed had the patients been provided with the probabili-
ties and asked to choose their preferred management strategy – as with a decision
aid – remains unknown.

Even if the tools for individual decision analysis were widely available, appli-
cation of the approach would depend on the availability of clinicians who could
devote time to eliciting patient values. Such a process may be resource intensive,
and issuesofhowmuch gain there is fromthe investment, or the intervention’s cost-
effectiveness, may become very important. Exactly the same considerations apply
to the use of decision aids, in which the improvement of knowledge is clear but the
impact on anxiety, or on the choices patients actually make, is not as obvious.

Another method of expressing information to patients that incorporates their
values is the likelihood of being helped versus harmed (Sackett et al. 2000). Clin-
icians can apply the likelihood of being helped versus harmed to any clinical
decision, and preliminary evidence suggests the approach may be useful on busy
clinical services. The clinician begins by calculating the NNT and NNH for the aver-
age patients in a study or studies from which the data about treatment effectiveness
and harm come. The clinician then adjusts the average NNT and NNH for the in-
dividual patient according to that patient’s likelihood of suffering the target event
that treatment is intended to prevent, and the risks it may precipitate, relative to the
average patient. Having established the relative likelihood of help versus harm, the
clinicianexplores thepatient’s valuesabout the severityof adverseevents thatmight
be caused by the treatment relative to the severity of the target event that treatment
helps prevent. The final adjustment of the likelihood of being helped versus harmed
incorporates the patient’s values without providing formal help by a decision aid.
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Likelihood of Help Versus Harm
For sake of simplicity, we will assume that the patient in our scenario places
a mean value on the composite endpoints cardiovascular disease (defined by the
CURE investigators as death from cardiovascular causes, nonfatal MI, stroke, or
refractory ischemia), major bleeding (substantially disabling bleeding, intraocular
bleeding or the loss of vision, or bleeding necessitating the transfusion of at least
2 units of blood) and minor bleeding (any other bleeding leading to interruption
of study medication), respectively. We will ignore other factors bearing on the
decision, such as taking an additional pill daily.

During your discussion with the patient about the consequences of further
cardiovascular disease and major bleeding you asked her to use the “feeling ther-
mometer” (see Fig. 8.5) to estimate how she feels about each of the two combined
outcomes. We will ignore minor bleeding episodes in this example, because your
patient is not concerned at all about the risk and consequences of minor bleeding.
However, she places a mean value of suffering additional consequences of cardio-
vascular disease at 0.2 and of living with a major bleed at 0.7. You use these on your
handheld personal digital assistant to calculate her likelihood of being helped or
harmed (LHH) from clopidogrel therapy versus placebo therapy.

Using the NNTs calculated in the scenario, the LHH for clopidogrel versus
placebo becomes (Table 8.5):

LHH = (1|NNT) : (1|NNH) = (1|44) : (1|100) = 100|44 = 2.3 .

Note: we could also use (1|absolute risk reduction) : (1|absolute risk increase) but
this uses decimal fractions and may increase the likelihood of arithmetic errors.

Therefore, you can tell the patient that clopidogrel is approximately twice as
likely to help her as to harm her, when compared with placebo.

Incorporating her values that you elicited, the LHH becomes:

LHH = (1|NNT) × (1 − Uevent) : (1|NNH) × (1 − Utoxicity)

= (1|44) × (1 − 0.2) : (1|100) × (1 − 0.7) = 6.1 ,

where Uevent is the value of the outcome prevented (composite endpoint of death
from cardiovascular causes, nonfatal MI, stroke, or refractory ischemia) and Utox-
icity (Major bleeding) is the value of the side effect.

You can now inform the patient that clopidogrel is approximately six times
as valuable to help her as to harm her. Including additional outcomes would
increase the number of terms in the numerator (benefits) or denominator (adverse
consequences).

Alternatively, a quicker way of incorporating the patient’s values is to ask the
patient to rate one event against another. For example, is the adverse effect about
as severe as the event the treatment prevents – or 10 times as bad or only half as
severe? This rating (“s”) can then be used to adjust the LHH as:

LHH = (1|NNT) × s : (1|NNH) .
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Having ascertained the likely outcomes of the alternate courses of action, the
clinician must either present patients with the options and outcomes and leave it
for them to choose, try to discover the patient’s values and having done so suggest
a course of action to the patient (the paternalistic approach), or choose the middle
course of shared decision making. The patient’s preferred decision-making style
will guide the clinician in this regard. However, communicating the nature of the
outcomes and their probabilities in a way the patient will understand, or accurately
ascertaining the patient’s values regarding the outcomes, remains problematic.

The challenges of optimal clinical decision making should not obscure the
realization that clinicians face these challenges in helping patients with every
management decision. For each choice, clinicians guide patients with their best
estimate of the likely outcomes. They then help patients balance these outcomes in
making their ultimate decision. Finding better strategies to carry out these tasks
remains a frontier for clinical epidemiology.

Semistructured Conversation and Resolution

Example 2. You discuss the option of clopidogrel therapy with your patient who
is feeling better now and appears to have a good understanding of the

information you are providing. You explain that – based on your assessment and
the patients’ values and preferences – benefit and harm of clopidogrel are finely
balanced: for every 44 patients treated for one year in the CURE trial there was one
less occurrence of the combined endpoint. However, for every 100 patients treated
with clopidogrel for one year one additional patient suffered a major bleeding
episode and for every 37 patients treated for one year there was one additional
minor bleeding episode. You also explain that, because these are only estimates,
the true effect might be somewhat smaller or larger for both the benefit and harms.
Your patient states she would like to use clopidogrel.

Because the decision regarding taking clopidogrel depends on the patient’s val-
ues and preferences regarding preventing the combined endpoint versus incurring
additional risk of bleeding and you have the results of the calculation of the like-
lihood of being helped or harmed. You explain that the results of your calculation
using the software on your personal digital assistant support her preference for
taking clopidogrel. In termsof expense, you areuncertain about the cost of clopido-
grel. Because you feel that this question will come up with additional patients and
that you had wanted to address it for some time, you call the hospital pharmacist.
She informs you that the cost for clopidogrel is approximately $90 per month and
that at least one analysis has suggested the drug is not cost-effective (Gaspoz et al.
2002). The patient tells you that she has minimal co-pay for most medications and
remains interested in taking the medication. Together, you decide that beginning
clopidogrel treatment ultimately is in her best interest and you start the patient on a
300 mg loading dose of clopidogrel and continue with 75 mg daily. You also suggest
reducing the dose of aspirin as lower doses of aspirin confer similar benefits and
doses of 75 mg to 325 mg were given in the CURE trial together with Clopidogrel.�
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Conclusions8.10

We have presented several concepts of clinical epidemiology. Working through
the clinical problems has implicitly highlighted some of clinical epidemiology’s
research challenges. The following makes explicit some of these challenges that
clinical epidemiologists and other investigators need to tackle in future research.
A number of important areas have been identified and we will list them here
briefly. It is not clear what are the best ways to educate clinicians and students in
the methodology of clinical epidemiology and educational researchers will have
to focus on this aspect. The Cochrane Collaboration, other organizations and re-
searchers will further elaborate the methodology of systematic reviews (e.g., of
diagnostic studies, observational studies and health related quality of life out-
comes). Obtaining further information about the most valid and informative ways
of presenting statistical information and education of patients and clinicians about
these issues is an important task for clinical epidemiologists. Research should also
focus on improving the development of clinical practice guidelines and integrating
cost information in guidelines and recommendations (Schünemann et al. 2004).
Furthermore, research on implementing guidelines into clinical practice is an area
of intensive research. It is clear that studies of guideline implementation should
follow the same methodological rigor as other studies, but they are presented with
different challenges, suchas theneed for large cluster randomizedclinical trials.We
described the integration of preferences and values in medical decision making as
well as bedside decision making in particular above. Tools that facilitated this diffi-
cult task are in development. Health decision aids, in particular electronic decision
aids promise to advance this science. Along with health decision aids, the integra-
tion of HRQL information into clinical practice and guidelines presents challenges
that investigators need to resolve (Frost et al. 2003). Finally, conducting additional
research of integrating electronic health (eHealth) (including multimedia decision
aids) into clinical practice presents a fascinating but challenging outlook.
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