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Introduction13.1

The use of data is fundamental in epidemiology. Epidemiologic research on causa-
tion uses data in a search for the true nature of the relationship between exposure
and disease. Similarly, research on the consequences of interventions seeks an
unbiased characterization of the effects of independently varying factors on the
outcome measure(s). One of the most rewarding moments for a researcher is ob-
taining the preliminary results from his or her study. However, the question “do I
believe what I see?” should immediately come to mind. The answer to this question
is determined in large part by the more mundane but critical question of how good
is the quality of the data, rather than by the elegance of the scientific method.
Errors that occur during study population selection or in the measurement of
study exposures, outcomes, or covariates can lead to a biased estimate of the effect
of exposure on risk for the disease of interest. Misclassification of exposure or
disease that occurs randomly between all study participants decreases the power
of the study to detect an association where it exists. Data collection that is differ-
entially biased may have more severe consequences, and can lead to an incorrect
assessment of the relationship between exposure and disease.

The inherently important issue of study quality is becoming of even greater
consequence as the findings of epidemiological studies gain in impact, and the
field of epidemiology gains wider acceptance as an essential element of biomedical
research (Samet 2000; Samet and Lee 2001). Results of epidemiological studies
are routinely reported in the media, receiving widespread attention because the
findings have evident relevance to the populace. Epidemiologic evidence is also
used to inform regulatory and legislative policy making (Goldman 2001). The
decision to set airborne standards for particulate matter in the United States, for
example, was largely fueled by evidence from epidemiological studies (Greenbaum
et al. 2001). Epidemiology often figures prominently in litigation, where the study
methodology can become a point of debate (Bryant and Reinert 2001; Goldman
2001). Given the significance of epidemiologic evidence for decision-making, the
results of epidemiological studies often face close scrutiny and questions may
be raised about every aspect ranging across data quality, study methods, study
conduct, data analysis and interpretation of findings.

Even if external questioning and auditing are not anticipated, the researcher
nonetheless faces the responsibility of assuring the quality of the study and pre-
venting the widespread dissemination of misleading or incorrect information. For
example, findings from several cohort studies on air pollution and mortality fig-
ured prominently in a 1997 decision by the U.S. Environmental Protection Agency
(EPA) to promulgate a new standard for airborne particulate matter. The great
weight given to the data by the EPA led to a call for access so that others could
check and analyze the data. An extensive re-analysis of the data was carried out,
including validation of elements of the original data as well as replication and
extension of the original analyses by an independent group (Krewski et al. 2000;
Samet et al. 1997). The controversy surrounding the use of data from the air pol-
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lution cohort studies eventually led to a Congressionally-mandated requirement
for sharing data with policy implications that have been collected with federal
funds.

Many hypotheses of current interest in epidemiological studies call for the in-
corporation of data from multiple centers and involve collection of data from
large populations according to centrally standardized protocols. Data sharing
has also become more common, and approaches to doing so for larger grants
in the United States have been mandated by the National Institutes of Health.
In order to enhance statistical power, data from individual studies are often
pooled, or summary results are combined using meta-analysis. These approaches
to data utilization place a further demand for meticulous study documentation
so that data from a study are readily usable by persons other than the original
investigators.

General methods have long been available for assuring the quality of data. The
idea of creating a high quality end-product using process improvement initially
emerged in the context of industrial business models. Early efforts at delivering
quality products to customers were based on inspecting products at the end of
a factory line and eliminating those products that did not meet standards (“qual-
ity control”). The idea of improving all procedures that affect the quality of the
manufactured products (“quality assurance”) represented a fundamental shift in
paradigm for industrial manufacture. Incorporating quality considerations into
the process rather than the product has since gained widespread acceptance in the
business and engineering communities (International Organization for Standard-
ization 2003).

Although there is a vast literature on quality control in general, the issue has not
received much formal attention in the epidemiological setting. Within epidemi-
ology, much of the writing on data quality and good epidemiological practice is
focused on the conduct of clinical trials (Canner et al. 1983; Cooper 1986; Dischinger
and DuChene 1986; DuChene et al. 1986; Gassman et al. 1995; Hilner et al. 1992;
Knatterud et al. 1998; Meinert and Tonascia 1986; Neaton et al. 1990; Vantonge-
len et al. 1989). While clinical and laboratory guidelines can easily be modified
to make them more applicable to observational studies, few sources specifically
address quality issues for the most common epidemiological study designs. In an
early attempt to bridge this gap, the Epidemiology Task Group of the Chemical
Manufacturers Association (CMA) compiled a set of guidelines for good epidemi-
ology practice for occupational and environmental epidemiologic research (Cook
1991; The Chemical Manufacturers Association’s Epidemiology Task Group 1991).
An overview of data quality issues for epidemiological studies is also provided
by Szklo and Nieto (2000) and by Whitney and colleagues (Whitney et al. 1998).
Methods to improve data quality in medical registries are reviewed by Arts et al.
(2002).

This chapter provides a general overview of data quality and guidelines for good
practice in epidemiological research. The fundamental premise is that quality
considerations should be integrated into every phase of the study from initial
hypothesis formulation to the final publication of findings and archiving of data.
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Obtaining data completely free from error clearly would be prohibitively expensive,
and often impossible. The goal is therefore not error-free data, but rather planning
and implementing cost-effective procedures that guarantee the validity of the
primary results toanacceptabledegree.Theepidemiological researcherneeds tobe
able togauge theextentofanyerrors, andassess theconsequences for interpretation
of data analyses. The idea of “quality control” versus “quality assurance” is carried
over from the industrial management literature into the epidemiological literature,
with a distinction made between activities that take place prior to data collection
(quality assurance), and activities that occur during and after data collection to
correct data errors (quality control).

The ubiquitous nature of quality issues, both in terms of where these issues can
arise and how they affect study results can be captured by an extended metaphor.
In an article describing the causation of bias, Maclure and Schneeweiss present the
idea of an “Episcope” through which an epidemiologist views a putative associa-
tion between a causal agent and morbidity. Just as a user of a large telescope would
be skeptical about whether and how image degradation exists, an epidemiologist
should think about how and why an observed association between exposure and
disease might be biased (Maclure and Schneeweiss 2001). A similar idea can be
applied to data quality. As published study results are viewed through a “Data-
scope,” a discerning epidemiologist should be wary of how the final image (the
published results) may have been distorted by quality considerations during the
design, conduct and dissemination of the study. Working backwards, the observer
might ask a string of questions, such as “Were the observed results more likely
to be published because they were positive findings? Based on the analysis, were
published inferences appropriate? Were the methods of analysis suitable? Were
data keyed in correctly? Has the data been collected appropriately? Was an appro-
priate population defined?” Each of these questions points to one or more study
quality issues. Using the metaphor of the datascope, we will highlight the main
issues regarding study design and conduct, and present ways in which to improve
epidemiologic practice and data quality.

The Datascope13.2

Imagine, for a moment, that published study results can be viewed only through
a large telescope. As you peer into the lens, the initial picture is barely discernible.
On your right is a panel with focusing controls. The first dial allows you to adjust
out any distortion caused by publication bias. When you optimize this dial, the
image becomes slightly clearer. The next control allows you to tune out faulty
inferences. Again, you turn this knob to make the image somewhat clearer. The
process continues until the results are finally sharply focused. Although we do not
literally look through a telescope every time we view the results of a study, we
are in fact looking at an association that may well be “out of focus” depending
on how well the study was designed, conducted and interpreted. Errors in the
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measurement of the exposure, outcome, or other covariates can be thought of as
unfocused datascope controls that contribute to degradation of the final image.

Let us consider, in some more detail, the datascope controls that manipulate
sources of measurement error. The farthest dials from the observer are located
in the planning phase of a study and influence purely “quality assurance” activ-
ities. For a more in-depth discussion of the planning stage see Chap. I.12 of this
handbook. Errors occurring at the study planning stage are summarized below.

Errors in study conception
If the study rationale and design are not carefully formulated, the rest of the
study could be rendered completely irrelevant. Errors in study conception
include inadequate literature review, consideration of an inappropriate study
design, and failure to plan the validation of exposure or outcome variables.
Errors in the selection, design, or procedures for use of instruments measuring
exposure
The instrument selected for study exposure measurement might not cover
all sources of the active agent. Conversely, the measurement instrument might
include sourcesof exposures that arenotbiologically relevant, ormeasure expo-
sure for a time period that is etiologically unimportant. In survey instruments,
the phrasing of questions or instructions could lead to misunderstanding or
bias (cf. Chap. I.10 of this handbook). Insufficient detail in the protocol for in-
strument use or inadequate consideration of a standardized method for dealing
with unusual situations can lead to collection of poor quality data.
Inadequate training of study personnel
Even if study procedures are very well defined, inadequate training of data
collection staff in the application of these procedures can introduce errors in
the data (cf. Chap. I.10 of this handbook).

The next set of controls is activated during the conduct of a study and includes
activities that generally fall under the categories of quality assurance as well as
quality control. For instance, validation studies of instruments and equipment
ensure that collected data will be accurate (quality assurance), but can also be used
to correct errors in data (quality control). Sources of exposure measurement error
that can occur during data collection are described in detail elsewhere (Armstrong
and White 1992) and summarized below.

Improper execution of the study protocol
Errors related to study protocol execution include the misinterpretation of, or
deviation from, standard operating procedures by study technicians. Mistakes
in interpretation of the study protocol often arise from poor clarity of the
manual of operations or inadequate training of study personnel. For example,
if the standard operating procedure states that a fasting blood glucose level
should be measured but does not specify the time required to have elapsed
after the last meal, the interpretation of “fasting” may differ from technician to
technician. Errors in data can also result from improper handling of biologic
specimens, or the failure of subjects to read or understand instructions in
self-administered questionnaires.
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Errors related to study participants and intra-individual variability
Subjects may have poor recall of past exposures, or allow recent exposure
to influence their memory of past exposure. Individuals also tend to over-
report socially desirable behaviors such as exercise, and underreport socially
undesirable habits such as smoking. Additionally, short-term variability in the
biological characteristicsof a subject can lead tounrepresentativemeasurement
of exposure or outcome. For example, differences in the level of an exposure
biomarker measured at a specified time after exposure are likely to be due
partially to individual differences in metabolizing the agent of interest.
Changes in the accuracy of measurements over time
Failing to standardize and recalibrate laboratory equipment is likely to intro-
duce data drift as calendar time progresses. In long-term studies, the instru-
ment used for measurement may change over time, and the agent of interest
in biological specimens may be subject to degradation. Also, as the study per-
sonnel get more experienced through the course of the study, changes in the
handling of procedures and instruments may occur.
Mistakes in data processing
Data that are recorded inaccurately, illegibly, or incompletely are very difficult
to correct after the fact. Transcription of the data to electronic files introduces
more chances for error, both within a study site, and between field sites and the
data coordinating center. At the coordinating center, programming or proce-
dural errors may corrupt the database or modify data inappropriately. Errors
can also be introduced by undocumented changes or modifications to a local
or central database.

The final panel of controls on the datascope, closest to the observer, consists of
purely “quality control” dials, which influence study quality after the data have
been collected. Examples of these errors are presented below.

Inappropriate data analysis
If data analysis is not preceded by familiarization with the nature of the data,
the chosen analyses may not be appropriate. Specifying the wrong model for
analysis, for instance, can lead to completely erroneous results and inference.
Poor reporting of data
Omitting the results of important data analyses, or presenting unnecessary
information can obfuscate the study results. Lengthy, verbose explanations
and poorly labeled graphs and figures add to the confusion. Inappropriate
inference given the study results can also be misleading.

In order to achieve the highest quality data possible, each of the sources of error
described in the planning, design, conduct, and conclusion of a study should
be minimized. Conceptually, this can be thought of as turning the appropriate
datascope dial to obtain the best image possible.

A review of the different sources of error that can occur during study planning,
design and conduct informs the datascope user as to where he or she can affect
final data quality. The ultimate goal is to optimize the datascope dials in order to
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minimize error and achieve the clearest possible picture of the study results. In the
rest of this chapter, we present aspects of quality control and good epidemiological
practice that can reduce data error. The chapter will follow the same organization
as the datascope control panels, beginning with the planning phase of a study,
moving onto quality considerations during study conduct, and finally describing
activities that occur after data collection. Where applicable, the working of the
datascope will be illustrated using the example of measuring blood pressure in
a hypothetical study whose main research question is whether elevated blood
pressure leads to increased risk of coronary disease.

Quality Considerations
in the Planning Phase 13.3

Protocol 13.3.1

The development of a comprehensive study protocol is essential to good epidemio-
logical practice. The study protocol is a narrative document that describes the gen-
eral design and procedures used in the study. It can be distinguished from the study
manual of operations (Sect. 13.3.3) by its generality and absence of specific details
for day-to-day study conduct. The study protocol assists the staff in understanding
the context in which their specific activities occur. A well-designed study protocol
can, and should, guide all aspects of the study. In general, a protocol would include
the following sections: a short descriptive title; a description of performance sites
andpersonnel; adescriptionofbackgroundandsignificance; results of preliminary
studies; study design and methods; a time line for completion of major tasks; ethi-
cal considerations, and references. Quality assurance and quality control should be
addressed in each relevant section of the protocol, and also summarized in a sepa-
rate section. Although restrictions or recommendations provided in the guidelines
for research grants applications for the U.S. National Institutes of Health may not
be applicable to grants funded through other mechanisms, these guidelines never-
theless provide useful suggestions for creating study protocols (U.S. Department
of Health and Human Services 2001). Recommendations for protocol write-up are
also included in the Guidelines for Good Epidemiology Practices for Occupational
and Environmental Epidemiologic Research (The Chemical Manufacturers Asso-
ciation’s Epidemiology Task Force 1991). The typical sections of a study protocol
are summarized in Table 13.1 (see also Chap. I.12 of this handbook).

Improving the Datascope Image by Choosing Appropriate Measures of Hy-
pertension

In the planning phase of the study, investigators should make provision
for collection appropriate measures of hypertension. While clinicians favor
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the diagnosis and treatment of hypertension in terms of diastolic blood pres-
sure elevation, data from the Framingham Study in Massachusetts indicate
that systolic blood pressure is a better predictor of disease outcome (Kannel
2000). Additionally, ambulatory blood pressure can be measured with an au-
tomated device so that multiple measurements can be made across the course
of typical activities. Studies show that such recordings provide information
predictive of disease risk beyond that obtained with measurements made at
a single assessment (Clement et al. 2003).

Table 13.1. Guidelines for preparation of a study protocol∗

Section Guidelines for good epidemiological practice

Title Descriptive and to the point.

Names, titles, degrees, addresses and
affiliations of the study director, principal
investigator, and all co-investigators

Possible conflict of interest should be
identified and resolved.

Name(s) and address(es) of the sponsor(s) Possible conflict of interest should be
identified and resolved.

Proposal abstract Informative and succinct.

Proposed study tasks and milestones Timetable should be realistic and identify
possible sources of delay.

Statement of research objectives, rationale,
and specific aims

Clearly state the purpose of the investiga-
tion, describe whether the study will be
hypothesis-generating or hypothesis-testing,
and whether the study will confirm previous
findings or result in new findings.

Critical review of the relevant literature Include animal, clinical, and epidemiologi-
cal studies. Do not restrict search to elec-
tronic databases (e.g. PUBMED, TOXLINE),
older articles might be missed. Describe the
occurrence of exposure and outcome vari-
ables. Identify potential confounders and
effect modifiers. Identify gaps in current
knowledge.

Description of the research methods Describe the overall research design, and why
it was chosen. Consider alternative designs.
Define exposure and outcome variables, and
identify data sources for these and other vari-
ables of interest. Check whether the measure
of exposure represents the biologically active
agent and etiologically important time
period.
Calculate the projected study size and statis-
tical power (if appropriate).
Describe procedures for collecting data.

table to be continued
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Table 13.1. (continued)

Section Guidelines for good epidemiological practice

Provide a detailed description of the
methods of analysis.
Define how exposure and outcome variables
will be categorized for analysis.
State how confounders and effect modifiers
will be treated in the analysis.
Outline the major strengths and limitations
of the study design.
Provide criteria for interpreting the study re-
sults, including ways of assessing statistical,
clinical, and biological significance.

Description of plans for protecting human
subjects

Describe risks and benefits of participating
in the study.
If appropriate, provide plans for obtaining
informed consent.
Describe procedures for maintaining
confidentiality of subjects and data.

Description of quality assurance and control Describe for all phases of the study.

Resources required to conduct the study Detail the expected time, personnel, and
equipment required for the study.

Bibliographic references Include all relevant references.

Addenda, as appropriate Examples of useful addenda include copies
of collaborative agreements, institutional
approvals, informed consent forms, and
questionnaires.

Dated protocol review and approval sign-off
sheet

Document dated amendments to the proto-
col.

∗ adapted from the Guidelines for Good Epidemiology Practices, Epidemiology Task Group (The
Chemical Manufacturers Association’s Epidemiology Task Force 1991).

Documentation of Operations and Procedures 13.3.2

The consistency and validity of study data are greatly enhanced by the establish-
ment and application of standard operating procedures for routine data collection
tasks (a standard operating procedure is defined here as a standardized method
or process for conducting a routine research procedure). If standard procedures
have been well described, variability is likely to be much lower across study sites,
interviewers, or technicians. Uncorrected variability introduced by interviewers
or technicians can decrease study power.

Standard procedures should be clearly described for all study procedures, in-
cluding (but not limited to) raw data collection, coding of death certificates, assess-
ment of error rates, and management of archived data. Each standard operating



512 Preetha Rajaraman, Jonathan M. Samet

procedure should state the purpose of the procedure, provide a detailed descrip-
tion of the procedure including forms and equipment to be used, and either
designate the person responsible for the procedure, or explain what training will
be needed (The Chemical Manufacturers Association’s Epidemiology Task Force
1991). Detailed quality control and quality assurance guidelines for the collection of
laboratory samples are provided in the U.S. Toxic Substances Control Act (TSCA)
standard for Good Laboratory Practices (US Environmental Protection Agency
(EPA) 1989).

Once the various standard operating procedures are established, they should
be integrated and summarized in the form of a study manual of operations. The
manual of operations is a document or collection of documents that completely
describes the procedures used in a study center. Developing a study handbook,
which contains a series of tables, charts, figures, and specification pages that out-
line the main design and operating features of a study (largely without the use
of a written narrative) is a useful first step in the development of the manual of
operations, and can also act as a quick reference for study personnel. The study
protocol, handbook, and manual of operations should be reviewed for clarity and
completeness.

Since the initial version of the manual of operations is almost certain to contain
some errors, pre-testing of the manual prior to finalization is essential. All aspects
of the study protocol should be tested on a population similar to the one that will
be studied, including the administration of surveys, sending of samples to labora-
tories, and the generation of and response to quality control reports. Refinements
to the protocol that are identified from the pilot study can be incorporated into the
final study manual of operations.

Improving the Datascope Image Using Standard Operating Procedures

Inter- and intra-technicianvariation inbloodpressure readingsviewedunder
the datascope can be reduced by clear and detailed descriptions of the method
of measurement. Application of a standard operating procedure can also
reducevariability inbloodpressuremeasurementwithinasubject. Specifying
details such as how the study participant should be seated, which arm the
cuff should be applied to, and how long the study participant should remain
quiet before the reading is taken can reduce the influence on the study
measurement of factors that affect an individual’s blood pressure.

Personnel, Training and Certification13.3.3

Integral to study conduct is the availability of personnel with the necessary educa-
tion, experience and training to perform assigned functions. The planning stage of
the study is the appropriate time to consider personnel requirements, what kind of
training will be necessary, and how often training should occur. Job descriptions
should be written for each individual who will be supervising or engaging in the
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conduct of the study. For jobs that require training, procedures for initial and
re-training of personnel should be established. Re-training may be necessary if
substantial time has elapsed since the initial training, if a technician is found to
be introducing a systematic error into the data, or if the study protocol changes.
For each of the study personnel, a summary of relevant training and experience,
including study certification and recertification, should be maintained and kept
up-to-date.

Consistency in the training of personnel across sites improves comparability
of data collection across different study sites. This training can be centralized, or
site-specific. Often, a combination of both approaches is used (see Sect. 13.4.1 for
more detail). Study personnel should be required to follow standard operating
procedure. If training will be difficult or time-consuming, it is prudent to train
at least two individuals for each task in case one of the trained technicians leaves
the study. Certification standards should be set, and might include completion of
a specified number of tests for key procedures, including some under observation.

Aside from the obvious benefit of consistency in data collection, training study
personnel also increases the interviewers’ or technicians’ perceived value of the
data that are being collected. This may influence the amount of care taken in
following the protocol. Some studies use computer instruction, video cassettes,
or teleconferencing to reduce the costs associated with training. While the use of
computer or video training is convenient, these methods lack some of the benefits
of face-to-face training, such as the opportunity for staff members to share ideas,
and the opportunity for scientific presentations that remind personnel of the
importance of their work (Whitney et al. 1998).

Improving the Datascope Image by Training and Certification

Some of the variation in blood pressure measurements viewed under the
datascope could arise if a technician measured blood pressure in a different
way each time he or she took a measurement, or if different technicians
had different ways of reading the same measurement. One way to minimize
these sources of error and improve the datascope image is to train and
certify study technicians. In the MRFIT (Multiple Risk Factor Intervention
Trial), technicians were trained in taking blood pressure measurements using
training tapes and a double stethoscope (Dischinger and DuChene 1986). The
training tapes consisted of two recordings of the Korotkoff sounds for twelve
subjects. The first tape of Korotkoff sounds was used for training, and the
second for testing. A video training film that presented twelve blood pressure
readings, with sufficient time to determine and record systolic and diastolic
blood pressure after each reading, was also used. Finally, supervisors and
trainees took simultaneous measurements of three subjects using a double
stethoscope. The differences in the readings of the trainer and technician
had to fall below a certain criterion for the trainee to pass. Technicians
were certified after completing the training tapes, passing a written test
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on procedures for taking blood pressure measurement, and passing the dou-
ble stethoscope test. Recertification was required at regular intervals, or if
examination of collected data indicated that a technician had a bias with
respect to other technicians in a clinic.

Data Collection Forms and Instruments13.3.4

Exposure and outcome measures for epidemiologic studies can be collected in
a variety of ways. Methods of data collection include mailed self-administered
questionnaires, interviewer-administered questionnaires, measures of blood or
other tissues, physical measures, medical tests, use of medical or exposure records,
or sampling for environmental contaminants (White et al. 1998). Most studies use
more than one method of data collection.

The use of data that have been collected already (“secondary data”) has the key
advantage that the data already exist. Studies using secondary data are thus likely to
be more cost and time-efficient than studies with primary data collection. Sources
of secondarydata, suchaspopulation-basedregistries,oftenallowforamuch larger
sample size, and can be more representative of the general population (Hearst and
Hulley 1988). A substantial disadvantage of using existing data, however, is that
the collected data may not adequately address the particular research question of
interest. An additional drawback is that the method of collection and the quality
of the secondary data are not under the researcher’s control. For this reason,
researchers using secondary data should carefully review data documentation and
evaluate the quality and validity of these data to the extent possible (Clive et al.
1995; Gissler et al. 1995; Goldberg et al. 1980; Horbar and Leahy 1995; Maudsley and
Williams 1999; Sorensen et al. 1996; Wyatt 1995). For details on the use of secondary
data see Chap. I.4 of this handbook.

Most epidemiological studies collect some or all of their data using phone, mail,
or self|interviewer-administered questionnaires. Data from such questionnaires,
however, can be subject to various sources of bias. For instance, study participants
fillingout a self-administeredquestionnairemight report socially acceptable rather
than strictly accurate results. Moreover, ways of responding to the survey may
differ between participants in the study, depending on factors such as the age,
gender, or racial|ethnic group of the participant. Conversely, participants may
respond differently to interviewers of different age, gender or ethnic background.
For further details see Chap. I.10 of this handbook. Multi-center studies encounter
the additional problem of differences in data collection between study centers. In
long term studies, these biases can change over time. Smoking, for example, is
generally less socially acceptable today than it was 20 years ago in the United States
and consequently more likely to be underreported (Ling and Glantz 2002). The
acceptability of smoking also varies by ethnic groups, which may in part explain
the fact that African-American high school seniors are far less likely to smoke
than are white seniors (Wallace, Jr. et al. 2002). Measurement error that occurs
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because of the use of a survey instrument can be minimized by careful design
and pre-testing of the survey, and the application of standardized interviewing
techniques.

The main objective of survey design is to allow the efficient collection of data that
are valid, reliable, and complete. Standardizing forms within a study is important
for internal validity. Consistency of forms across studies allows more meaningful
comparison with other studies, and also makes the study results more general-
izable. Both internal and external form standardization can be achieved by the
use of pre-existing validated study instruments. Examples of validated question-
naire instruments include the American Thoracic Society questionnaire to assess
respiratory symptoms (Comstock et al. 1979), and the Willett food frequency
questionnaire (Willett et al. 1985). If a validated instrument is not readily available,
several sources in the literature provide guidelines for questionnaire design to
maximize clarity and ease of administration. These include recommendations for
physical format, as well as instructions on how to word the text of instructions
and questions (Dillman 1978; Hosking et al. 1995; Knatterud et al. 1998; Meinert
and Tonascia 1986; Wright and Haybittle 1979a, b, c). Studies that enroll partic-
ipants of different ethnic groups may need to accommodate different languages
by using interpreters, or by having translated versions of the questionnaire. How-
ever, a question might change subtly upon translation, and data generated from
different languages may not be entirely comparable. For this reason, independent
back-translation of questions to the original language is strongly recommended.
An example of the need for back-translation is provided by data from a health
survey which showed lower data reliability of data for Hispanics interviewed in
Spanish than for Hispanics interviewed in English when no back-translation was
done. An independent back-translation aimed at creating a linguistically equiva-
lent version to the Spanish version indicated several instances in which the two
versions were idiomatically different and appeared to have affected the serious-
ness with which the interview situation was perceived, in turn leading to response
discrepancies (Berkanovic 1980).

Pre-testing of the survey instrument on a population similar to the study pop-
ulation allows the detection of flaws in the survey design and instrument before
full-scale data collection begins. Separate analysis of pre-test data by language
version, for example, might identify problems in translation. In the Hypertension
Prevention Trial, which was designed to test the effectiveness of changes in dietary
intake of calories, sodium, and potassium, a test cohort of 78 participants was
enrolled, and used for the testing of forms and procedures. Data that were gen-
erated from the test cohort were used to identify problems in survey design and
collection, and were not analyzed with results from the main study (Prud’homme
et al. 1989).

Accuracy and consistency are also important for laboratory or clinical equip-
ment. The study should be planned so that all study personnel and sites begin
by using identical equipment. In anticipation of measurement drift over time,
procedures to maintain and recalibrate equipment should be established. In the
Sleep Heart Health Study (Quan et al. 1997), overnight sleep data were collected
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from subjects using a portable monitor. Sites were notified to have the monitor
evaluated and procedures assessed when less than 85% of results scored by the
monitor were of “good” or better quality (Whitney et al. 1998). Standard and ran-
dom zero sphygmomanometers for blood pressure measurement in the MRFIT
study (Kjelsberg et al. 1997) were maintained and calibrated according to a regular
schedule, and subject to standard checks at least every other month in the case of
the standard sphygmomanometer, and every week in the case of the random zero
instrument (Dischinger and DuChene 1986).

As more advanced technology becomes available to measure an exposure or
outcome, there may be justification to update study equipment. In such cases, data
should initially be collected using both the old and new equipment to establish
the comparability of the two instruments, since a change may introduce subtle
differences that are only apparent as substantial data are collected using the new
approach.

Planning Response Rate13.3.5

In order to curtail the possibility of bias and increase the generalizability of study
results, it is important to achieve the highest response rate possible (Gordis 2000;
Wacholder et al. 1992). A recent systematic review of 292 trials found that factors
which more than doubled the odds of response to surveys were: the inclusion
of a monetary incentive with the questionnaire, designing surveys to be of more
interest to participants, and the use of registered mail (Edwards et al. 2002).
Other factors which have been reported to increase response rate are shorter
questionnaire length (Dillman 1978; Eaker et al. 1998; Hoffman et al. 1998; Kalantar
and Talley 1999; Kellerman and Herold 2001; Little and Davis 1984; Martinson
et al. 2000; Spry et al. 1989), personalizing questionnaires (Maheux et al. 1989),
using colored ink (Edwards et al. 2002), contacting participants before sending
questionnaires, providing stamped return envelopes (Choi et al. 1990), and using
written or telephone reminders (Asch et al. 1997). Questionnaires originating from
universities are more likely to be returned than questionnaires from other sources,
whereas surveys eliciting information of a sensitive nature are less likely to be
returned.

While the use of a monetary incentive is probably the factor that has been
shown most consistently to increase response rates (Gibson et al. 1999; Gilbart
and Kreiger 1998; Hoffman et al. 1998; Kellerman and Herold 2001; Martinson et
al. 2000; Parkes et al. 2000; Perneger et al. 1993), increasing the amount of the
incentive results in diminishing returns of questionnaires after a certain point
(Halpern et al. 2002; James and Bolstein 1992; Spry et al. 1989). In the United
States, the $2.00 bill seems to be a cost-effective monetaryincentive (Asch et al.
1998; Doody et al. 2003; Shaw et al. 2001). Making a pre-payment of the incentive
appears to be more cost-effective than promising payment on completion of the
questionnaire (Schweitzer and Asch 1995). Including the monetary incentive in the
first mailing rather than in subsequent mailings has resulted in higher response
rates (John and Savitz 1994). Non-monetary incentives, while reported to increase
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response rates over having no incentive, do not appear as effective as monetary
incentives (Kellerman and Herold 2001; Martinson et al. 2000).

Contact rates generally tend to be lower for individuals who are young, male,
black, of lower socio-economic status, or employed full-time (Collins et al. 2000;
Cottler et al. 1987; Moorman et al. 1999). In the context of a case-control study,
response rates are often lower for controls (Moorman et al. 1999). Even within
control groups, different types of controls have different response rates. For exam-
ple, in the United States, controls chosen from Health Management Organizations
have been shown to have a higher response rate than controls drawn from lists of
licensed drivers (Slattery et al. 1995).

Long term cohort studies, in addition to having to address response rates to
study questionnaires, also face the issue of loss to follow-up. The loss of cohort
members to follow-up is conceptually similar to response rate, in that loss to
follow-up can constitute an important source of selection bias and also limit
external validity. Participants may be lost to follow up either because they drop
out of the study of their own volition, or because the study investigators lose
track of them. As with other types of epidemiological studies, loss to follow-
up can lead to reduced study power and may result in biased estimates of risk.
Strategies for minimizing loss to follow up include pre-enrollment screening of
participants for willingness to participate in a long-term study, collecting names
of personal contacts and proxies for participants, maintaining regular contact with
study participants, using incentives for remaining participants, and maintaining
tracking systems to follow participants (Hunt and White 1998). One must keep in
mind, however, that populations comprised of volunteers are usually different from
the population as a whole. In general, measures of relative risk are less affected
by the lack of external generalizability than measures of absolute or attributable
risk.

Validity and Reliability 13.3.6

The absence of bias in data measurement is called validity, or accuracy. The
precision, or reproducibility, of collected data is known as reliability.

Validity Studies
The capacity of a measure to capture the true value of the exposure, outcome,
confounder, or modifier of interest in the study population is known as its validity.
While it is desirable toobtain themost accuratemeasurementspossibleof exposure
or outcome, such measurements usually come at the price of increased cost, inva-
siveness, or time involvement. When faced with these constraints, epidemiologists
often choose to collect less accurate measures of exposure.

The accuracy of the study’s main method of exposure measurement can be
assessed using validation studies which compare the study exposure measure to
a more accurate measure of exposure (“gold standard”), either in a sub-sample of
study participants or in a different population. For instance, evidence of validity
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Figure 13.1. Graphs of hypothetical test results illustrating the distinction between validity and

reliability

can be provided by comparing study estimates of an environmental exposure to
industrial hygiene measurements or biomarkers of exposure (Cherrie and Schnei-
der 1998; Cherrie et al. 1987; Dosemeci et al. 1997; Hawkins and Evans 1989; Kipen
et al. 1989; Kromhout et al. 1987; Tielemans et al. 1999). The comparison of re-
ported nutrient intake on a questionnaire with a biochemical indicator provides
another example of this approach (Ascherio et al. 1992; Johnstone et al. 1981; Post
and Kromhout 1991; Sacks et al. 1986; Willett et al. 1983).

The establishment of a serum pool can facilitate validation of biological sam-
ple processing in the study. Study measurements can be compared with re-
sults from a “gold standard” external laboratory. If study measurements devi-
ate randomly from the gold standard, the study result would be attenuated to-
wards the null hypothesis. However, if deviations from the gold standard are
found to vary according to the presence and level of important variables such as
follow-up time, or the exposure or outcome of interest, the study results may be
biased.

Data from validation studies can, additionally, be used to account for uncer-
tainty in the data analysis. Measurement error correction models can be developed
that use validation study data to adjust the full data for measurement error (Holford
and Stack 1995; Rosner et al. 1992; Spiegelman et al. 1997; Stram et al. 1999; Thomp-
son 1990). In the Framingham Study (Dawber et al. 1951), for example, a small
validation study was conducted to estimate the relationship between the surrogate
measurement (food frequency) and the “true” measurement (diet record). Based
on information from the main study relating the surrogate to disease outcome,
and information from the validation study relating true and surrogate exposure,
corrected point estimates of risk were calculated (Spiegelman et al. 1997). For
a general discussion of statistical methods to account for measurement errors see
Chap. II.5 of this handbook.

While validation studies may help form a clearer picture of the true relationship
between exposure and outcome, such studies are not without their own limitations.
For one, the gold standard used for comparison may itself be subject to error,
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thus the term “alloyed” gold standard (Wacholder et al. 1993). While calibration
methods for such alloyed gold standards have been described, these complex
models cannot be applied in all situations (Kaaks et al. 2002; Spiegelman et al.
1997). A second limitation of validity studies is that participants in these studies
are not always representative of all participants. Subjects who volunteer to take
part in a validity study are likely to be more compliant than non-volunteers would
have been. Additionally, feasibility constraints often limit validity studies to small
sample sizes, which can lead to statistical imprecision.

Reliability Studies
Data variation can arise within study participants (biological variability), or due
to variation in exposure assessment or physiological measurements introduced
by study technicians. Blood pressure within an individual, for example, experi-
ences short-term changes due to factors such as activity and mood. Different
blood pressure measurements taken on the same individual are thus likely to vary
for physiological reasons regardless of how accurately these measurements are
made. Study technicians can add an extra component of variation to the measure-
ments, either because a given technician reads a measurement in slightly different
ways each time (intra-observer variation), or because different technicians read
a measurement in different ways (inter-observer variation). Variability can also be
introduced as samples degrade over time.

As illustrated in the paragraph above, variability in data can arise due to true
change, measurement error, or random biological variation. The component of
variability in which the researcher is most interested is the true change in study
exposure that might influence the outcome under consideration. The separation
of desired variability in the data (true change) from undesirable variability due
to measurement error or random (biological) variation can be partially assessed
by incorporating into the main study a series of sub-studies that are designed to
assess the reliability of the study data (cf. Chap. I.11 of this handbook).

Reliability studies can be used to assess various components of variability, such
as the comparability of measurements taken by: the same technician at a given
visit; different technicians at a given visit; the same|different technician at different
points of time, or the same|different technician using different instruments. Inter-
observer and intra-observer variability can be assessed using a set of calibration
samples that are read several times by each technician, and processed by multiple
technicians. Biological variability can be assessed by having a single technician
perform repeat studies on a subset of participants, although some amount of
variability assessed in this way would be due to technician variability (Whitney
et al. 1998). For durable data, such as X-ray films or dietary recall records, variation
over time can be assessed by comparing evaluation of the same samples at different
times in the study. In instances where samples are limited or perishable (e.g. blood
or urine), a pre-selected set of “quality control” specimens should be set aside at the
beginningof the study so that small amountsof these specimens canbeperiodically
submitted for processing. Technicians handling quality control samples should be
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unaware that the samples are different from other study samples being processed,
in order to prevent differential handling.

Reliability studies which collect replicate measurements at the same point of
time are useful in the identification of possible data errors, as well as in the
calculation of more accurate measures of exposure. Averaging repeated measures
has been recommended as an effective method of decreasing the measurement
error associated with a single measurement (Armstrong and White 1992; Canner
et al. 1991; Holford and Stack 1995; White et al. 1998).

When validity is reported, the number of samples that are deemed unaccept-
able for analysis should be stated, since this may indicate a bias in the remain-
ing samples. The examination of whether reliability estimates differ according
to relevant characteristics such as exposure, confounding factors, or outcome al-
lows some assessment of whether differential misclassification is occurring in the
data.

Improving the Datascope Image by Obtaining a More Valid Exposure Mea-
sure

Using the average of three blood pressure measurements taken on a study
visit could result in a clearer picture of the individual’s blood pressure than
would a single blood pressure measurement.

Measures of Agreement
Quantifying the agreement between two different methods of measurement re-
quires the use of some measure of agreement. The choice of statistic depends on
the type of variables being compared, and the purpose of the comparison (Ta-
ble 13.2). The calculation of different measures of agreement, and advantages and
disadvantages of each measure have been reviewed by Szklo and Nieto (2000).

The basic measures of validity for binary categorical variables are sensitivity
and specificity, for which the study value of the exposure or outcome is compared to
the “true” value, measured by a more accurate method (Example 1). The sensitivity
of a test is the ability to correctly identify those individuals who have the disease
or exposure characteristic of interest. The test specificity is the ability to correctly
identify those individuals who do not have the disease or exposure characteristic
of interest. A limitation of the use of sensitivity and specificity is that very few
diagnostic tests are inherently dichotomous. Most diagnostic tests are based on
the characterization of individuals based on one or more underlying traits, such
as blood pressure or serum glucose level. Values for the sensitivity and specificity
would vary according to the cut-off level used to separate “diseased” (or exposed)
from “undiseased” (or unexposed) individuals. In addition, if measurement error
occurs, individuals with true levels of the underlying trait close to the test point
are more likely to be misclassified. Since the distribution of underlying traits also
determines disease prevalence, sensitivity and specificity can vary from population
to population (Brenner and Gefeller 1997).
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Example 1. Calculation of Sensitivity and Specificity

Gold Standard Results
Positive Negative Total

Positive a b a + b
Study Results

Negative c d c + d

a + c b + d

Sensitivity = a|(a + c)

Specificity = d|(b + d)

Agreement for categorical variables (e.g., X-ray readings by radiologists) is gen-
erally reported using variations of the percent agreement and kappa statistics.
While overall percent agreement is intuitive and easy to calculate (Example 2), it
can make agreement look artificially high, since there is likely to be considerable
agreement between two observers reading negative, or normal, results. An alter-
native approach is to disregard subjects labeled as negative by both readers, to
calculate the percent positive agreement (Cicchetti and Feinstein 1990).

Example 2. Calculation of Percent Agreement

Technician 2
Positive Negative

Positive a b
Technician 1

Negative c d

Percent agreement = (a + d)|(a + b + c + d) × 100

Percent positive agreement = a|(a + b + c) × 100

Neither overall nor percent positive agreement takes into account the fact that
some amount of agreement between two observers will be due to chance alone.
The extent of agreement between two readers beyond that due to chance alone
can be estimated by the kappa statistic (Example 3) (Agresti 1990; Fleiss 1981;
Landis and Koch 1977). In comparisons of more than two categories, a weighted
kappa approach allows consideration of the fact that disagreement between some
categories may be more serious than disagreement between other categories (Co-
hen 1968). Like the sensitivity and specificity, variations of the kappa statistic
are limited by the fact that most underlying traits are not dichotomous, and
different cut-off levels can affect the value of kappa (Maclure and Willett 1987).
Interpretation of the kappa statistic should also take into account the fact that
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kappa can be affected by the prevalence of the condition: for a fixed sensitivity
and specificity, kappa tends towards zero as the prevalence of the condition ap-
proaches either zero or one (Thompson and Walter 1988). Additionally, high values
of kappa can be obtained if the marginal totals of the contingency table are not
balanced (Feinstein and Cicchetti 1990; Maclure and Willett 1987; Thompson and
Walter 1988).

Example 3. Calculation of Kappa for a binary measurement variable

Technician 2
Positive Negative Totals by Technician 1

Positive 45 5 50 (61.0%)
Technician 1

Negative 2 30 32 (39.0%)

Totals by Technician 2 47 (57.3%) 35 (42.7%) 82 (100%)

Kappa = (Proportion Observed Agreement − Proportion Expected Agreement due to Chance)
(1.0 − Proportion Expected Agreement due to Chance)

Proportion Observed Agreement, Po = (45 + 30)|(45 + 5 + 2 + 30) = 0.91

Proportion Expected Agreement due to chance, Pe = (50×47)|82+(32×35)|82
82 = 0.52

Kappa = Po − Pe
(1.0 − Pe) = (0.91 − 0.52)

(1.0 − 0.52) = 0.81

Common measures of agreement used to assess reliability for continuous mea-
surements (such as blood pressure readings) are the correlation coefficient, the
intra-class coefficient, the average error, and the coefficient of variation. Linear
regression techniques can also be used to check for systematic differences (cf.
Chap. II.3 of this handbook).

Although the Pearson’s correlation coefficient, r, is one of the most frequently
used measures of agreement in the medical literature, its use is often not appro-
priate (Altman and Bland 1983; Szklo and Nieto 2000). For one, the correlation
coefficient is equally high when both observers read the exact same value, and
when a systematic difference (bias) exists between observers but the readings vary
simultaneously. The value of r is also very sensitive to extreme values and the range
of values, with a broader distribution of values yielding a higher r. While the Spear-
man correlation coefficient rs may be more appropriate to assess the comparability
of the rankings of readings, and would moreover be less sensitive to outliers, it
does not address the main problem of the inability to detect systemic differences
between observers.

The intra-class coefficient (ICC), or the reliability coefficient, estimates the pro-
portion of the total measurement variability due to the variation between individ-
uals (Fleiss 1981). The ICC is analogous to the kappa statistic used for categorical
variables, and the value can be interpreted in a similar manner. The ICC is a true
measure of agreement in that it combines information on both the correlation,
and the systemic differences between readings (Deyo et al. 1991). As with the cor-
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relation coefficient, however, the ICC is affected by the range of values in the study
population.

Other commonly used measures of variability are the average error, and the
coefficient of variation (CV). The average error is the ratio of the mean abso-
lute difference of pairs of measurements to the overall mean value of the mea-
surements. The coefficient of variation is the standard deviation expressed as
a percentage of the mean value of sets of replicate observations. In a reliabil-
ity assessment, the CV would be calculated for each pair of observations, and
then averaged over all pairs of original and replicate measures. A limitation of
the CV and average error is that both measures may reflect the magnitude of
the mean value more than the magnitude of the measurement error (Canner
et al. 1983). An alternative measure that has been suggested for assessing vari-
ability is the increase in the among-participant standard deviation, the IAPSD

(Canner et al. 1991). This measure can directly determine the impact of mea-
surement error on the overall among-participant variability for a variable of
interest.

Linear regression techniques can estimate systematic differences between read-
ers which are reflected in the slope and intercept of the regression model. One
drawback of using regression to assess reliability, however, is that measurement
error occurs in both the dependent and independent variables, violating the as-
sumption of an error-free independent variable required for regression (Altman
and Bland 1983). However, only under unusual circumstances would measurement
error lead to confusing or uninformative results.

Planning Data Management 13.3.7

The management of data in a large epidemiological study can be a formidable task.
The sheer volume of data for a sizeable study with extended follow-up can become
quite overwhelming, as illustrated by the following example. If 100 data elements
are to be collected for each participant in a cohort study with 100,000 participants,
the data collected at the end of each data collection cycle are comprised of 106

distinct data elements. Let us say that in order to update exposure and outcome
information, data are to be collected yearly for each participant for ten years. This
increases the amount of data being collected by an order of magnitude, to 107

distinct pieces of data. Superimposing on this volume of data the errors that can
occur during data recording, transcription, and transfer of data to an electronic
medium, it is easy to see how data quality can be compromised without careful
planning of how data are to be managed. The potential magnitude of the task of
data correction is also clear.

The first step in planning a data management system is to define what data
will be collected and how often data will be collected, keeping in mind that as
the volume of data increases, ensuring data accuracy becomes more difficult. In
order to further minimize the amount of unnecessary data collected, the cho-
sen data variables should be prioritized, and a “tolerance” of error established
for each data field. For example, it might be decided that all values of crucial
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data variables (e.g. disease outcome) should be checked against written ques-
tionnaires, but auditing a random sample of questionnaires is sufficient for other
fields.

The next key step in data management planning is to define essential identifying
information for the study data. Identifiers, generally known as key, header, or ID
fields, are fields that allow each form to be uniquely identified and correctly related
to other forms (Hosking et al. 1995; Hosking and Rochon 1982). Study identifiers
are usually located in a standard header section of the form. Entry of an incorrect
number into one of these fields can cause the entire data record to be processed
incorrectly.

Most studies require at least four types of identifiers: study identifiers, par-
ticipant identifiers, form-type identifiers, and time-point identifiers. Depending
on the study, other identifiers (e.g., family identifiers) might also be necessary.
Study identifiers designate the sponsor, study, protocol, or sub-study. Participant
identifiers uniquely identify the study participant. In general, a study-created par-
ticipant identifier is preferable to a natural identifier such as participant name or
social security number, especially in a climate increasingly concerned with partic-
ipant confidentiality. Encode information about participant characteristics (such
as a field site code) into the participant identifier is useful, since this allows later
classification of participants by their identifiers alone. Form identifiers identify
a particular questionnaire, and often take the format of a two- or three-character
abbreviation. Form identifiers in longitudinal studies should be planned so that
multiple versions of each form can be accommodated. Adding a −1 at the end of
the form identifier, for example, allows for future versions to end with the suf-
fix −2 or higher. Item identifiers are assigned to each question on a form. While
item identifiers bearing a one-to-one relationship to database fields might be use-
ful for data analysis, this can become confusing if the study forms or database
are revised. Data management systems that track the relationship between each
database field and a corresponding item number in each form version provide
a useful alternative.

Once data identifiers have been selected, general data management consider-
ations that need to be addressed including identifying how data will be entered
(electronically versus manually), who will do the data entry, what software will be
used, what types of edits will occur during data entry, how queries will be gener-
ated, communicated and resolved, how suspicious values will be treated, and how
corrections will be implemented and documented. The remainder of this section
will be devoted to these considerations.

Design of a Data Management System
In a multi-center study, data are typically collected at various field centers and
then sent to a coordinating center for processing, storage and analysis. Table 13.3
provides an overview of the steps involved in data management. While newer ap-
proaches to data management exist (e.g., web-based systems), these approaches
rely heavily on specialized automated systems for data collection, entry and audit-



Quality Control and Good Epidemiological Practice 527

ing. Since logistical barriers of cost, lack of expertise and low computer literacy
currently render these systems impractical for many investigators, this chapter fo-
cuses on a more traditional approach to data management. Many of the underlying
principles remain relevant to the newer data management approaches, which are
addressed at the end of the section.

Table 13.3. Overview of the Traditional Data Management Process∗

Steps in data processing

Data collection and mailing Complete forms at clinic|in field.
Visually review form while participant is in
clinic (visual editing).
Mail original copy to coordinating center,
keep copy at clinic.
Create standard packing list for mailing

Receipt and conversion to electronic format Receive forms at coordinating center.
Acknowledge receipt of forms from clinic
using postcard or electronic mail.
Logreceiptof forms intocomputer (including
form number, ID code, date completed, date
received, and unique log number).
Key the form. Verify keying.

Forms processing, posting and backup Process form through an edit program that
checks type and range of each field, as well as
internal consistency of form.
Generate computer edit report.
Check edit report and initiate appropriate
error correction procedures.
Back-up edited forms.
Post forms to master file. Back up master file.
File form.

Clearance and archiving Run further checks on data to ensure that
posted data are consistent with other data on
file.
Review edit reports that result from checks
and initiate appropriate error correction
procedures.
Document master file contents and prepare
file for archiving.

∗ adapted from DuChene et al. (1986)

Data Recording and Visual Editing
The measurement and recording of data from study participants usually occurs
at the field center, and initial data checks are generally conducted by field staff
personnel. Field center interviewers or technicians should check data for consis-
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tency as it is being collected, while the study participant is available to clarify any
immediate discrepancies, errors, or out-of-range characteristics.

For technical measurements, an independent review of samples by two or more
readers should be performed on all, or a subset of samples. This allows later
assessment of validity, and enables investigators to track down sources of error.
On completion of the data form, field center staff should perform a routine review
of forms to establish that the questionnaire is complete, that skip patterns have
been followed, and that the data values appear reasonable. If routine review of
the form does not identify any unusual data, the form can be processed further.
Including an indication of who reviewed the form will facilitate later examination
of the editing process.

Data Entry
Almost universally, epidemiological data are entered into electronic databases for
storage and analysis. The processing, storage, and analysis of study data usually
occurs at the data coordinating center. Errors that can occur during the processing
and storage of data include keying errors, inaccurate data transcription, and pro-
gramming errors (Arts et al. 2002). In the Hypertension Prevention Trial, key error
was found to be the major source of data entry error, with 5.2|1000 errors out of an
overall error rate of 6.9 errors per 1000 data items being key errors (Prud’homme
et al. 1989).

Most automated data entry systems allow a variety of mechanisms for check-
ing data. As data entry is initiated, form identifiers are checked for validity and
consistency. Range checks during data entry can be used to electronically limit the
data type, or the range of possible values at entry. For example, date fields can be
programmed to accept only valid dates, or table look-up systems can restrict the
values of categorical data to a limited number of possible values. For continuous
data, many studies use normal population ranges of a variable to flag outliers.
While programmed range checks are a useful tool, retaining some flexibility to
correct errors at the time of data entry is important, since too many restrictions on
modifying data at entry can lead to a higher error rate (Crombie and Irving 1986).

Data accuracy can also be improved by the use of double data-entry. The inde-
pendent keying of data twice, however, does not prevent all types of error. Examples
of errors that would not be reduced by the double entry of data include errors in
transcription, or misinterpretation of data in the same way by two data-entry
operators.

If the data are to be manually entered, personnel should be masked regarding
exposure or outcome status (depending on the study design), to prevent the possi-
bility of observer bias. Additionally, the electronic database should have a provision
to indicate who entered the data to allow for later review of data-entry performance.

The use of electronic technology for data entry as an alternative to manual data
entry is gaining in popularity. Software is available for scanning forms directly into
an electronic database using optical character recognition (OCR). The accuracy
of scanning software is quite variable, however, and a process to check scanned
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data should be in place. In general, OCR is better suited to numeric or check-box
responses than to hand-printed characters. Another method of electronic data
entry is computer-assisted data collection (CADC), whereby interviewers directly
enter participant responses into a computer file. This technology completely cir-
cumvents the need for transferring data from paper to an electronic medium, thus
eliminating errors associated with this process. A CADC system can automatically
enforce skip rules, require completion of required fields, and flag suspicious val-
ues for correction while the study subject is still present. Since errors in CADC
data cannot be compared later with a paper form, however, these systems need to
include as many ways of checking data accuracy at entry as possible. One way to
allow for examination of inconsistent values is to tape record interviews while data
collection is occurring.

In a pilot study of CADC, five study staff members with no prior experience
using a CADC system were trained and asked to administer both CADC and paper-
based interviewers to sixteen study participants. All five staff members preferred
the CADC system, indicating faster and more accurate data entry and less likeli-
hood of erroneously skipping an item. Ten of the sixteen pilot study participants
had no preference between paper and CADC, and six preferred CADC. Although
the median time for data collection at the reception, examination and interview
stations was slightly longer for CADC than for paper interviews, the CADC data
are already partially edited and in machine readable format, whereas data from
the paper forms still had to be edited and keyed. The percentage of suspicious data
values was similar for each method, but 21 of the 25 suspicious data values were
identified and corrected at the time of collection using CADC, compared to 1 out
of 23 suspicious values corrected with the paper system (Christiansen et al. 1990).

Other recent methods of data collection for epidemiological studies include the
use of electronic-mail (“e-mail”) (Kiesler and Sproull 1986; Paolo et al. 2000) or
internet-based surveys (Baer et al. 2002; Blackmore et al. 2003; Rhodes et al. 2003;
Silver et al. 2002; Turpin et al. 2003). E-mail questionnaires have been reported to
have a faster rate of return and more thorough completion of returned question-
naires, but response rates have generally been lower than for mail questionnaires.

The basic process for internet-based, or web-based, data collection is the trans-
lation of the study questionnaire into an internet language (HTML, or hypertext
markup language) and posting of the questionnaire onto the World Wide Web. Re-
spondents then complete the survey using a point and click interface. The survey
is generally visually and functionally similar to traditional surveys.

Web-based data collection provides several advantages over paper form data
collection. For one, researchers can reach populations that previously might have
been inaccesible due to geographical or cultural boundaries. Use of the web may
also speed up the time of data collection, since no testing site or appointment
scheduling is necessary, and the need for data entry by study personnel is elim-
inated. Web-based systems can also minimize the variation due to differences in
survey administration, interviewer interpretation and entry of data. Since compli-
cated branch and skip patterns can be programmed into the survey, the amount of
interviewer or respondent attention necessary is reduced. Costs can drop dramat-
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ically with the use of web-based data collection, as there is no need for printing,
mailing, and data collection personnel. Web-based surveys also provide a greater
degree of anonymity for the collection of sensitive personal information (Baer
et al. 2002).

It is important to realize, however, that depending on the situation, some ad-
vantages of web-based systems can become disadvantages. In certain populations
or countries, for example, the cost of printing, mailing and administering a paper
questionnaire might be considerably less than the cost of setting up a web-based
system and providing training and access to study participants. Other disadvan-
tages of web-based data collection include the possibility of selection bias when
choosing a study population, and security problems during data transmission.
The issue of computer users being unrepresentative of the general population can
be overcome to some extent by providing internet access to a randomly sampled
study population (Silver et al. 2002). Literacy or language barriers, however, may
still prove to be an issue.

Incorporating strict security measures in an electronic data entry system is
crucial to maintaining data confidentiality, and can require considerable time and
monetary resources. In some instances, it might be possible to provide a quick
solution to this problem by linking the survey security to an existing high-security
system, such as a university network.

While the use of web-based systems is a promising avenue of data collection for
studies, such systems require considerable expertise for adequate set-up. Often,
initial versions of web-based questionnaires present frustrating technical problems
to users, and may require several iterations before a working system is in place.
Web-based systems may be inappropriate for populations that are not computer-
literate. It may be more difficult to adress ethical concerns which arise during
the course of a study in the context of web-based data collection. For example,
the investigators still bear responsibility for verifying informed consent, or for
providing local targeted support in case the respondent needs a referral as a result
of the research. Additionally, data entry errors by users can still occur. For these
reasons, the pre-testing of data instruments, post-entry error-checking, and other
forms of data quality control described in this chapter are as crucial for more
technologically advanced data collection as they are for more traditional forms of
data collection.

Data Audits
Once data have been entered, they must be submitted to further accuracy checks.
One method of assessing data accuracy is to perform a series of consistency checks,
such as ensuring that the date of birth and age of a participant are in agreement.
Reviewing samples that fall outside some number of standard deviations of the
mean is a sensible alternative way to check data. More formal statistical methods
for detecting outliers can also be used (Barnett and Lewis 1994; Vardeman and
Jobe 1999). The importance of using range checks is illustrated by a simulation
in which different rates of entry error were introduced into a constructed dataset,
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and simple range checks were used to identify and correct outliers. Even with
a random entry error rate as high as 20%, population means remained very similar
after the correction of unusual values, regardless of study sample size (Day et al.
1998). Error rates similar to those achieved with double data entry were achievable
when extensive logic checking of fields was incorporated (Mullooly 1990; Neaton
et al. 1990).

In instances where an unusual value is detected, a data quality query should be
generated either manually or automatically. A system for reporting and responding
to such queries needs be conceptualized during study planning, along with the
designation of individuals responsible for checking and responding to questions.
The automatic generation of regular quality control reports including summary
statistics such as the number of queries by form and data field, or the percentage
of error-free forms, can aid the systematic processing of data. Section 13.4 of this
chapter addresses the processing and resolution of error queries in more detail.

Comparing the number of forms that are edited using automated checks at
the data processing center to the number of forms recorded in the batch sent
by the field center allows the identification of forms that are lost during keying.
Additionally, a random sample of data forms should be compared to the electronic
data submitted to check accuracy of data entry.

Once routine edits have been completed, the data form can be posted directly
to a master file for smaller studies, or to a distributor file, for larger studies. In the
Multiple Risk Factor Intervention Trial (Mr Fit), the edited form was transferred to
a distributor file, which held all the forms that were edited in a day. At the end of the
day, forms held in the distributor file were transferred to one or more transaction
files, which served as temporary storage until the next scheduled update of the
master file. The use of transaction files allowed investigators the flexibility to
resolve discrepancies before the data were added to the master file. Transaction
files were generally copied to daily backup tapes so that data could be retrieved to
the time of the last back-up in case of processing errors, machine failure, or other
accidents (DuChene et al. 1986).

Forms Posting
In general, it is best to keep the interval between data collection and entry as short
as possible. If it is possible to process forms as they are generated, this is preferable
(Meinert and Tonascia 1986). However, if batch processing is found to be more
convenient, the scheduled time between subsequent postings of information from
the study transaction files (raw data) to the master file should not be longer than
two weeks. During forms posting, data fields from the transaction files are copied
to the location in the master file(s) specified in the data dictionary (a database of
information used to edit, document and control the processing of forms through
the computer system). The data management system should be programmed to
reject the form if errors are detected in the data identifiers, or if data are found to
already exist in the master file (unless the form to be entered is a correction form).
Personnel at thedata coordinating center can then reviewand resolvediscrepancies
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in rejected forms. If fields need to be modified in the master file, changes should
be explained and documented in the electronic file as well as on paper.

Backup of Raw Data
Once the forms have been posted to the master file, all transaction files containing
the posted forms should be copied on to a tape or other electronic medium such as
compact disc (CD) or digital video display (DVD), and stored offsite. In the event
of a major system failure or destruction of the master file (in a building fire, for
instance), the offsite copy will allow recreation of the master file.

Clearance
After the data are posted to a master file, computer edits of the master file allow
consistency checks between fields on different forms. For example, an individual’s
height should remain constant over forms. It is informative to flag inadmissible
values, as well as unlikely values. Additional within form checks can also be
performed at this time.

Archiving
When within-form verification and across-form clearance are complete, and data
on the master file are finalized, the master file should be copied on to at least
two tapes and stored off-site. These tapes should be read regularly to check for
deterioration. If a back-up tape cannot be read, a new copy should be made.

Quality Assurance Committee13.3.8

The most carefully designed quality assurance program cannot function efficiently
without the assignation of responsibilities for various quality monitoring tasks to
specific individuals, and the existence of effective communication channels be-
tween study personnel. In many large studies, a quality assurance committee is
formed to oversee the quality of data collection (Knatterud et al. 1998; The Chemi-
cal Manufacturers Association’s Epidemiology Task Force 1991; US Environmental
Protection Agency (EPA) 1989). The quality assurance committee addresses quality
issues throughout the life of the study, from protocol development to the respon-
sible archiving of data. The quality assurance committee is also responsible for
reviewing study compliance with written quality assurance|control procedures,
and for evaluating interim analyses. For large studies, a data monitoring com-
mittee made up of external quality assurance auditors supportive of the protocol
objectives and study design might be warranted (Fleming 1993).

Communications13.3.9

The effective resolution of study quality issues is highly dependent on the quality
of communications between study personnel. Many of the quality assurance mech-
anisms already described in the chapter contribute directly to improved communi-
cation. Examples include the training of personnel, and the definition of standard
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operating procedures. Other quality assurance mechanisms depend critically on
communication for their implementation. In order for queries to be resolved ef-
fectively, study personnel need to know who to submit queries to, and how these
queries should be submitted. Structures for transmitting resolved data queries
back to data entry personnel are also needed. The scheduling of regular meetings
between study personnel is crucial for maintaining study communications. Em-
phasizing the rationale for quality control and the need for wholehearted support
for quality control measures is important, since quality control measures will fail
if they are perceived as nit-picky and burdensome (Cooper 1986). One or more
individuals should be designated responsible for preparing and disseminating the
minutes of study meetings. More generally, communication structures should be in
place to communicate the intent, conduct, results and interpretations of the study
to study personnel, study participants, and the scientific community. In certain
situations, other parties that might need to be informed of study results include
health care providers, policy makers, or the media.

Cost of Quality Assurance 13.3.10

Clearly, the implementation of quality assurance and quality control measures
add to the cost of a study. While some expenses, such as the cost of routine data
editing, or the re-checking of statistical analyses may be impossible to estimate,
cost information can be projected for other aspects of quality assurance, such as
training, site visits, and external quality control programs (Knatterud et al. 1998).
Considering the cost of various quality control measures early in the planning
process allows for development of a realistic and feasible program that is more
likely to be executed. Priorities for data quality should be set at this time. While
certain aspects of data quality should not be sacrificed regardless of the expense,
a compromise might be possible in other instances. For example, a costly, time-
consuming measure of exposure might be collected for a sub-sample of study
participants and this information can be used to validate a cheaper exposure
measurement used for all study participants.

Ethical Considerations 13.3.11

Ethical considerations are perhaps the most important set of considerations in
a study (for a general discussion see Chap. IV.7 of this handbook). Epidemiological
research shouldnever lose sightof the fact thatdataarederived fromhumanbeings.
Studies such as the Tuskegee Syphilis Trial (US Department of Health Education
and Welfare (DHEW) 1973) which followed the progress of untreated syphilis in
black men even after effective treatment was available may now seem shocking,
but it is well to keep in mind that throughout most of the trial, the investigators did
not find their research particularly objectionable. The thorough consideration of
ethical issues raised by a study (mandated by law in most countries) will hopefully
prevent a future generation of scientists from looking back at present-day trials
with regret.
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The human subjects section of the protocol must describe whether the study
protocol imposes any physical or psychological risk to the participants. Poten-
tial benefits of the study should also be noted, with an explanation of whether
benefits will be accrued by study participants themselves, or whether the study
is expected to benefit others in the future. The cost-to-benefit ratio should be
weighed and discussed. Studies that involve primary data collection generally
need to obtain informed consent from study participants. Consent forms should
include, at a minimum: contact information for personnel available to answer
questions about the research; the purpose of the study; eligibility requirements;
the expected duration of participation; possible harm that the subjects could incur;
expected benefits to subjects or to others; information on the voluntary nature of
participation, and a statement indicating the right to withdraw from the study
at any time (The Chemical Manufacturers Association’s Epidemiology Task Force
1991). The study eligibility criteria are also subject to ethical considerations, both
in terms of inclusions (different racial|ethnic groups and both genders should be
adequately represented) and exclusions (special justification is needed for study
of vulnerable groups, such as pregnant women, children, or incarcerated individ-
uals). Adequate provisions for maintaining data confidentiality and the privacy of
individuals should be described. For example, investigators might plan to store
hard copies of sensitive data in locked cabinets with limited access and remove
personal identifiers from datasets used for analysis. Automated data management
systems should have password control, users should be logged out after a period
of inactivity, and the copying of data should be discouraged (Wyatt 1995).

Quality Considerations
During Study Conduct13.4

Before data collection is initiated, all data collection procedures should be reviewed
and approved by the lead investigators. Data forms and equipment should have
been tested, and certified ready for use.

If rigorous quality assurance procedures have been planned prior to study
initiation, quality control activities during study conduct mainly consist of the
implementation of these procedures. The study protocol should be followed, per-
sonnel should be trained according to established standard procedures, and data
collection should proceed with all quality assurances in place. Any deviation from
standard operating procedure should be authorized by the Steering Committee.

The importance of periodic examination of data by study investigators, data
coordinators, and data entry personnel while the data are being collected cannot
be overstated. Examination of data trends by center, over time, or by technician
(for example), can identify flaws in data collection early on. Even simple plots and
graphs of data can identify sources of error. When data errors are identified, steps
should be taken to correct the data in a timely manner. In some cases, statistical
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adjustment can be used to correct data drift. When this is not possible, data might
have to be thrown out, or completely reprocessed. In order to generate a written
audit trail of data, any changes made in the data should be documented.

Training and Certification 13.4.1

The importance of training and certifying all study personnel has already been
underlined in Sect. 13.3.3. While many study investigators are aware of the need
for standardized operating procedures, information regarding these procedures is
often lacking in study descriptions. While 244 original research articles in three
emergency medical journals (1989–1993) described data collection by means of
chart review, only 18% mentioned training of abstractors, and periodic abstracter
monitoring was reported in a mere 3% of these articles (Gilbert et al. 1996).

Detailed practical guidelines for training and quality control management for
study interviewers, data abstractors, and biomedical technicians are available in
the literature (Edwards et al. 1994; Fowler and Mangione 1986, 1990; Reisch et al.
2003). This section summarizes some of the main considerations.

Training
Training procedures should ideally involve all staff and procedures. While cen-
tralized training of all study personnel might be desirable in terms of increasing
the comparability of data collection between sites and allowing study personnel
from different sites to interact with each other, the expense of bringing personnel
to a central training site for all their training can be considerable. Additionally,
site-specific questions might arise that cannot be adequately addressed during
centralized training. An optimum strategy might be to use both types of training.
Table 13.4 provides an overview of the training process.

Certification
Following initial training, study personnel should be certified to perform spe-
cific procedures. Regular re-training is desirable to prevent data drift. Re-training
might also be necessary if a specific study technician is found to be introducing
a systematic error into the data, or if the study protocol changes. Any re-training
should be accompanied by recertification.

While the interval between re-training and certification varies from study to
study, the Atherosclerosis Risk in Communities study (ARIC) used a 90-day inter-
val, since a six-month interval was found to allow too much drift to recognize and
correct digit preference. More timely feedback was also needed in the Cardiovas-
cular Health Study (CHS) (Hill 2003).

Maintenance and Calibration of Equipment 13.4.2

Study equipment should be inspected and calibrated at regular intervals in accor-
dance with the study protocol. In the event of equipment breakdown, equipment
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Table 13.4. Overview of Training∗

Steps in data processing

Training manual Educational trainingmanual is sent toall sites
for review.
The training manual consists of some or all
of the following: a study overview, informa-
tionon the relevantprocedure, quality assess-
ment procedures, data forms with instruc-
tions (e.g. for abstraction or interview), quick
reference sheet for all variables, glossary of
terms, standardized training examples, and
relevant articles from the literature.

Standardized training examples Training examples shouldbeprepared for key
study variables. For instance, study person-
nel might be asked to note blood pressure
measurements from a training tape.

Individual orientation Two or more individual orientation sessions
should be arranged with the onsite data col-
lection team, and with the lead study co-
ordinator and|or study investigator. Addi-
tional sessions can be scheduled at the dis-
cretion of the site co-ordinators.

Double-review of initial data The first few examples of data collected (by
chart abstraction, interview, or a biomedi-
cal procedure) should be repeated by a more
experienced member of the data collection
team. Discrepancies can then be reviewed.
Queries should be entered into an audit form
and sent to the lead study co-ordinator to as-
sist with later tracking of problematic data.

Regular double-review Performing regular double review for a small
sample of data (e.g. once a month) can pre-
vent data drift over time. Review of data at a
later time is facilitated by audio or video tap-
ing of interviews or biomedical procedures.

Regular conference calls|meetings
of field staff

Regular study conference calls can include a
training component if examples of data col-
lection problems are brought up for discus-
sion during each call. An updated decision
log containing a summary of discussions held
and decisions made during these conference
calls can be distributed among study person-
nel.

Regular site visits Review of data collection procedures dur-
ing site visits by the lead study coordinator
and|or lead investigator.

Retraining Retraining of study personnel might be nec-
essary if substantial time has passed since
initial training, a systematic bias in data is
detected, or the study protocol changes.

∗ adapted from Reisch et al. (2003)
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may need to be replaced. If the new equipment is similar to the equipment already
being used, then calibration before use is sufficient. When replacement of existing
equipment is desirable because a new model or instrument is more accurate or
efficient than the existing equipment, data should be collected using both the old
and the new instrument for a defined period of time, so that comparability of
measurements can be established.

Implementing Data Management 13.4.3

The data management process has already been described in detail in Sect. 13.3.7.
During study conduct, the planned data management system is implemented, and
refined as necessary.

Tracking and Monitoring of Data
The effective tracking and monitoring of data as data collection is in progress is
essential to the timely detection and correction of errors. Monitoring should occur
for subject accrual, data acquisition, and data quality. Automated tracking systems
can greatly assist this process, and have been used successfully in epidemiological
studies as early as 1981 (McQuade et al. 1983). Data that are collected by hand
should be recorded directly, promptly, and legibly in ink. Four different types
of monitoring are recommended: pro-active efforts to improve data, observation
of data collection, review of computer-generated checks and summary reports, and
examination of data.

Whenpossible,dataquality shouldbe improvedbypro-active efforts.Automated
reminders of when patients are due for study visits for time-dependent variables
(e.g. levels of an exposure biomarker) can prevent the collection of data that is
later deemed of poor quality or unusable. Target dates for follow-up visits can be
defined by the participant’s entry date rather than the date of the last visit, in order
to prevent scheduling deviations from carrying over to future visits.

Direct or indirect observation of data collection can also identify errors in
a timely manner. An unobtrusive way to monitor interviewers for delivery and
adherence to protocol is to audio-tape interviews. Measurement techniques for
biomedical or laboratory technicians can either be videotaped, or directly ob-
served by senior technicians or other qualified study personnel.

Regular review of computer-generated queries and summary reports of data
quality can alert the investigators to a variety of data errors, including participant
ineligibility, data outside the expected range, and variation in data quality by data
field, site, or technician. Active examination of data during collection is crucial.
Summary statistics and plots of data by technician, site or time can identify unusual
trends. For example, an examination of data from the Hypertension Prevention
Trial revealed that nearly 29% of the baseline systolic blood pressure readings
from one clinic ended in the digit 2. This could be traced to measurements made
by one technician, who recorded a number ending in the digit 2 for over 60%
measurements (Canner et al. 1991). When a data collection flaw is identified,
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further error should be prevented by tracking down the source of the problem,
and taking corrective action.

Keying errors may be identified by periodic audits of the database against source
documents. Rather than check all the data, a random sample of data fields can be
selected to check for keying errors. When creating the test sample, it is important to
ensure that a broad cross-section of data is included (for example, both numerical
and character fields should be checked). One method for sampling a variety of
fields is to choose a random sub-sample of forms, and look at all fields within
those forms.

Corrective Actions
Moving back to the datascope for a moment, we recall that the identification of
data errors is only the first step in data quality management. In order to reach
the ultimate goal of valid data, these errors need to be corrected. The process for
revising data should be as systemized and well documented as the process for
locating errors. While the routine correction of careless mistakes while data entry
is in progress need not be reported, data errors that are identified after initial data
entry should not be changed by data entry staff until the query has been checked.
A paper trail should be initiated for each problem, with the initial query describing
the problem, and the date it was detected (Fig. 13.2). The individual(s) responsible
for query resolution should then investigate the query, and provide a response
explaining why the problem occurred. Finally, the query documentation should
indicate how and when the problem was resolved. If data from a form are found
to be incorrect, they should be identified as incorrect rather than erased, and the
correct values should be inserted (Knatterud et al. 1998). In some cases, unusual
values will be confirmed to be correct, in which case they should be retained in the
database with documentation.

Occasionally, errors identified during study conduct may lead to changes in the
survey instrument or other study equipment. In such cases, it is crucial that the
version of the form or equipment used to collect data is recorded in the database.
If a new data check is added, either as a result of a query or as an additional
precaution, old values in the database should be edited using the new rules in
order to keep data consistent.

Tracking the time taken for corrective actions allows areas of delay to be identi-
fied and resolved for future queries. In most longitudinal studies, data are analyzed
while data collection is still in progress. In such instances, one might want to ex-
clude data that are under query from the master database until the problem is
resolved. The inclusion of a “status” field for data would allow investigators to
check whether values were acceptable or unacceptable (Gassman et al. 1995).

Site Visits13.4.4

For multi-center studies, site visits to observe operations allow greater understand-
ing of site-specific data collection issues, and provide an opportunity to recognize
and correct faulty systems (Gassman et al. 1995; Knatterud et al. 1998; Prud’homme
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Query

Subject ID: 111770

Form: 121 Item Questioned: 5, 6a

Date of Visit: 08|28|02 Visit Number: 2

Description: Subject claims to be a former smoker (ev_smok = 2), but
reports currently smoking five cigarettes a day (cur_cig = 5).

Date: 12|6|02

Initials: PR

Response

Form to correct: 121 Item to correct: 6a

Old value: 5

Correct value: 0

Explanation: Checked subject’s medical record and past questionnaire.
Subject is a former smoker.

Date: 12|11|02

Initials: DR

Documentation

Correction: Value of cur_cig has been changed from 5 to 0.

Date: 12|20|02

Initials: TN

Figure 13.2. Example of a Data Query Form

et al. 1989). Scheduling a site visit is recommended shortly after initiation of pa-
tient recruitment, and when the data collection at the site is drawing to a close.
Additional site visits should be scheduled for long-term studies.

The size of the site visit team can vary, and is dictated by the nature and
purpose of the visit. A typical site visit team might include the study princi-
pal investigator (or representative), the director of another field site, the data
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coordinating center director, the study project officer, and selected resource per-
sonnel. During the site visit, the site visit team would meet with the director
and staff of the unit, and hold private conversations with key support person-
nel. The site visit should include a thorough review of staffing requirements,
recruiting, training and certification, and communication structures. Site visi-
tors also have a chance to observe data collection, check data management, and
review data quality monitoring. Specific activities might include observation of
whether field technicians follow the study protocol, inspection of study records
and documents storage, and review of the operation and maintenance of local
data systems. Following the site visit, the leader of the site visit team should
prepare a written report of the visit based on input from the entire team. The
site visit report should describe any systematic errors that were identified in
data collection, and provide recommendations on how to rectify the situation.
A formal response to the report should be prepared by the staff at the study
site.

Quality Considerations
After Data Collection13.5

Oncedatacollection for the study is complete, the taskof analyzingand interpreting
the data begins. The study investigator should yet again consult the datascope to
check for possible biases and errors that need to be resolved in order to form a clear
picture of the relationship under study.

Reporting Response Rate13.5.1

If individuals who agreed to participate in the study were different in some impor-
tantway fromnon-respondents, the study results couldwell bebiased. For example,
non-respondents to questionnaires might be of poorer health or more likely to be
smokers than respondents (Shahar et al. 1996). Studies that have followed respon-
dents and non-respondents to questionnaires have reported that non-respondents
have a significantly higher risk of myocardial infarction, cancer mortality, and
all-cause mortality (Bisgard et al. 1994; Heilbrun et al. 1991).

Calculating the study response rate gives a first indication of whether the inves-
tigator should be concerned about possible bias in the results. Generally, the higher
the study response rate, the less need to worry about selection bias affecting the
results. The simplest approach to response rate calculation is to divide the number
of surveys received by the number of surveys sent. However, this does not account
for factors that can affect the response rate such as undelivered questionnaires,
ineligibility of subjects who completed questionnaires, or substitution of the in-
tended recipient with another subject. Typically, the numerator and denominator
of the response rate are adjusted to reflect such factors. Standard definitions and
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methods to calculate survey response rates are provided by the American Asso-
ciation for Public Opinion Research (2000), or the Council of American Survey
Research Organizations (CASRO).

For cohort studies, the simplest way to estimate the follow-up rate is to the divide
the number of participants seen at the last visit by the number of participants
initially enrolled. Again, different assumptions about individuals lost to follow-up
yield different numbers for the follow-up rate.

Since different methods of calculating the response rate might be appropri-
ate for different studies, the choice of the response rate formula is less critical
than the identification and reporting of all the elements that enter the calculation
(Table 13.5).

In general, response rates to questionnaires have been decreasing in the United
States, and perhaps elsewhere (Kessler et al. 1995; Steeh 1981). Data from a nation-
wide survey in the United States (the Behavioral Risk Factor Surveillance System,
BRFSS) indicate that response rates from random digit dialing have declined from
a median of 68.4% in 1995 to a median of 55.2% in 1999 (Centers for Disease Con-
trol and Prevention (CDC) 1999). A review of 82 case-control studies published in
the American Journal of Epidemiology (1988–1990), Epidemiology (1997–1999) and
Cancer Epidemiology, Biomarkers and Prevention (1997–1999) reporteda0.2%and
0.44% decrease in reported response per year for cases and controls, respectively
(Olson 2001). The same article reported an average response rate of 76.1% for
cases and 71.5% for controls. A review of 321 distinct mail surveys published in
a broader spectrum of United States journals in 1991 reported an average survey
response rate of 62% (Asch et al. 1997).

Regardless of the exact value of the response rate, the characterization of non-
respondents is crucial in order to assess whether a bias is present, and if it is,
how the results of the analysis might be affected. Clearly, describing the non-
respondents becomes more important when a study has a low response rate.
Whenever possible, a brief survey should be administered to non-respondents
to collect limited data for comparison with respondents. Otherwise, assessing
available data on demographics, exposure or outcome will allow some assessment
of possible bias.

Analysis 13.5.2

Before proceeding to analysis, the study data should be tested rigorously to check
for residual errors that remain after all data processing and routine quality assur-
ance activities are complete. Range checks provide one way to examine whether
the data seem reasonable. Simple queries such as checking that the recorded age
in years is consistent with the date of interview minus the recorded date of birth,
can also help to detect errors.

Once the investigator feels confident that there are no obvious flaws in the
data, the next step is to understand the data by conducting exploratory data
analysis using univariate and bivariate summaries, as well as plots and graphs
of the data. More complex exploratory analysis of the data should be guided by
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Table 13.5. Reporting outcomes of recruiting respondents in case-control studies in a study of thyroid

cancer in western Washington∗

Units selected from sampling frame Number

Random digit dialing screening phase

Total 6741

Ineligible sampling unit

Total 3589

Business, fax, government 1937

Nonworking numbers 1436

Institution, group quarters, dataline 216

Unable to determine eligibility

Total 431

Unknown if residential 274

Residential, unknown if individual eligible 157

Answering machine on all attempts 56

Refusal to answer questions on eligibility 76

Other (language barrier) 25

Respondent not eligible

Total 1983

Age 1749

County 216

Language 18

Respondent screened and eligible, total 738

In-Person interviews of eligible women

Total 738

Unable to determine eligibility 0

Respondent not eligible

Total 1

Prior thyroid cancer 1

Respondent screened and eligible

Total 737

Not interviewed (refused) 163

Interviewed 574

∗ adapted from Olson et al. (2002)

the data. If assumptions implicit in the planned analysis methods are violated,
alternative statistical methods must be considered. Appropriate and careful sta-
tistical analysis is integral to good epidemiological practice. A description of
basic methods of analysis for epidemiological study designs can be found in
Part II of this handbook “Statistical Methods in Epidemiology,” and in most
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intermediate textbooks of epidemiology (Rothman and Greenland 1998; Szklo
and Nieto 2000). Some of the key issues underlying the analysis of cohort and
case-control studies are summarized in Chaps. I.5 and I.6 of this handbook
and in a two-volume series published by the International Agency for Can-
cer Research (Breslow and Day 1980, 1987). The finer points of analysis, how-
ever, are study-specific. For this reason, it is crucial that data analysis be con-
ducted by personnel with the necessary training and experience in statistical
methods.

Once data analysis is complete, ways to check the analysis include independently
reproducing the tabulations and statistical calculations from the original data, and
checking different tables for consistency of the denominators. All data reduction
and statistical procedures should be documented to facilitate review at a later date.

The results of any study are associated with some degree of uncertainty. To
the extent possible, these uncertainties should be quantified and accounted for,
or, at the minimum, characterized quantitatively. In an analysis of risk factors
for coronary disease in the Framingham Heart Study, estimates of risk increased
for factors measured with substantial error after correction for uncertainty (e.g.
serum cholesterol), whereas risk estimates tended to remain unchanged for risk
factors with little or no error, such as body mass index (Rosner et al. 1992).

The analysis of study data is followed by the task of interpreting the study
results. An observed association might be due to statistical artifact, due to bias
or confounding, or be truly causal. The use of statistical significance alone to
guide inference is not recommended (Goodman 1999a; Goodman 1999b). If one
hundred truly null associations were tested at the α = 0.05 level, five of these
associations would be significant due to chance alone. Moreover, an association
might be confounded by one or more variables, or could be biased due to systematic
flaws in the design or conduct of the study.

Following adequate consideration of chance, confounding and bias (cf. Chap. I.9
of this handbook), the determination of whether an association is causal will also
depend on temporality, the strength of the association, the presence or absence of
a dose-response relationship, consistency with prior literature, and biological plau-
sibility (Gordis 2000; US Department of Health Education and Welfare (DHEW)
1964).

If an exposure is believed to cause the disease in question, this exposure must
occur before the disease develops. Temporality is easier to establish for prospective
cohort studies for which exposure information prior to disease outcome is avail-
able. For cross-sectional or case-control studies, exposure information is usually
collected concurrently with disease information or has to be recreated from his-
torical records of exposure, making the assessment of temporality more difficult.

In general, the larger the magnitude of the association, the more likely it is
that the relationship between the exposure and disease is causal. In epidemiologic
studies, the strength of the association is usually measured by the relative risk or
odds ratio.

If it can be demonstrated that increasing the dose of an agent is associated with
increased occurrence of disease in a well-defined relationship, this provides more
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evidence for causality. The absence of a dose-response relationship, however, does
not preclude a causal relationship; since it is possible that no disease develops
until a certain exposure level is reached, after which disease can occur (“threshold
effect”).

Consistent replication of a finding in different study populations provides fur-
ther evidence for a causal relationship. However, it is possible that an association
only occurs in certain population sub-groups, in which case it might be seen in
some populations but not others.

Before concluding that an association is causal, it is important to consider
biological plausibility. While it is possible that epidemiological studies can detect
associations which are not yet understood on a biological level, attempting to
understand how the exposure might cause the disease in question is nonetheless
worthwhile.

Once the results of a study have been finalized, the investigators should consider
how they plan to communicate the results, and to whom. Groups that should be
informed, in general, are the study personnel, study participants, and scientific
community. If the resultsof a studywarrant immediateaction,healthcareproviders
and policy makers should also be alerted. While it is important that the media is
informed of the results of studies that have relevance to the general public, it is
generally prudent to wait until the study is published in a peer-reviewed journal,
since the process of critical review of a study allows for the identification and
correction of key flaws.

A typical study report consists of the following sections: introduction, methods,
results, and discussion (Table 13.6).

Regardless of the audience for the report, results should always be placed in
context of the uncertainties and limitations associated with the findings. Describ-
ing results in terms of adjectives such as “definitive” or “conclusive” should be
avoided. Too often, associations that receive much publicity to begin with have to
be rescinded in light of further research.

Concise, simple language aids clarity of presentation. For written reports, ade-
quately labeled tables and figures should be used to summarize information when
possible. Information presented in tables should not be merely repeated in the text
without additional interpretation.

It is important that results of well-designed studies are reported regardless
of whether findings are negative or positive. The tendency for positive findings
to be highlighted, both in terms of submission and final publication, biases the
perceptionof the trueassociationbetweenexposureandoutcome.This is especially
problematic in the context of meta-analyses (cf. Chap. II.7 of this handbook) that
attempt to quantitatively summarize published studies. A bias towards publishing
positive findings results in a biased estimation of overall risk (Easterbrook et al.
1991; Egger and Smith 1998; Ioannidis 1998; Thornton and Lee 2000).

Studies with substantive findings on a research question may have implications
for policies related to public health. Researchers may appropriately highlight such
findings in their reports, often at the conclusion of the discussion, commenting
on the extent to which new knowledge has been generated with policy implica-
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Table 13.6. Guidelines for preparation of a study report∗

Introduction
Review study rationale Describe importance of problem.

Biological plausibility.
Howdoes this studyadd toexisting literature?

State hypotheses Specify interactions of a priori interest.

Methods
Describe study population Methods of recruitment.

Inclusion and exclusion criteria.

Describe data collection Include accuracy and reliability of proce-
dures, and quality control measures.

State criteria for identification
of confounders

Describe statistical methods Justify categorization of study variables.
State assumptions of selected model.

Results
Describe rates of participation or response

Provide descriptive data Frequency distributions, means, unadjusted
differences.
Stratify by variables of interest e.g. age, sex.
Quality control measures.

Present results of model Use most parsimonious model.
Additive and multiplicative interactions, if
present.

Tables and figures Should be self-explanatory.
Use informative labels, and units.

Discussion
Review main study results Compare and contrast with published

literature.

Describe strengths and limitations of study

Assess bias and confounding How much would study results be affected by
bias|confounding?

Address uncertainty How precise are the study estimates, given
misclassification?

Clinical, public health policy implications. If strength and impact of study results
warrants.

Future directions How to improve on study, build on findings.

∗ adapted from Szklo and Nieto (2000)
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tions. There has been substantial debate among epidemiologic researchers as to
whether publications should also make policy recommendations (Samet 2000).
In general, policy recommendations should not be made in publications provid-
ing research findings, particularly within the constraints of the policy expertise
of most researchers and the space that can be devoted to such discussion in an
article.

Storage and Retrieval of Data13.5.3

Commitment to an epidemiological study does not end with the publication of
the final papers. After the study is completed, sufficient material should be stored
to allow future sharing of the data or auditing of the study. An index of all stored
study materials should be created, along with a description of where they can
be located. Materials that should be considered for archiving include source data
and specimens, laboratory or research notebooks, and the study protocol. Also
included should be the final study report, computer data files, copies of com-
puter programs and statistical procedures that were used in analysis, and any
printouts of analyses that formed the basis of results included in the final report
(Freedland and Carney 1992; The Chemical Manufacturers Association’s Epidemi-
ology Task Force 1991; US Environmental Protection Agency (EPA) 1989). If ap-
plicable, study forms and related forms should be destroyed in accordance with
local statutes and medical records. In order to ensure safety and confidentiality
of study materials, storage should be in a physically secure place with limited
access.

Periodic checking of stored material is recommended, to ensure that necessary
updates have been made and to avoid unnecessary clutter. Original records can
be transferred to microfilm for storage purposes, to conserve space. If microfilm
is used, the original records should be retained until the microfilm is checked for
proper identification and legibility. For very large studies, electronic storage of
study data might make sense given space and cost limitations.

Conclusions13.6

The field of epidemiology has been growing rapidly, with a vast number of epidemi-
ologic studies published every year. A search for “Epidemiology” in the PUBMED
database yielded 287 references for the year 1964. A similar search for the year 2002
yielded 46,658 references (Fig. 13.3). The results of many of these studies, however,
are inconsistent. These inconsistencies are sometimes due to chance, but often
can be ascribed to the variable quality of studies with respect to design, conduct,
analysis or dissemination.

As a consequence of the inconsistent results reported by epidemiological stud-
ies, many consumers of epidemiological research including clinicians, policy-
makers, and the general public, are dismissive of new findings. The importance of
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Figure 13.3. Number of references to “Epidemiology” in the PUBMED database, 1964–2002 (no

delimiters)

a widespread effort to follow good epidemiologic practice and implement rigorous
quality assurance and quality control procedures cannot be overstated.

Even as this chapter is being written, the methods of data collection, pro-
cessing and storage are changing rapidly as technological innovations emerge.
However, the basic principles of good epidemiologic practice, data quality as-
surance and control will not change. The increasing use of e-mail or web-based
questionnaires may reduce data error due to data transfer from paper to elec-
tronic files, for example, but errors due to poor questionnaire design or data
entry (to name just a few sources of error) will still exist. Similarly, electronic
processing and storage of data might be helpful in identifying unusual values,
but study investigators will still need to review, interpret, and correct these
errors.

In this chapter, we have reviewed quality assurance and quality control activ-
ities pertinent to the planning, conduct and reporting of a study. The mental
exercise of “optimizing” the dials on the datascope can be useful while con-
ducting epidemiological studies, and when considering the results of already
published studies. As high quality research becomes the norm, the field of epi-
demiology will gain more respect among fellow scientists, policy-makers, and the
public.
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