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Introduction9.1

All epidemiologic studiesare (or shouldbe)basedonaparticular source population
followed over a particular risk period. The goal is usually to estimate the effect of
one or more exposures on one or more health outcomes. When we are estimating
the effect of a specific exposure on a specific health outcome, confounding can
be thought of as a mixing of the effects of the exposure being studied with the
effect(s) of other factor(s) on the risk of the health outcome of interest. Interaction
can be thought of as a modification, by other factors, of the effects of the exposure
being studied on the health outcome of interest, and can be subclassified into
two major concepts: biological dependence of effects, also known as synergism;
and effect-measure modification, also known as heterogeneity of a measure. Both
confounding and interaction can be assessed by stratification on these other factors
(i.e. the potential confounders or effect modifiers). The present chapter covers the
basic concepts of confounding and interaction and provides a brief overview of
analytic approaches to these phenomena. Because these concepts and methods
involve far more topics than we can cover in detail, we provide many references
to further discussion beyond that in the present handbook, especially to relevant
chapters in Modern Epidemiology by Rothman and Greenland (1998).

Confounding9.2

Basic Concepts9.2.1

Confounding occurs when the exposed and non-exposed subpopulations of the
source population have different background disease risks, which is to say: these
subpopulations would have different disease risks even if exposure had been absent
from both subpopulations (Greenland and Robins 1986; Rothman and Greenland
1998 Chap. 4; Greenland et al. 1999a,b). When we estimate the effect of exposure
on the exposed by comparing the frequency of disease in the exposed and non-
exposed groups, we assume that the disease frequency in the non-exposed group
provides a valid estimate of what the disease frequency would have been in the
exposed group if it had not been exposed. If this assumption is incorrect, i.e. if the
exposed and non-exposed groups would have had different disease frequencies in
the counterfactual situation in which the exposed group had not been exposed,
then we say that the comparison of the exposed group to the non-exposed group
is confounded.

More generally, confounding can arise when the exposed and non-exposed
group are not completely comparable or “exchangeable” with respect to their
exposure response; that is, for at least one level of exposure, the exposed and
unexposed groups would exhibit different risks even if they both had experienced
that exposure level (Greenland and Robins 1986). Note that the earlier definition
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takes this level to be that of non-exposure because it is presumed there that the
effect of exposure on the exposed is the effect of interest. If instead we were
interested in the effect of non-exposure on the non-exposed (as might be the case
in a study of a preventive factor), we would have confounding if the exposed group
failed to exhibit the risk that the non-exposed would have had if they had been
exposed.

Thisproblemofnon-comparability (non-exchangeability) canalsooccur in ran-
domized trials because randomization may fail, leaving the treatment groups with
different characteristics (and different baseline disease risk) at the time that they
enter the study, or becauseofdifferential loss andnon-compliance across treatment
groups. However, there is more concern about non-comparability in observational
epidemiology studies because of the absence of randomization. Randomization
prevents certain sources of confounding (e.g., confounding due to physician selec-
tion of treatment based on patient characteristics, also known as “confounding by
indication”); also, bias due to differential loss and non-compliance can be at least
partially controlled by using the randomization indicator (the “intent-to-treat”
variable) as an instrumental variable (Sommer and Zeger 1991; Greenland 2000a).
These benefits of randomization are not available in observational studies, and
in fact confounding should be expected to occur as a by-product of ordinary life
events and choices.

As an example, if we compare the risk of lung cancer in people with a low dietary
beta carotene intake comparedwithpeoplewithahighdietarybeta carotene intake,
it is very likely that these two groups will differ with respect to other risk factors for
lung cancer such as tobacco smoking, because people who are less health conscious
are more likely to smoke as well as to neglect dietary recommendations. If this is
the case (e.g. if a greater percentage of people smoke in the low beta carotene intake
group than in the high beta carotene intake group), then smoking will confound
the association between beta carotene intake and lung cancer: The higher smoking
prevalence among those with a low beta carotene diet will lead to a higher lung-
cancer risk among them compared to those with a high beta carotene diet, even if
beta carotene intake itself has no effect on lung cancer risk.

Any variable that affects disease in the absence of exposure has the potential to
confound the exposure-disease relationship. It will confound that relationship if,
in the absence of exposure, it would have a distribution that is sufficiently different
across exposure groups to produce a difference in risk across those groups even if
exposure were absent. This was the case for smoking in the beta carotene example.
Aconfounder, if not adequately controlled,will bias theestimatedeffectof exposure
on disease. The bias will be upward if the higher-risk levels of the confounder occur
more frequently among the exposed; conversely, the bias will be downward if the
higher-risk levels of the confounder occur more frequently among the unexposed.
Confounding may even reverse the apparent direction of an effect in extreme
situations. Confounding may also occur when the main exposure under study has
no effect on the risk of disease – a spurious association may be observed which is
entirely due to confounding. Factors associated with confounders can also act like
confounders and serve as surrogates for confounders, provided that they are not
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affected by exposure or disease. For example, socioeconomic status may serve as
a surrogate measure of causal factors (living conditions, lifestyle, lack of preventive
care, etc.) that are potential confounders.

Three conditions are traditionally given as necessary (but not sufficient) for
a factor to be a confounder (Rothman and Greenland 1998, Chap. 8). First, to
produce confounding, a factor has to be predictive of disease in the absence of
the exposure under study. Note that a confounder need not be a genuine cause
of the disease under study, but merely “predictive” within exposure levels apart
from chance relations. Hence, surrogates for causal factors (e.g., ethnicity, gender,
socioeconomic status) may be regarded as potential confounders, even if they
are not direct causal factors. It is not always clear from the data whether an
observed relation between the factor and disease represents a genuine (replicable)
predictive quality, as opposed to (say) chance. In making such a determination,
prior information as opposed to statistical testing should play a dominant role
(Greenland and Neutra 1980; Miettinen and Cook 1981; Robins and Morgenstern
1987). This is why one almost always sees adjustment made for age and sex: these
factors are known to be predictive of risk of most diseases. When prior information
is not available one must of course turn to the data collected for the study as a guide
as to whether the factor is predictive of disease in the source population; even in
these cases, however, there are better strategies for confounder selection than those
based on statistical testing. We will return to this topic below.

Second, a confounder has to be associated with the study exposure in the source
population. It may occur that when participants in a case-control study are selected
from the source population, then due to chance a factor may be associated with
exposure in the study, even though itwasnot associatedwith exposure in the source
population. In this situation, the factor is not a confounder (Miettinen and Cook
1981; Robins and Morgenstern 1987). Although in practice it is common to use the
data actually collected to decide whether a factor is associated with exposure, more
commonly the data are used to decide whether adjustment for the factor makes an
important difference in the estimated exposure effect, a practice we will discuss
below. In a case-control study, one should expect a confounder to be associated
with exposure among the controls (at least if the controls are selected with no
bias). If the factor is not associated with exposure among controls, an association
may still occur among the cases simply because the study factor and a potential
confounder are both risk factors for the disease, but this is a consequence of those
effects and so does not cause confounding. A factor-exposure association will
only indicate confounding by the factor if it reflects the association in the source
population.

Third, a variable that is affected by the exposure or by the disease, e.g., an inter-
mediate in the causal pathway between exposure and disease, or conditions that
are caused by the health outcome of interest, should not be treated as a confounder
because to do so could introduce serious bias into the results (Greenland and
Neutra 1980; Robins and Morgenstern 1987; Robins and Greenland 1992; Weinberg
1993; Rothman and Greenland 1998, Chap. 8; Cole and Hernan 2002). For example,
in a study of obesity and death from coronary heart disease, it would be inap-
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propriate to control for hypertension if it was considered that hypertension was
a consequence of obesity, and hence a part of the causal chain leading from obesity
to death from coronary heart disease. On the other hand, if hypertension itself
was of primary interest, then this would be studied directly, and obesity would be
regarded as a potential confounder if it also involved exposure to other risk factors
for death from coronary heart disease.

Similarly, we should avoid controlling for health outcomes that may be part of
the pathogenic disease process, such as reduced pulmonary function following
exposure to a respiratory hazard in a study of chronic obstructive lung disease
(Checkoway et al. 2004). We would, however, be justified in controlling for baseline
(i.e. pre-exposure) lung function if there were reasons to believe that baseline
lung function was associated with subsequent exposure level. Evaluating whether
certain factors are exposure or health outcome intermediates in causal pathways
requires information external to the study. Intermediate variables can sometimes
be included in the analysis, although special techniques are then required to avoid
adding bias (Robins 1989; Robins and Greenland 1994; Robins et al. 1992, 2000).
In no case would control of a variable affected by the disease be valid, however
(Greenland et al. 1999a; Pearl 2000).

Thus, an assessment of confounding by a factor that is not an intermediate
involves consideration of whether the exposed and non-exposed groups are “com-
parable” in the source population with respect to their disease risk in the absence of
exposure. In practice, we often focus on specific potential confounders – variables
that are risk predictive of disease in the absence of exposure (such as age and sex)
and assess whether they are associated with exposure in the source population on
which the study was based. If such an association is present, it is evidence that the
two groups are not comparable or exchangeable with respect to baseline risk. If
such an association is absent, however, it does not mean that the groups are com-
parable, because there may be other uncontrolled risk factors that confound the
observed association, or the association may have been obscured by measurement
error.

Because it involves judgments about causal as well as temporal ordering, the
property of being a confounder cannot be determined from data alone (Miettinen
and Cook 1981; Greenland and Robins 1986; Greenland et al. 1999a; Pearl 2000;
Robins 2001; Hernan et al. 2002). Once that ordering is established, however, it is
common to assess confounding by seeing whether the main effect estimate changes
when the potential confounder is controlled in the analysis. In this approach, near-
equality of the crude and adjusted effect estimates is taken as evidence that there
is no confounding by the factor, and conversely, an important difference is taken
as evidence of confounding by the factor. Many epidemiologists prefer to make
a decision based on the basis of this “collapsibility” or “change-in-estimate” crite-
rion (rather than the criterion of “exchangeability”), although this approach can
be misleading, particularly if (as usual) there is misclassification of the adjustment
factors or the exposure (Greenland 1980; Greenland and Robins 1985; Savitz and
Baron 1989; Marshall and Hastrup 1996, 1999) or if the outcome is common and the
measure is an odds ratio or rate ratio (Miettinen and Cook 1981; Greenland 1996;
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Greenland et al. 1999b); also, this criterion does not exhibit good statistical prop-
erties, although it is no worse than significance-testing procedures (Maldonado
and Greenland 1993).

The decision to control for a presumed confounder can be made with more
confidence if there is supporting prior knowledge that the factor is predictive of
disease, independent of its association with exposure. Such prior knowledge is
usually available for well-studied factors such as age, sex, and tobacco smoking.
At the very least, it is usually known if the factor is affected by exposure (in which
case it is not a potential confounder and should not be controlled, at least not by
conventional methods). If even this much is uncertain, the decision to control or
not control a variable may be controversial, in which case analyses both with and
without its control may be presented (Greenland and Neutra 1980).

As a final caution, in studies involving aggregate-level effect (such ecologic
and multilevel studies), a factor at one level may, if not controlled, confound
effect estimates at another level, and a factor may modify and confound effects
differently at different levels of aggregation. For example, both the income of an
individual and the income of his or her neighbourhood may separately predict
risk of an outcome, possibly in opposite directions. Robbery rates are often higher
in low-income neighbourhoods, yet within neighbourhoods it could still be that
an individual’s risk of robbery went up as his or her income went up. In that case
both neighbourhood income and individual income could be confounders, but
would confound effect estimates in opposite directions if both were positively and
separately associated with the exposure under study. Thus, regardless of level of
interest (e.g., country, neighbourhood, individual), it is often essential to measure
and adjust for variables on other levels (Greenland 2001a).

Example of Confounding9.2.2

Table 9.1 presents a hypothetical example of confounding in a cross-sectional study
of asthma. Overall, one-half of the study participants are smokers and one-half are
not. However, two-thirds of the exposed group are smokers compared with one-

Table 9.1. Hypothetical example of confounding by tobacco smoking in a study of occupational

asthma

Smokers Non-smokers Total

Non- Non- Non-
Exposed exposed Exposed exposed Exposed exposed

Asthma cases 800 400 200 400 1000 800
Non-cases 1200 600 800 1600 2000 2200

Total 2000 1000 1000 2000 3000 3000

Prevalence (%) 40 40 20 20 33.3 26.7

Prevalence ratio 1.0 1.0 1.25
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third of the non-exposed workers. Thus, although exposure is not associated with
asthma either among smokers (the prevalence of asthma is 40% in the exposed
and 40% in the non-exposed, PR = 1.0) or in non-smokers (the prevalence of
asthma is 20% in the exposed and 20% in the non-exposed, PR = 1.0), it is
associated with asthma (PR = 1.25) when the two subgroups are combined. This
occurs because smoking is associated with the exposure in the source population,
and is an independent risk factor for asthma. In this hypothetical example, the two
stratum-specific estimates are each 1.00, thus the adjusted estimate will also be 1.00
(or very close to 1.00) whatever weights are used. Thus, the crude prevalence ratio
is 1.25, whereas the adjusted prevalence ratio is 1.00, indicating that confounding
has occurred (provided that there has not been biased selection of the study
participants from the source population).

Control in the Study Design 9.2.3

Confounding can be controlled in the study design, in the analysis, or both. There
are three commonmethods for control at thedesign stage (RothmanandGreenland
1998). The first is randomization – random allocation of participants to exposure
categories. However, this is usually only an option for potentially beneficial expo-
sures, e.g. it would be impractical and unethical to conduct a randomized trial of
the health effects of smoking, and as mentioned earlier randomization may fail to
prevent all confounding.

A second method of control at the design stage is to restrict the study to narrow
ranges of values of the potential confounders, e.g., by restricting the study to white
males aged 35–54. This approach has a number of conceptual and computational
advantages, but may severely restrict the number of potential study subjects and
ultimately limit the generalizability of the study.

A third method of control involves matching study subjects on potential con-
founders. For example, in a cohort study one could match a white male non-
exposed subject aged 35–39 with an exposed white male aged 35–39. This will
prevent age-gender-ethnicity confounding in a cohort study, but is seldom done
because it is expensive and time-consuming. In case-control studies, matching
does not prevent confounding, but does facilitate its control in the analysis in
that matching on a strong confounder will usually increase the precision of effect
estimates. However, matching may reduce precision in a case-control study if it
is done on a factor which is associated with exposure, but is not a risk factor
for the disease of interest. The matching process effectively turns such a factor
into a confounder, which must then be controlled in the analysis, thus reducing
precision and increasing analytical complexity. For example, in a case-control
study of power-frequency electromagnetic field (EMF) exposure and childhood
cancer, choosing sibling controls (i.e. for each case choosing a sibling as a control)
would mean that in almost every instance, the case and control would have lived
in the same house and would have similar EMF exposure, resulting in almost no
exposure-discordant pairs and almost no precision in the resulting matched-pair
estimates.
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As already mentioned, matching may be expensive and time-consuming. Find-
ing suitable controls becomes increasingly difficult as the number of matching
factors increases beyond two or three. Moreover, when it occurs the increase in
precision from matching is often modest, typically involving a 5 to 15 percent
reduction in the variance of the effect estimate (Schlesselman 1982; Thomas and
Greenland 1983). Therefore, although many discussions of matching stress issues
of statistical efficiency, practical considerations (such as ease of finding controls)
are often more important (Rothman and Greenland 1998, Chap. 10).

Control in the Analysis9.2.4

Confounding can also be controlled in the analysis by adjusting simultaneously
for all confounding factors or a sufficient subset of them. This presumes, of course,
that a sufficient subset has been accurately measured, which is often not the
case. Methods for controlling confounding in the analysis are discussed in more
depth in the chapters on specific study designs (Chaps. I.5, I.6 and I.8 of this
handbook), in Part II of this handbook and in many textbooks (e.g. Rothman and
Greenland 1998, Chaps. 15–21). In the simplest situation, control of confounding in
theanalysis involves stratifying thedataaccording to the levelsof the confounder(s)
and calculating an effect estimate that summarizes the association across strata of
the confounder(s). As an example, controlling for age (grouped into 5 categories)
and gender (with 2 categories) might involve grouping the data into the 10 (= 5×2)
confounder strata and calculating a summary effect estimate, which is a weighted
average of the stratum-specific effect estimates. It is usually not possible to control
simultaneously for more than 2 or 3 confounders in a stratified analysis, since
finer stratification will often lead to many strata containing no exposed or no
non-exposed persons. Such strata are uninformative; thus, too fine stratification
is wasteful of information. This problem can be mitigated to some extent by
the use of regression modeling (cf. Chap. II.3 of this handbook), which allows
for simultaneous control of more confounders by “smoothing” the data across
confounder strata.

Assessment of Confounding9.2.5

When one lacks data on a suspected confounder, and thus cannot control con-
founding directly, it is still desirable to assess the likely direction and magnitude
of the confounding. In particular, it may be possible to obtain information on
a surrogate for the confounder of interest. For example, social class is associated
with many lifestyle factors such as smoking, and may therefore be a useful sur-
rogate for some lifestyle-related confounders. Even though confounder control
will be imperfect in this situation, it is still possible to examine whether the ex-
posure effect estimate changes when the surrogate is controlled in the analysis,
and to assess the strength and direction of the change. For example, suppose
the relative risk relating low dietary beta carotene intake to lung cancer actu-
ally increases (e.g. from 2.0 to 2.3) or remains stable (e.g., at 2.0) when social
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class is controlled. This might be taken as evidence that the observed excess risk
is not entirely due to smoking, because social class is correlated with smoking
(Kogevinas et al. 1997), and control for social class involves partial control for
smoking. The strength of this evidence depends of course on what exposure is
being studied and what sort of classification errors or other sources of bias are
present.

Even if it is not possible to obtain confounder information for any study par-
ticipants, it may still be possible to estimate how strong confounding is likely
to be for particular risk factors. For example, this is often done in occupational
studies, where tobacco smoking is a potential confounder, but smoking infor-
mation is rarely available. In fact, although smoking is the strongest risk factor
for lung cancer, with relative risks of 10-fold or more, it appears that smoking
rarely exerts a confounding effect of greater than 1.5 times in studies of occu-
pational disease (Axelson 1978, 1989; Siemiatycki et al. 1988; Kriebel et al. 2004)
(although this degree of confounding may still be important in some contexts).
There are several approaches to the assessment of potential confounding by fac-
tors such as cigarette smoking when data are lacking or incomplete. One approach
is to conduct an analysis of smoking-related diseases other than the disease of
primary interest (Steenland et al. 1984). If mortality from such diseases (e.g., non-
malignant respiratory disease) is not elevated, this may suggest that any excess
for the disease of interest is unlikely to be due to smoking. Similarly, one might
be less inclined to attribute an excess of an alcohol-related cancer to unusually
high drinking prevalence among the exposed if liver cirrhosis mortality is not
elevated.

When detailed individual risk factor information is not available on a potential
confounder, it may be possible to assess the impact of this factor on risk estimates
by conducting a type of sensitivity analysis that estimates the potential direction
and extent of confounding (Cornfield et al. 1959; Bross 1967; Axelson 1978, 1989;
Schlesselman 1978; Checkoway and Waldman 1985; Axelson and Steenland 1988;
Flanders and Khoury 1990; Rothman and Greenland 1998, Chap. 19). In this sen-
sitivity analysis, the magnitude of the effect of the potential confounder on the
disease should be known with some confidence, and the prevalence of the poten-
tial confounder among the exposed and comparison groups should be estimable,
within reasonable bounds. Then, a range of confounding effects, including a “worst
case scenario,” can be calculated (Checkoway et al. 2004).

Consider the incidence rate, I, of disease in a population as consisting of two
components: one being the incidence among those without the confounder, and
the other the incidence among those with the confounder (assume in this simple
case that the confounder is dichotomous) (Axelson 1978). Then:

I = I0

(
1 − pc

)
+ RRc

(
I0

) (
pc
)

where: I = incidence rate overall, RRc = relative risk due to the confounder, I0 =
incidence rate among those who are confounder negative, and pc = prevalence of
the confounder in the source population from which the cases arose.
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This expression can be expanded to include several levels of a confounder, for
example: light, moderate, and heavy smoking. By applying the equation to two (or
more) study groups (e.g., exposed and non-exposed subgroups) for which pc is
assumed to differ, one can calculate a confounding bias factor Bc comparing these
two exposed groups and due to confounding alone. If there is no effect of exposure,
then Bc is the magnitude of effect one would observe due to differences in pc alone.
Then, if RRObs is the observed relative risk comparing exposed to non-exposed,

RRAdj = RRObs|Bc is the adjusted relative risk, controlling for confounding.

To illustrate, suppose that one is concerned about smoking confounding a finding
that RRObs = 3.2 for lung cancer and some dichotomous occupational exposure.
Individual smoking data are not known. We might assume that smoking habits
in the non-exposed approximate those of other typical blue-collar workers whose
smoking habits have been studied. To estimate the most extreme confounding
that might reasonably be expected, we might assume that the exposed were heav-
ier smokers, with habits more like the 90th percentile of blue-collar workers.
These assumptions would imply that the non-exposed might have been 50% non-
smokers, 40% moderate smokers, and 10% heavy smokers, whereas the exposed
were 20% non-smokers, 55% moderate smokers, and 25% heavy smokers. Assum-
ing that moderate smoking confers a relative risk of smoking of 10 compared to
non-smokers, and heavy smoking a relative risk of 20, the confounding due to
smoking is Bc = 1.65. Thus, one would observe a relative risk of 1.65 comparing
exposed to unexposed due to these smoking differences alone. One can then cal-
culate that RRAdj = 3.2|1.65 = 1.9 as a hypothetically “adjusted” exposure effect
under a plausible, but unlikely scenario for smoking differences among exposed
groups. If RRAdj is elevated, one might conclude that confounding is unlikely to be
the entire explanation for the elevated risk (Checkoway et al. 2004).

This method allows one to place limits on the degree of confounding that can
result from failure to adjust for an unmeasured risk factor that is associated with
the exposure under study. Its application is restricted however to control for fac-
tors whose risks are well established quantitatively, and for which the confounder
prevalence in the population can be estimated fairly reliably. Cornfield et al. (1959)
andothers (Bross 1967; Flanders andKhoury 1990) showed that the relative risk that
would result from differences in the prevalence of a covariate, such as smoking or
alcohol consumption, may be quite limited, even in the absence of complete knowl-
edge about the covariate. In particular, Flanders and Khoury (1990) showed that:

1 < Bc < min
{
OR, RRc, 1|pc, RRc|

(
qc + RRc ∗ pc

)
, OR|

(
qc + RRc ∗ pc

)}
where Bc,RRc and pc areasabove, qc = 1−pc, andORis theodds ratiomeasuring the
association between exposure and the covariate (both measured dichotomously
in this example). Using this equation, rather severe limits can be placed on the
range of possible values of Bc with information about pc and RRc alone, making
no assumption about OR at all. For example, if pc = 0.5, and RRc for esophageal
cancer from 1 pack|day smoking = 5, then Bc = 1.7. That is, given RRc = 5 an
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observed RRobs for an exposure effect is unlikely to be confounded by more than
1.7 times. With a reasonable assumption about the likely values of OR and RRc,
the association between exposure and the confounder, the maximum value for Bc

could be lower or higher. This method can be extended for the situation in which
there are multiple levels of exposure and multiple levels of covariates (Schlessel-
man 1978; Flanders and Khoury 1990), and to other measures of association such
as odds ratios (Yanagawa 1984).

A more sophisticated version of sensitivity analysis places uncertainty distri-
butions (priors) on the unknown quantities in the sensitivity formula, repeatedly
draws values from these distributions and corrects the data or estimates based on
the drawn values, adds in a random-error correction, and presents the resulting
distribution of corrected estimates. Such Monte-Carlo sensitivity analysis has long
been a staple of risk analysis and is now finding application in epidemiology (e.g.,
see Greenland 2003, 2004a, 2005; Phillips 2003; Lash and Fink 2003).

Sensitivity analysis can also be useful in certain situations in which confounder
information has been collected, but the validity or precision of those data are
weak. Sometimes smoking data are available on only a subset of the members of
a cohort. One option is to conduct an analysis that controls for smoking directly
on the subset with smoking data. However, the precision of this analysis and the
generalizability of findings to the entire cohort may be questionable. Instead, one
might apply the data relating the confounder to exposure among this subset in
a sensitivity analysis for the entire cohort (Fingerhut et al. 1991). A third option
is to adjust the entire cohort based on the data from the subset, using two-stage
methods or missing-data methods (Rothman and Greenland 1998, Chap. 15).

Relationship Between Confounding and Other Biases 9.2.6

In this chapterconfoundinghasbeendefinedasnon-comparability (non-exchange-
ability) of the exposed and non-exposed subgroups in the source population with
respect to their risk of the disease outcome in the absence of exposure. Confound-
ing is thus a property of the source population rather than of the specific group of
study participants.

Selection bias involves biases arising from the procedures by which the study
participants are selected (or select themselves) from the source population. Thus,
selection bias is not an issue in a cohort study (or cross-sectional study) involv-
ing complete recruitment and follow-up because in this instance the study group
comprises the entire source population. However, selection bias can occur if par-
ticipation in the study or follow-up is incomplete. Selection bias is usually more of
an issue in case-control studies in that selection bias may occur if the case group
does not include (or is not representative of) all cases in the source population, or
if the control group is not representative of the population-at-risk that the cases
came from.

If control selection involves only sampling at random from the entire source
population with complete cooperation, selection bias is a minor concern. More
realistically, however, selection bias is likely if response rates differ according
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to exposure level and disease status. When controls are selected from among
persons with other diseases, considerable care must be taken in specifying the
diseases that form the control group. In particular, a specific disease may not
correctly reflect the exposure pattern in the source population, especially if it is
caused by the study exposure. One strategy is to include only diseases that are
thought to be unrelated to the exposure(s) of interest (Miettinen 1985; Rothman
and Greenland 1998, Chap. 7), but this requirement may be difficult to satisfy in
practice because adequate evidence for the absence of exposure effects on many
diseases is frequently not available (Axelson et al. 1982). An alternative method is
to select as controls a sample of all other diseases. This approach is reliable if one
can be sure the factor under study does not markedly increase risk of numerous
or the most common diseases. It has become common practice to exclude diseases
known to be related to exposure from the pool of potential controls; however, even
this restriction will not always eliminate bias (Pearce and Checkoway 1988).

Selection bias and confounding are not always clearly demarcated. In particular,
selection bias in the form of non-response at baseline of a cohort can be viewed
as a source of confounding, since it may produce associations of exposure with
other risk factors in the study cohort and thus turn those factors into confounders
(Hernan et al. 2004). A similar phenomenon occurs in case-control studies when
selection is affected by a factor that itself affects exposure. An example occurs when
matching on a factor that is associated with exposure in the source population; even
if the factor is not a risk factor for disease in the absence of exposure, matching may
turn it into a confounder which must be controlled in the data analysis, because
matching will create the necessary factor-disease association if exposure affects
disease (Rothman and Greenland 1998, Chap. 10). Unfortunately, as discussed
earlier, if selection is affected by exposure and associated with case-control status
(e.g. selection bias due to inappropriate selection of controls from persons with
other diseases, or selection on factors affected by exposure), stratification on the
selection-related factors will rarely produce valid estimates, and hence this type of
selection bias should not be viewed as confounding.

Information bias is the result of misclassification of study participants with re-
spect to disease or exposure status. Thus, the concept of information bias refers
to those people actually included in the study, whereas selection bias refers to the
selection of the study participants from the source population, and confounding
generally refers to non-comparability of subgroups within the source population.
There are many methods to adjust for misclassification (e.g. Copeland et al. 1977;
Greenland and Kleinbaum 1983; Espeland and Hui 1987; Greenland 1988; Arm-
strong et al. 1992; Thomas et al. 1993; Armstrong 1998). These require estimates
of sensitivity and specificity, or the reliability of the measurement, based on prior
information or validation data. Estimates based on prior information are often
only best guesses that may not apply to the population under study. However, it
is an informative exercise to conduct sensitivity analyses that explore the range of
results that might have occurred under various scenarios (Rothman and Greenland
1998, Chap. 19), and again, Monte-Carlo sensitivity analyses may be applied (Lash
and Fink 2003; Phillips 2003; Greenland 2004a, 2005).
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Some consider any bias that can be controlled in the analysis as confounding,
but this definition is too general because any bias control requires background
information for proper execution, and any bias can be controlled in the analysis
given enough background information. Confounding is distinguished in that it
represents a mixing or confusion of the effects of other factors with the effects
of the study exposure, a concept that goes back at least as far as the writings of
John Stuart Mill (Greenland et al. 1999b). Other biases are then be categorized
according to whether they arise from the selection of study subjects (selection
bias), or their classification (information bias). Most observational studies suffer
from more than one form of bias, and the effects of multiple biases may compound
error. Perhaps the best-appreciated situation is when there is misclassification
of a confounder, in which case attempts to control for the confounder will not
fully control that confounder and may actually increase bias (Greenland 1980;
Greenland and Robins 1985; Savitz and Baron 1989; Marshall and Hastrup 1996,
1999). When (as is often the case) multiple biases are present, many complex and
counterintuitive phenomena can occur, and a clear picture of the net effects of bias
will require analyses that account for these bias interactions (Lash and Fink 2003;
Phillips 2003; Greenland 2005).

Interaction 9.3

Basic Concepts 9.3.1

The concept of interaction (effect modification), also known as effect heterogeneity
and effect variation, refers to a condition where the effect of exposure on the
outcome under study varies by some other factor. In other words, in order to
estimate the effect of exposure on an outcome (such as a disease time, a disease
risk, or a disease rate), we must first know whether or not another factor is present
(or what the level of this other factor is). This concept can be subclassified into
two major concepts: biological dependence of effects, also known as synergism;
and effect-measure modification, also known as heterogeneity of a measure. With
regard to the latter, all secondary risk factors modify either the rate ratio or the
rate difference, and uniformity over one measure implies non-uniformity over
the other (Steenland and Thun 1986; Rothman and Greenland 1998, Chap. 4),
e.g., an apparent additive joint effect implies a departure from a multiplicative
model. A further source of ambiguity is that the term “effect modification” implies
that one factor in some way biologically “modifies” the effect of the other factor
but this is not necessarily the case. For this reason, the term “effect-measure
modification” and “effect-measure variation” are more accurate terms, and are
logically equivalent to the definition of “interaction” used in most statistics books
and computer programs (Rothman and Greenland 1998, Chaps. 4 and 18).

The concepts of interaction and confounding are quite distinct. An effect-
measure modifier may or may not be a confounder and a confounder may or
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may not be an effect-measure modifier (Miettinen 1974; Rothman and Greenland
1998, Chap. 4). For example, if we are comparing exposed and non-exposed sub-
groups of a population, and the percentage of people who smoke (and the intensity
of smoking, and the length of time that each person has been smoking) is the same
in both groups, then smoking is not a confounder. However, the rate ratio for the
exposure effect may still vary by smoking status, e.g. the exposure may double the
risk of disease in smokers but have no effect in non-smokers. In this situation,
smoking would not be a confounder, but would be an effect-measure modifier.

Example of Effect-measure Modification9.3.2

Table 9.2presents ahypothetical exampleof effect-measuremodification ina cross-
sectional study of asthma. The overall findings are the same as for the study
presented in Table 9.1, but the stratum-specific findings are different. Now there is
no confounding by smoking because the percentage of smokers is the same in the
exposed and non-exposed groups. However, there is effect modification since the
prevalence ratio (for the association of exposure with disease) is 1.5 in smokers
and 1.0 in non-smokers. Thus, whereas the assessment of confounding involved
the comparison of the crude and adjusted effect estimates, the assessment of effect
modification involves the comparison of the stratum-specific effect estimates with
each other.

Table 9.2. Hypothetical example of effect modification by tobacco smoking in a study of asthma

prevalence

Smokers Non-smokers Total

Non- Non- Non-
Exposed exposed Exposed exposed Exposed exposed

Asthma cases 600 400 400 400 1000 800
Non-cases 900 1100 1100 1100 2000 2200

Total 1500 1500 1500 1500 3000 3000

Prevalence (%) 40 26.7 26.7 26.7 33.3 26.7

Prevalence ratio 1.5 1.0 1.25

Concepts of Interaction9.3.3

Although at first glance, the assessment of interaction is relatively straightforward,
there are considerable hidden complexities. Some of the analytic issues in studying
effect-measure modification will be illustrated with data (Table 9.3) from a study
by Selikoff et al. (1980) of lung cancer death rates per 100,000 person-years at
risk in relation to exposure to cigarette smoke and asbestos (Steenland and Thun
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Table 9.3. Example of joint effects: lung cancer mortality rates per 100,000 person-years at risk in

a cohort of asbestos workers compared to those in other blue collar occupations. Source: (Steenland

and Thun 1986)

Rate in smokers (RR) Rate in non-smokers Rate ratio

Asbestos 935.8 (RR11 = 32.7) 500.5 (RR01 = 17.5) 1.9
Non-asbestos 199.5 (RR10 = 7.0) 28.6 (RR00 = 1.0) 7.0
Rate ratio 4.7 17.5
Rate difference 736.3 471.9

1986). The rate difference due to asbestos exposure is 472 per 100,000 person-
years in non-smokers and 736 per 100,000 person-years in smokers. Thus, the rate
difference for the effect of asbestos exposure on lung cancer mortality is lower in
non-smokers than in smokers. On the other hand, the rate ratio for the same effect
is higher in non-smokers (asbestos rate ratio = 17.5) than in smokers (asbestos
rate ratio = 4.7). Thus, both the rate difference and the rate ratio are subject to
effect-measure modification in that the effect estimate depends on the presence
or absence (or more generally, the level) of another factor (i.e. smoking), but the
dependencies are in opposite directions: the rate difference is larger in smokers
and the rate ratio is larger for non-smokers.

Several authors (Kupper and Hogan 1978; Walter and Holford 1978) have taken
this dependence of interaction on the underlying effect measure to imply that the
assessment of interaction is “model-dependent”. Thus the authors equate all uses
of the term “interaction” with effect-measure modification. In contrast to these
statistically-based definitions, other authors (e.g. (Rothman and Greenland 1998,
Chaps. 2 and 18)) adopt a definition of interaction in which two factors are said to
exhibit interdependent effects or “biologic interaction”or “synergism” if they are
component causes in the same sufficient cause (Rothman 1976; cf. Chap. I.1 of this
handbook), or if individual patterns of response (the potential or counterfactual
outcomes) to exposure change when the other “interacting” factor is changed
(Greenland and Poole 1988; Rothman and Greenland 1998, Chap. 18). This concept
of dependence of effects implies that additivity of risks will arise when no biologic
interaction ispresent.With this concept inhand,onecanshowthat thepresenceand
degree of effect-measure modification depend to a large extent on the prevalence
of causal cofactors of exposure, as well as the actual biologic mechanisms at work
(Rothman 1976; see Chap. I.1 of this handbook for further explanation).

There was originally some confusion about the relation of biologic interaction
to nonadditivity (Koopman 1977). If two factors (A and B) belong to different
sufficient causes, but a third factor (C) belongs to both sufficient causes, then A and
B are competing for a single pool of susceptible individuals (those who have C).
Consequently the joint effect of A and B will be less than additive. Miettinen (1982)
reaches a similar conclusion based on a model of individual outcomes. However,
this phenomenon can be incorporated directly into the sufficient-cause model by



386 Neil Pearce, Sander Greenland

clarifying a previous ambiguity in the description of antagonism in the model’s
terms. Specifically, the absence of B before A can be included in the sufficient
cause involving A, and vice versa. Then, two factors would exhibit interaction,
specifically antagonism, if the presence of one factor and absence of the other
factor were component causes in the same sufficient cause (Greenland and Poole
1988; Rothman and Greenland 1998, Chap. 18).

Under a potential-outcomes (counterfactual) model of causation, two factors are
said to exhibit interaction if the response schedule (response type) of any individual
to one of the factors depended on the level of the other factor (Greenland and Poole
1988; Rothman and Greenland 1998, Chap. 18). This definition leads to the same
operational (statistical) criterion for identifying the presence of interaction as that
derived from the sufficient cause model, namely, departure from risk additivity.

It should be stressed that this concept of independent effects is distinct from
from certain other biological concepts of no interaction. For example, Siemiatycki
and Thomas (1981) give a definition in which two factors have biologically inde-
pendent effects “if the qualitative nature of the mechanism of action of each is not
affected by the presence of absence of the other”; this concept does not lead to an
unambiguous definition of dependent effects, however (Siemiatycki and Thomas
1981), and thus does not produce clear analytic implications. In contrast, under
the sufficient-cause and potential-outcome (counterfactual) models, a particular
biologic model, rather than being accepted as the “baseline”, is itself evaluated in
terms of the co-participation of factors in a sufficient cause, or in modification
of individual response. For example, two factors which act at different stages of
a multistage process have dependent effects because they are joint components
of at least one sufficient cause. This occurs irrespective of whether they affect
each other’s qualitative mechanism of action (the ambiguity in Siemiatycki and
Thomas’ formulation stems from the ambiguity of this concept).

Additive and Multiplicative Models9.3.4

The sufficient-component and potential-outcome definitions of interaction (co-
participation in a sufficient cause, or change in response schedule) are attractive
because they are based on an explicit causal model that leads to an unambiguous
definition of independence of effects, and because they lead to the additive model
as the baseline for assessing interactions, just as obtained through public health
(cost-benefit) considerations (Rothman et al. 1980; Rothman and Greenland 1998,
Chap. 18). However, the analytic implications of these concepts are not straight-
forward, since assessing independence of effects is usually only one of the analytic
goals of an epidemiological study. There are several other considerations which
often favor the use of multiplicative models.

One is that multiplicative models have convenient statistical properties. Es-
timation in non-multiplicative models may have problems of convergence, and
inference based on the asymptotic standard errors may be flawed unless the study
size is very large (Moolgavkar and Venzon 1987). Another is that, if it is desired to
keep interaction (effect-measure modification, corresponding to product terms in
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a regression model) to a minimum, then a multiplicative model is often most effec-
tive. It is not uncommon for joint effects to appear closer to multiplicative than to
additive (Saracci 1987). In this situation there may be less masking of heterogeneity
in calculating an overall rate ratio than in calculating an overall rate difference.
Although there are also many instances of non-multiplicative departures from
additivity (Selikoff et al. 1980; Saracci 1987), even in these cases multiplicative-
model summaries are more often closer to a population-average (standardized)
measure than are additive-model summaries (Greenland and Maldonado 1994). Fi-
nally, additive-risk models are not identical to additive relative-risk models when
the model includes terms for confounder adjustment; unfortunately, in typical
case-control studies only the latter models can be fit, thus rendering it difficult
or impossible to make unconfounded assessments of risk additivity (Greenland
1993a,b). In contrast, departures from multiplicativity can be assessed in the same
fashion from cohort and case-control data.

Detecting Interactions 9.4

Determining whether or not a factor is an effect-measure modifier is often done
by estimating an effect measure (e.g., relative risk) for the exposure of interest
separately for each level of the presumed effect modifier and testing for equality of
these measures across the modifier strata (Rothman and Greenland 1998, Chap. 15).
This approach lacks power, however, and so it can be quite misleading to conclude
modification is absent just because the test yields a large P-value. Because of such
power problems and other problems due to sample size limitations, when there are
multiple possible effect-measure modifiers, such as age, ethnicity, gender, or previ-
ous employment in a hazardous industry, effect modification is usually examined
for each potential modifying variable separately, or else through use of model-
ing methods that allow continuous modification by quantitative variables such as
age. Prior selection of potential effect modifiers of greatest interest can simplify
the task. Then, assessing effect-measure modification for a subset of modifying
variables might be carried out, with adjustment made for other variables.

A major obstacle to interaction as well as confounding assessment is misclas-
sification. Misclassification of any of the variables in the analysis (whether the
exposure, disease, confounder, or modifier) can make a measure appear to vary
across strata when in reality it does not, or make it appear nearly constant when
in reality it does vary (Greenland 1980). Similarly, measurement errors can spu-
riously create or mask the need for product terms (interactions) in a statistical
model (Greenland 1993b; cf. Chap. II.3 of this handbook). In an analogous fash-
ion, variation in a measure across strata may be spuriously created or masked by
differences in other biases (such as residual confounding or selection bias) across
strata. Again, such problems can be explored using sensitivity analysis.

Conventional statistical analysis strategies often assume it is not appropriate
to calculate an overall effect estimate if interaction is present. However, this prin-
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ciple is commonly ignored if the difference in stratum-specific effect estimates
is not too great. In fact standardized rate ratios have been developed for pre-
cisely this situation, and will consistently estimate meaningful epidemiological
parameters even under heterogeneity (Rothman and Greenland 1998, Chap. 15;
Greenland 2004b). Furthermore, as mentioned earlier, rate ratios estimated from
multiplicative models often approximate these standardized ratios (Greenland and
Maldonado 1994).

As mentioned above, concluding that there is no interaction because the P-value
is high can be misleading. Most studies are not designed to examine interaction,
and as such, may have inadequate study sizes within strata of an effect-measure
modifier to permit a useful statistical interpretation. Presentation of stratum-
specific effect estimates and their confidence intervals can help to give a picture of
whether the data allow any inference about effect-measure modification. Formal
statistical tests may be most useful in situations where prior information suggests
likely forms of effect modification (e.g., a harmful effect would only be anticipated
among smokers) and the study is intentionally designed to accommodate an anal-
ysis of effect modification (e.g., sufficient numbers of smokers and non-smokers
are selected).

Some authors (e.g. Kleinbaum et al. 1982) have developed modeling strategies
in which the first step of an analysis involves testing for statistical interactions,
where the latter are represented by product terms in the model. In the most
extreme application this involves including all possible two-factor (and even three-
factor) product terms in a preliminary model and retaining in subsequent analyses
all products (and related lower-order terms) that meet the inclusion criterion
(which might be having a p-value below a certain cut-off, such as 0.10, or having
a point estimate larger than a particular magnitude). This approach often results
in complex models with numerous product terms, which may lead to problems of
convergence, bias in the parameter estimates, and difficulties in interpretation.

In fact, there is no logical necessity for the assessment of interaction to occur as
the first step in an analysis, and there are several reasons why it can be preferable to
evaluate confounding before considering interaction. One reason is that the initial
aim of most analyses is to determine if there is any overall effect of exposure. It
is necessary to control confounding to do this, but it is not essential to evaluate
interaction when doing so (Rothman 1978). Although harmful effects in one stra-
tum and protective effects in another stratum may yield an overall null effect, this
phenomenon is presumably rare. A routine search may yield a high percentage of
false positives; on the other hand, if there were a relevant a priori hypothesis then
it would be appropriate to calculate stratum specific effect estimates irrespective
of the value of the summary effect estimate.

Another reason to begin an analysis with confounding evaluation is that in-
clusion of extra stratification variables or extra product terms involving the main
exposure complicates confounder assessment. With extra strata or terms, changes
in either stratum-specific or in summary fitted measures must be examined; the
stratum-specific measures may be numerous and unstable, and the summary of
these measures can be difficult to construct from a fitted model that has product



Confounding and Interaction 389

terms involving the exposure, see Rothman and Greenland (1998, pp 413–416) and
Greenland (2004b) for example formulas. Measures constructed from models that
omit exposure product terms are often a reasonable approximation to the formally
correct and more complicated measures that allow for interactions, and so can be
adequate for confounding evaluation (Greenland and Maldonado 1994).

Even if subsequent analyses concentrate on specific subgroups, it may be prefer-
able to evaluate confounding in the whole data set, since this provides the greatest
precision. If a factor is a confounder overall, then it is a risk factor, and is also
associated with exposure. Thus it is necessarily a confounder in some specific sub-
groups, and there may be little loss of precision from control in any subgroups in
which it is not a confounder (although this cannot be guaranteed). Hence, it may be
preferable to evaluate confounding first, and then adjust for the same confounders
in each subgroup analysis.

Somequalifications shouldbenoted. First, confoundingmaybeevaluatedpurely
on a priori considerations, and as mentioned earlier has an inescapable a priori
(causal) component in observational studies. Because of this causal component,
purely statistical selectionprocedures suchas stepwise regressioncanbeevenmore
misleading for confounder selection than they are in pure prediction problems
(Greenland 1980). Second, the entire selection process and the attendant problems
can be avoided by switching to hierarchical regression methods (Rothman and
Greenland 1998, Chap. 21), which we discuss further below. For general principles
of data analysis we refer to Chapter II.2 of this handbook and Chaps. 12 and 13 of
Rothman and Greenland (1998).

Assessment of Joint Effects 9.4.1

The above considerations imply an apparent dilemma. How can an analysis be
conducted that combines the advantages of ratio measures of effect with the as-
sessment of interaction in terms of a departure from additivity? If an excess risk is
found (and assumed to be causal) then attention shifts to elaborating the nature of
the effect. This naturally comes toward the end of the formal presentation of the
findings. Typically, the last few tables of a manuscript might examine the joint ef-
fects of the main exposure with other factors of interest, and the discussion might
relate these findings to current etiologic knowledge. As noted above, it is often
sufficient to evaluate only those joint effects for which there is an a priori reason
for interest.

As an example, when studying asbestos and lung cancer, interaction with smok-
ing might be expected given the powerful effects of smoking. To examine the latter
interaction, relative risks might be presented for smoking (in non-asbestos work-
ers), asbestos exposure (in non-smokers) and exposure to both factors, relative
to persons exposed to neither factor. These relative risks would be adjusted for
all other factors (e.g. age) that are potential confounders, but not of immediate
interest as effect modifiers. The relevant table (e.g. Table 9.3) can be derived from
any form of model, including the statistically convenient multiplicative models, by
including product (interaction) terms as appropriate.
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The estimation of separate and joint effects may be difficult when the factors of
interest are closely correlated. However, when it is feasible, this approach combines
the best features of multiplicative models and additive interaction assessment; it
also permits readers with other concepts of independence to draw their own
conclusions. It can be illustrated with the data presented above (Table 9.3) on
asbestos exposure, cigarette smoking, and lung cancer. In this example, the relative
risk estimates (adjusted for age and calendar period) are 7.0 for asbestos exposure
alone, 17.5 for smoking alone, and 32.7 for the joint effect of both exposures.
Thus, the joint effect of asbestos and smoking is more than additive (the joint
effect is 32.7 times, whereas it would be 1 + (7.0 − 1) + (17.5 − 1) = 23.5 if it were
additive). This is consistent with the hypothesis that asbestos and smoking are
joint components in at least one sufficient cause (it might be argued that non-
additivity refutes the hypothesis that asbestos and smoking never biologically
interact, assuming as usual that there is no residual confounding or bias). If their
joint effect were the sum of their separate effects, the result would have favored
the hypothesis that they are not joint components of a sufficient cause and do not
compete for a common pool of susceptibles. However, the latter interpretation is
more restricted, since additivity could arise if two factors were components of
the same sufficient cause, but also had antagonistic or competitive effects that
balanced their synergistic effects. Thus, even in ideal circumstances, additivity
does not refute the hypothesis that asbestos and smoking interact biologically in
some people (Greenland and Poole 1988; Rothman and Greenland 1998, Chap. 18).

If it is provisionally accepted that smoking and asbestos do act together in
a sufficient cause of lung cancer, then attention may shift to elaborating the effect
with mathematical models deduced from biologic models of the interaction. For
example, Doll and Peto (1978) have suggested that smoking acts at both an early
stage (probably the 2nd) and the penultimate (5th) stage of a 6-stage carcinogenic
process. Asbestos appears to act at one of the later stages, probably the 4th or 5th
(Pearce 1988). If asbestos acted at the same late stage as smoking, then it could
be expected that its effect would add onto the late stage effect of smoking, and
multiply the early stage effect of smoking. The resulting joint effect would be
intermediate between additive and multiplicative. This pattern has been observed
in several studies (Selikoff et al. 1980) although there are, of course, other models
which predict the same result (Saracci 1987).

When interaction evaluation occurs as the last stage of an analysis, the routine
evaluation (screening) of a large number of joint effects increases the number of ta-
bles, but does not necessarily complicate other aspects of the presentation (Pearce
1989). It does however raise a number of statistical problems which have been the
subject of much controversy and research. The first, lesser known problem is that
exposure effect estimates may be biased away from the null when too many terms
(such as product terms) are entered into a risk or rate regression (Greenland et al.
2000). The second is the multiple-comparisons problem. Although many epidemi-
ologists have denied that such problems exist (e.g. Rothman 1990), their focus
concerned situations in which despite many comparisons, the investigator was
interested in just one or a few exposure-disease relations. Nonetheless, screening
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a large number of effects (whether main effects or interactions) implies interest
in many relations, and raises the issues of how one deals with the instability of
the estimates and the high probability that some of the estimates are large simply
because of large random errors (Greenland and Robins 1991). Classical multiple-
comparisons procedures can be quite misleading, however, because they make no
attempt to account for false negative error (in fact they inflate it tremendously),
and are arguably inferior to making no adjustment at all if one is more concerned
about false-negatives than false-positives.

An analytic solution to both problems is to employ hierarchical modeling meth-
ods (also known as multilevel methods, penalized estimation, random-coefficient
regression, shrinkage estimation, Stein estimation, empirical-Bayes regression,
and semi-Bayes regression) (Greenland and Robins 1991; Rothman and Greenland
1998, pp 427–432; Greenland 2000b,c; Steenland et al. 2000). Such methods are
demonstrably superior to either extreme (of no adjustment versus classical ad-
justment) in these situations, as shown by theory, simulations, and performance
in real epidemiologic examples (Efron and Morris 1977; Greenland 1993c, 2000b,c,
2001b; Steenland et al. 2000; Witte et al. 2000). Furthermore, these methods can
also be applied to control of multiple confounders in place of confounder selection
methods (Greenland 2000c), and can be carried out with standard software (Witte
et al. 2000; Greenland 2001b).

Conclusions 9.5

Confounding occurs when the exposed and non-exposed subpopulations of the
source population have different background disease risks. When we make a com-
parison of the frequency of disease in the exposed and non-exposed groups, we
would ideally wish to be able to assume that the disease frequency in the non-
exposed group provides a valid estimate of what the disease frequency would have
been in the exposed group if it had not been exposed. If this assumption is incor-
rect, i.e. if the exposed and non-exposed groups would have had different disease
frequencies in the counterfactual situation in which the exposed group had not
been exposed, then we say that the comparison of the exposed and unexposed
groups is confounded. A related concept is that the exposed and non-exposed
group are not “exchangeable”, in that the estimated effects would have been dif-
ferent if the exposed group had not been exposed and the non-exposed group had
been exposed (i.e. if the exposure status of the subjects had been exchanged).

Interaction usually means that the exposure effect on disease risk varies by some
other factor. In other words, in order to estimate the effect of exposure, we must
first know whether or not another factor is present (or what the level of this other
factor is). This idea turns out to subsume two separate concepts: effect-measure
modification (statistical interaction) and biologic interaction. When considering
an exposure that has an effect, all other causal factors will modify either the
rate ratio or the rate difference, and uniformity over one measure implies non-
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uniformity over the other, e.g., an apparent additive joint effect implies a departure
from a multiplicative model. Effect-measure modification is logically equivalent
to the definition of “interaction” used in most statistics books and programs, and
refers to a population measure of effect. In contrast, biologic interaction refers
to effects in individuals although its absence implies absence of risk-difference
modification.

In the simple case of a dichotomous main exposure (e.g. asbestos exposure),
a dichotomous health outcome (e.g. lung cancer) and another categorized exposure
(e.g. smoking vs. non-smoking), assessment of confounding involves stratifying
on the potential confounder and assessing whether the stratum-specific effect
estimates are similar to the (crude) overall effect estimate, e.g. how close are
the relative risks in smokers and non-smokers (or a summary of these stratum-
specific effect estimates) to the relative risk estimated when smoking is ignored?
Assessment of effect-measure modification involves assessment of how the stratum
specific effect estimates compare with each other, e.g. how does the relative risk
in smokers compare with the relative risk in non-smokers? The two concepts are
therefore often confused, because in this simple situation they are both assessed
by stratification. However, confounding and interaction are completely different
concepts. A factor may be a source of confounding, or effect-measure modification,
or both, or neither.
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