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Preface

We are happy to present you this book, Information and Software Technologies, which
is a collection of papers that were presented at the 24th International Conference on
Information and Software Technologies, ICIST 2018. The annual conference took
place during October 4–6, 2018, in Vilnius, Lithuania.

The book consists of four chapters, which correspond to the four major areas that
were covered during the conference, namely, “Information Systems,” “Business
Intelligence for Information and Software Systems,” “Software Engineering,” and
“Information Technology Applications.” These chapters are further subdivided
according to the eight special sessions that were held at the conference. They are the
following: (a) Innovative Applications for Knowledge Transfer Support, (b) e-Health
Information Systems, (c) Information and Software Technologies for Intelligent Power
Systems, (d) Intelligent Methods for Data Analysis and Computer-Aided Software
Engineering, (e) Intelligent Systems and Software Engineering Advances, (f) Smart
e-Learning Technologies and Applications, (g) Language Technologies, and (h) Digital
Transformation.

Every year ICIST attracts researchers from all over the world, and this year was not
an exception – we received 124 submissions from more than 30 countries. More
importantly, there were participants from many more countries, which indicates that the
conference is truly gaining more and more international recognition as it brings
together a vast number of brilliant specialists who represent the aforementioned fields
and share information about their newest scientific research investigations and the
results achieved. Since we always strive to make the conference presentations and
proceedings of the highest quality possible, we only accept papers that present the
results of various investigations directed to the discovery of new scientific knowledge
in the area of information and software technologies. Hence, only 47 papers were
accepted for publication (i.e., a 38% acceptance rate). All the papers were reviewed and
selected by the Program Committee, which comprised 101 reviewers (together with 74
additional reviewers) from over 90 academic institutions. As usual, each submission
was reviewed following the double-blind process by at least two reviewers. When
necessary, some of the papers were reviewed by three or four reviewers. Our deepest
thanks and appreciation go to all the reviewers for devoting their precious time to
produce thorough reviews and feedback to the authors.

We would also like to express our gratitude to the general chair, Prof. Eduardas
Bareiša (Kaunas University of Technology), as well as to the session chairs
and co-chairs, Prof. Irene Krebs (Brandenburg University of Technology
Cottbus-Senftenberg), Prof. Justyna Patalas-Maliszewska (University of Zielona Góra),
Prof. Rolf Engelbrecht (ProRec), Assoc. Prof. Vytenis Punys (Kaunas University of
Technology), Prof. Giedrius Vanagas (Lithuanian University of Health Sciences),
Prof. Algirdas Pakštas (Vilnius University), Assoc. Prof. Vira Shendryk (Sumy State
University), Dr. Marcin Woźniak (Silesian University of Technology), Prof. Emiliano



Tramontana and Prof. Christian Napoli (University of Catania), Assoc. Prof. Danguolė
Rutkauskienė (Kaunas University of Technology), Prof. Radu Adrian Vasiu
(Politehnica University of Timisoara), Prof. Audrius Lopata (Vilnius University),
Assoc. Prof. Jurgita Kapočiūtė-Dzikienė (Vytautas Magnus University), Peter Dirix
(University of Leuven), Prof. Carsten Wolff and Prof. Christian Reimann (Dortmund
University of Applied Sciences and Arts), and Adj. Prof. Pasi Kuvaja (University of
Oulu) for their expertise, assistance, and invaluable contribution in making the con-
ference a top-quality scientific event.

In addition, we would like to thank the local Organizing Committee and the Faculty
of Informatics, Kaunas University of Technology, for the conference would not have
been a great success without their tremendous support. We are also grateful to the
Research Council of Lithuania for financial support.

The proceedings of the ICIST 2018 conference are published as a volume of
Communications in Computer and Information Science series for the seventh time.
This would not be possible without the kind assistance provided by Leonie Kunz,
Aliaksandr Birukou, and Ingrid Beyer, Springer, for which we are utmost grateful. We
are very proud of this collaboration and believe that this fruitful partnership will
continue for many more years to come.

July 2018 Giedrė Vasiljevienė
Robertas Damaševičius
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Abstract. In order to guarantee the success of an IT project, it is necessary for a
company to possess expert knowledge. The difficulty arises when experts no
longer work for the company and it then becomes necessary to use their
knowledge, in order to realise an IT project. In this paper, the ExKnowIT
information system which supports the eliciting of expert knowledge for suc-
cessful IT projects, is presented and consists of the following modules: (1) the
identification of experts for successful IT projects, (2) the eliciting of expert
knowledge on completed IT projects, (3) the expert knowledge base on com-
pleted IT projects, (4) the Group Method for Data Handling (GMDH) algorithm,
(5) new knowledge in support of decisions regarding the selection of a manager
for a new IT project. The added value of our system is that these three
approaches, namely, the elicitation of expert knowledge, the success of an IT
project and the discovery of new knowledge, gleaned from the expert knowl-
edge base, otherwise known as the decision model, complement each other.

Keywords: Expert knowledge � IT project � Information system
GMDH

1 Introduction

The process of the elicitation of expert knowledge is a prerequisite for any company, in
order to extract the best of workers’ know-how, so as to be able to store it, in the case of
employees’ holiday leave or other absences from work. The process of the elicitation of
expert knowledge is carried out through the medium of questionnaires or interviews
where experts provide qualitative answers to an analyst [1]. Based on these qualitative
answers, results can therefore be both a mixture of the views of the experts and the
views of the analysts [2]. We can also distinguish a method for the elicitation of expert
knowledge from such as cognitive maps [3], diagrams [4] and up to and including
“brainstorming” [5] as well as the traditional Delphi Process.

The main player in the process of the elicitation of expert knowledge is the actual
expert himself/herself, so all eyes should be on selecting experts with the “best”
knowledge [6].
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Company workers involved in software projects, require ready access to knowledge
[7] and the key sources for this knowledge are the experts [8]. Our research question is
firstly, therefore, how to select an expert from within a company; secondly, how then to
elicit his/her knowledge and finally how, then, to utilise the new and knowledge
usefully, in the context of successful IT projects.

In this paper, the concept and implementation of an information system, supported
by the elicitation of expert knowledge (ExKnowIT) for successful IT projects, is
proposed. We know that the success of an IT project can be evaluated using different
methods and tools [9] therefore we can also develop, as part of our information system,
a decision model supporting the selection of a manager for a new IT project based on
the GMDH method, which was created and based on expert knowledge. Our system is
also investigated in the form of a web-application and is presented, based on a case
study.

Section 2 shows the research literature related to the approach for the elicitation of
expert knowledge and the determining of successful IT projects and describes the
modules which are involved in ExKnowIT. Section 3 presents the exemplar func-
tionalities of ExKnowIT, especially the decision support model, based on the GMDH
method. Section 4 summarises the research results.

2 Expert Knowledge for Successful IT Projects
and an Approach to ExKnowIT

According to the research literature of Sanchez and Terlizzi [10] we know that project
size, project duration, postponement, team size, team allocation and team diversity, all
determine successful IT projects. Gingnell et al. (2014) distinguish the most important
factors for the success of IT projects as being user involvement, the support of exec-
utive management, clear goals and objectives, project management skills and internal
communications [11]. We know, also, that the success of a project focusses on its
budget, its schedule and its specifications [12].

The success of an IT project depends, to a large extent, on expert knowledge which
is a pre-requisite for any company with difficulties which have arisen when experts no
longer work for a company but where their knowledge is still necessary for the
completion of an IT project.

The success of IT projects needs to be supported, therefore, from two dimensions;
one which focusses on expert knowledge and the other which exhibits all the char-
acteristics of those IT projects, previously completed. Eliciting of Expert Knowledge
process as the approach to our system is presented in the Fig. 1.

Our information system: ExKnowIT, supported by the elicitation of expert
knowledge (Fig. 1), therefore, consists of the following elements:

(1) Identification of experts for successful IT projects

The process for the elicitation of experts within an IT company is carried out via
web-questionnaires. Each employee completes web-based questionnaires, according to
the authors’ algorithm, with special emphasis on the function of personal usefulness
and its components, in such as general knowledge, professional knowledge,
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professional abilities, experience and the capacity for innovation [13–15] the value of
this function may then be determined for each employee.

Next, if the values of the function of personal usefulness (Fn) of each worker
is � 3, the manager should then be able to evaluate this worker. Furthermore, if the
values of the evaluation, by a manager (ACT) for each worker is � 3 we can then
define this worker as an expert, for the purposes of the IT company.

(2) Eliciting expert knowledge on completed IT projects

For each IT project completed within a company, the manner in which it is reported
is created according to the following characteristics of the IT project itself, namely,
identification of the customer regarding the industry in question, its size, its require-
ments and any training details; identification of the project, namely its goal, location,
scope, work/team work, methodology, communication rules, duration, the
programming-language used and reports of such as mistakes. Reports on IT projects
completed are created by an identified expert from the IT company.

Fig. 1. Eliciting of expert knowledge
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(3) The expert knowledge base

The expert knowledge base is compiled, by experts from the answers received from
the questionnaires sent out regarding completed IT projects. Each filed questionnaire is
then converted to the knowledge base according to the following rules (Table 1):

Table 1. Rules for creating the expert knowledge base

Questionnaire
replies/values in
the expert
knowledge base

1 2 3

Customer
identification:
industry (CI)

A manufacturing
company

A service company A manufacturing
company, as well as a
service company

Customer
identification:
size (CS)

A small company A medium company A large company

Customer
identification:
requirements
(CR)

The implementation
of an application

The creation of a
new solution for a
customer

Improvement in the
existing functionality
of solutions, in an
application, or if for
the addition of current,
functionality solutions
to an application

Customer
identification:
training (CT)

The users of the
application had been
trained in the Head
Office

The users of the
application had been
trained at the
Client’s Office

The users of the
application had been
trained via a network,
such as the Internet

Project
identification:
goal (PG)

The implementation
of an application

The creation of a
new solution for a
customer

The improvement of
the functionality of
existing solutions

Project
identification:
scope (PS)

The implementation
of a CRM and/or for
Sale and/or for
Personnel and/or for
Finance

The implementation
of Production and/or
for Logistics and/or
for Supplies and/or
for Warehouse

The implementation of
e-commerce and/or
Business Intelligence
and/or B2B and/or
B2C

Project
identification:
location (PL)

At Head Office At the Client’s
Office

At both the Head
Office and also at the
Client’s Office

Project
identification:
work (PW)

Employees within
the company only

Consultants from
inside the company’s
environment only

Employees, who are
engaged in working at
the customer’s only

Project
identification:
team work (PT)

Individual work Team work Both individual work
and team work

(continued)

6 J. Patalas-Maliszewska and I. Krebs



Table 1. (continued)

Questionnaire
replies/values in
the expert
knowledge base

1 2 3

Project
identification:
methodology
(PM)

The methodology is
classic

The methodology is
agile

The methodology is
both classic and agile

Project
identification:
duration (PD)

Less than 3 months 3–12 months Over 12 months

Project
identification:
communication
(PC)

via email and/or Chat
and/or video-
conferencing

via direct
conversation and/or
meetings

Both via email and/or
Chat and/or video-
conferencing and via
direct conversation
and/or meetings

Project
identification:
programming –

language (PP)

Programming – Java
Script

Programming – PHP Another: (e.g.
Language: Python or
Language: C (C++) or
(C#) or Objective-C or
programming –

Language: (Visual)
Basic or programming
– Language: Perl or
programming –

Language:
Delphi/Object Pascal
or programming –

Language: Visual
Basic.NET or
programming –

Language: Assembler
or programming –

Language: PL/SQL or
programming –

Language: Swift or
programming –

Language: MATLAB
or programming –

Language: Groovy
Project
identification:
reports (PR)

Mistakes in customer
requirements

Errors in the
application

The report is about
mistakes in the project
or about changes to the
project
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(4) GMDH algorithm

The GMDH algorithm can be treated as a genetic algorithm with the following
interpretation: a chromosome is a single, polynomial, the population is a set of poly-
nomials, considered in the current iteration, the function of evaluation (fit) is a regu-
larity criterion. Accepting the output data as the input data of the next generation of
polynomials and creating a new polynomial from two, partial polynomials, can be
interpreted as crossing, in the sense of genetic algorithms. A certain modification in
relation to the typical, genetic algorithm is that all the population chromosomes are
exchanged in one iteration. The GMDH algorithm offers a wide range of possible
applications due to the considerable freedom in defining certain elements of the syn-
thesis. The use of classic solutions for the algorithm discussed, gives the possibility of
estimating static systems and automatic control systems. Thanks to the introduction of
certain generalisations in the definition of the input values and the procedure for their
selection, the GMDH algorithm can also be used in relation to understanding knowl-
edge and - in our case- to the determining of new knowledge. Determining the
knowledge structure by means of the GMDH algorithm relies on the iterative repetition
of a specific sequence of operations, leading to an evolutionary resultant structure. This
process is terminated when the optimal degree of complexity is reached [16, 17]. The
result of the algorithm’s operation is a polynomial which is the model of the object.

(5) New knowledge in support of a decision about the selection of a manager for a new
IT project

With regard to arriving at a decision model about the selection of a manager for a
new IT project, the characteristics of IT projects (ITo) and of the evaluation of suc-
cessful IT projects by experts, are described:

• the evaluation of successful IT projects by experts, where, firstly, the IT project is a
complete success, in accordance with the planned time, budget and the scope;
where, secondly, there is partial success of the IT project, there being a degree of
inconsistency with one of the parameters of the IT project, in such as the planned
time, the budget and the scope and thirdly, where the IT project is unsuccessful, the
planned time, the budget and the scope.

• Characteristics of IT projects: ITo = {CI, CS, CR, CT, PG, PS, PL, PW, PT, PM,
PD, PC, PP, PR}, where CI - customer identification: industry, CS - customer
identification: size, CR - customer identification: requirements, CT - customer
identification: training, PG - project identification: goal, PS - project identification:
scope, PL - project identification: location, PW- project identification: work, PT -
project identification: team work, PM - project identification: methodology, PD -
project identification: duration, PC - project identification: communication rules, PP
-project identification: programming – language, PR - project identification: reports.

The limitation is that an IT project, with designated characteristics, should be
provided by an expert, in order to guarantee the success of this project. Therefore, an
identified expert in a company, is constantly evaluating each IT project.
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The decision model is thus created, using the GMDH algorithm, based on expert
knowledge:

ITs ¼ AþB� ITop þC � IToq þD� IT2
op þF � IT2

oq þG� ITopIToq ð1Þ

where: ITs – new knowledge about the success of an IT project, ITop, IToq - indicators
which describe the characteristics of the IT projects ITop, IToq ε � 0;3 � , A,B,C,D,
F,G – estimators.

In order to facilitate the description of the defined model, evaluation of the IT
projects should be standardised according to the values of the experts as shown:

E ¼
E1

E2

. . .
En

2
664

3
775 ð2Þ

where n ε N.
In this definition, Ei is the i-th E. Also included in the matrix are the indicators

which describe the evaluation of the IT projects. Each Ei is associated with indicators
that are characteristics of IT projects. A characteristic of the output of IT projects is
provided, in order to show the relationship between the success of the IT project and
the outcome of completed IT projects. Therefore, the characteristics of the output of IT
projects provides a set of indicators, noted as:

ITO ¼

CI1 CS1 CR1 CT1 PG1 PS1 PL1 PW1 PT1 PM1 PD1 PC1 PP1 PR1

CI2 CS2 CR2 CT2 PG2 PS2 PL2 PW2 PT2 PM2 PD2 PC2 PP2 PR2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

CIn CSn CRn CTn PGn PSn PLn PWn CSn PMn PDn PCn PPn PRn

2
6664

3
7775 ð3Þ

where nεN and we state, that each n-expert reports on each n-realised IT project. Each
characteristic of the IT project is formalised, according to the rules for - and in the
context of - the answers to each question in the web-questionnaire, for reporting the
completed IT project.

The decision model on the selection of a manager, based on previously realised IT
projects for new IT, was built using the Group Method of Data Handling. Multi-level
GMDH allows the optimised synthesis of a mathematical model, for a given class of
regression functions which can be used in both evaluating criteria and in quality
assessment. Both elements of the algorithm (the values for the success of an IT project and
the values of the characteristics of the IT projects) are defined arbitrarily by the author.

3 An Information System Supporting the Eliciting of Expert
Knowledge for Successful IT Projects

Below is an extract from ExknowIT, based on the proposed approach and on a real case
study from an IT company (see Fig. 1).
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According to the first element in ExknowIT, web-knowledge questionnaires are
defined as the identification of experts in successful IT projects; this applies to both the
workers and to the managers. Figure 2 presents an example of an extract from the web-
questionnaire for workers, in order to determine the personal usefulness value of each
worker.

The personal usefulness value of each worker is obtained based on each completed
web-knowledge questionnaire. Thus, if the value of the function of the personal use-
fulness (Fn) of each worker is � 3, then this worker is to be evaluated by a manager
(see Fig. 3 – an example).

Each identified expert is capable of completing reports on completed IT projects:
(see Fig. 4).

Based on reports received from experts, expert knowledge is formalised according
to defined rules. In accordance with the data received from 5 experts on 5 successfully
completed IT projects, all the variations of the GMDH algorithms were subsequently
investigated. As a result, the best possible polynomial was obtained, the algorithm
evolution process having been completed on the second iteration – see Fig. 5.

ITs ¼ �2:68� 5:56� CIþ 8:33� PRþ 1:18� CI2 � 0:36� PR2 � 0:36� CI � PR

ð4Þ

where,

• ITs - the statement of success of the completed IT project,

Fig. 2. An extract from the web questionnaire for employees – the Capacity for Innovation
component
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• CI - the characteristics of the IT project: customer identification: industry, CI
ε � 0;3 � .

• PR- the characteristics of the IT project: project identification: reports, PR
ε � 0;3 � .

Fig. 3. Extract from the managers’ web-questionnaire, for the evaluation of an employee

Fig. 4. An extract from a report on an IT project
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Based on the ITs model obtained (formula 4), it is therefore possible to simulate the
possibility of achieving success in completing an IT project in a manufacturing com-
pany. Using this model, we can state that the most significant impact on the success of a
new IT project, is due to the fact that ongoing reports were prepared in the customer’s
industry, during completion of IT projects. We also know that the highest value of the
ITs model is for CI = 1 i PR = 3. Therefore, in order to achieve success in an IT
project, the customer should be a manufacturing company and the expert, managing
this project, must include in his/her reports, all the changes made during completion of
the IT project; furthermore, only those managers should be selected, who report all
changes during the provision of new IT projects for the manufacturing company.

4 Conclusions

Our ExKnowIT information system, supporting the eliciting of expert knowledge for
successful IT projects, consists of the following modules: (1) identification of experts
for successful IT projects, (2) the eliciting of expert knowledge about completed IT
projects, (3) the expert knowledge base on completed IT projects, (4) the Group
Method of Data Handling (GMDH) algorithm and (5) new knowledge, supporting
decisions on the selection of a manager for new IT projects. It was presented, based on
a case study which provided an opportunity to elicit expert knowledge for the
improvement of successful IT projects.

ExKnowIT holds knowledge elicited from experts. This expert knowledge base is
represented by rules, with this formalised expert knowledge and GMDH method then
being used to build a decision model about the selection of a manager for a new IT
project.

The added value of our system is that these three approaches, viz., the eliciting of
expert knowledge, the success of an IT project and the discovery of new knowledge,
that is, the decision model from the expert knowledge base, all complement each other.
According to Wang et al. [18] the approach can be used to build better knowledge-
based systems.

Fig. 5. Variations of the algorithm, Group Method of Data Handling (GMDH) for the expert
knowledge base in an IT company
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Abstract. We implement an intelligent personal conversational assis-
tant, communicating in natural language and designed specifically for
the maritime industry. A multi-stage message analysis is performed, first
classifying the topic of the request and finally applying special parsers to
extract the parameters needed to execute the task. Our system is scalable
and robust, employing generic and efficient algorithms. Our contribu-
tions are manifold. First, we present a complex and multi-level natural-
language-processing-based system, focused particularly on the maritime
domain and incorporating expert knowledge of the field. Next, we intro-
duce a series of algorithms that can extract deep information using the
syntactic structure of the message. Lastly, we implement and evaluate our
approach, testing and proving our system’s effectiveness and efficiency.

1 Introduction

In an era characterized by rapid technological evolution and massive data acqui-
sition, humans find it progressively harder to compete with the increasing
complexity of handling immense volumes of information. In maritime indus-
try especially, employees face huge amounts of data that need to be processed
in order to extract meaningful inference for vessels’ efficiency every day, striv-
ing to compete with these challenges. To this end, recent years have seen the
development and release of numerous conversational and virtual assistants [1,2]
designed for a wide range of fields, that apply high computational power and
smart, effective algorithms to organize, process and visualize useful, yet hard to
cope with, data. Nevertheless, despite speech being the most prominent com-
munication medium for humans, efficient human-computer interaction through
natural language remains very challenging due to its wide diversity. Machine
Learning offers an appealing approach, building models that learn automatically
from training data, concluding to more robust predictions.

Motivated by the challenges of implementing a robust and useful conversa-
tional agent and especially by the lack of other similar work specializing in the
maritime field, we apply these Machine Learning approaches in maritime com-
munications. Our chatbot, Metis, is specifically designed for Maritime and is
c© Springer Nature Switzerland AG 2018
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Fig. 1. A real running example of a question-answer conversation with Metis. A clas-
sifier identifies the topic and forwards the message to the correspondent expert agent
(here “Period Export Agent”). The agent calls special parsers to extract other available
information, executes the task and finally responds to the user. Note that the vessel’s
name is not shown for privacy reasons.

trained with actual data to recognize messages directly in natural language and
analyze complex requests in multiple levels, making use of a generic classifier and
special parsers. The classifier is employed to predict a message’s topic, choosing
from a predefined set that covers the core interests of maritime procedures and
then forward the request to expert software agents. These programs, employ
special parsers to extract all the necessary information, in order to execute the
task, create an answer and send it to the users’ E-mail, Skype or any other com-
munication channel of their choice (Fig. 1). New functionalities can be added
with minimum effort, as our classifier models are fully retrainable and parsers
can effectively handle large message variations, therefore providing scalability
to our system. The extended use and feedback we receive prove the quality and
the importance of our system’s results over traditional methods that have been
applied in Maritime during the past years.

The rest of this paper is organized as follows: Sect. 2 presents related work
on the field of chatbots and message handling using Natural Language Process-
ing (NLP) techniques. Section 3 presents the full system design, while Sect. 4
analyzes the algorithms we implemented. In Sect. 5 we evaluate our system and
its components and Sect. 6 summarizes our work and proposes possible future
directions.

2 Related Work

Chatbots are recently an emerging technological field with plenty of applications
[3–5]. NLP is the most commonly used tool in modern conversational systems’
design [6], combined with rich linguistic rules [7] or Machine Learning approaches
[8]. Most of these approaches are task-oriented, while others [9] emphasize on
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maintaining a natural dialog or creating a bot persona [10]. Despite the domain-
specific of our approach, we are mostly inspired by [11], which introduces a
generic, open-domain NLP-based design for chatbots that performs a three-stage
analysis: utterance understanding, dialog control and utterance generation. We
differ from this model in terms that we consider that our chatbot can only handle
questions and answer back; so the dialog maintains a strict flow.

Utterance understanding often involves a classification into a set of known
categories, a well-studied problem [12]. Closest to our approach is the work of
[13] that performs a preprocessing and vectorization of the text and then trains a
classifier. Message preprocessing includes spelling correction [14,15] and message
simplification [16]. We focus on splitting the message upon conjunctions, with
the most similar works to ours being those using Dependency Types [17] and
Trees [18,19].

A chatbot’s answer summarizes the execution of the task it just performed,
whether this concerns greeting the user or responding to a complex query. Such
an execution on a task-oriented system should be able to decide whether a
message provides or demands information. Some approaches focus on question
detection [20,21], while others [22] view the problem as distinguishing between
imperative and declarative sentences. Closest to ours is the approach of [23] that
focuses on questions on Twitter. Lastly, information extraction is an imperative
step in order to specify a query. Some interesting works include template match-
ing [24] and learning from stated relationships between specific parsing entities
[25]. The chatbot finally uses the extracted information to construct a response.

3 Scalable Multi-level Message Analysis

3.1 Overview

Metis accepts messages from different communication channels (Skype, E-mail,
Web Chat and more), using [26], directly in natural language (English) and
processes them in multiple stages. First, the message is parsed and preprocessed
before it is classified to one or more of the categories that Metis can handle.
Currently, there are 35 categories that include requests for information about
a vessel’s operational status, fuel oil consumption and details about vessel’s
main engine, but also getting measurements or setting values for specific vessel
quantities. Messages for an informal dialog with the bot are also handled. The
message is then forwarded to an expert intelligent agent, a programming class
that is the specialist responsible for executing the task and creating an answer
for the user. The agent employs special parsers to extract the information needed
from the user’s message, like the vessel quantities and the filters to be applied
on measurements. In case important information is missing, our system tries
to reconstruct it, otherwise it prompts the user with a message to provide the
necessary information. A block diagram of our full system is presented in Fig. 2.
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Fig. 2. The implemented system architecture for multi-level message analysis and infor-
mation extraction.

3.2 Message Simplification

A message in natural language is not always easy to understand, unless some pro-
cessing and simplification occurs. First of all, mistyping and misspelling errors
are common in dialog systems [27,28], especially when most users are mar-
itime employees from different parts of the world, with often poor English skills
[3,29], being a serious cause of accidents in shipping processes [30]. Furthermore,
maritime language makes common use of abbreviations and shortenings of words
and phrases. Lastly, complex sentence structures, that appear when multiple
requests are combined, can be both hard to classify and to parse. To address the
above challenges, the input message passes through a custom spelling corrector
that also embeds a special maritime abbreviations handler (see Sect. 4.3). The
postprocessed message is parsed and split upon conjunctions of main verbs and
main nouns, using the algorithm we present in Sect. 4.4. Relative and adverbial
clauses are transferred between neighboring subsentences that do not contain a
clause, in order to avoid any loss of useful information.

3.3 General Parsing

The general parser analyzes the set of messages produced after conjunctions
are split, to extract information that is most probably useful for the majority
of Metis’s agents. This includes the vessel this message refers to, the user that
should expect the answer, the communication channel this answer shall be sent
and the date or period the request is about. Parameters are shared between mes-
sages that were generated by the same conjunction to ensure information is not
lost. Moreover, the appearances of these parameters are replaced by codewords
(“vessel-name”, “username”, “channel” and “date” respectively) that filter the
information the classifier has to examine, while preserving the message’s syntax.
Names (vessels, users and channels) are simply detected with a string search,



18 N. Gkanatsios et al.

while dates are extracted using a much more complex algorithm we present in
detail in Sect. 4.2. By default, the parser expects a message is referring to current
time and the user that sent it expects an answer in the channel they used, unless
otherwise specified. Lastly, vessel names are temporarily saved in an external
database so that the system can retrieve them to continue a conversation. It is
left to each agent to decide if more information is demanded and prompt the
user with an appropriate message.

3.4 Classifier

In order to find the most appropriate agent to forward the message, a set of
classifiers is employed. First, we identify if a message provides or asks for infor-
mation, using the approach presented in Sect. 4.8. We further distinguish mes-
sages requesting information, with applying pure content multi-label classifiers.
For this purpose, the message is preprocessed to simplify its content and filter
unnecessary or distractive information, before it is transformed into a real-valued
sparse vector using Tf-Idf vectorization schema [31]. Preprocessing includes tok-
enization, removal of unnecessary words (stop words, numbers and codewords)
and lemmatization. Finally, adverbial and relative clauses are removed as the
topic has to be concluded by the main sentence.

We use the real-valued vectors to train and combine three classifiers, two
strong and one weak [32], using Scikit-Learn library [33]. Strong classifiers
(Support Vector Machine and Random Forest classifier) are trained to gener-
alize well with vectors that are computed after the stop words’ removal, while
the weak one (Random Forest again) does not consider stop words’ removal and
is able to overfit the training data. During classification, strong classifiers vote for
cases when the input vector has more than one non-zero entry after stop words
are removed, else, only the weak classifier is applied. Final labels are obtained
applying the OR function between the predictions of the three classifiers. The
scoring metric to be maximized during training is the precision, to reduce false
positives when the three classifiers vote and to benefit from the complementary
nature of the different algorithms.

3.5 Expert Agents and Special Parsing

A classified message is forwarded to the intelligent agents that are responsible for
its execution and the response to the user. These programs employ databases and
efficient scientific algorithms to embody expert knowledge into a solution. The
parameters for task execution and computations are often specifically requested
in the user’s message and the agents employ special parsers to extract this infor-
mation. Common cases are the detection of a name from a given list and the
analysis of a conditional or temporal filter of measurements (e.g. “Plot speed
during last week, when wind speed was above 5 beauforts”), using algorithms
described in Sect. 4. The agents then are able to execute the task requested
and construct a response. Since this paper focuses on the natural language
interface of Metis, the exact agents’ architecture and response construction are
not presented in more detail.
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4 Multi-level Message Analysis Algorithms

4.1 Subtree Generation

SpaCy parser applies Deep Neural Networks to produce dependency trees that
represent the relations between words of parsed messages, as in Fig. 3. Each tree
has a root, that is usually the main verb or the main noun, if any. In many cases,
it is useful to isolate a certain part of a sentence, e.g. an adverbial clause. We
view this problem as a subtree generation, where, starting with a given chunk, we
recursively append the children of all leaves of the subtree that are not already
included in it and that obey to a certain condition (e.g. not being main verbs),
until there are no more children to add. The algorithm can be expressed as in
Algorithm 1 and is heavily used by plenty of our syntax-based algorithms.

Algorithm 1. Subtree Generation Algorithm
function SubtreeGeneration(Tree, Roots, Condition)

newSubtree ← Roots
oldSubtree ← [ ]
repeat

oldSubtree ← newSubtree
for node ∈ Tree do

if node /∈ newSutree AND parent ∈ newSubtree AND Condition(node) then
Append node to newSubtree

until newSubtree == oldSubtree
return newSubtree

Fig. 3. The dependency tree [34] for the complex sentence “Tell me the speed of vessel-
name 1 and the position of vessel-name 2 and send them to my email”, as obtained by
SpaCy parser [35].
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4.2 Date Extraction

Dates are a highly important parameter, yet difficult to extract, as they do not
follow any syntactic pattern and they appear with a lot of variations, cross-
references (e.g. “from the 3rd to the 5th of June”), and ambiguities, especially
in maritime communications where dates are seldom written explicitly (e.g.
“11122017” is a common format for the 11th of December of 2017). We propose
an approach, robust against all the above challenges, that uses Natty library [36]
as a simple date detector and we extend time point detection to time period iden-
tification as well, searching for interval formats (e.g. “from DATE to DATE”).
To improve Natty’s accuracy, the message is processed to transform uncommon
date formats into a recognizable form. Ambiguities are resolved by incorporating
the sentence’s main verb’s tense and selecting the date that is closer to current
time. Finally, cross-references are handled comparing the information provided
in each one of the relative dates and adding the missing values to the less explicit
date between the two.

4.3 Spelling Correction and Abbreviation Replacement

Word shortenings and extensive use of abbreviations are more than common in
maritime language, while the misspelling rate is also not to be neglected (see
Sect. 3.2). We built a corrector that integrates the open source spelling checker
PyEnchant, a maritime abbreviations handler and a named entity recognizer,
while also being able to handle concatenated words. To this end, we recursively
check for possible splits of a word into multiple words that are either valid
spellings, abbreviations or names. We extend the list of names by incorporating
a special word acceptor for words that are at most one edit away from a word
that is part of a vessel’s or user’s name. If no split can be performed, we keep
the most probable correction proposal by PyEnchant.

Abbreviations are then replaced with the help of an extensible list of abbrevi-
ations collected by specialists of maritime communications. As the same abbre-
viation can have different meaning (like “MT” that unfolds either to “metric
tonnes” or to “moving tanker”), we also consider neighboring words in order to
resolve ambiguities.

4.4 Conjunction Splitting

Splitting a sentence with a complex syntactic structure upon conjunctions to pro-
duce a set of sentences with simpler syntax, while fully maintaining the meaning
of the original message, has a major role in message comprehension. We view
this problem as a generation of a set of independent trees, from an initial com-
plex dependency tree, where terms related with a conjunction are considered
equivalent. These terms (in case of main verbs and main nouns) may also share
parameters (e.g. clauses, direct object relations for verbs) unless they are explic-
itly declared for each term separately.
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Fig. 4. Illustration of conjunction splitting on the tree of Fig. 3. We obtain four inde-
pendent sentences, where the pronoun “them” has been replaced by the explicit objects
it is referring to.

The first step of our algorithm is to split main verbs, which are identified as
the root of the sentence, if it is a verb, together with any verbs that are connected
to the root with a conjunction. Using main verbs as roots, we create independent
subtrees using Algorithm 1 with the condition that main verbs cannot be added
to the subtree. Direct objects in third-person-pronoun-form are replaced with
the direct object they refer to. Similarly, we split main nouns, which can be
identified as the root of the sentence, if it is a noun, or direct objects of the
main verb, together with any nouns that are connected to a main noun with a
conjunction. A use-case is shown in Fig. 4.

On its last step, the proposed algorithm handles conjunctions between other
words that share the same part-of-speech tag. In this case, the conjunction
terms are considered fully equivalent and they are forced to inherit each other’s
children.

4.5 Quantity Detection

A common case in information extraction from text, is searching for a list of
names we will refer to as “quantities”. Here, multiple challenges arise, as syn-
onyms, shorter names than the one expected, permutations and interferences
with irrelevant words may lead to parsing failures. Our quantity detection algo-
rithm faces these challenges by viewing each quantity as a set Q of words qi with
no particular order and different importance wi to the detection score. Stop
words have zero importance, while nouns and adjectives have variable impor-
tance, determined by experts of maritime language.

Given a quantity Q of N words and a message of L words, our algorithm
computes the similarity scores sij between qi and j-th word of the input message,
for every i = 1, . . . , N and j = 1, . . . , L. Next, we “slide” the quantity upon the
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message with stride 1, examining successive overlapping neighborhoods of N +
margin words that are not stop words. The parameter margin is used to extend
the number of words in an examining neighborhood in order to handle cases
when extra words interfere the quantity words. The local detection score [24,37]
of a quantity word in a neighborhood containing words n to n+N +margin is

s
(n)
i = max

j∈[n,n+N+margin]
(sij) (1)

and we apply a threshold of similarity to 0.85 that performed the best based
on experimentation. Now the total detection score in position n is the weighted
mean

S(n) =
∑

i wis
(n)
i∑

i wi
(2)

A detection score is considered valid when it exceeds a threshold, expressing the
algorithm’s tolerance to names’ variances.

4.6 Filters

Users often specify certain conditions under which their requests have to be
executed. Our system uses such information to filter the collected data to cre-
ate an answer. In terms of language processing, these filters are represented as
adverbial clauses, whose main verb is connected to the root. To isolate such a
clause, we apply Algorithm 1 starting from the clause’s main verb. If this verb is
omitted however, we search for a marker introducing a finite clause subordinate
to the main sentence and examine nominal subjects of the root, that lie after
this marker. We accept the adverbial clauses that are generated when an “is” or
an “are” is added right after a nominal subject.

Simplified adverbial clauses can be abstractly represented as a triplet of the
form “quantities-main verb-values”. The verb part is the root verb of the clause.
If absent, we consider the main verb to be a third-person-form of the verb “to
be”. Quantities stand for the part of the message where the quantities that
specify the filter are declared and it is usually a noun phrase, formed by applying
Algorithm 1 starting by nominal or clausal subjects of the main verb. Finally,
values contain the part of the message where the exact filters are denoted and is
a phrase generated by nominal and preposition objects, adjectival complements
and prepositional modifiers of the main verb. Values are parsed like a logical
function to specify the filter limits (e.g. “more than 7 or less than 3”). Negations
of the main verb are also taken into account to invert the limits valuated.

4.7 Question Detection

Question detection is the binary problem of classifying a given sentence as a ques-
tion or not. We expect a user would rarely use a question mark, so we build a
deep syntactical approach. First, we mark as questions sentences that start with
an auxiliary verb or a non-infinitive form of “be”, followed by a nominal subject,
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an attributive or a compound. Furthermore, a question word that lies before the
root, without being a direct object or a nominal subject, can also denote a ques-
tion. Contrary to other works [23] that view the appearance of a question word
(e.g. “who”) as a feature for question detection, we demand that certain rela-
tions of these words with the sentence’s root appear. Depending on the question
word, accepted relations with the root can be an attributive (“what” or “who”),
a nominal subject (“which”) or an adverbial modifier (“where”, “when”, “how”
or “why”). The above rules can reject sentences that have question-like form,
such as “What you give is what you get”, while accepting “What can you give”.

4.8 Get a Quantity Vs Set a Quantity: A Syntax-Content Classifier

Deciding whether a message sets (“Set”) or requests (“Get”) a measurement is
a problem of increased difficulty, as such sentences often have similar syntac-
tic structure and content [20]. We build a complex algorithm that integrates
syntactic and contextual information in multiple levels of analysis. We slightly
benefit the “Get” category, as more common and less dangerous: a misclassifi-
cation as “Set” could add an undesired measurement in the system’s database,
hence leading to future errors in data analysis.

Our algorithm starts with classifying as “Get” the messages that do not con-
tain a main verb. Otherwise, we examine if the sentence has an interrogative
form, using the algorithm described in Sect. 4.7. Questions are generally clas-
sified as “Get” messages, but formal requests are specially handled similarly to
declarative and imperative sentences, examining the main verb and its subject.
Sentences whose subject is not a pronoun are considered declarative that provide
information, so we label them as “Set” messages. In case the subject is a pro-
noun, similarity scores between the main verb and a list of “Get” and “Set” verbs
are computed, depending on whether the subject is a first- or second-person pro-
noun, then, we classify the message to the category with the maximum score, if
that exceeds a threshold. In a different case, we look for open clauses and classify
those sentences recursively. If no more clauses can be found and the message has
not been classified yet, it is classified as “Get”.

5 Evaluation and Results

The most common evaluating criterion for a chatbot is its ability to pass the
Turing test [38] and “fool” a human judge [39]. However, more recent works [40]
argue that giving the impression of being human is not a valid quality attribute,
especially for task-oriented domain-specific chatbots, as Metis. Therefore, we
follow the approach of [40] that evaluates the effectiveness and efficiency of the
system along with users’ satisfaction. As this work focuses mainly on handling
the users’ messages using NLP techniques, the above criteria are tested based on
the language interface Metis provides. Throughout the examples, it can be seen
that two are the main causes of possible failure, the lack of structure or correct
syntax and SpaCy parser’s misclassification.
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5.1 Effectiveness

A chatbot’s effectiveness reflects its analytical capabilities and therefore its eval-
uation consists of several interesting results from the point of computational
linguistics.

First, the chatbot must interpret commands accurately. Our system uses
three classifier models, trained on a corpus we collected, using messages from
both experts of maritime communications and customers. We evaluate the accu-
racy of our models using 3-fold cross validation. Strong classifiers are able to
achieve up to 85% accuracy, while the weak classifier can reach up to 100%
accuracy on training data, despite its 65% accuracy on validation sets. The
combined approach outperforms any of the three classifiers alone, achieving 98%
on training data and over 90% on validation sets.

Secondly, the chatbot has to extract the requested parameters to execute a
task. Regarding the type of the task, setting a value for a quantity or requesting a
measurement (Sect. 4.7), we evaluate question detection on 1686 question-answer
pairs from [41], where our algorithm was able to detect correctly 1523 questions
(90.3%) when question mark is removed. Moreover, only 6 of 1686 non-questions
were detected as questions (0.036%), resulting to 95% total accuracy on question
detection. We noticed that questions that were misclassified as non-questions
mostly had the form of “Garbage is what”, while for others, our algorithm fails
to handle SpaCy’s parsing output. This is more common when named entities
are involved.

Deeper into parameter extraction, a big challenge is date extraction, where
our approach successfully identifies and parses 221 of 300 (73.7%) date formats
of a collected dataset. Another challenge is the parsing of adverbial clauses to
compute filters’ parameters. An example could be “Get last week’s speed mea-
surements when wind speed is more than 7 or less than 3 beauforts”. The adver-
bial clause can be detected as “wind speed is more than 7 or less than 3 beau-
forts”, where “wind speed” is the quantities part, “is” the clause’s main verb
and “more than 7 or less than 3 beauforts” is the values part. The last one is
analyzed further to extract the filter limits as the function to be applied on the
measurements, in a form similar to “OR(>7,<3)”.

Ease of use and answering to specific questions are other measures of a chat-
bot’s effectiveness. Metis interacts in natural language and can handle a wide
variety of message topics and formats, thus making it easy to use. In addition, as
a task-oriented chatbot, it answers to standard questions, in terms of messages
categories, in a way that it is a useful product that does not force newcomers to
learn a new technology.

Lastly, the chatbot has to contain breadth of knowledge and to be flexible in
interpreting it. In Metis, expert knowledge is embedded both in messages’ analy-
sis (e.g. abbreviations’ handling, weights’ initialization during quantity detection
etc.) and in task execution. Table 1 summarizes evaluation where a dataset was
available.
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Table 1. Evaluation results of algorithms where a dataset was available

Problem Accuracy Dataset

Message classification 90% Validation Set

Question detection 95% [41] Q-A Pairs Dataset

Date parsing 73.7% Collected Dataset of 300 Date Formats

5.2 Efficiency

When challenging the efficiency of a task-oriented chatbot, we evaluate its
robustness to unexpected input and noise and its ability to handle such cases in
a way that preserves the information given. Metis is robust to such inputs due
to the strong classifiers and a detailed, domain-specific message preprocessing.

The first step when a message enters our system is to be checked for spelling
and then simplified. Here, an unstructured message like “Speed knots are three
MT VESSELNAME”, which would probably aim to set the speed of moving
tanker VESSELNAME to 3 knots, could confuse the checker to generate the
sentence “Speed knots are three metric tonnes VESSELNAME”. Our system is
robust to most of such errors, thanks to the multiple classification stages that
follow.

Conjunction splitting is also a process that can be confused by the abstract
or complex syntax and omitted punctuation. For instance, in the sentence “Give
me the position of vessel-name 1 and the speed of vessel-name 2 when weather
was bad” it is unclear whether the adverbial clause “when weather was bad”
refers to each one of the requested quantities in conjunction. We consider that
such clauses refer to both coordinated terms, so we obtain “Give me the position
of vessel-name 1 when weather was bad” and “Give me the speed of vessel-name
2 when weather was bad”. General parser parameters are also shared between the
terms of a conjunction, similar to clauses, ensuring that no loss of information
occurs in intermediate processing stages.

5.3 Satisfaction

Users’ satisfaction is an important yet subjective criterion that combines affect,
behavior and accessibility [40]. Affect measures users’ willingness to communi-
cate with the chatbot. Metis makes tasks easier and more pleasant, as with a
simple message, the user gains access to an immense volume of data that can be
processed or visualized in seconds. In terms of behavior, Metis is socially aware
and protect and respect users’ privacy and personality, constructing responses
that are invariant to the users’ social context and keeping every conversation
is personal. Lastly, considering accessibility, Metis uses classifiers to detect the
users’ intent and the meaning of their messages and it can respond back quickly
(the whole NLP pipeline needs about 2 s to process an average message), encour-
aging the user to ask another question.
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6 Conclusion

Maritime is a field that could extremely benefit from an intelligent conversational
agent able to embed efficient algorithms and experts’ knowledge to understand
and execute complex requests. We provide such a solution with the implemen-
tation of a personal assistant that communicates directly in natural language
and is able to perform deep, multi-level analysis of messages to decide the topic
and extract information about task execution. For these purposes, various algo-
rithms were presented, while also showing their effectiveness with multiple tests
and use-cases. An interesting future direction would be to examine the employ-
ment of Machine Learning classifiers to model parsing difficulties when handling
unstructured or very complex messages during parameter extraction. We are
also working on recognizing more relative dates’ formats and types of filters. We
believe the product we develop can practically facilitate maritime employers’
and employees’ everyday life, while preserving the simplicity of its usage.
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Abstract. Preventive maintenance is an important component of the ‘Industry
4.0 Concept’. Modern industry requires intelligent, autonomous and reliable
manufacturing systems. Should a manufacturing system fail, it should be able to
reorganise itself and put into effect a production plan, based on a scenario of
selected activities. The problem is just how to predict possible failures and
prepare scenarios for the behaviour of a system. With regard to the preventive
maintenance system, potential failures can be modelled and then, by using
computer simulation, based on simulation experiments, a database of mainte-
nance knowledge can be created. In the paper, the methodology for the acqui-
sition of maintenance knowledge, using the computer simulation method, is
proposed. The example, put forward as an illustration, was prepared using
Tecnomatix Plant Simulation software.

Keywords: Preventive maintenance � Knowledge acquisition
Computer simulation � Industry 4.0

1 Introduction and Literature Review

The Industry 4.0 Concept (I4.0) assumes integration and the close co-operation of the
technical resources of manufacturing systems with human resources. Simple operations
will be undertaken with the co-operation of robots and machines which will interact
with products in order to optimise production flow. The preventive maintenance
(PM) system includes the systematic inspection, detection and correction of incipient
failures either before they occur or before they develop into major defects. PM requires
equipment maintenance to be undertaken regularly, in order to reduce the probability of
failure and uses the knowledge database to discover the possible causes and results of
failures. PM ensures that everything of value, within your organisation, receives
consistent maintenance, in order to avoid unexpected breakdowns and costly disrup-
tion. Of course, the elimination of failure in a complex manufacturing system is not
possible. Therefore, the integral component of the preventive maintenance system
should support a decision-support system which, in cases of failure, would propose a
scenario to reduce the consequences of failure to a minimum (Maintenance Prevention).
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In order to study the eventual consequences of failure, a model of the manufacturing
system should be created and the different cases of failures should be examined.

Predictive maintenance is the objective for many research studies. Mori and
Fujishima introduce a remote monitoring and maintenance system for machine tool
manufacturers [1]. Dong et al. present the monitoring and maintenance of equipment
systems for mine safety. They establish a predictive maintenance system which is based
on the technology of the Internet of Things in order to change the existing method for
the maintenance of coal mining equipment [2]. In the literature, many decision-support
tools have been proposed for effective maintenance operations; these are based on the
computer-simulation method. Ni and Jin propose mathematical algorithms and simu-
lation tools in order to identify data-driven, short-term, throughput bottlenecks, the
prediction of windows of opportunity for maintenance, the prioritisation of mainte-
nance tasks, the joint production-scheduling and maintenance-scheduling of systems
and the management of maintenance staff [3]. Roux et al. recommend that tools be
combined in order to collaborate, thus optimising multi-component preventive-
maintenance problems. The structure of the maintenance-production system is mod-
elled using a combination of timed, petri-nets and Parallel, Discrete-Event System-
Specification models and is implemented in a virtual-laboratory environment [4].
Boschian et al. compare two strategies for operating a production system which is
composed of two machines working in parallel and a downstream inventory supplying
an assembly line. They developed a simulation model for each strategy so as to be able
to compare them and to simultaneously determine the timing of preventive mainte-
nance for each machine considering the total average cost per time unit as the per-
formance criterion [5]. Rezg et al. (2005) consider a periodical maintenance policy, one
which is based on the age of the equipment. Their approach was based on simulation
and experimental design, in order to determine the optimal age to undertake preventive
maintenance actions, as well as the optimal size of the buffer inventory and thus,
minimise total operating costs [6]. Karim et al. proposed propose a concept for
knowledge discovery in maintenance, focussing on Big Data and analytics. The con-
cept focusses on the new knowledge discovery in maintenance [7]. Wan et al. proposed
developing and evaluating the prototype of collaborative, maintenance planning system
using, as an example, a machine tool, which indicated that significant improvement
could be achieved in the content of management technology, such as computer aided
engineering, product data and life-cycle management and enterprise resource planning
systems, as well as in managing machine tool maintenance and service information
including dynamic and unstructured knowledge [8]. Computer simulation can be used
to build complex manufacturing systems, analyse the effectiveness of preventive or
corrective maintenance and improve overall, operational reliability, the utilisation of
manufacturing resources and the productivity of manufacturing systems [9]. Frazzon
et al. propose a simulation model to evaluate the improvements in performance pro-
vided by integrated intelligent-maintenance systems and spare-part supply chains [10].

The main motivation of the contribution was to propose the mythology for
knowledge acquisition in area of production maintenance using simulation methods. In
the paper, a concept for a knowledge acquisition system, based on simulation models,
is proposed for supporting preventive maintenance in discrete manufacturing systems.
The simulation models of manufacturing systems are prepared using Tecnomatix Plan
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Simulation Software. The following research problem is taken into consideration in the
paper: Given is a simulation model of a discrete manufacturing system; the problem is:
how to develop a knowledge database, based on the analysis of simulation experiments
of predictive maintenance? In the next chapter, the methodology for the acquisition of
data, based on simulation experiments, is proposed.

2 The Methodology for Acquiring Knowledge Using
Computer Simulation

The acquisition of the knowledge of manufacturing systems, using computer simula-
tion, requires the proper definition of the manufacturing resources and specification of
the main objectives for using that knowledge. In Fig. 1, the methodology for the
acquisition of knowledge, for the preventive maintenance of a discrete manufacturing
system, is proposed according to waterfall software development methodology.

Fig. 1. Methodology for the acquisition of knowledge for preventive maintenance
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The steps denoted using bold could be realized automatically. In the first step, a
definition of the primary objectives for preventive maintenance is required. For
example, the quantitative goal of preventive maintenance can be formulated as
obtaining the highest throughput of the system using the smallest number of mainte-
nance personnel. For the main objectives defined, the simulation model of the system
should be created and the input and output variables for the simulation experiments
should be determined. In the next step, the simulation experiments should be conducted
and should include simulation times, numbers of observations, etc. The results of the
simulation experiments should be generated as tables or charts in order to transform
them into a knowledge format such as decision rules, logical or mathematical relations,
etc. In the last step, new knowledge, determined by the simulation experiments should
be verified as to its suitability for practical applications. If the knowledge proved
useful, it could then be added to the knowledge database; if the knowledge did not to
prove useful, then new simulation experiments should be prepared. In the next chapter,
the simulation model of the discrete manufacturing system will be described. The main
limitation of the proposed methodology is effort of building of simulation models.

3 The Simulation Model of the Manufacturing System

Simulation models of the parallel-serial manufacturing system include the structure of
machines and buffers, the processing and setup times, batch sizes, dispatching rules and
the availability of manufacturing resources [11]. The models are created using Tec-
nomatix Plant Simulation Software v. 12. It has been assumed that the system is fully
automated but machine downtime requires the intervention of technical services. The
first model of the system S1 is presented in the Fig. 2.

Fig. 2. The S1 simulation model of the parallel serial manufacturing system
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The model of the manufacturing system includes 6 machines, or manufacturing
resources, which perform 2 technological operations. Machines M11, M21, M31 are
identical and complete the first operation and machines M12, M22, M32 are also
identical and complete the second operation. Between each pair of different machines,
buffers B1, B2, B3 are allocated. The processing and setup times are based on a
lognormal distribution. A lognormal distribution is a continuous distribution in which a
random number has a natural logarithm that corresponds to a normal distribution. The
realisations are non-negative, real numbers. The density of the lognormal distribution
Lognor (r, l) is calculated as follows [12]:

f ðxÞ ¼ 1

r0x
ffiffiffiffiffiffi

2p
p � exp � lnðx� l0Þ2

2r20

" #

ð1Þ

where r and l are respectively mean and standard deviations and are defined as
follows:

l ¼ exp l0 þ
r0
2

h i

ð2Þ

r2 ¼ expð2l0 þ r20Þ � ðexpðr20Þ � 1Þ ð3Þ

The maximum of the density function is defined as:

expðl0 � r20Þ ð4Þ

The operation times are presented in the Table 1.

In the system, 4 products (A, B, C, D) are manufactured, based on the following
sequence of production batches: 100 A, 300 B, 80 C, 120 D, 60 A, 200 B, 150 C, 80 D.

Four different products are manufactured; any change of batch requires additional
setup times to be considered. For the processing of values and setup times, a set of 100
experiments for the random capacities of the buffers is generated.

Table 1. The matrix of operation and setup times

Manufacturing
resources

Operation
times

Setup times

r2 l r2 l

M11 480 20 840 200
M21 480 20 840 200
M31 480 20 840 200
M12 480 20 840 400
M22 480 20 840 400
M32 480 20 840 400
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For the model of manufacturing system presented here, a set of simulation
experiments is designed and readied. The input values of the simulation are different
allocations of buffer capacity -from 1 to 5- and availability of manufacturing resources -
from 70%–90%. The values of input variables are presented in Table 2.

The simulation experiments are conducted for different numbers of maintenance
workers. The results of the output of the simulation experiments are analysed, along
with the throughput per hour of the system and the average lifespan of the products,
indicating the direct impact on the work in progress. The average lifespan of products is
indicative of the average period of time that the products remain in the system. The
input values of the simulation experiments are generated randomly, using the Tecno-
matix Plant Simulation random generator. The first two experiments (Exp 01 and Exp
02) include the smallest value of buffer capacities (1) relating to the smallest and
greatest values of the availability of resources. The last two experiments (Exp 23 and
Exp 24) include the greatest values of buffer capacities relating to the smallest and
greatest values of the availability of resources. In the next chapter the results of the
simulation experiments are presented.

Table 2. The input values of simulation experiments

Exp B1 B2 B3 M11 M21 M31 M12 M22 M32

01 1 1 1 70 70 70 70 70 70
02 1 1 1 90 90 90 90 90 90
03 1 5 2 70 81 72 76 74 84
04 2 5 2 78 82 79 87 85 72
05 2 4 5 87 79 87 74 89 72
06 1 5 5 75 87 72 78 72 70
07 1 4 2 82 78 86 79 76 76
08 5 4 2 86 87 84 87 89 81
09 3 5 1 73 72 87 77 75 85
10 2 5 4 72 86 71 81 86 78
11 4 4 2 72 73 74 82 72 73
12 3 5 4 83 84 73 74 73 86
13 2 4 2 80 88 73 71 77 82
14 5 1 5 83 86 74 74 79 73
15 2 5 3 76 83 82 84 80 71
16 5 3 2 73 89 73 75 82 76
17 3 2 2 79 79 83 75 70 74
18 3 1 4 70 81 82 87 80 86
19 2 4 4 87 75 79 83 73 73
20 3 5 5 77 76 79 79 76 72
21 4 5 4 77 88 89 85 79 87
22 2 1 5 85 77 71 84 90 89
23 5 5 5 70 70 70 70 70 70
24 5 5 5 90 90 90 90 90 90
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4 The Results of the Simulation Experiments

Each simulation experiment was conducted for a period of 240 h and repeated 3 times,
making 3 observations. In Figs. 3 and 4, the results of the simulation experiments for 3
maintenance workers are presented.

The greatest throughput value and the smallest average lifespan value are obtained
for experiment Exp 02. The smallest throughput value is obtained for Exp 23 and the
greatest lifespan for a product is obtained for Exp 14. The simulation experiments are
conducted for different number of maintenance workers (1–4). The results of the

Fig. 3. The throughput of the system for model S1 and 3 maintenance workers

Fig. 4. The average lifespan of products for model S1 and 3 maintenance workers
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experiments are presented in Figs. 5 and 6, that is, throughput and average lifespan
respectively.

The results indicate, as can be seen in the charts in Figs. 5 and 6, that the amount of
maintenance work impacts significantly on the number of maintenance workers in the
throughput of the system, that is, as a proportional relationship. If the number of
maintenance workers is greater than 4, the throughput of the system does not change.

Fig. 5. The throughput of the system for model S1, with a different number of maintenance
workers

Fig. 6. The average lifespan of products for model S1, with a different number of maintenance
workers
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The situation is different for average lifespan, that is, for work-in-progress. The greatest
lifespan is obtained for a sole maintenance worker but for the variants with 3 and 4
maintenance workers, the lifespan values change differently. Generally, for experi-
ments Exp 02, Exp 18 and Exp 23, the smallest, average lifespan value is obtained by
the variant with 4 maintenance workers.

5 The Acquisition of Knowledge

Based on the simulation experiments conducted, the following new knowledge about a
manufacturing system can be formulated as follows:

1. The number of maintenance workers impacts, proportionally, on the system’s
throughput.

2. For the system with 6 resources, the maximum number of maintenance workers is
4; a greater number has no impact, either on the throughput or on the average
lifespan of the system.

3. The average lifespan of products for the number of maintenance workers greater
than 2, does change but not proportionally.

If the new knowledge is not sufficient, then, by using the proposed methodology for
the acquisition of knowledge, a new model can be created for the system (S2). The new
model is presented in the Fig. 7.

The new model for the system includes dispatching rules on buffer exits and
manufacturing resources; this means, for example, that machine M11 can send products
to buffer B1 or to buffer B2, q.v. the Round Robin dispatching rule. For model S2, the
same simulation experiments are conducted. The results of the simulation experiments
are presented in Figs. 8 and 9. The implementation of dispatching rules results in an
increase in the average throughput of the system.

Fig. 7. The simulation model S2 of a parallel, serial, manufacturing system with dispatching
rules
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The average lifespan for model S2 shows greater variability, especially for the
variant with 4 maintenance workers. For model S2, with dispatching rules, it is possible
to obtain greater throughput values than it is with model S1 using the same number of
research workers. The percentage differences between the throughputs of models S1
and S2 are presented in Fig. 10. The percentage differences in the effectiveness of the
system are greater than 14%, for the variant with the sole maintenance worker and
about 6% (q.v. Exp 12) for the variant with 4 maintenance workers.

Fig. 8. The throughput of the system for model S2, with a different number of maintenance
workers

Fig. 9. The average lifespan of products for model S2, with a different number of maintenance
workers
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Based on the new, manufacturing system model and on the results of the experi-
ments conducted, the following, new knowledge may be formulated:

1. Changing the structure of a system, by implementing dispatching rules, increases
the throughput of the system.

2. The average lifespan of products shows greater variability, especially for those
variants with more than 1 maintenance worker.

3. Implementing dispatching rules could result in an increase in the average lifespan of
work-in-progress products, for the variant with 4 maintenance worker; q.v. - as
examples- Exp 05 and Exp 06.

In the next chapter, the final conclusions- as well as the directions for further
research- will be presented.

6 Conclusions

In the paper, a methodology for the acquisition of knowledge, based on the computer
simulation of a manufacturing system is proposed. The process for acquiring knowledge
is presented on the basis of a parallel, serial, fully automated manufacturing system with
different numbers of maintenance workers. The simulation experiments are conducted
for two models of a manufacturing system, the first without having implemented dis-
patching rules, while the second had implemented dispatching rules, thus giving different
structures for the flow of material. On the basis of the simulation experiments, new
knowledge about the system is generated. This knowledge can be used in order to
effectively manage maintenance personnel and thus, focus on increasing the system’s
throughput, or reducing the work-in-progress. On the basis of the results of the simu-
lation experiments, a system of preventive maintenance could be proposed that would

Fig. 10. The percentage difference between the throughput of models S2 and S1
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guarantee a certain level of effectiveness within a manufacturing system; any new
knowledge could be recorded in the form of decision rules, for example:

If Number_of_workers = 4 then Throughput 2 (14,39, 19,33);
If Number_of_workers = 1 then Avg_lifespan >57;
If Number_of_workers = 2 and Variant = S2 then Throughput = Throughput*1,08.

In further research, a tool, for the acquisition and recording of automated knowl-
edge, will be designed and more indicators (not only throughput and lifespan) will be
taken into account.

References

1. Mori, M., Fujishima, M.: Remote monitoring and maintenance system for CNC machine
tools. Procedia CIRP 12, 7–12 (2013)

2. Dong, L., Mingyue, R., Guoying, M.: Application of internet of things technology on pre-
dictive maintenance system of coal equipment. In: 13th Global Congress on Manufacturing
and Management, GCMM, Procedia Engineering, vol. 174, pp. 885–889 (2017)

3. Ni, J., Jin, X.: Decision support systems for effective maintenance operations. CIRP Ann.
Manufact. Technol. 61, 411–414 (2012)

4. Roux, O., Duvivier, D., Quesnel, G., Ramat, E.: Optimization of preventive maintenance
through a combined maintenance – production simulation model. Int. J. Prod. Econ. 143(1),
3–12 (2013)

5. Boschian, V., Rezg, N., Chelbi, A.: Contribution of simulation to the optimization of
maintenance strategies for a randomly failing production system. Eur. J. Oper. Res. 197,
1142–1149 (2009)

6. Rezg, N., Chelbi, A., Xiaolan, X.: Modeling and optimizing a joint buffer inventory and
preventive maintenance strategy for a randomly failing production unit: analytical and
simulation approaches. Int. J. Comput. Integr. Manufact. 18(2–3), 225–235 (2005)

7. Karim, R., Westerberg, J., Galar, D., Kumar, U.: Maintenance analytics – the new know in
maintenance. IFAC-PapersOnLine 49(28), 214–219 (2016)

8. Wan, S., Li, D., Gao, J., Roy, R., Tong, Y.: Process and knowledge management in a
collaborative maintenance planning system for high value machine tools. Comput. Ind. 84,
14–24 (2017)

9. Negahban, A., Smith, J.S.: Simulation for manufacturing system design and operation:
literature review and analysis. J. Manuf. Syst. 33, 241–261 (2014)

10. Frazzon, E.M., Silva, L.S., Pires, M.C.: Simulation-based performance evaluation of a
concept for integrating intelligent maintenance systems and spare parts supply chains. IFAC-
PapersOnLine 49(12), 1074–1079 (2016)

11. Jasarevic, S., Brdarevic, S., Imamovic, M., Diering, M.: Standpoint of the top management
about the effects of introduced quality system and continuation af activities of its
improvement. Int. J. Qual. Res. 9(2), 209–230 (2015)

12. Tecnomatix Plant Simulation version 12.2.0 on-line documentation

40 S. Kłos



Information Systems: Special Session
on e-Health and Special Session

on Digital Transformation



Rate Your Physician: Findings
from a Lithuanian Physician Rating Website

Frederik S. Bäumer, Joschka Kersting(&), Vytautas Kuršelis,
and Michaela Geierhos

Paderborn University, Paderborn, Germany
{fbaeumer,jkers,kurselis,geierhos}@mail.upb.de

Abstract. Physician review websites are known around the world. Patients
review the subjectively experienced quality of medical services supplied to them
and publish an overall rating on the Internet, where quantitative grades and
qualitative texts come together. On the one hand, these new possibilities reduce
the imbalance of power between health care providers and patients, but on the
other hand, they can also damage the usually very intimate relationship between
health care providers and patients. Review websites must meet these require-
ments with a high level of responsibility and service quality. In this paper, we
look at the situation in Lithuania: Especially, we are interested in the available
possibilities of evaluation and interaction, and the quality of a particular review
website measured against the available data. We thereby identify quality
weaknesses and lay the foundation for future research.

Keywords: Lithuanian physician review websites � Medical service ratings

1 Introduction

Review websites for Health Care Providers (HCP) such as physicians are a well-known
nowadays [4–7, 9–12, 25, 26, 29]. So-called Physician Review Websites (PRWs)
receive a lot of attention because they are online available to patients in many countries
[29]. For example, there is the American website Ratemds.com1, the German
Jameda.de2 or the Lithuanian “Pincetas.lt”3. They all have in common that
they are well-frequented and record a high user interaction. PRWs also cover the large
number of HCPs and attract a great deal of media attention [24], which is caused by
HCPs, who do not want to be reviewed online [1]. This raises legal questions [2].
However, PRWs are not only seen negatively by HCPs because they use them for
advertising purposes [20] although this is of questionable legality [8]. The high level of
user interaction distinguishes PRWs from other medical information sources on the
Web such as health care news (e.g. “Sveikata.lt”), health related products (e.g.
“Hiperfarma.lt”) or health communities (e.g. Pasveik.lt/lt/forumas/)
[27]. Actually, the online-based reviewing of medical services seems to be the next

1 http://www.ratemds.com, founded in 2004, * 1,700,000 HCPs, * 2,600,000 reviews.
2 http://www.jameda.de, founded in 2007, * 275,000 HCPs, * 2,000,000 reviews.
3 http://www.pincetas.lt, founded in 2006, * 60,000 HCPs, * 80,000 reviews.

© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 43–58, 2018.
https://doi.org/10.1007/978-3-319-99972-2_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_4&amp;domain=pdf
http://www.ratemds.com
http://www.jameda.de
http://www.pincetas.lt


consequential step in the development of the Web 2.0, which already allows reviewing
holiday resorts, films, products, etc. [20, 22, 23]. Additionally, multiple studies have
been conducted on PRWs for many countries like Germany and the USA [6, 9, 10, 15].
When PRWs are analyzed, it is important to consider national influences: It must be
pointed out that the PRWs can greatly differ in the way and quality of implementation.
For example, this specifically applies to language, health system, rating scheme (e.g.
star-rating vs. grade-based rating, qualitative vs. quantitative), the rating issues (e.g.
friendliness, waiting time, parking, Wi-Fi) and the protection of patients’ privacy. Until
now, it has not been investigated in any Baltic country or any country in the Eastern
part of the European Union. This situation is dissatisfying because local legal and
social characteristics are reflected on these portals and are therefore worth investigat-
ing, especially, when considering the European Union’s attempts for a unified single
digital market across Europe [14]. Regarding the current legal cases of how to deal with
PRWs’ business model and the missing neutrality of PRWs between HCPs and
patients, it is also unsatisfying not having investigated a PRW from the Eastern
European Union [8]. Comparing different PRWs in detail makes it possible to identify
good and bad idiosyncrasies on PRWs and to figure out and promote a better quality
understanding. This is the primary purpose of this paper. Firstly, this study investigates
one Lithuanian PRW by looking at the website data and by using natural language
processing (NLP) techniques. This way, we evaluate the quality of the provided review
data. Secondly, we briefly investigate online health information websites in Lithuania
in order to underline the role of user-interaction which is unique to PRWs. Finally, we
draw our conclusions from the used data, and discover future research topics such as a
comparison of PRWs across Europe and the world.

The outline of this paper is as follows: Sect. 2 provides an insight into current
research and even an explanation how the data acquisition and preprocessing steps
were conducted. Section 3 gives an overview on our data set, and Sect. 4 presents our
findings. In Sect. 5, we discuss our findings and compare them to international com-
petitors. In Sect. 6, we conclude and give a brief outlook on future research.

2 Current State of Research

PRWs can significantly influence HCPs’ success and they are useful and even decision-
making for patients searching an HCP [10]. In 2013, one of six HCPs around the world
was rated and the demand of PRWs is continuously growing [12]. As presented later,
more than nine of ten reviews are positive. At the same time, any evidence for con-
siderable doctor-bashing is denied, which is often discussed in the media [12].

The research so far only covers certain areas. There are some studies presenting
data of PRWs from different countries [12, 15, 18]. Others analyze how German
patients use PRWs [7]. Other studies investigate the patient’s rating behavior by using
German PRW data and investigate second-hand ratings [17], rating inconsistency by
means of NLP [19], and cognitive bias in online reviews [28]. Other aspects like latent
connectivity of HCPs (i.e. hidden connections among HCPs) are explored as well [4–6,
11]. Here, an important issue is privacy. Medical information is sensitive because, for
example, users of PRWs can be identified because of their review contents [6].
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Furthermore, others search for reasons how the ratings of physicians are achieved [21].
They therefore analyze reviewer statistics [29] and combine physicians’ and patients’
information to get better insights into the rating behavior [16]. But so far, there is no
study collecting and using a data set from a North-Eastern European PRW like
Lithuania. Furthermore, there is little research about Lithuanian websites in the medical
sector. There is only one overview of Lithuanian medical information sources on the
Internet [27]. In the following, we adopt the original table from 2014 with current
websites but keep the general classification scheme (see Table 1).

Table 1. Lithuanian web sources for health care and lifestyle. Based on [27]

Section Subsection Online project

Informational Overview & Library Emedicina.lt

Lmb.tl

Health care news Smlpc.lt

Pasveik.lt

Visivaistai.lt

366.lt

Farmapedia.lt

Sam.lt

Vlk.lt

Health care news and products Camelia.lt

Eurovaistine.lt

Zoopharma.lt

Health related products Hiperfarma.lt

Hipereko.lt

Hiperzoo.lt

Ecohit.lt

Ekomed.lt

Nvaistine.lt

Participatory Weak participation Sveikaszmogus.lt

Sveikata.lt

Odontologija.com

Mednews.lt

Imunitetas.lt

Consultations Manosveikata.lt

Konsultuokis.lt

E-pacientas.lt

Strong participation Sveikasvaikas.lt

Pincetas.lt
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A low coverage of health-related websites in a comparatively small country like
Lithuania seems quite normal. However, there is, as it can be seen in Table 1 a high
number of different services. Since we deal with PRWs, we stick to the participatory
section. For this purpose, our work is focused on a PRW categorized in Table 1 as
“strong participation” in reviewing health care providers.

While [27] name “Pincetas.lt” as well-known PRW in Lithuania, we have
serious doubts concerning the data quality and relevance of the website. One question
is whether all HCPs really exist or whether there are errors and anomalies in the data.
Furthermore, we are interested in the providers’ specialties, their geographical distri-
bution and average ratings. It will be interesting to view the reviews in combination
with the corresponding provider. Until now, the distribution of reviews per HCP, the
geographical distribution of reviews, etc. are unknown. For this reason, acquiring and
analyzing data from “Pincetas.lt” will lead to new findings and provide a starting
point for scholars dealing with similar research topics.

3 Descriptive Statistics

In order to present an example for and introduce to the data from PRWs, we provide a
translated review from the Lithuanian website “Pincetas.lt” in Fig. 1. In general,
reviews are divided into a quantitative and a qualitative part. The quantitative part
includes the grades that can be awarded for categories such as friendliness and com-
petence. They are shown as overall grades for all given ratings (summary). The
qualitative part consists of an individual review text and a recommendation (green text
color for recommendation).

Figure 1 shows an example for a Lithuanian physician review text translated into
English. In addition to a timestamp (e.g. 2017-07-17, 11:55), the reviewer’s IP address
is also given (here shortened to keep anonymity), which is absolutely questioning
concerning privacy issues. Moreover, HCPs can reply to a review. First, we have to
acquire, build and preprocess a data set for our research purposes because no structured
Lithuanian PRW data set is available right now.

3.1 Data Acquisition and Preprocessing

We use HCP profiles, medical institution profiles and free text reviews from the
Lithuanian PRW “Pincetas.lt” as data source. The PRW was founded in 2006
and it is growing steadily, measured by the number of reviews submitted. The first
review we acquired is dated on 14/07/2006. Overall, only 45 reviews were written in
2006, compared to 3,503 in 2007 and a total of 5,599 in 2008. This is a remarkable
growth, which was repeated in 2015: While until 2015, between 6,000 and 8,000

Fig. 1. Sample HCP review on Pincetas.lt (translated from Lithuanian)
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reviews have been written per year, in 2016 it climbed up to 10,810 and in 2017 to
12,914 reviews. We acquired our data set between July and December 2017 by using a
fully automated approach (similar to the procedure described in [4]). Therefore, a
crawler was developed, which searched the PRW and gathered all listed HCPs in the
website’s index. Subsequently, the information was stored in a database and further
processed, e.g. by tokenizing sentences, lemmatization, etc. Our data set contains
57,311 profiles of health care providers (e.g. names, licenses, workplaces), 2,983
medical institutions (e.g., area of expertise, address data), and 81,765 reviews for HCPs
and medical institutions (e.g., review text, sentiment). Furthermore, the data set con-
tains IP addresses, which can be assigned to the respective reviews. IP addresses of the
reviewers who were not logged-in are published with the corresponding review text.
These IP addresses were also used to identify the country, city, internet provider and
geographic coordinates (longitudes, latitudes), which represent valuable additional
information. Moreover, reviews without texts also exist, but are not separately listed.
Nevertheless, preprocessing is still essential: Examples are the names of the HCPs,
which do not exist as individual data fields (first names, surnames) but as a single
string. Since separate first and last names are more suitable for further data processing,
we split them during the preprocessing step. The same isolation technique is applied to
medical licenses such as “Vidaus ligų gydytojas Išduota: 2009-05-27, Nr. MPL-
XXXXX, Galiojanti” (Internal illnesses doctor Issued: May 27, 2009, No. MPL-
XXXXX, Valid). Another example is the gender of a HCP. This information is not
available on this PRW. Therefore, we have analyzed HCPs’ first and last names, which
provide information about gender in most cases. For this purpose, we used the internal
word evidence such as typical Lithuanian first names (e.g. “Birutė”) and last name
suffixes (e.g. “-ienė”). On the one hand, each review is represented by its ID, HCP ID,
timestamp, IP address, sentiment, review text (i.e. comment) and a reply by the doctor
(if provided). On the other hand, each HCP is characterized by its ID, name, area of
specialization, recommendation value, total number of ratings, licenses, workplaces,
average ratings like how patients rate the diagnosis, question answering, etc. (grades
from 1 to 5, where 5 is the best), and whether the HCPs offer an online appointment
booking on their website.

3.2 Overview Over Health Care Providers, Medical Institutions
and Reviews

In the following, we describe our data subsets (HCPs, medical institutions and reviews)
individually, knowing well that they are strongly interlinked.

Health Care Providers. We acquired 57,311 HCP profiles, which cover 78 specialist
areas. The three most represented areas of specialization are “Bendrosios praktikos
slauga” (general nursing), “Medicinos gydytojas” (physician), “Odontologija” (odon-
tology). About 5% of the acquired profiles did not specify any specialist area. It is
surprising that the most frequent area is nursing. Since the specializations are
accompanied by the corresponding licenses, it is also worth to review this information:
In total, 87% of the provider’s profiles contain information about licenses, whereof
85% have at least one valid license. Conversely, this means that 15% have no valid
license and 13% of the providers have not provided any information about this.
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Medical Institutions. Next to the provider’s data, we also acquired 2,983 profiles of
medical institutions including medical practices and hospitals. From the data set, it can
be noted that HCPs are often assigned to more than one institution. Most of the
providers with information about their workplace are assigned to only one medical
institution (75.4%), followed by two (18.2%) and three institutions (5.8%). Only 1.6%
of the HCPs are assigned to more than three institutions. This information is missing in
83.7% of acquired HCPs.

Reviews and Ratings. With 81,765 review texts, we have acquired quite a small
amount of data compared to PRWs considered in the literature so far [6, 18]. This may
be related to the different population sizes in Lithuania vs. the USA. The reviews are
distributed in such a way that 6,750 HCPs (12%) are covered. However, this does not
mean that these providers were not evaluated at all – in total 167,050 (quantitative)
recommendations were provided. 9,124 HCPs (16%) have at least one rating. The
average number of ratings for all HCPs with at least one rating is nine, with 48,187
HCPs (84%) having received no rating at all.

3.3 Identified Spam

Unlike the PRWs we have examined so far, “Pincetas.lt” uses only a few anti-
spam techniques (e.g. captchas) and no anti-fake measures were identified. This is risky
because spammers and fakers are interested in the data for several reasons: On the one
hand, there are competing HCPs who maybe want to negatively review other HCPs or
give positive ones to themselves. On the other hand, patients, who react emotionally to
a perceived treatment, can review one or more HCPs several times. A third possible
case could be that a PRW itself generates (fake) reviews. Due to this fact, we may have
to exclude certain reviews from our investigation as they do not meet our quality
standards. When the number of HCP’s published reviews is compared to the given total
amount of reviews on top of the page, we noticed mismatches. For example, one doctor
is said to have 23 reviews while only 20 are visible. We assume the hiding of offensive
and dubious reviews, especially as this sample HCP received very negative grades.

4 What Data Tells Us: Insights into Our Findings

In the following, we focus on the ratings, reviews, overall quality and evaluate the
information about the reviewers. After that, we conduct a qualitative evaluation of the
PRW and point out possible improvements.

4.1 HCPs in Detail

The highest number of qualitative reviews received by one HCP is 249 and 1,256
recommendations. These values are comparable to other European PRWs. HCPs’
activity on PRWs is also comparable, there are HCPs who participate very actively on
PRWs, comment on reviews, and maintain their profiles and there are some who seem
to completely refuse this medium. It is mainly explained by the fact that the HCPs do
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not register themselves on these websites. Participation and approval of a HCP is not
mandatory. This is of course a disadvantage because the overall data quality would
increase through higher HCP participation. While HCPs’ addresses are not provided on
this PRW, the ones of workplaces like hospitals are made public (see Fig. 2). Since
most HCPs are associated with workplaces such as hospitals and medical practices, we
consider the workplaces as representative for a distribution of HCPs. As Fig. 2 shows,
most HCPs are in Vilnius (capital city) and Kaunas (second largest city). Therefore,
this is unsurprising because these are Lithuania’s biggest cities [30]. However, rural
areas seem to be underrepresented in comparison to bigger cities.

4.2 Ratings and Reviews

As already mentioned, a distinction must be made between ratings and reviews. It is
possible to evaluate an HCP quantitatively and qualitatively, while the qualitative
evaluation (review) is optional. For this reason, there are more quantitative ratings
(167,050) than qualitative reviews (81,765). In other words, more than half of the
submitted ratings are without review text. As stated before, we expect even some
hidden reviews because 81,765 reviews are online, but arithmetically, there should be
83,926 reviews in total (i.e. sum of all review counters on the HCPs’ profiles).

Eight dimensions can be quantitatively evaluated (see Table 2). Currently, all
dimensions have to be rated. However, there are also HCP profiles in which not all
dimensions are specified. This may be a mistake, or the rating system has been changed
over the years. The peculiarity of the investigated PRW is that the reviewers do not
assign a specific quantitative rating per dimension (such as 1 to 5 out of 5 stars) but
select one of the predefined values, which are mapped to a floating-point grade scale
from 1 to 5 by the PRW (5 is best). In addition to these dimensions, an indication has to
be given, whether the HCP can be recommended or not. As already mentioned, the
grades are interrogated by phrases. For example, for a very effective perceived treat-
ment, a matching answer is “Pilnai išgydė” (cured completely) for the best rating (5).
Furthermore, when it comes to the waiting period in a HCP’s office, patients were
asked to provide the waiting time. The conversion to a grade then provides e.g. zero
minutes as grade 5 and 15 to 20 min as grade 3. For other users, there are only
numerical grades visible on the HCP’s profile. The profile coverage shown in Table 2
refers to how many of the 11,436 HCPs with at least one rating received a rating in this
dimension. It turns out that all dimensions are rated well on average. This raises the
question of whether the ratings may be different for the individual areas of special-
ization. And it is proven that within this data set, the ratings vary depending on the area
of specialization: Table 3 shows the best and worst grades per rating dimension,
excluding the area of specialization with less than ten ratings. In addition, only the
primary specialization has been taken into account, as indicated by HCPs on their
pages.

Further findings can be found in the written reviews. The 81,765 reviews consist of
74% positive and 26% negative reviews (based on recommendation). This fits existing
research [24], according to which, despite all perceptions, PRWs are predominantly
evaluated positively [12, 23]. In general, reviews tend to be either very positive or
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negative [22]. However negative reviews have a stronger impact than positive ones
[31].

So far, we have not seen any PRW with a high response rate from the HCPs. There
are, indeed, good reasons not to react [24]. It is the same in this analyzed PRW: Just
0.17% of the reviews received replies from the HCP. It is noticeable that these are not
only reactions to negative reviews, but also words of gratitude. In this context, we have
looked at the communication regarding the used sentiment words. Thus, the most

Fig. 2. Distribution of HCPs based on medical institutions

Table 2. Rating dimensions, grades and profile coverage

Rating dimension Ø Grade Coverage

Ar atsakė į visus Jums rūpimus klausimus?
Were all your questions answered?

4.07
of 5

11,321
(98.9%)

Ar skyrė pakankamai laiko?
Did you receive sufficient time for treatment?

4.02
of 5

11,308
(98.8%)

Kaip vertinate paslaugų kainas?
How do you rate the service prices?

4.42
of 5

11,242
(98.3%)

Kaip tiksliai diagnozavo Jūsų problemą?
How accurately was your illness diagnosed?

4.13
of 5

11,236
(98.3%)

Kiek laiko laukėte, kol Jus priims?
How long did you wait for the appointment?

3.76
of 5

11,164
(97.6%)

Ar paskirtas gydymas buvo veiksmingas?
Was the prescribed treatment effective?

4.03
of 5

11,106
(97.1%)

Ar po apsilankymo pasidomėjo kaip jaučiatės?
Was there a follow-up contact?

3.96
of 5

8,879
(77.6%)

Ar atsilyginote gydytojui asmeniškai?
Did you pay the doctor directly, i.e. extra?

No data
acquired
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common sentiment words (1- to 2-grams) in positive reviews are “ačiū” (thanks),
“puiki” (great) and “maloni” (nice), while negative reviews are dominated by “(labai)
nemaloni” (very unpleasant), “nieko gero” (nothing good), “nerekomenduoju” (not
recommend). Here, it should be noted that a review can also just consist of one word,
e.g. “ačiū” (thanks). The shortest reviews found on the PRW have a length of one
character (e.g. “.”, “+”), while the average in the whole data set is 188 characters. The
longest review has 7,247 characters and is negative. However, on average, negative
reviews (290 characters) are longer than positive ones (152 characters).

Because of the frequency analysis, we identified many duplicates in the database –
even if looking for 6-gram phrases. The reasons for that can be different (e.g. spam). An
example therefore is “Sveiki, norėčiau pasidalinti savo nuomone” (“Hello, I’d like to
share my opinion”). A phrase that is found twice in the data set and written for the same
HCP within four minutes. It can be assumed that it was an unintentional duplicate
review. Other examples indeed suggest systematic spam activity. Since we have
repeatedly recognized the use of phrases from other reviews in supposed spam reviews,
we have developed a graph-based procedure for further analysis. We have divided all
reviews into sentences and then identified those which are often used in reviews
(Fig. 3). On one hand, this leads to sentences like “buvo nemalonų” (was unpleasant)
being marked as frequent, which is not critical. On the other hand, reviews that are
partially copied or even whole copies are detected. We split our 81,765 reviews into
167,123 sentences, of which 96.5% are unique and 3.5% are used in more than one
review (full copies). We can only speculate about the motivation to mix different
existing texts to create new reviews. In the case of review duplicates, we cannot
exclude that patients copy existing reviews for the same HCP, when they share the
same opinion. This would also explain why years have sometimes passed between such
duplicates. Unfortunately, we have limited space in this study to describe this situation
in more detail. However, one example for plagiarism is given in Fig. 4, which shows a
case where all sentences are identical in both reviews. If we look at further details in

Table 3. Average ratings per area of specialization

Dimension Ø Grades Area of specialization

Answered
questions

4.6
3.4

Odontologija (odontology)
Vaikų pulmonologija (pediatric pulmonology)

Treatment
time

4.6
3.4

Odontologija (odontology)
Neurologija (neurology)

Service
prices

4.9
3.3

Vaikų hematologija (children’s Hematology)
Patologija (pathology)

Diagnose
accuracy

4.9
3.4

Burnos higiena (oral hygiene)
Vaikų neurologija (child Neurology)

Waiting
period

4.9
2.7

Dantų technika (dental technology)
Vaikų pulmonologija (pediatric pulmonology)

Treatment
efficiency

4.9
3.4

Burnos higiena (oral hygiene)
Neurologija (neurology)

Follow-up
contact

4.6
3.4

Širdies chirurgija (heart surgery)
Dermatovenerologija (dermatovenerology)
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our data set, an anomaly can be assumed, since the reviews were written within five
minutes for the same HCP from the same IP address.

It is more difficult to detect duplicates, in which marginal changes (in many cases
numbers) are present (see Fig. 5). In this example, the HCP with ID 2497 has four
ratings of this kind (three of them are visible in Fig. 5). While the first one was written
in 2011, the other three reviews were written within three months in 2017. Since three
of the four reviews can be assigned to the same IP address, this could be a patient who
often visits the HCP and simply expresses the same opinion over and over again.
However, this does not explain why so many other HCPs have identical review texts.

4.3 Insights into User’s Review Behavior

In the following, we will take a look at the reviewers. What can we learn about those
who give ratings and write reviews?

Reviewer Location. The acquired data set has a special feature that we have not had in
similar data sets examined so far: Reviews are not anonymous but have a unique IP
address. This is surprising, since previous work assumed that reviews in this domain
deserve special privacy protection and PRWs are also interested in this protection [6].
At the same time, this protection of the reviewers ensured that it was not possible to
analyze the reviewer’s behavior. Now, this is possible with the clearly marked data.
However, there are two aspects to consider: On the one hand, patients and reviewers do
not have to appear in person [17]. This means that a review does not necessarily
represent the opinion of the patient (third party representation). It also means that a
reviewer does not even necessarily have to be the patient (fake reviews). On the other

Fig. 3. Sentences and their appearance among different reviews
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hand, reviewer can hide IP addresses (by using e.g. VPN, proxy servers) or IP
addresses are used by several people (e.g. public Wi-Fi). This is possible in public areas
such as medical institutions, stations of public transportation or catering establishments.

By taking into account the mentioned limitations, a few interesting findings can be
derived: In total, ratings from 80 countries were submitted. The locations from all over
Europe can be found in Fig. 6. Unsurprisingly, since “Pincetas.lt” is only
available in Lithuanian, 94% of the reviews come from Lithuania (55.2% from Vilnius,
21.6% from Kaunas and 8.9% from Klaipėda). Another 1.3% come from the United
Kingdom, 0.8% from the USA and 0.6% from Germany. This distribution of countries
is in line with emigration movements4 and therefore appears coherent. Furthermore,
there is no significant difference in the distribution of positive and negative reviews
with reference to the country of origin. While there were no significant numbers of
reviews from Russia (0.2%, mostly from Moscow), still a few Russian reviews can be
found. This is also remarkable because the registration process is in Lithuanian, too.
More noticeable is the number of ratings given per IP address. Are there IP addresses
that rate very often or that always rate only one provider? This could be useful for spam
and fake review detection. On average, 1.6 reviews are assigned per IP address, while
74% of IP addresses are assigned to only one review, 16% are assigned to two, and 5%
to three reviews. This number of reviews is considering that several doctors, nurses and

Fig. 4. Detected plagiarism

Fig. 5. Examples of duplicates with marginal changes

4 See for more information: http://123.emn.lt/en/, accessed 16/01/2018.
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pharmacists can be involved in a treatment as HCPs. Especially without any temporal
information, this number can be judged as inconspicuous IP addresses with five or
more reviews (3.4%) are more interesting when they are written within a defined period
(e.g. month). There are several examples in the data set: An eye-catching example is an
IP address (185.127.*.*) which wrote 198 reviews within June to December 2017 and
thus evaluated 148 HCPs. On one single day, 21 reviews were written for different
HCPs, but all of them, with one exception, were negative. It is also very noteworthy
that the texts are very similar: Some of them are 1:1 plagiarism, some of them are
copied texts with marginal changes. What is surprising here is the fact that the phrases
are also used in reviews of others.

5 Looking Beyond Own Data: A Discussion

The investigated PRW shows several differences compared to international competi-
tors. This concerns the on-page functions on the one hand and the quality of provided
information (in particular the review texts) on the other hand, e.g. protection mecha-
nisms against spam.

On the positive side, it should be noted that the PRW reflects well the national
characteristics. We have rarely seen PRWs listing licenses of HCPs, which is a
favorable feature. It is particularly interesting to see which licenses have expired. This
ensures high transparency (assuming that this data is also maintained). Showing IP
addresses of reviewers is difficult to evaluate. On the one hand, this can prevent abuse;

Fig. 6. European reviewer locations based on the provided IP addresses
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on the other hand, this may harm the privacy of users. As the debate about cyber-
bullying5 is strong in Lithuania [3, 13], the PRW meets national standards here.
Whether it would be a better solution, for example, to use hash values or unique IDs,
is at least to be considered. IP addresses allow user tracking across pages, which should
be avoided due to privacy concerns. Assuming that reviews are usually written hon-
estly, users face a serious lack of privacy. Nevertheless, showing an identifier of non-
registered users demonstrates a fair-use policy to everyone. An interesting finding
derived from the IP addresses is the geographical distribution of the reviews. While
most reviews come from Lithuania, the others are mostly sent from common emi-
gration destinations of Lithuanians. This is a plus for the data quality and a finding that
cannot be drawn from other PRWs. In addition, the IP addresses gave us a clue to
detect spam and fake reviews. Unfortunately, we found that the quality of this PRW is
significantly lower than comparable PRWs. While “Jameda.de” has between 0 and
223 reviews per HCP, the Lithuanian PRW has between 0 and 249 reviews though
being a considerably less-used service. It is interesting that at “Jameda.de”, there are
only 2% of reviews exclusively quantitative [18], while on this PRW there are roughly
50% quantitative. Moreover, the regarded PRW could be improved by making use of
the true rating dimensions. That is, users rate HCPs according to textual expressions
which are converted into grades. Giving the information that, for example, grade 3 is a
waiting period of 15–30 min would be beneficial for all involved parties and more
informative than numerical grades, especially due to various ways of understanding
grades.

Furthermore, the function to link research and news articles related to a HCP is an
interesting next step providing more information about the professionality of the HCPs.
In comparison, “Jameda.de” provides an article feature while recommending topic-
related articles, when viewing a HCP’s profile. Furthermore, they provide detailed
reviews including single grades given per review. Additionally, they provide business
hours, addresses and so forth. A non-distinguishing function is the self-presentation on
the German PRWs. HCPs can upload pictures of their practice, specify their treatment
focus, education, etc. Here, the investigated Lithuanian PRW seems rather simple. If
necessary, payed HCP pages and features could also be a business concept for
“Pincetas.lt.” However, “Jameda.de”, is criticized for precisely this service
because it is assumed that paying HCPs receive better grades. Moreover, on-page
advertising doesn’t make PRWs appear particularly trustworthy.

6 Conclusion and Future Work

This study investigates Lithuanian medical information websites and the largest
Lithuanian PRW in particular. We chose Lithuania because it has a PRW that expe-
riences a high usage as well as growth during the last years, as stated before. It became
clear that Lithuania has a large number of information portals covering a wide range of
information (Sect. 2). We have also shown that PRWs are a well-researched area and

5 See https://cyberbullying.org, accessed: 22/01/2018.
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that they play an important role for independent patient information. On the one hand,
PRWs are navigators in the medical profession and on the other hand, they serve as an
interaction platform for patients, which can reduce the imbalance of power between
HCPs and patients. Unfortunately, this is precisely where we found out that this
Lithuanian PRW still has some shortcomings.

The overall quality of the review texts is not satisfactory, because there are a lot of
fake and spam reviews. Furthermore, it is not certain whether the reviewers are really
patients, since no verification of the information takes place. Moreover, it is not pos-
sible for patients to understand how the overall grades of the HCPs are calculated, as
the grades are not broken down. More transparency is needed on the analyzed PRW.

In sum, it can be said that the studied PRW is a valuable tool for patients to obtain
and share information about HCPs. Here, HCPs get the chance to receive and comment
on the concerns and feedback of patients. The offered features are comparable with
other PRWs from Germany and the USA. However, since patients rely on the quality of
information, there are still some improvements to be done. As we have opened the
topic of international PRWs, we are keen on further studying these websites. As
demonstrated by earlier research, PRWs are already influencing HCP’s performance
and as PRWs are a central mean for choosing a HCP, further research in this area will
be productive. This study has investigated quality information on a Lithuanian PRW
and made a brief comparison to prior experiences with German and American PRWs.

In the future, we want to extensively investigate PRWs from several countries in
order to provide a broad-based comparison. We are interested in Eastern European,
Central European, North American and Asian PRWs. We expect not only qualitative
results from a comparison, but data-based findings gathered by NLP approaches.
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Abstract. Modern robots often use more than one processing unit to solve the
requirements in robotics. Mobile robots are more and more designed in a
modular manner to fulfill the possibility to be extended for future tasks. The
usage of multiple processing units leads into a distributed system within one
single robot. Therefore, the (software) architecture is even more important than
in single-computer robots. The presented DAEbot was designed to implement
the Operator-Controller Module (OCM) on a mobile robot. This OCM has been
used in other technical systems and splits the system hierarchically into con-
trollers and operator(s). The controllers interact directly with all sensors and
actuators within the system. For that reason, hard real-time constrains needs to
be complied. The operator however processes the information of the controllers,
which can be done by model-based principles using state machines. This paper
describes the design of the autonomous mobile DAEbot robot focusing on its
architecture with three controllers and two operators as well as the internal
communication framework. Furthermore, the simulation capabilities of the
system behavior and some safety features are shown.

Keywords: Robotics � Mobile robots � Distributed systems
Operator-Controller module � Health monitoring � Model-based development
Modular systems � Simulation

1 Introduction

Robotic systems are complex technical systems whose design and advancement is a
challenge for developers of such systems. Mobile robots e.g. utilize extensive functions
as well as a high number of actuators and sensors. Autonomously acting robots need
performant hardware to perform complex software algorithms.

Past robots often used one computer as the processing unit of the system. With the
evolution for small single board computers (SBC) as more energy efficient and more
suitable solutions for processing units of mobile robots, more and more SBC are used.
Often, multiple SBCs or microcontrollers are combined to a distributed system to
obtain more computing power or better dependability. Furthermore, modular mobile
robots like the AMiRo [1] have been released. These modular robots can be extended
easily and mostly use multiple processing units.
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The modular approach and the use of multiple processing units lead into a dis-
tributed system within a single robot. Thus, the (software) architecture of those dis-
tributed systems within one robot becomes much more important.

One architectural approach for technical systems is the Operator-Controller Module
(OCM). The OCM was originally developed for mechatronic systems [2, 3]. In the
OCM the system is hierarchically structured into controller and operator parts which
e.g. differ in terms of real-time requirements or complexity of the used software.

This paper describes the integration of the OCM architecture approach into the
DAEbot. The presented DAEbot (Distributed Architecture Evaluation Robot) (see
Fig. 1) was designed as a demonstrator and training platform for distributed systems in
robotics. Its modular approach makes it easy to adapt or extend the platform with new
sensors and actuators to be prepared for different applications or even new processing
units to increase computing power.

This paper is organized as follows: Sect. 2 gives and overview of the concepts and
the architecture used in the distributed system. Section 3 describes the design of the
DAEbot, including all components and several features. Section 4 shows some results
of this project and the last section summarizes the project with a conclusion and
outlook to upcoming projects.

2 Concepts and Architecture of the Distributed System

Many design implementations of mobile robots use one single processing unit (e.g.
SBC) to control the complex robotic system, one Arduino Uno is used to run a
surveillance robot for outdoor security [4], a (not described) microcontroller controls an

Fig. 1. DAEbot as a demonstrator for an operator-controller based distributed system
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underwater robot [5] and a mini PC is used to operate a hexapod robot for subsea
operations [6].

This architecture of a single processing unit leads into difficulties like combining
hard real-time with soft real-time requirements. This architecture also often lacks
external surveillance features which can be useful due to safety reasons in mobile
robots. Using a single processing unit also prohibits the extension of the system for
changing system demands in a modular way.

The DAEbot instead consists of different modules which are setup as a distributed
system within one robot. Evaluating a suitable architecture for this distributed system is
one of the main goals and the reason for the development of this robot.

In 1979 Ropohl [7] published a three-layer structure for very generalized technical
systems (see Fig. 2). The lowest layer (execution system) interacts with the physical
world, such as sensors and actuators of a technical system. The information system
layer receives information from the execution system. This is used for the information
processing of the underlying sensors and actuators. Ropohl’s target setting system is
another layer which lies hierarchically above the other two layers and is used for
planning actions.

Fig. 2. Ropohl’s activity system [7] (Translated from German)
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This hierarchically organized structure can also be found in the Operator-Controller
Module (OCM).

2.1 Operator-Controller Module

The Operator-Controller Module (OCM) appeared in Naumann’s 2000’s dissertation as
a concept for mixed system- and process based systems for intelligent mechatronic
systems [2]. Following Ropohl’s approach, the OCM decouples the controller for the
direct interaction with the physical system and its sensor- and actuator signals from the
operator (see Fig. 3). The operator processes the controllers’ information and is able to
(re-) configure the controllers. The operator is also used to add non-time-critical fea-
tures like monitoring to the system.

2.2 Time-Discrete vs. Event-Driven

A main concept of the Operator-Controller Module is the division into time-discrete
and event-driven domains. The controllers are mostly based on time-discrete con-
straints. The controllers are directly interacting with the systems actuators and sensors
and therefore need to guarantee the compliance with hard real-time requirements. In
case of an emergency the controller for example needs to stop the systems motors
without delays. Furthermore, the controllers need to be self-obtained in case the
operator is not available (e.g. fail-safe).

Fig. 3. Concept of the operator-controller module [2] (Translated from German)
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The operator(s) can be implemented without those hard real-time requirements.
Information processing depends on the data from the controllers and is therefore using
event-driven behavior such as event triggered function calls [3].

This is ideally fitting into IoT and cloud-based systems and opens the path for
seamless integration of technical systems into virtual environments – leading to real
cyber-physical systems (CPS).

2.3 Model-Based Development

The complexity of autonomous robotic systems, especially when they consist of several
components as a distributed system within one robot, is a big challenge for software
developers. Therefore, the use of model-based principles is recommended [8, 9].

The operator of the OCM architecture is particularly suitable to use model-based
principles as it is mostly triggered by events from the controllers. This event-driven
operator can be implemented as statecharts in tools like MATLAB Simulink(Stateflow)
[10] or Yakindu SCT [11].

2.4 Software Architectures Based on OCM

The concept of the OCM was originally developed for self-optimizing mechatronic
systems [2]. The OCM has been refined later and was used in several projects of the
research cluster “Self-optimizing systems in mechanical engineering (SFB614)” [12],
e.g. the RailCab project [13]. The OCM approach is also used for the design of
metropolitan energy systems [14] or ORC turbines [15].

3 Design of the DAEbot

The DAEbot (Distributed Architecture Evaluation Robot) has been developed to
evaluate distributed architectures within one robot, in this case the Operator-Controller
Module (OCM). The DAEbot consists of a modular structure, which can be extended
with actuators and sensors for different applications, e.g. with a depth camera to
navigate autonomously to a given location.

All microcontrollers of the DAEbot are SBCs (single board computers) whose
software can be developed independently, without the need to connect them with the
robot in the first place. The robot basis is a self-designed platform which is driven by
four mecanum wheels [16]. The robot basis contains motor drivers, motor encoders and
ultrasonic sensors. All other components added to the robot will be described in this
chapter.

3.1 Programming Languages and Methods

As the controllers in OCM needs to work with hard real-time, the controllers should be
implemented as efficient as possible. The controllers will also be implemented once and
shouldn’t change for future tasks if the connected sensors and actuators won’t change.

Design of an Operator-Controller 63



Therefore, the development of the controllers is done in C/C++, which complies to
compile algorithms efficiently.

In contrast to the controller’s source code, the operators’ code will change
dynamically from one task to another and will be much more complex. For this reason,
the development process is assisted by approaches like model-based development. This
makes the understanding of the operator’s code more intuitive but the generated C/C++
code probably less efficient.

3.2 Communications

The main communication in the DAEbot is done via CAN (Controller Area Network)
in publisher subscriber concept. This concept is widely used in robotics e.g. in ROS
[17], the de-facto standard framework for robotics. A publisher e.g. a sensor offers its
data to the system. A subscriber, e.g. a processing algorithm can subscribe these data
for its own purpose.

For this concept, a CAN ID framework has been developed (see Fig. 4). The first
bit defines if the attached CAN frame contains sensor data from a controller (C/S = 1)
or command data from the operator (C/S = 0). With the next two bits, the priority of
the CAN frame can be configured as urgent (00), high (01), medium (10) or low (11).
The last eight bits contain a distinct identity for each sensor and actuator value of the
system. As a result, a CAN frame can be transmitted to the same entity either to send
the sensor data or to switch to a different mode by changing the C/S bit.

The DAEbot communications framework uses three modes. Mode 0 is used to
switch off a publisher, e.g. if the sensor data isn’t useful for the operator. Mode 1 (re-)
configures a publisher by attributing the sensors sample time. With a mode 2 message,
the operator asks the controller for a one-time data transmission.

The publisher subscriber implementation of the DAEbot can be configured to the
exact needs of the robot’s application in order to use the controller’s hardware
resources efficiently. Furthermore, the use of the priority bits in the CAN ID helps to
prioritize important from less important information, e.g. to prefer real-time controller
messages over non-time-critical command messages.

3.3 Modular Design

The DAEbot is based on SBCs which are connected via CAN. This modular approach
makes the system future-proof. New SBC’s can be added to the system for future tasks
e.g. to add more powerful or more efficient SBC’s to the system. The modular approach
also leads into a modular software structure which can be easily distributed to multiple

Fig. 4. CAN communications ID for the DAEbot

64 U. Jahn et al.



developers. So, the DAEbot can be programmed in a collaboration and concurrent
design process by a number of developers which all focus on their component, bringing
everything together as a team when the single tasks are finished.

3.4 Components

The DAEbot utilizes five SBC’s as controllers or operators implementing the OCM
approach. The three controllers (see Fig. 5, middle layer) are directly connected with
several sensors and actuators (bottom layer). The operator and the operator + (top
layer) are interacting with the controllers via CAN. To demonstrate the software
architecture, the DAEbot itself is designed with layers for the controllers and a layer for
the operator (see Fig. 1). As the architecture is modular, more components can easily
be added for future tasks.

Internal Robot Controller
The Internal Robot Controller (IRC) runs the sensors and actuators which are necessary
for the movement of the robot. The STM32F3Discovery [18] based controller has been
extended with an extension board to add pinouts and a CAN interface to the controller.
The IRC receives rotation data from the motor encoders, sensors like accelerometer for
odometry and the ultrasonic sensors. The motor drivers are also connected to the
STM32F3 board. In order to satisfy the real-time requirements, the microcontroller uses
the Operating System FreeRTOS [19]. The IRC implements safety features like to
interrupt the motors if the ultrasonic sensors recognize an obstacle movement direction.

Fig. 5. Components of the DAEbot
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Cam Controller
The Raspberry Pi based Cam(era) Controller extends the DAEbot with image sensors,
which are used for an autonomous navigation application to demonstrate the robot’s
capabilities. First, a Raspberry Pi RGB camera is connected to the SBC. Secondly a
Microsoft Kinect depth camera is setup. Both cameras use OpenCV to recognize
objects or obstacles. A custom linux-based OS for real-time capability has been built
with Yocto project [20].

The operator’s task is to decide which camera is best for the current situation and
task (e.g. in case of darkness the Kinects depth camera would be the obvious choice
over the RGB camera). The other camera can be disabled or in case of the Kinect be
switched off completely with a relay.

Health Controller
The Health Controller (HC) is used to monitor the condition of the system. It addresses
different types of information about the system. This information can be used by the
operator(s) to (re-) configure the system behavior, e.g. for critical battery or abnormally
high motor temperatures.

First, the HC is collecting information about the energy and battery of the systems.
For this, current voltage, current power and the remaining capacity is captured. Second,
the temperature of the battery, the motor drivers and the motors are monitored with
external temperature sensors. Third, the HC captures air pressure, humidity and tem-
perature of the environment. All these external sensors are set up on a self-developed
extension board for an Arduino Mega.

In addition, the HC connects a self-developed relay board with 10 relays which are
used to switch off components, like the Kinect or any SBC of the system to shutdown
unused hardware for saving energy.

As Arduinos are usually not equipped with an OS, a scheduler was developed to
manage the flow of the multiple publishers.

Operator
The main operator of the DAEbot is located on another Raspberry Pi extended with a
CAN shield and a touch display to debug and configure the robot. Main task of the
Operator is to handle the information from the three underlying controllers. Therefore,
state machines are developed with MATLAB Simulink (Stateflow) or Yakindu SCT.
These state machines react to incoming CAN frames by performing pre-defined flows
e.g. stopping the motor if an obstacle is detected. For this purpose, the system logic was
designed model-based in several software modules like battery management or motor
logic. All modules combined define the task and behavior of the autonomous robot.

The operator also (re-)configures the controllers’ publishers by switching publishers
off or set it dynamically to other sample rates due to the current requirements.

In addition, the operator is able to visualize data on the attached display. Especially
the data from the Health Controller, like temperatures or environment information can
be shown. The touch display is also used to change modes of the robot. It could e.g. be
set to an energy-saving mode where the Cam Controller is totally switch off.
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Operator+
The goal of the Operator+ is to add hardware resources to the operator whenever its
needed, otherwise the Operator+ is switched off with a relay.

The ZynqBerry TE0726-02M SBC has been chosen because of its heterogeneous
chip architecture [21].

The ZynqBerry has the form factor of a Raspberry Pi and features a small FPGA
SoC and an ARM Cortex-A9 based co-microprocessor. Hence, the Operator+ can take
over tasks from the main operator or even runs massively parallel tasks e.g. for
computer vision tasks [22] for which an FPGA is more suitable than an ARM based
Raspberry Pi.

3.5 Simulation

One benefit of the model-based approach is, that the complex behavior for the
autonomous system can be simulated without using the actual robot e.g. by using state
machines. The used tools MATLAB Simulink (Stateflow) and Yakindu SCT both offer
the ability to simulate the models. In case of the DAEbot the information from the
controllers could easily be simulated. So, the operators’ behavior can be simulated
before deploying it on the hardware. As the software is developed in a modular design,
first all features and components can be tested individually. Last, all system depen-
dencies are simulated. This simulation should cover all possible controller inputs to
make sure that the system will later work in the real world without problems.

3.6 Safety and Redundancy

A disadvantage of using one single processing unit is the dependency on this unit. If the
only processing unit fails, the system itself will fail. Using a distributed system in one
robot has the advantage to have other processing units onboard which can bring the
system into a save state or even take over tasks of the failing processing unit.

For the DAEbot every component runs a local software watchdog to check if the
connection to other components is working fine and can even monitor typical behavior
of connected components. If the connection breaks down, the component reacts to this
with a predefined strategy. If the Internal Robot Controller e.g. loses the connection to
the operators, the controller will shut down all actuators, including the motors. The
Health Controller could also be used for self-healing behavior. The controller is able to
restart the operator if a dysfunction of it is detected. At restart, the Operator runs self-
checking algorithms to solve its dysfunction, e.g. a CAN connection disruption.

In addition, the Health Controller can be used in case of critical conditions like low
battery or high temperature. These warnings are processed by the operator(s) and are
also visualized on the robots’ display.
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4 Results

The Operator Controller Module (OCM) promises to fit into the requirements of
complex mobile robots like the described DAEbot. In contrast to single processing unit
architectures the modular and distributed OCM approach helps to decouple its tasks
and features on different levels. The DAEbot uses hard real-time constraints within the
described controllers and adds non-time-critical visualization on the operator layer. It
also combines embedded C/C++ programming for the controllers with model-based
development for the operator layer. This makes the implementation of behavior for
such a complex distributed system significantly easier.

The implemented communication framework fits into the architectures main design
characteristics with its ability to change the controller’s publishing rate by the operator.

Safety and redundancy features can easily be added in the distributed OCM system.
With its Health Controller the DAEbot has the ability to monitor the system and
environment conditions. This condition information can be used to adapt the distributed
system to the robot’s tasks in future projects. The Operator+, equipped with an FPGA,
has been integrated to run massively parallel algorithms, like computer vision tasks.

5 Conclusion and Outlook

The paper presents the design of a distributed robotic system implementing the
Operator-Controller Module (OCM) architecture. The paper outlines the difficulties
designing such project, like communication and real-time requirements.

The DAEbot also shows the modular approach for mobile robotics and the use of
widely used single board computers like Arduino Mega, STM32 boards or the Rasp-
berry Pi in a distributed system within one robot. The decentralized approach in robots
is useful e.g. to design scalable robot platforms which can easily be extended with other
components. The OCM architecture is helpful in robotics e.g. to decouple time-critical
functions like motor-behavior from non-time-critical functions like monitoring. The
paper describes the simulation capabilities of the system behavior and some safety
features for the DAEbot.

In a future project, the DAEbot will be refined. The robot e.g. will be equipped with
a cognitive operator which is an extended approach of the OCM architecture [23]. This
cognitive operator will be designed to work as a cloud service and is used for self-
optimizing and planning algorithms. Cloud computing principles, especially for robotics
[24] e.g. neural network applications [25] will be evaluated with the DAEbot. The
DAEbot will also be used in a multi-robot network [26], e.g. alongside the AMiRo [1].
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Abstract. Given is a production system in which material handling operations
are carried out by a fleet of UAVs. A problem has been formulated for this case
of cyclic multi-product batch production flow, which combines the problems of
split delivery-vehicle routing with time windows and deployment of battery
swapping depots. It is assumed that the times of execution of pickup and
delivery operations are known. During these operations, workpieces following
different production routes reach and leave workstations cyclically. Given is the
number of battery swapping depots and their potential arrangement. Given is
also the rate of power consumption by an UAV in hovering mode or flying at a
constant speed as well as during take-off and landing. The goal is to find the
number of UAVs and the routes they fly to serve all the workstations periodi-
cally, within a given takt time, without violating constraints imposed by the due-
time pickup/delivery operations and collision-free movement of UAVs.
A declarative model of the analysed case allows to view the problem under
consideration as a constraint satisfaction problem and solve it in the Oz Mozart
programming environment.

Keywords: Unmanned aerial vehicles � Battery swapping � Routing problem

1 Introduction

Unmanned aerial vehicles (UAVs) have the potential to significantly reduce the cost
and time required to deliver commodities. Delivering with UAVs may be faster than
delivering with traditional delivery vehicles, as drones are not limited by established
infrastructure such as roads, and generally face less complex obstacle avoidance sce-
narios [11, 17]. UAVs are more and more frequently considered for use in the
movement of materials and products between and within departments and even
between workstations [13]. One of the most important factors limiting the use of UAVs
in this type of applications is the weight and limited capacity of their batteries. To
eliminate the limitation imposed by the finite energy source on board of each UAV, a
network of shared refuelling stations distributed across the field is frequently proposed.
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To accomplish a mission, an UAV can refuel at any station and return to service. The
refuelling means charging or swapping the batteries onboard an UAV.

Many of those solutions involve downtime, as an UAV has to dock at charging
stations or when “cold” battery swapping is used (techniques which require a complete
shutdown of the vehicle’s onboard electronics as the spent battery is being swapped for
a new one). However, there are also novel solutions which enable a “hot” battery swap,
allowing the vehicle to remain powered on throughout the battery changing process. In
this paper, we discuss solutions based on fast hot-swaps of batteries, which ensure
efficient execution of missions.

In this context, further considerations focus on routing methods for locating a
minimum number of “hot” battery swap depots for a fleet of UAVs cyclically trans-
porting workpieces among a set of workstations. To put it differently, this study
explores the problem of deployment (arrangement) of battery swapping depots as part
of a split delivery vehicle routing problem with time windows, which takes into
account the constraints imposed by the cyclic nature of the production flow system in
which the fleet is used. The focus of the present study are solutions which minimize the
number of swapping depots to be used within a given production takt time. Since UAV
routing and scheduling problems are known to be NP-hard, the literature related to
these problems primarily investigates various heuristic methods or metaheuristic-based
search strategies. This fact justifies the adoption of a declarative modelling framework
in this study as well as the use of a constraint programming environment (OzMozart) to
solve the above problem. The results fall within the scope of research, reported in
previous papers, on energy consumption driven models for UAV routing [1, 17].

The remainder of this paper is organized as follows: the key issues concerning the
delivery of workpieces by battery-powered UAVs are described in Sect. 2, which is
followed by a case study of deployment of battery swapping stations in Sect. 3. Sec-
tion 4 presents a declarative model of the discussed UAV fleet routing problem focused
on minimalizing the number of battery swapping stations. The model allows to con-
sider the problem of UAV routing as a constraint satisfaction problem and, conse-
quently, to solve it in the Oz Mozart environment. The key conclusions are formulated
and the main directions of future research are suggested in Sect. 5.

2 Related Work

The new technologies enabling the construction of strong, lightweight airframes and
the invention of lithium polymer batteries, with their relatively high energy density,
have significantly expanded the range of applications of new generation UAVs [2, 4, 6,
10, 15]. In service industry, the novel possibilities offered by technology call for new
solutions regarding product distribution routing, maintenance operations routing, e-
delivery operations routing, and so on. The research problems considered are limited by
the specific nature of the needs that these problems address. All of them, however,
grow out of the common schema of the Vehicle Routing Problem (VRP) [5, 7, 14, 18]
which is a generalization of the well-known travelling salesman problem. In a VRP for
a given fleet of UAVs and a set of customers, the goal is to find a set of routes with a
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minimum total length which guarantee timely delivery. Determining the optimal
solution to a VRP is NP-hard.

In general, VRP-driven approaches used for routing of UAVs can be grouped into
following categories [17]:

– periodicity (the cyclic manner in which deliveries are performed),
– multiple depots (different depots supplying different customers),
– time windows,
– pickup and delivery,
– capacity (limited carrying capacities of UAVs),
– refuelling stations,
– and others.

Various combinations of the above-mentioned aspects are reflected in the formu-
lations of specific UAV routing problems encountered in practice. The problems that
are most frequently described in the literature are exploration, surveillance, recon-
naissance, and delivery problems. The problem of area search or exploration has been
studied in various contexts with different objectives [3]. Its main objective is to explore
an unknown area within the duration of a fixed mission of a given fleet of UAVs. The
problem is to define cooperative trajectories of the vehicles, such that the cumulative,
area explored is maximized subject to a constraint on mission duration, which is given
and fixed in advance.

The main aim of the surveillance and reconnaissance routing problems is to find
routes which will allow vehicles to collect data from a set of task locations and deliver
them to a control station. In those problems, the objective is to minimize the maximum
time of delivery of all task data to the control station, while satisfying the revisit period
constraints of each task [9].

Moreover, in cases in which a region is expected to have “pop-up” targets, the
formulation of the problem has to be extended to encompass searching for the targets.
This type of problem, which is called a persistent surveillance problem, differs from the
exploration problem, as it involves continuous/repeated coverage of the target space,
minimizing the time between re-visits. Its goal is to find sequences of visits to discrete
sites in a periodic fashion [12]. The necessity of periodically monitoring selected
targets, which is associated with the concept of time window constraints, places the
problem in the class of Vehicle Routing Problems with Time Windows, which are
encountered very frequently in settings where decisions about the distribution of goods
and services have to be made. The problem involves a fleet of vehicles which set off
from a depot to serve a number of customers at different geographic locations who have
various demands. The missions have to be completed within specific time windows
before the vehicles return to the depot. The objective of the problem is to find routes for
the vehicles to serve all the customers at a minimum cost (in terms of travel, distance,
etc.) without violating the capacity and travel time constraints of the vehicles and the
time window constraints set by the customers [16].

The constraint satisfaction problem considered in this present study can be seen as a
kind of VRP whose goal is to find the most cost-effective routing of a fleet of vehicles
which periodically visit a number of workstations, picking up/delivering workpieces
within a given time period, subject to constraints imposed by multiple battery swap
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depots, multi-commodity flow, capacitated pickup/delivery, energy consumption, and
split delivery. In focusing on the choice of routes that will minimize production takt
time and the number of battery swapping stations, the problem ignores the factors key
to UAV delivery such as vehicle capacity, battery weight, changing payload weight,
and reuse of vehicles to reduce costs, as well as kinematics and dynamics constraints
[8]. It is worth adding that the majority of studies which take account of kinematics and
dynamics constraints of UAVs are aimed at developing models allowing one to cal-
culate the total power consumption of UAVs in different flight scenarios including
horizontal/vertical motion and hovering.

The case considered above can be extended to problems whose goal is to minimize
cost or delivery time while taking into account battery weight, payload weight, and
drone reuse, e.g. problems which seek to optimize the number of drones, the routes
they fly, as well as their battery weight, payload weight, and energy consumption. The
same is true of the problem of deployment of battery swapping/charging depots.
Assuming that the battery swapping stations are mobile, i.e. that batteries can be
swapped at stations located on vehicles of a ground fleet, a new cooperative routing
problem is proposed for a fleet of battery swapping vehicles travelling on the ground
and a fleet of UAVs moving in the air above them.

3 Deployment of Battery Swapping Stations

3.1 Illustrative Example

In a flow production system consisting of five workstations, whose structure is shown
in Fig. 1, two different products are manufactured at the same time. The technological
route of product J1, marked in red, runs through workstations R2, R1, and R4, with
respective technological operation times of 20 u.t. (units of time) for O1;1, 20 u.t. for
O1;2 and 25 u.t. for O1;3. In turn, the technological route of product J2, marked in blue,
runs through workstations R1, R3, and R5 whose respective technological operation
times are 15 u.t. for O2;1, 30 u.t. for O2;2 and 20 u.t. for O2;3. When travel times

Fig. 1. Structure of a multi-item batch flow production system [source: personal collection]
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between workstations, exchange-of-die times, and loading/unloading times are omitted,
it is easy to notice that workstation R1, which is the bottleneck in the production flow,
determines production takt time TP ¼ 35, see Fig. 2. In this study, production takt time
TP is understood as the time that elapses between two successive items of a given
product coming out from the production process.

Let us assume that transport operations o1; . . .; o8 are carried out by a fleet of four
UAVs U1, U2, U3, and U4. The trajectories of the cyclic flights of drones U1 and U2

(drones U3 and U4 move along the same trajectory as U2) are shown in Fig. 3. Let us
also assume that the time of each operation oa and the times of service flights (between
successive operations ok , ol along the trajectory of a cyclically repeated mission) are set
depending on the requirements of the production process. Examples of courses of
trajectories of the UAV fleet are shown in Fig. 3, and the corresponding
pickup/delivery operations are presented in the Gantt chart of production flow in Fig. 4.
The Gantt chart presents an optimal solution (guaranteeing the shortest production takt-
time) for a fleet of four drones. Compared to the chart in Fig. 2, the production takt time
is longer by 3 u.t. (TP ¼ 38 u.t.), see Fig. 4.

The fact that it is impossible to obtain a production takt time of TP ¼ 35 (Fig. 2) in
this system results from the assumptions of mutual exclusion (only one drone can land
at/take off from a workstation at any time) and a lack of additional service stations (an
UAV either visits one of the resources or travels between them).

In practice, however, such a solution is not always feasible. There are a number of
production- and transport-related factors which condition the possibility of executing
such a schedule. Worth mentioning here is the need to take into consideration potential
collisions between UAVs which use the same corridors (cases considered in [1]), and
the need for access to an energy source guaranteeing continued operation of UAVs.

Fig. 2. Gantt’s chart of production flow for zero values of transport time between workstations,
changeover time, and loading/unloading time [source: personal collection]
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3.2 Problem Description

The example discussed in Sect. 3.1 demonstrates that the value of production takt time
depends on the times of technological operations and the times related to the movement
and placement of products, as well as workstation changeovers. This means that if the
originally adopted takt time value of TP ¼ 36 u.t. is to remain the same, given that
material handling operation times have non zero values, alternative ways of organizing
the handling operations performed by UAVs should be looked for.

In this context, the problem considered assumes a given set of workstations allo-
cated at different points, to be served periodically (in a specified time window) by
several capacitated UAVs charged from a set of spatially distributed battery charging

Fig. 3. Schematic layout of considered workshop [source: personal collection]

Fig. 4. Gantt chart of production flow taking into account material handling operations, service
flight operations, and hovering of UAVs [source: personal collection]
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depots. The goal is to minimize the number of UAVs needed, such that each customer
is reached with the right delivery at the right moment of time and the capacity and
battery change or charge constraints are satisfied. A secondary objective is to minimize
the total distance travelled. An UAV routing and scheduling problem like this is known
to be NP-hard.

4 Declarative Modelling

4.1 Problem Statement

A mathematical formulation of the model considered:

Symbols:
Rk: resource k;
Oi;q: operation q of Ji;
oa : transport operation a;
pbv: battery capacity of transport means v (v-th UAV);
ba: index of transport operation which precedes oa;
fa: index of transport operation which follows oa
Ji: job i;
Uv: transport means v (v-th UAV);
Kl;e: corridor linking resources Rl and Re;

Sets and sequences:
R: the set of resources Rk (workstations);
K: the set of links Kl;e (corridors between workstations);
J: the set of jobs Ji, (production processes);
Oi: sequence of operations for Ji: Oi ¼ Oi;1; . . .;Oi;q; . . .;Oi;lmi

� �
;

pi: route of Ji, sequence of resources on which operations Oi;q are executed:
pi ¼ pi;1; . . .; pi;q; . . .; pi;lmi

� �
, pi;q 2 R;

Qk: the set of operations executed on Rk;
O: the set of transport operations oa;
Sk: the set of transport operations started from Rk , Sk�O;
Ek: the set of transport operations ending on Rk, Ek�O;
U: the set of transport means Uv (transport processes);
B: sequence of predecessor indices of transport operations,

B ¼ b1; . . .; ba; . . .; bxð Þ; ba 2 0; . . .xf g;
F: sequence of successor indices of transport operations,

F ¼ f1; . . .; fa; . . .; fxð Þ; fa 2 1; . . .xf g:
PB: sequence of UAV battery capacity values:

PB ¼ pb1; . . .; pbv; . . .; pblð Þ, pbv - battery capacity of v-th UAV
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Parameters:
m: number of resources;
n: number of jobs;
lmi: number of operations of Ji;
ti;q: operation time of Oi;q;
da;b: travel time between resource at which operation oa ends and resource at which

operation ob begins;
zp: battery consumption (per unit of time) by an UAV waiting on resource

(hovering of an UAV);
zs: battery consumption (per unit of time) during a service flight;
zl: battery consumption (per unit of time) during a transport operation;
tw: battery replacement time (the same for all UAVs)
TP�: maximum value of production takt time TP
h: number of links;
l: number of transport means;
x: number of transport operations;
tra: operation time of oa;

Variables:
TP: production takt time;
yi;q: end time of operation Oi;q;
yta: end time of operation oa;
xsa: the moment the resource occupied by an UAV is released after completion of

operation oa;
lba: charge level of UAV battery after the completion of operation oa;
OB: a subset of transport operations followed by battery replacement: OB � O;
ba: index of the transport operation preceding operation oa (operations oba and oa

are executed by the same UAV); ba ¼ 0 means that oa is the first operation of
the system cycle;

fa: index of the transport operation following oa, (operations oa and of a are
executed by the same UAV)

xi;q: start time of operation Oi;q;

xta: start time of operation oa;

Constraints:

I. For job operations (production processes):

yi;q ¼ xi;q þ ti;q; q ¼ 1. . .lmi; 8Ji 2 J; ð1Þ

yi;q � xi;qþ 1; q ¼ 1. . .ðlmi � 1Þ; 8Ji 2 J; ð2Þ

yi;q � xi;q þ TP; q ¼ 1. . .lmi; 8Ji 2 J; ð3Þ

80 G. Bocewicz et al.



yi;a � xj;b
� � _ yj;b � xi;a

� �
; whenOi;a;Oj;b 2 Qk; 8Rk 2 R; ð4Þ

TP� TP�: ð5Þ

II. For UAVs (transport process operations):

yta ¼ xta þ tra; a ¼ 1; 2; . . .;x; ð6Þ

ba ¼ 0; 8a 2 BS;BS � BI ¼ 1; 2; . . .;xf g; BSj j ¼ l ð7Þ

ba 6¼ bb 8a; b 2 BInBS; a 6¼ b; ð8Þ

fa 6¼ fb 8a; b 2 BI; a 6¼ b; ð9Þ

ba ¼ bð Þ ) fb ¼ a
� �

; 8ba 6¼ 0; ð10Þ

ba ¼ bð Þ ^ bb 6¼ 0
� �� � ) ytb þ db;a � xta

� �
; a; b ¼ 1; 2; . . .;x; ð11Þ

fa ¼ bð Þ ^ bb ¼ 0
� �� � ) yta þ da;b � xtb þ TP

� �
; a; b ¼ 1; 2; . . .;x; ð12Þ

xsa � yta; a ¼ 1; 2; . . .;x; ð13Þ

fa ¼ bð Þ ^ bb 6¼ 0
� �� � ) xsa ¼ xtb � da;b

� �
; a; b ¼ 1; 2; . . .;x; ð14Þ

fa ¼ bð Þ ^ bb ¼ 0
� �� � ) xsa ¼ xtb � da;b þ TP

� �
; a; b ¼ 1; 2; . . .;x; ð15Þ

xsa\ytb
� � ^ ðxsb � TP\ytaÞ
� � _ xsb\yta

� � ^ ðxsa � TP\ytbÞ
� �

;
8oa; ob 2 Sk; k ¼ 1; . . .;m;

ð16Þ

xsa\ytb
� � ^ ðxsb � TP\ytaÞ
� � _ xsb\yta

� � ^ ðxsa � TP\ytbÞ
� �

;
8oa; ob 2 Ek; k ¼ 1; . . .;m;

ð17Þ

xsa\xtb
� � ^ ðxtb � TP\ytaÞ
� � _ xtb\yta

� � ^ ðxsa � TP\ytbÞ
� �

;
8oa 2 Ek; 8ob 2 Sk k ¼ 1; . . .;m:

ð18Þ

III. For UAV batteries:

lba ¼ pbv 8oa 2 OB; Uv executes of oa ð19Þ

lba ¼ lbb � zp xsb � ytb
� �� zs xta � xsb

� �� zl yta � xtað Þ;
8oa 62 OB; fb ¼ a;

ð20Þ
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lba [ 0; 8oa 2 O; ð21Þ

IV. For transport and production processes (linking UAVs with jobs)

xi;q ¼ yta þ c� TP; c 2 N; 8oa 2 Ek; 8Oi;q 2 Qk; k ¼ 1; . . .;m; ð22Þ

yi;q ¼ xta þ c� TP; c 2 N; 8oa 2 Sk; 8Oi;q 2 Qk; k ¼ 1; . . .;m: ð23Þ

For a given UAV fleet (set U), the following question is considered: Does there
exist a set of routes (represented by sequences B, F) and a set of battery swapping
operations (set OB) as well as a deployment of corresponding battery swapping
devices that guarantees the existence of a production schedule ðxi;q; xtaÞ satisfying
constraints imposed by the given takt time?

The above problem can be formulated as a Constraint Satisfaction Problem:

CS ¼ V;D; Cð Þ ð24Þ

where: V ¼ B;F;OB;X;XT ; LBf g is a set of decision variables, where
X ¼ xi;qji ¼ 1. . .n; q ¼ 1. . .lmi

� �
, XT ¼ xtaja ¼ 1; 2; . . .;xf g,

LB ¼ lbaja ¼ 1; 2; . . .;xf g; D is a discrete finite set of domains of variables V; C is a
set of constraints describing the following relations: the execution order of job oper-
ations (1)–(3) and UAV operations (22), (23); exclusion of job operations (4) and UAV
operations performed on shared resources (16)–(18). These constraints ensure cyclic
routes (7)–(10), nonempty batteries of UAVs (19)–(21), and determine the execution
order of transport operations (6), (11)–(15) and production takt time requests (5).

To solve the problem formulated as CS (24), one must determine such values
(determined by D) of decision variables B, F (UAV routes), OB (set of swapping
operations) X, XT (production schedules and transport operation schedules), and LB
(charge levels of UAV batteries), for which all the constraints C (including the mutual
exclusion constraint, the cyclic operation execution constraint, etc.) will be satisfied.

In the special case where routes ðB;FÞ or operations followed by battery replace-
ment ðOBÞ are known, the above problem can be reduced to the following two sub-
problems:

Subproblem 1: For a given set of commodity delivery routes ðB;FÞ, the following
question is considered: Does there exist a set of battery swapping operations ðsetOBÞ
guaranteeing the existence of a production schedule ðxi;q; xtaÞ that satisfies the con-
straints imposed by the given takt time?

CSR ¼ VR;DR; CRð Þ ð25Þ

where: VR ¼ OB;X;XT ; LBf g is a set of decision variables, DR is a discrete finite
set of domains of variables VR; CR ¼ C[CFB, and CFB is a set of constraints describing
given UAV routes (determined by B;F).
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Subproblem 2: For a given set of battery swapping operations ðsetOBÞ, the following
question is considered: Does there exist a set of commodity delivery routes ðB;F Þ
guaranteeing the existence of a production schedule ðxi;q; xtaÞ that satisfies the con-
straints imposed by the given takt time?

CSCH ¼ VCH ;DCH ; CCHð Þ ð26Þ

where: VCH ¼ B;F;X;XT ; LBf g is a set of decision variables, DCH is a discrete
finite set of domains of variables VCH ; CCH ¼ C[CO, and CFB is a set of constraints
describing the charging process based on operation OB.

These types of problems are typically solved using constraint programming
CP/CLP environments, such as Oz Mozart, IBM ILOG, or ECLiPSE.

4.2 Computational Results

The solutions sought to the organization of transport between workstations regarding
the set of commodity delivery routes and the quantity of battery swapping devices and
their spatial deployment, should guarantee execution of production flow within the

Fig. 5. The battery charge level in a system with three battery swapping depots – R1;R3;R5

[source: personal collection]
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assumed production takt time, subject to conditions related to the operation of a given
fleet of UAVs. The solution shown in Fig. 5 is an example of optimal organization of
workstation-to-workstation transport for a fleet: U ¼ U1;U2;U3;U4f g.

This solution, however, does not take into account battery replacement (which is
necessary for continued operation of an UAV) and the delays associated with it.
Evaluation of whether it is possible to organize UAV battery charging in a way that
will not disrupt the given schedule is an example of subproblem 1. Such an evaluation
is performed by solving the appropriate problem CSR. In particular, this problem can be
considered from the perspective of the following question: What organization of bat-
tery replacement (location of battery swapping depots and frequency of battery
replacement) makes it possible to retain the desired production takt time TP ¼ 38u:t:?

To answer this question, one has to determine the set of operations OB after the
completion of which, batteries will be swapped (at the currently occupied workstation).
It is assumed that the swapping operation is carried out at least once per cycle and lasts
tw ¼ 3 u.t. In addition, the following parameters describing battery capacity and charge
level are adopted: PB ¼ 100; 150; 150; 150ð Þ; zl ¼ 2 (battery consumption during the
transport operation); zs ¼ 1 (battery consumption during a service flight); zp ¼ 3
(battery consumption during an UAV’s hovering over a workstation). The operation
execution schedule and the battery charge levels established by solving problem CSR
(25) are shown in Fig. 5 The calculations were done in the Oz Mozart programming
environment using an Intel Core i5-3470 3.2 GHz, 8 GB RAM (calculation time, 2 s).
The solution is a set of operations OB ¼ O1;O4;O6f g.

Fig. 6. The battery charge level in a system with two battery swapping depots R1 and R5

[source: personal collection]
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The solution obtained shows that UAVs are charged cyclically at three workstations
R1, R3, and R5 – this way of organizing the replacement of batteries does not disrupt the
current schedule and guarantees the retention of the set production takt time TP ¼ 38.
Once we have arrived at this point, it is only natural to ask the following question: Can
the number of battery charging depots be reduced to two? The solution (obtained by
solving problem CSR) is shown in Fig. 7. It assumes that battery replacement takes
place at workstations R1 (twice per cycle) and R3 (once per cycle) after the completion
of operation OB ¼ O1;O3;O4f g. Similarly to the previous solution, production takt
time TP ¼ 38 remains unchanged. It should be emphasized that the solution presented
in Fig. 6 is optimal as regards the number of battery swapping stations.

Further reduction of the number of charging stations would require a change in
system parameters, e.g. a changed battery capacity. A question that could be asked if
such a problem were considered, would be the following: Does there exist a battery
capacity that will allow batteries to be replaced by using only one battery swapping
station?

As it turns out (solution CSR (25), time 15 s), batteries with capacity PB ¼
100; 200; 200; 200ð Þ can be replaced at only one station R1 without the need to change
the given production takt time. UAVs U2, U3, and U4 are then charged alternately every
third cycle, see Fig. 7. Our experiments show that in the system under consideration, a
fleet of four UAVs and an appropriately organized battery replacement process enable
delivery and pick-up of workpieces within the desired takt time of TP ¼ 38 ut. Batteries
with capacity PB ¼ 100; 150; 150; 150ð Þ enable handling of workpieces in a system that
has two battery swapping stations (Fig. 6). When the battery capacity is changed to
PB ¼ 100; 200; 200; 200ð Þ, a single station can be used (Fig. 7).

Fig. 7. The battery charge level in a system with one battery swapping depot R1 [source:
personal collection]
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5 Conclusions

The possibility of flexible arrangement of collision-free flight/transport routes in 3-D
space leads to new applications of UAVs in indoor settings. The flexibility of solutions
which make use of UAVs is particularly manifest in situations requiring frequent
changes in periodic service to and from delivery and pick-up depots (e.g. when supply
chains are restructured due to changes in the organization of activities).

The present study focused on issues related to the routing of a given UAV fleet and
organizing the battery replacement process (locating swapping depots and determining
the frequency of battery replacement) in a way that would guarantee the maintenance of
the desired production takt time. The multi-criterial and NP-hard nature of this problem
narrows the set of approaches that could be used in solving it to heuristic methods. The
declarative modelling framework adopted in this work allows the quick determination
of a satisfactory solution for problems of a practical scale. We plan to devote future
research to the problem of restructuring of delivery chains and the related issue of
designing mobile battery replacement depots.
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Abstract. This paper is devoted to the development of scientific and
methodological foundations of improvement the information support of decision
at management of power network with distributed generation. It is proposed to
consider the power quality index as the main criterion of management. Using the
theory of fuzzy sets, the assessment of the conformity of power quality indi-
cators to electric energy quality limits is done. A method for estimating the
quality of electrical energy is proposed which represents the measured histogram
as a fuzzy representation indicator of quality of electric energy in the form of
fuzzy sets with a step membership function. The method of integral evaluation
of electrical energy quality for different types of load is developed. The pre-
sented method allows to formulate rules for managing the operating modes of
the distributed electrical network by the decision support system.

Keywords: Distributed generation � Decision support system
Power quality index � Fuzzy sets � Integral index

1 Introduction

The formation of a distributed generation infrastructure is one of the perspective
directions for the development of the world power industry. This concept provides for a
variety of consumers that generate electrical energy for their own needs and direct
excess electricity to the general network. The distributed generation of electricity is
characterized by low maintenance costs, low level of environmental pollution and high
efficiency [1].

The distributed generation infrastructure successful functioning depends on the
efficient operation of the generation sources, the coordination of consumption and
reliable integration into the external network. It can be achieved by increasing the
number of interrelationships in the electrical network. In turn, such infrastructure
becomes more complicated for average consumers to manage it, as it becomes more
difficult to monitor and predict the work of the electrical networks. It happens, because
the system is characterized by a rapid change of operating modes, depending on
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external conditions. The process of making decision in case of distributed network
management is characterized by big amount of discrete variables that have impact on
overall system. Operativity of decision-making process plays an important role in the
management process. It can be achieved by means of decision support systems. So it is
necessary to implement information technologies in the management process of dis-
tributed power network operating modes. This solution will allow consumers to make
decisions which provide generation efficiency and consumption of electricity [2].

The electric power quality can be considered as the main performance criteria of the
distributed network.

But in fact the term «electric power quality» is fuzzy. So, in order to assess the
electric power quality, a system of indexes and limits was introduced [3]. The available
limits of quality indexes are presented as intervals, and the quality indexes are cal-
culated by complex procedure based on multiple measurements. It is evident that this
leads to some uncertainty when determining the index as well as assessing its con-
formity with the limits. In normative documents, this uncertainty is artificially deter-
mined by the use of mathematical statistic methods and complex inequalities. This
approach does not permit to assess the violation degree of quality limits, to monitor the
trend of quality index values and make integral estimate the electric power quality.

2 Literature Review and Formulation of Problem

The assessment of Power Quality Index (PQI) and disclosure of information uncer-
tainty during the analysis of the PQI are considered today as unrelated tasks. The
deterministic approach is widely used for calculations. As to the measurements,
according to the international requirements of metrology and standardization, it is
recommended to consider the main quality assessment of measurements as uncertain
[4]. If the process of the PQI measurements contain the substantial stake of uncertainty
beforehand, there are two ways to overcome it: to use expert knowledge to make
decision under uncertainty conditions or to use the fuzzy set theory for assessment of
measurement uncertainty [5, 6]. In [4], it is recommended to express uncertainty of
operation parameters by means of symmetric boundaries or mean square deviation. In a
case of the mean square deviation, the probabilistic assessment of measurement set are
used, and in a case of symmetrical boundaries, it is possible to use subjective
knowledge which can be easily formalized using the fuzzy set theory.

A fuzzy approach is also used in operating management systems of hybrid electric
grid. In most cases, these are systems for voltage [7] or power control [8]. Such
approach is also used as a concept for assessment of damage caused by poor quality
electric energy [9].

In [10], it is recommended to use the fuzzy set theory when assessing the PQI in the
decision support systems since the fuzzy representation describes an object in simpler
way. This speeds up the decision-making process. If the distribution of the measure-
ment results is assumed to be symmetric and unimodal, so such results can be repre-
sented as triangular fuzzy numbers [7].

Also, it is proposed to use the fuzzy numbers approach in calculation of uncertainty
for indirect measurement with confidence interval if the error equation cannot be
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linearized [5, 12]. However, if the distribution is asymmetric, the results will not be
acceptable. The authors recommend making the evaluation of distributions in
responsible cases.

In [13], it is suggested to use a fuzzy number with a triangular membership function
to assess the PQI. This approach is valid when the set of measurement results has signs
of unimodality and symmetry.

All considered approaches require a preliminary analysis of the measurement
results to determine whether the means of evaluation indeterminate forms were used
correctly or not. This leads to complexity in the hardware implementation. Meanwhile,
some instruments for measuring the PQI can present the results in the form of a
histogram. After normalization such histogram can be regarded as a fuzzy represen-
tation of the PQI in the form of a fuzzy set with a step membership function enveloping
the histogram. Of course, in this case there is no need to impose restrictions on
unimodality and symmetry and thus exclude the stage of preliminary data analysis.

3 Definition of the Goal

The purpose of this article is to determine the performance criterion of the distributed
network which is power quality index in a fuzzy form for use it under conditions of
uncertainty information in a decision support system. In order to achieve the purpose in
view, it is necessary to solve the following tasks:

– conversion of the measurement results of the power quality index into a fuzzy form;
– fuzzy representation of power quality limits;
– fuzzy conformity assessment of power quality index to the relevant limits;
– formation of an integral fuzzy concept of power quality.

4 Conversion of Measurement Results of Power Quality
Index into Fuzzy Form

The PQI as voltage fluctuation, non-sinusoidal voltage, voltage unbalance, frequency
deviation, etc. are measured within 24 h. A set of values of DPQI of dimension ND is
formed during that period of time (Fig. 1).

The instrument forms a histogram using the given set of measurements. The range
{PQImin, PQImax} is divided into n of equal intervals di, and the histogram for fre-
quencies of getting of the PQI measurements into specified intervals is built. After
normalization we obtain the histogram (Fig. 2).

We form a fuzzy set of the PQI based on the obtained histogram. This set is within
the range {PQImin, PQImax}. The membership function is a step function (l)
enveloping the histogram (Fig. 3).

As we can see, this representation of the quality index does not require conversion
the fuzzy set into any particular case of well-studied types of fuzzy sets. Consequently,
there is no need to make a significant upgrade of the measurement instrument software.
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Fig. 1. Time series of measurements (on Example of Phase A Voltage)

Fig. 2. Normalized histogram of measurements (on Example of Phase A Voltage)

Fig. 3. Power quality index in fuzzy form
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However the peculiarity in the measurement of quality index within a particular power
network is still presented.

5 Fuzzy Representation of Power Quality Limits

Power quality limits (PQL) are defined in the form of intervals of normally admissible
and maximum permissible values. That is, the limit definition itself contains an element
of uncertainty. It is because there is a necessity to define if the PQI meets the quality
limits within the interval between the normally admissible and maximum permissible
values.

For the decision making system it is important not only to make the record when
the quality index exceeds the limits but also it is necessary to prevent the risk of such
situation.

These limits can be represented by a fuzzy set that is a fuzzy interval with a
trapezoidal membership function.

lPQL ¼ max 0;min 1;
PQL � PQLmin
PQLm1 � PQLmin

;
PQLmax � PQL
PQLmax � PQLm2

� �� �
ð1Þ

The values of PQLmin, PQLmax in Eq. (1) are specified in the normative documents
(such as [3]). The values of PQLml, PQLm2 are received from expert estimation or
empirical study. The system sensitivity to the PQI variation depends on the value of
these parameters.

This kind of membership function allows us to introduce some order relation in the
assessment of the PQI. Since the PQI approaches the maximum permissible values, the
membership function approaches zero.

The maximum normal and maximum permissible values are only defined for some
PQL. In this case, Eq. (1) is somewhat simplified (PQLmin= PQLm1 = 0).

6 Conformity Assessment of Unified Power Quality Index
to Established Limits in Fuzzy Form

The conformity degree of fuzzy values of the PQI to fuzzy PQL can be evaluated by the
membership function of their intersection.

lPQ ¼ min lPQL; lPQI
� � ð2Þ

In this case the conformity degree is preferred to express as number rather than
function. So we propose the following approach.

The intersection of fuzzy sets can be numerically estimated by the area of inter-
section of two shape (S). The first one is a shape bounded by the abscissa axis and the
membership function of the PQI (SPQI) [4]. The second one is a shape bounded by the
abscissa axis and the membership function of PQL (SPQL) (Fig. 4).
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Then membership function of conformity of the fuzzy PQI to the fuzzy limits of
power quality (lPQ) can be represented as

lPQ ¼ S=SPQI ; ð3Þ

SPQI ¼
Xn

i¼1
dili; ð4Þ

S ¼
Xn

i¼1
dimin li; lPQL

� �

where di is the width of region i, µi is the value of the PQI membership function on the
region i (Fig. 3). Let’s consider two cases which show the difference between fuzzy
and deterministic approaches. In the first case the measurements of the voltage in the
phase A (Fig. 1) is the following: 15% of the values exceeds the upper limit. According
to the limits [3] the PQI for voltage deviation in phase A does not confirm the limits.
Fuzzy assessment of the conformity of this parameter to the limit (Fig. 4) was 0.699.
This assessment versus the deterministic one presents the degree of conformity of this
parameter to the limit. In the second case the voltage measurements in phase A show
that there is no violation of the limits. So, the PQI for voltage deviation in the phase A
conforms the limits. The fuzzy assessment of this parameter (Fig. 5) was 0.801. It
means that the value of this parameter approaches the limits. This data can be used in
the decision support system for preventive actions regarding normalization of voltage
deviation in the phase A. Also, the fuzzy assessment provides the possibility to monitor
and quickly assessment the efficiency of the accepted decisions aimed to improve the
electric power quality even if quality indexes conform the limits.

The considered cases show that the fuzzy assessment of the quality indexes is more
informative in terms of intelligent decision support system.

There are the number of indexes characterizing various aspects of the power
quality. Most of them can be presented in the fuzzy form according to the proposed

Fig. 4. The intersection of fuzzy sets
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method. But there are peculiarities for some indexes. For example, since the normative
document does not include the number of measurements of the voltage fluctuation
range dUt, then a single measurement can be considered as a singleton. Similarly, each
flicker dose value has an independent value and can be represented as a singleton. Their
membership functions are:

ldUt
dUtð Þ ¼ 1; lPSt

¼ 1; lPLt
¼ 1: ð5Þ

7 Formation of Integral Fuzzy Concept of Power Quality

The fuzzy representation of the conformity of the quality indexes to the accepted limits
allows us to form integral fuzzy concepts of the power quality. This is because the
fuzzy set operations are definitely projected on membership function operations. In this
case, the physical nature of the quality index is of no consequence.

The simplest approach to the formation of an integral concept of the quality based
on the logical operation of fuzzy sets intersection was given by the authors in [9]. The
fuzzy concept of the quality is formed as follows

PQ ¼
\NPQ

j¼1

PQj; ð6Þ

where NPQ is the number of quality indexes considered.

Fig. 5. The intersection of fuzzy sets (Case 2)
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In this case, the power quality level is numerically represented by the membership
function of the fuzzy set of PQ which for the intersection operation will be as follows

lPQ ¼ min lPQj
� �

: ð7Þ

Then we can consider µPQ as a generalized index that assess the power quality as a
number from the range [0, 1].

It should be noted that the number of indexes taken into account should be cor-
related with the needs of consumers. Different types of loads are critical for different
power quality indexes. Therefore, it is possible to form integrated generalized quality
indexes for power networks with predominance of some type of load using the
described approach.

For example:

– for electromotor load

lPQ ¼ min ldUy
; lKU

; lKU nð Þ ; lK2U
lK0U

lDf ; lDtn ; lKpU

� �
; ð8Þ

– for lighting load

lPQ ¼ min ldUy
; ldUt

; lPt
; lK0U

; lDtn ; lKimpU

� �
; ð9Þ

– for devices with microprocessor control units

lPQ ¼ min ldUt
; lPt

; lKU
; lKU nð Þ

� �
: ð10Þ

In Eqs. (8)–(10): dUy is the steady-state voltage deviation; dUt is the range of
voltage fluctuation; Pt is the flicker dose; KU(n) is the coefficient of the n-th harmonic
component of the voltage; K2U the voltage unbalance ratio at reverse sequence; K0U is
voltage unbalance ratio at zero sequence; Df is frequency deviation; Dtn is the voltage
dip interval; KpU is the temporary overvoltage factor; KimpU is the voltage impulse.

It can be easily seen that the proposed approach does not contain complex math-
ematical calculations and can be easily implemented in the software of decision support
system.

In Eqs. (7)–(10), the generalized power quality indexes can take values from the
range [0, 1]. At the same time, if follow the requirements of existing limits for assessing
the power quality, then µPQ values which are not equaled to1 are definitely qualified as
the lack of the required power quality. With a deeper implementation of the fuzzy
approach in assessing the power quality, it is possible to avoid such a rigid differen-
tiation derived from the deterministic approach. For example, you can enter the per-
missible values of fuzzy generalized quality indexes for each type of load. However,
this provision requires a special research and can serve as a basis for reviewing the
existing approach for assessing the power quality.

The developed methodology allows us to monitor the power quality variation even
if the main indexes do not exceed the limits of acceptable values, to analyze the
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dynamics of the PQI variation and determine the prevention measures for the nor-
malization of the PQ, i.e. it can be considered as the main method for managing the
operation mode of the distributed network.

8 Conclusions

The developed fuzzification method of quality indexes based on the histogram of
measurement set makes it possible to perform the fuzzy assessment of the power
quality indexes.

The presented method of fuzzy conformity assessment of the quality indexes to the
established fuzzy limits allows us to form various integral quality indexes which
consider load type in the power networks.

The proposed method allows us not only to assess the conformity degree of quality
indexes with the established limits, but also to monitor the power quality variation even
if the main indexes do not exceed the limits of acceptable values, to formulate rules for
managing of the operating modes of the distributed electrical network by the decision
support system.

The methodology of decision-making based on the fuzzy assessment of the quality
of electricity (defuzzification) is the subject of further research and has not been
considered in this article.
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Abstract. The questions of search of ergonomic reserves of efficiency of
computer systems of processing information and control are considered. A set of
models of a computer system of processing information and control, describing
it in the necessary sections, was developed. The results can be useful in design
of information provision for Decision Support Systems, devoted to questions of
programs ergonomic quality of automated systems.

Keywords: Ergonomics � Human factor � Computer system � System analysis
Component model � Morphological model

1 Introduction

In modern distributed automated systems that process information and manage objects
of a different nature, the role of the human-operator has changed significantly. Complex
automation of production not only does not relieve a person from the operational
management of technological processes, but also complicates his activities. In this
regard, many researchers in their work set the goal to take into account the “human
factor” as much as possible [1–3].

Taking into account the “human factor” becomes one of the most important
questions in design and employment of automatized systems [4–8]. The effectiveness
of complex computer systems of processing information and control (SPIC), which
belong to the class of ergotechnical systems (ETS) [9] essentially depends on the
thoroughness of ergonomic issues [10–13]. To address such concerns, the models of
searching for ergonomic reserves to increase efficiently of SPIC are being developed
[13–15] including the methods of fuzzy logic [16–18]. Introduction of such models is
constrained by the lack of information support, which makes it possible to systemat-
ically describe the subject area of activity of decision-makers and ensure optimal design
and management of reliable initial data.
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2 Statement of the Task

To develop methodology for systemic-ergonomic analysis, which can be used as a
basis for information support of decision making assistance systems (DSS) on the
issues of ergonomic quality assurance of the SPIC (for the operator-supervisor, the
ergonomics department staff, managers and other employees responsible for elabora-
tion of the issues of account of the “human factor”).

3 Results

3.1 Models for Information Support of DSS on Issues of Improving
the Ergonomic Quality of SPIC

We construct system models using an approach to the unified representation of
information about ETS objects in the form of a list of knowledge and data bases, as
described in [9].

Analysis of the list of information about SPIC, necessary for solving the problems
of ergonomic support, allows us to conclude that this information can be specified
using two classes of structures, namely component and morphological.

Component structures are introduced to identify the entities needed to describe the
system.

Morphological structures are introduced to define connections of a different nature
between entities identified in component structures. To construct a model describing
individual algorithms for each operator to perform each type of application, the
apparatus of functional networks of the functional-structural theory of the ETS of the
school of prof. A.I. Gubinsky is used [9]. Then the complex of system models MMS of
an information model for the operator-supervisor is represented by the scheme shown
in Fig. 1 and the structural formula (1):

MMS ¼ \CSs;CFs;CRs;CEs;Err;Rs;Ft;OpFt;

VPo;FKv;Mpl;VCo;M Pr oekt[
ð1Þ

Description of the accepted notations is shown in Fig. 1.

3.2 Contents of the Models

Here we present several examples of the developed models.

Component Model of System, CSs. The component-system structure reflects the
location of this SPIC among the surrounding systems and the composition of its
subsystems:

CSs ¼ \fLETSlg l ¼ 1; 2; . . .L0j [ ; ð2Þ

where LETSl – the l-th local ETS;
L0 – the number of local ETS systems
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Component-Functional Structure, CFs. The model represents information about the
requirements for the system under study in terms of the set of realized planned func-
tions of each LETS:

CFs ¼ \fFpli; fLETSlig lij 2 f1; 2; . . .L0gg i ¼ 1; 2; . . .;NFpl [
�� ð3Þ

where LETSli– li-th local ETS;
L0 – number of local ETS systems;
Fpli – the i-th planned function;
NFpl – the number of planned functions

Fig. 1. Structure of the information model for computer systems of processing information and
control
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Model of Violations or Outcomes of Activities, Err. The model describes possible
violations when implementing functions (application) from a set given by a
component-functional structure:

Err ¼ \fFpli; fErij;Uijg j ¼ 1; 2; . . .neri g i ¼ 1; 2; . . .;NFpl [
���� ; ð4Þ

where Fpli – the i-th planned function;
NFpl – the number of planned functions;
Erij – the j-th violation (error), which can be tolerated in the implementation of the i-

th function;
Uij – the damage caused by performing the i-th function with j-th violation;
neri – the number of possible violations in the implementation of the i-th planned

function

Model of Working Conditions, Rs. Displays for each workplace the values of the
sanitary, hygienic and psychophysiological factors affecting the working conditions:

Rs ¼ \fRMk;OPk;KTk; IBOk;
fTFakkj;NFakkj; ZFakkjg j ¼ 1; 2; . . .nfkj g i ¼ 1; 2; . . .K0j [ ;

ð5Þ

where RMk – the identification of the k-th workplace;
OPk – the k-th operator;
KTk – the category of gravity for the workplace RMk;
IBOk – the integral score in points for the workplace RMk;
nfk – the number of influential factors for the workplace RMk;
TFakkj – the type of j factor for the workplace RMk;
NFakkj – the name of j factor for the workplace RMk;
ZFakkj – the value of the j-th influencing factor for the workplace RMk;
K0 – the number of workplace of system

Functional-Temporal Model of Performing Functions, Ft. The model describes
typical algorithms for performing functions (application) defined by a component-
functional structure. There are several possible options for organizing activities in the
implementation of the function. The model is given in the form of a formal model of a
functional network:

Ft ¼ \fFpli; fVarij;Mfsijg j ¼ 1; 2; . . .nvij g i ¼ 1; 2; . . .;NFpl [ ;
�� ð6Þ

where Fpli – the i-th planned function;
NFpl – the number of planned functions;
Varij – the j-th variant of the organization of activities in the realization of i-th

function;
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Mfsij – the j-th formal model of the functional network of the algorithm for the
implementation of the i-th function;

nvi – the number of variants for organizing activities in the implementation of the i-
th function

The Model of Individual Technologies of Implementing the Function, OpFt. The
model describes typical technologies for the implementation of functions (application)
that characterize the organization of the activity of system operators in the form of a
formal model of a functional network. The model describes typical algorithms for
performing functions (application) defined by a component-functional structure. There
are several possible options for organizing activities in the implementation of the
function:

OpFt ¼ \fFpli;OPik; fVarijk ;Mfsijkg
jk 2 f1; 2; . . .nvigj g k 2 f1; 2; . . .;K0gj i ¼ 1; 2; . . .;NFpl [ ;

�� ð7Þ

where Fpli – the i-th planned function;
OPik – the k-th operator that implements the i-th planned function;
VARijk – the j-th variant of the organization of activity by the k-th operator when

implementing the i-th function;
Mfsijk – the j-th formal model of the functional network of the algorithm for

executing the i-th function by the k-th operator;
nvi – the number of variants for organizing activities in the implementation of the

i-th function.;
NFpl – the number of planned functions

Functional-Qualitative Model, FKv. The model defines the probabilistic character-
ization of processes of occurrence and elimination of errors of each type to be taken
into account when executing the function (application) from the set, which is specified
by the component-functional structure. The set of operations of the process of per-
forming functions is determined by the functional-temporal structure, taking into
account the values of factors of the structural feature of the workplace (component-
element structure), working conditions at the workplace and professional characteristics
of the operator. In the case of absence of data on a particular operator, the model
specifies the probabilistic characteristics of the average operator:

FKv ¼ FKvo; if the data on operators of system are known
FKvs; if there is no data on operators of system

�
ð8Þ
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FKvo ¼ \fFpli;OPik; fVarijk ; fOprijk l; fPKeri
ijk lm m ¼ 1; 2; . . .npljk ;

��� ���eri ¼ 1; 2; . . .;ERig

l ¼ 1; 2; . . .; koijkg
��� ���jk 2 f1; 2; . . .; nviggRMik;KTikg k 2 f1; 2; . . .:K0g;j ji ¼ 1; 2; . . .;NFpl [ ;

FKvs ¼ \fFpli; fVarij; fOprijl; fPKijlm m ¼ 1; 2; . . .npljkg
��� ���l ¼ 1; 2; . . .koijg j ¼ 1; 2; . . .nvig;j

RMik;KTikgji ¼ 1; 2; . . .;NFpl [ ;

where Fpli – the i-th planned function;
NFpl – the number of planned functions;
OPik – the k-th operator that implements the i-th planned function;
Varijk(Varij) – the j-th variant of the organization of activity by the k-th operator

(by the average operator) in the implementation of the i-th function;
RMk – the identification of the k-th workplace;
KTk – the category of gravity for the workplace RMk;
Oprijkl(Oprijl) – The l-th operation performed by the k-th (average) operator when

implementing the i-th planned function in the j-th way;
PKeri

ijklm – The m-th quality index, which takes into account the error of eri-th
type, with which the k-th operator performs the l-th operation when
implementing the i-th planned function in the j-th mode;

PKijlm – The m-th quality index with which the average operator performs
the l-th operation when implementing the i-th planned function in the
j-th mode;

ERi – errors of different types that can be admitted in the implementation
of the i-th function

The Model of Planned Employment, Mpl. The model shows the state of employment
of operators by performing routine functions. The set of functions is determined by the
component-functional structure of the system. For each operator, the model specifies the
start time and the completion time for each function assigned to the operator, the
possibility of interrupting the function, the time of the scheduled break, etc.:

Mpl ¼ \fRMk;OPk; fPpNkl;PpKklg l ¼ 1; 2; . . .; nkj ;

fFplik; TNik; TKikTPik;Vypik; TFik;PRikg i ¼ 1; 2; . . .j ;mkg k ¼ 1; 2; . . .;K0j [ ;

ð9Þ

where RMk– the identification of the k-th workplace;
OPk – the k-th operator;
PpNkl – the beginning of the l-th scheduled break of the k-th operator;
PpKkl – the end of the l-th scheduled break of the k-th operator;
nk – the number of scheduled breaks of the k-th operator;
Fplik – the i-th planned function of the k-th operator;
TNik; – the time of start for executing the i-th planned function of the k-th operator;
TKik – the completion time of the i-th planned function of the k-th operator;
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TPik, – the time of interruption of execution of i-th planned function of the k-th
operator;

TFik – the actual completion time of the i-th planned function of the k-th operator;
Vypik – the mark on the fulfillment of the i-th planned function of the k-th operator;
PRik – the priority of the i-th planned function of the k-th operator. The priority of

the function is determined by a ten-point scale;
mk – the number of planned functions of the k-th operator;
K0 – the number of workplace of system

Ergatic Morphological-Group Model of the Function Implementation, MCo.
Describes for each function (application) from the set, defined by a certain component-
functional structure, possibility (impossibility) of organization of group activities and
pairwise compatibility of the operators during implementation of the function (in case
of admissibility for group activities):

MCo ¼ \Fpli; pri; ½fCi
klg k ¼ 1; 2; ::;K0; l ¼ 1; 2; . . .;K0g�j ji� 1; 2; . . .;NFpl [ ;

ð10Þ

where Fpli – the i-th planned function;
pri – a sign that determines the possibility or impossibility of organizing a group

activity;
Ci
kl

� �
– matrix, which defines pairwise compatibility of the functioning of operators
OPk and OPl during realization of the i-th planned function. Each element of
the matrix is defined by the following formula:

Cl
kl ¼

1; if operators can be jointly involved
0; if operators can not be worked together

�
ð11Þ

The Organizational and Technological (Design) Model, MProekt. The model
displays the result of solving the problem of prescribing the function for the operators
and contains:

• name (identification) of the function;
• description of the technology implementation of the function (functional network of

the functional-temporal model or from the model of individual technologies);
• type of organization of activities: individual or group;
• in the case of individual activities - identification of the operator who is entrusted

with the execution of the application. In the case of group activities - assignment of
a responsible operator for each operation.

• Prediction of the results of solution: – mathematical expectation of execution time;
– variance of the execution time; – probability of error: 1-th type; 2-th type; …n-th
type; – the amount of possible damage from violations of different types.
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M Pr oekt ¼ \fFpli0 ;Vari0j0 ;MFsi0j0 ; pri0j0 ; ½OPi0k0 �; ½fOpri0j0l;OPlmg m 2j f1; 2; . . .;K0g;
l ¼ 1; 2;j . . .koj0i0 � k0j 2 f1; 2; . . .;K0g j0j 2 f1; 2; . . .nvi0g i0j 2 f1; 2; . . .;NFplgg[ ;

ð12Þ

where Fplio – the i0-th function, received by application for execution;
Variojo – selected the jo-th variant of the organization of activities in the

implementation of the io-th function which has been received with the
application for execution;

Mfsiojo – selected the jo-th formal model of the functional network of algorithm
implementation of the io-th function;

OPioko – selected the ko-th operator for the implementation of the application of
the io-th function in the case of the impossibility of group activity;

Opriojol
� �

– the set of operations of the activity algorithm for the selected jo-th
variant of the organization of activities for implementation of the io-th
function which has been received with the application for execution;

kojoio – the number of operations of the activity algorithm for the selected jo-th
variant of the organization of activities for implementation of the io-th
function which has been received with the application for execution;

nvjo – the number of options for organizing activities in the implementation of
the io- function;

OPlmf g – the group of operators assigned to execute lm-th operations jo-th variant
of the organization of activities in the implementation of the io-th function
which has been received with the application for execution. To implement
the function, group activities are allowed

Fig. 2. Illustration for the meaningful establishment of the task of assigning functions to
operators using the technology of component and morphological analysis of SPIC
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The symbols “[]” in the models mean that optional elements are enclosed in
parentheses.

For example, this model (structure) can demonstrate the “relationship” of different
models in the process of solving tasks for ensuring ergonomic SPIC on a model
example tasks of ergonomics, which is distribution of functions between operators.

It is obvious that the task of distributing functions can be represented as a task of
forming a new organizational and technological structure which satisfies the require-
ments to the quality of the application and a variety of ergonomic standards and
requirements (Fig. 2).

Description of the accepted notations on Fig. 2 is shown in Fig. 1.

4 Approbation. Using of Results and Their Practical
Significance

The approach was used in the development of the modeling qualimetric complex of
ergotechnical systems [15, 19–24].

The results were used in solving the following problems:

• Development of information models for a human operator [21, 22];
• Development of algorithms for operators [23];
• Distribution of functions between operators [19, 20];
• Distribution of functions between a human and automation devices [15].

The results are used in the design and utilization of systems for various purposes
(automated control systems, payment centers, contact centers, e-learning systems, etc.).

Description of one of the many computer experiments that we conducted is given
below. Let us consider the problem of the distribution of functions between operators of
an automated system [24].

When examining various ways of assigning requests to performers, we considered a
limited number of strategies [24]:

• S0 - random generation of the option;
• S1 - random selection of free operators;
• S2 - random selection of the most prepared operators;
• S3 - random selection of the most prepared free operators with acceptable working

conditions in the workplace;
• S * - the option chosen by the computer system, which is constructed using the

models described in this paper.

The average probability of error-free and timely execution for request (for sim-
plicity of presentation one type of possible requests is shown), depending on the chosen
strategy (level of use of the automated system), is shown in Fig. 3.

In this case, the choice of the optimal strategy is realized using the optimization
model [24]. However, the practical implementation of the problem is possible only
when using the complex of models described in this paper. Thus, numerical modeling
confirms the constructiveness of our approach.
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5 Conclusion

One of the most effective tools to increase the reliability of information systems and
technologies is the development and implementation of an ergonomic quality assurance
system. Support of ergonomic decision-making can be effective only if using formal
models that provide an operative computer evaluation of working conditions of
operators, activity algorithms, and the effectiveness of alternative variants of ergonomic
measures. The complex of models makes it possible to determine the structure of
information support for the management system of ergonomic quality of information
processing and control systems.

The obtained results are brought to the level of engineering developments and can
be used in the services of ergonomic support of “human-technology-environment”
systems with a discrete nature of activity.

The results allow for making decisions on the use of ergonomic reserves to in-
crease the efficiency of human-machine interaction.

Fig. 3. The average probability of error-free and timely execution for request (P), depending on
the chosen strategy (S * - the variant proposed by the decision support system using the whole
complex of models).
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Abstract. Cloud-native applications (CNA) are developed to run on
the cloud in a way that enables them to fully exploit the cloud comput-
ing characteristics. These applications are strongly dependent on auto-
mated machinery (i.e. auto-scaling engines, schedulers and cloud resource
provisioning software), which enables elasticity and auto-healing. These
features improve application availability, resource utilization efficiency
and help minimizing SLA violations related to performance. This work
provides a generic architecture of software system that enables elasticity
of cloud native software by use of automated scaling and resource provi-
sioning. The architecture is based on analysis of previous works presented
by practitioners and academia. Also it is a cloud platform and vendor
agnostic.

Keywords: Auto-scaling · Cloud native · Adaptive
Resource provisioning · Microservice

1 Introduction

A cloud platform provides virtually unlimited amount of on-demand resources
on pay-as-you go basis. Commonly user is charged for cloud resources utilization
based on time or capacity, that triggers a need to utilize resources as efficiently as
possible. Cloud elasticity allows efficient resource utilization [7]. The elasticity is
achieved through automated scaling of cloud resources, e.g. databases, storage,
virtual machines (VM’s) or/and container instances.

Software developed to run on top of a cloud is commonly referred as
cloud native application (CNA). Such applications are developed to be elas-
tic and fully exploit the automation features of cloud computing platform
[3,10,17]. Fehling et al. [6] define properties of cloud native application as IDEAL
(Isolation, Distribution, Elasticity, Automated management, Loose coupling).
Even though isolation, distribution and loose coupling are applicable to classical
distributed systems development, elasticity, auto-healing and use of automation
are the most significant properties of cloud native application. Cloud native
application can utilize all types of cloud service models [12]. It can run on top
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of Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) and might
be composed of Software-as-a-Service (SaaS) components. Different approaches
must be applied to enable adaptive auto-scaling. Selection of approach might
depend on type of service model used to host cloud native application and on
type of application.

This work introduces a high-level generic architecture that consists of a set of
functional components that are required to enable auto-scaling of a cloud native
applications. The architecture takes into account that auto-scaling should not
be limited to virtual machines and containers provisioning, as application might
utilize different type of cloud service model (IaaS or PaaS) and can run on differ-
ent clouds. This document provides examples of implementations that are met
in the industry and academia case studies, however most of these studies are
concentrating on one or two components. This document shows generic compo-
nents required to enable auto-scaling of CNA, abstracting from implementation
details. Nevertheless, document will provide few examples of possible implemen-
tations to illustrate a purpose of components and how they interact with each
other. Worth mentioning that proposed solution best suits for applications that
are developed using microservice architecture (MSA), however it can be applied
to other type of applications running on public or private cloud solutions. It
targets large scale applications designed to run on public cloud platforms. The
architecture can be implemented using existing products with addition of several
custom components which will be discussed later in this document.

This documents is structured as follows: Sect. 1 is an introduction to the
topic; Sect. 2 defines the problem background and related works; Sect. 3 starts
with an overview of proposed reference architecture and its components that
enable adaptive resource provisioning and auto-scaling of cloud native appli-
cation and ends with more detailed introduction to architecture components
implementation approaches, examples and products. Last section concludes this
work and gives future work directions.

2 Background and Related Work

It becomes more and more popular to deliver software as a service through the
cloud platforms. Software providers aim to deliver such services in a cost effective
way and at the same time meet service level agreements, which might include
software availability, response times and/or amount of transactions or number of
clients served per specific period of time. Auto-scaling is a popular approach to
overcome SLA issues related to lack of system resources. However, auto-scaling
provided by cloud providers are commonly based on simple reactive rules or
time schedules, which are not very efficient for large scale applications. Another
thing to consider is that modern SaaS are commonly built using microservice
architecture, which brings more granularity into size of applications components.
This improves elasticity and portability, however, it brings higher complexity in
comparison to traditional N-tier applications. Further, CNA can utilize cloud
provider’s PaaS services, which provide capacity through various service tiers
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or subscriptions, so cloud resource auto-scaling problem is not limited only to
automated IaaS resource provisioning, but also to PaaS and even other SaaS. As
result, enablement of adaptive auto-scaling and resource provisioning for cloud
native application that runs on different cloud platforms and across different
cloud models (IaaS and PaaS) requires a complex software system that consist
of multiple components. In contrast to previous works [2,8,11,19], which are
mainly concentrating on auto-scaling algorithms for virtual machines or con-
tainers (IaaS), this document provides a conceptual architecture that takes into
account the fact that CNA can utilize different cloud service models and can
run on different cloud platforms. Kratzke and Quint [10] provide an overview
of conceptual architecture for CNA. The solution introduced in this document
goes one step deeper by introducing possible implementation approaches and
products that can be used for CNA and auto-scaling solutions. The architec-
ture is inspired by self-managing cloud native application architecture proposed
Toffetti et al. [19]. However, their work concentrates on auto-healing and self-
management functionality, where this document concentrates on auto-scaling
across all cloud service models (IaaS and PaaS). The main contributions of this
article are:

– a holistic view of architecture of adaptive resource provisioning and auto-
scaling system for cloud native software;

– overview of functional components and tools that can be used in real life
deployments;

– the architecture serves specifically for auto-scaling needs of CNA irrespec-
tively of what cloud service model (IaaS or PaaS) is used.

Next section defines the proposed architecture and its components that
support or enable cloud native application adaptive auto-scaling and resource
provisioning.

3 Proposed Architecture

This section introduces a generic architecture that enables adaptive auto-scaling
and resource provisioning for CNA. The aim of the proposed architecture is
to enable a cloud native application automatic scalability, resiliency and cloud
platform independence.

Adaptive cloud native application is a complex software system that consist of
multiple components that enable the application’s ability to be easy scalable and
compliant with SLA requirements. Figure 1 provides a conceptual view of such
system architecture. The presented architecture components can be split into
two groups. The first group’s components enable application scalability (upper
grayed area in Fig. 1) and the second ones enable cloud platform and model
independence (bottom grayed area in Fig. 1). Toffetti et al. [19] have proposed
similar architecture, however it was mainly oriented on IaaS (VM’s or containers)
and application auto-healing. The architecture in this document concentrates on
auto-scaling and takes into account that application can run on top of PaaS, not
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Fig. 1. Principal schema of proposed architecture

only IaaS. It also has cloud provisioner layer, that acts as abstraction layer
between cloud native software system and cloud providers management API.
This together with execution engine decouples application from cloud platform
and removes a need to build custom logic in application itself.

Since CNA interacts with or relies on other components (e.g. schedulers,
orchestrator, service discovery, cloud provisioner service) it might seem that all
these components are highly coupled and thus must be either developed from
scratch together with a CNA or produced by a single vendor. However majority of
components are already developed as can be seen from Table 1. Table 1 provides
short description of components and products that might be used when designing
system.
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Table 1. Description of architecture components.

Functional
component

Description and implementation

Application
instance
(Sect. 3.1)

This is a a CNA application instance as defined in Sect. 3.1.
In order to to support auto-scaling it should be able to report its
logs and metrics (input for auto-scaling decisions)
CNA should be centrally registered in order to be automatically
discoverable. Instance can perform self-registration or be regis-
tered by 3rd party components to become discoverable by other
services and/or components
Reporting and registration can be done using custom code,
libraries or frameworks, like Spring Boot or Cloud, Micro,
Steeltoe. It also can be done using 3rd party products like
containers i.e. cAdvisor, Beats, or monitoring agents, e.g.
FluentD, statsD and service discovery agents, like Consul,
Eurika, etcd

System
state store
(Sect. 3.2)

Auto-scaler must be aware about system state, dependencies
between components and limitations. This component is used
to store running software configuration and state, participate in
service registration and discovery process. It keeps configuration
parameters and application data like instance state (booting,
running, shutting down, etc.), port, application ID, type
(web, data base), workload pattern and other. This com-
ponent perform the following functions:
– it fetches application definition data from system definition

component and stores configuration data that later is used by
execution engine
– it centrally stores application persistent data, that can be

used for application restoration (auto-healing), conflict and depen-
dency resolution, auto-scaling (see Sect. 3.5 for more details)
– service discovery (client/service gets information about ser-

vices from the store)
System state store can be implemented using distributed and
strongly consistent store. Such solutions commonly include
agents, scripts or background services that enable service
health-checks/heartbeat functionality, dynamic configuration
updates. Examples of stores, that are also used for service
discovery are Eurika, Consul, Zookeeper, etcd, DNS and others

Monitoring
system
(Sect. 3.4)

Auto-scaling engine needs information about resource utilization.
Monitoring system is a system that collects, aggregates and
stores application and/or system logs and metrics. Monitoring
system can be implemented as a single solution or as a set of
multiple distributed components. The modern tools commonly
use time-series or document databases as back-end for storing
monitoring and log data. Later, this data is used for SLA
monitoring and reporting and auto-scaling. Example of such
systems are Elastic (a.k.a ELK) stack, Prometheus, InfluxDB

(continued)
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Table 1. (continued)

Functional
component

Description and implementation

Auto-
scaling
system
(Sect. 3.5)

Auto-scaling system makes decisions about need to scale up or
down an application and/or its underlaying infrastructure. Most of
existing build-in cloud auto-scaling solutions are based on reactive
rule-based auto-scaling algorithms. Large scale CNA need to have
adaptive auto-scaling engine due to CNA’s dynamic nature (see
Subsect. 3.5). The adaptive auto-scalers can include components
that detect workload pattern or select the most significant metric
for auto-scaling decision (see more in Sect. 3.5). As such, it can be
composed of several components:
– auto-scaling algorithm is a core of auto-scaling decision

making
– auto-scaling decision making component informs exe-

cution engine (see below) about need for resource provisioning/
de-provisioning
– auto-scaling algorithm selection engine (optional)

selects the appropriate auto-scaling algorithm manually or
automatically based on monitoring data (see Sect. 3.5)

System
definition
store
(Sect. 3.3)

There should be a definition of nodes, platform and application
that is used for new components addition to the system. System
definition store component stores CNA infrastructure nodes and
application definitions and dependencies between those. These
definitions or templates can be reused in any cloud environments.
Later, these templates are read by system state store and
required application configuration is generated and stored within
it. Stored configuration together with system parameters are
used by execution engine, once there is a need for auto-scaling
action. Mentioned before templates can be implemented using
TOSCA standard, or custom resource provisioning and
application definition scripts. Use of TOSCA enables solution
portability between clouds and dependency management

Execution
engine
(Sect. 3.6)

Supports auto-scaler with resources provisioning and dependencies
tracking. It pulls an application and its underlaying components
definitions from system state store and instructs cloud resource
provisioner and/or container orchestrator/scheduler about the
need to provision resources. It also orchestrates execution and
resource provisioning workflow
This area was not well developed at the time of this article
writing. Cloudify can be an example of similar system, but which
does not provide orchestration across public cloud PaaS layer, as
such there is a need for custom solution or combination of
multiple products

(continued)
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Table 1. (continued)

Functional
component

Description and implementation

Cloud
resource
provisioner
(Sect. 3.7)

Component responsible for cloud resource provisioning via cloud
providers management API’s. It creates an abstraction layer
between execution engine and cloud provider – enables cloud
platform independence and portability. Popular resource
provisioning products are Terraform, OpenStack Heat,
CloudFormation, Cloudify

Container
scheduler
(Sect. 3.8)

Component responsible for container cluster management
(auto-healing, start, stop, re-start and similar operations) and
containers placement within the cluster (scheduling). It enables
cloud platform independence and portability. Example of
popular products are Docker Swarm, Kubernets, Nomad, Mesos
Marathon

Subsections in this section define the functional components in more details.

3.1 Application Instance

As this document concentrates on resource provisioning and auto-scaling for
cloud native applications, it only provides an overview of what cloud native
application is. In comparison to not cloud native applications, cloud native appli-
cations are designed to be scalable, robust to frequent start, stop and re-start
activities and work efficiently within a cloud environment. These applications are
designed with use of automation in mind, and are commonly developed using the
microservice architecture and container solutions [10] like Docker or rkt, as com-
binations of those enables more granular application elasticity. Such applications
should be stateless or with isolated state – a data that makes application stateful
is stored in external storage. This could be either database or caching system.
Fehling et al. [6] call this as Isolated state feature of cloud native application.

3.2 System State Store

As CNA consists of multiple components that are provisioned automatically,
it becomes hard to track its configuration manually. For that reason, a CNA
instance should be able to discover services and be automatically registered in
service registry. It should pull its configuration parameters from configuration
management store, send logs and metrics to enable auto-healing and auto-scaling
features respectfully [19]. System state store components is a part of service
registration and discovery tools that helps distributed application compo-
nents to find and talk to each another. Service discovery consists of two major
parts: service discovery and service registration.
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There are various approaches for service discovery implementation [24]. The
most common, that are used for cloud applications, are DNS or key value stores
like etcd, Consul, Zookeper and similar.

Service registration can be done either manually or automatically. Automatic
registration has two approaches: an application can be developed to register itself
or it can use a 3rd party tools like Registrator or Consul agent. Second approach
is more flexible in comparison to build into application registration and discovery
logic.

System state store enables each new instance of an application or a microser-
vice to store an information about its current state externally. It stores informa-
tion about service and its definition. This would be data that defines the ser-
vice instance, i.e. its SLA requirements, status of the service (i.e. active, down,
starting), type of service (i.e. stateful, stateless, Web, Application, Database,
CPU intensive), context awareness (application knows to which resource or
pool it belongs to and amount of running instances), dependencies management
(application is aware about components on which it is dependent on and checks
on availability of required resources before starting up), configuration variables
(IP addresses, ports, environment) and so on. This information is used for this
service discovery by other services and by execution engine for controlled auto-
scaling logic or for service recovery. For example, after receiving auto-scaling
request from auto-scaling engine, execution engine can check amount of a running
service instances and compare those to expected amount. If some of instances
are still booting up it ignores the request. Another example involves auto-healing
component, which logic is similar to one that is described in [19] work. So we
won’t explicitly describe it here. Auto-healing logic might impact auto-scaling,
if auto-healing component initiates removal of failed component and replace-
ment of it with healthy one. A temporary increase in system load can happen at
this moment. For that reason, information about auto-healing activity must be
stored in system state store. When application is restoring its state, execution
engine needs to make sure that no additional instances are provisioned as part
of auto-scaling component as reaction to temporary increase in load. This can
be done by comparing amount of in provisioning state instances against total
amount of required instances.

3.3 System Definition

System definition component is used to describe the structure of the applica-
tion/service that we want to deploy. Applications, containers, VM’s (if needed)
and cloud services can be defined and stored in a single place. This helps to
ensure correctness of configuration and provides a centralized view of the system.
Application and infrastructure components can be defined as templates and/or
blueprints using Domain Specific Language (DSL) or notations. The templates
can be stored in a central repository for centralized retrieval and version control.
Example of implementation is provided in Fig. 2.
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Fig. 2. System definition and system state store interaction example

TOSCA standard can be treated as an example of template definition. It aims
to standardize the language for definition of cloud applications and its under-
laying infrastructure and platform components. The aim of TOSCA project is
to enables cloud platform independent application deployment and setup porta-
bility between clouds. It takes a concept of templates that define nodes and
applications, and relationships between them. These templates can be under-
stood and processed by tools that are TOSCA-compliant. Cloudify, Apache
ARIA, Alien 4 Cloud are example of execution engines that makes these tem-
plates actionable (configure and deploy resources as per template definition).
Execution engine introduced in this document can act as engine for TOSCA.

3.4 Monitoring System

Microservices and cloud native application auto-scaling strongly rely on monitor-
ing data received from application or infrastructure components, like containers
and VM’s, hosting the application. For that reason, a set of monitoring tools
and approaches, like request identification in tracing [15], were developed for
microservices and containers monitoring. Examples of such tools are Prometheus,
cAdvisor, Kibana, StatsD, Elastic (a.k.a ELK) stack, Prometheus and InfluxDB
and others. More sophisticated list of tools and their overview in cloud applica-
tions context can be found in [14,18].
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Monitoring solutions commonly consist of telemetry system that collects
application or/and infrastructure metrics. The collected metrics are preprocessed
and stored in a database. Later, the metrics can be process by analytics engine
and processed data can be used by auto-scaling system. Metrics collected by
monitoring system can be split into two categories: system (a.k.a host) metrics
and application metrics [9,18].

System metrics are collected from operating system or containers. CPU,
RAM, storage I/O utilization and network throughput is an example of host
metrics. These are the most popular metrics used for auto-scaling decision mak-
ing as it is easy to collect and the metrics are independent from application
running on a host. Worth mentioning, that set of metrics that can be extracted
from containers are limited to metrics that can be exposed by cgroups [1], that
overs CPU, RAM, network, storage I/O related metrics, so application metrics
need to be collected when more information is required.

Application metrics like response time, request and error rates, workload
are examples of application specific metrics. These metrics are usually used for
SLA monitoring [2,11,18], rather then for auto-scaling decisions. However, there
are several works that propose to use only application metrics for auto-scaling
[9,13].

Other important point to consider is usage of aggregated metrics values over
a time. The usage of aggregated values rather than instantaneous prevents sys-
tem from reacting too quickly, or causing rapid fluctuation. This approach also
saves database storage and softens impact of cloud resources contentions [5].
Monitoring both types of metrics is required for reliable auto-scaling. For exam-
ple, application might run on top of PaaS and in this case monitoring data cloud
providers platform is required. This data might not include all required informa-
tion or use too coarse or dense aggregation metrics. Application type (i.e. web,
DB) and infrastructure form factor (container, VM) need to be considered when
estimating aggregation interval length. These could be retrieved from system
state store.

3.5 Auto-Scaling

Auto-scaling is a process of dynamic resource allocation in such way that amount
of allocated resources matches performance requirements. Auto-scaling is usually
used to achieve the following goals [2,11]:

– solve resource planing problem – automated resource provisioning and appli-
cation scaling must be done on time to avoid SLA violations;

– solve resources utilization optimization problem – most of time the difference
between provisioned and consumed resources should be as low as it is possible.
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Several articles provide an overview of auto-scaling techniques for cloud
resources that can be grouped into rule-based, control theory based, queuing
theory based and machine learning based approaches [2,11,20].

Rule-based auto-scaling is most commonly met approach in the cloud as it is
delivered by cloud providers as build-in service. These methods are considered
as reactive methods.

Auto-scaling based on control theory, queuing theory and machine learn-
ing are considered as proactive approaches. The most of the works related to
cloud resource provisioning and auto-scaling uses machine learning algorithms
[2,11,20]. The algorithms use resource utilization (host specific parameters) or
response time, queue size or amount of sessions (application specific parameters)
for auto-scaling decisions. Auto-scaling algorithms that use host/container met-
rics are easier to deploy and are independent from application, however these
might be less accurate in comparison to algorithms based on application specific
metrics [11] as well they might have limitations when auto-scaling is done for
PaaS platform.

Nevertheless there is a big variety of auto-scaling methods, there is no sin-
gle algorithm that fits all types of loads [2]. Experiments results presented in
[4,13,20,22] show that different algorithms performs differently depending on
type of application workload. Manual selection of different algorithms for spe-
cific services does not seem optimal due to dynamic nature of CNA. There is
a need for adaptive auto-scaling engines. Different approaches are proposed by
academia for enabling adaptive auto-scaling:

1. Usage of metrics analytic engine, which would analyze the received metrics
and select the most significant one. This could be achieved by applying statis-
tical feature selection techniques like Mutual Information (MI), Information
Gain (IG) and Chi-Square Test [4].

2. Usage of pattern analyzing engine, which would identify the type of work-
load – dynamic (i.e. batch processing) or static. [22] proposes a “black box”
auto-scaling, based on machine learning algorithm. [23] uses workload pattern
detection mechanism to improve rule-based workload prediction approaches.

3. Usage of auto-scaling algorithm selection engine, which would select best
suited auto-scaling algorithm based on type of workload and/or most signifi-
cant metrics. The efficiency of such approach is evaluated by [13].

Use of this approaches enables adaptive auto-scaling. Based on estimates
provided by algorithm, auto-scaling engine would make an auto-scaling decision
and inform execution engine about the need to scale up or down.
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3.6 The Execution Engine

CNA can be deployed on PaaS or IaaS. In case of PaaS cloud platform provider
is responsible for resource auto-scaling, however resources are limited by ser-
vice plans or tiers. In cases when additional resources are required, migration
to new tier or new PaaS service instance is needed. Application owner can con-
trol additional resource provisioning and migration between service tiers by use
of custom auto-scaling component. The same component can be used for hori-
zontal scaling between service tiers. As execution of such logic would overload
auto-scaling component, an execution engine is introduced as separate compo-
nent. This component can be either centralized (orchestrate the solution) or
distributed (management logic is shared between multiple execution agents).

Fig. 3. Auto-scaling execution example
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In addition, the execution engine is responsible for application deployment
workflow as per service and dependencies definitions stored in a system state
and system definition stores. The execution engine communicates with all com-
ponents to enable provisioning of resources requested by auto-scaler in structured
way. It controls resource provisioning requests triggered by administrator, auto-
healing and auto-scaling actions in order to avoid race conditions and resource
double provisioning. It tracks what resource (container or application instance,
VM or vertical scaling of PaaS services) need to be provisioned.

Products available on market cover either one or two of these areas (either
infrastructure, platform or application) and, in most cases, are cloud vendor
specific. An example of infrastructure oriented systems are Amazon Web Services
(AWS) CloudFormation, OpenStack Heat. Cloudify is IaaS and PaaS oriented
solution. Example of similar solution is provided in [19]

The sequence diagram shown in Fig. 3 illustrates an example how execution
engine enables automated resource provisioning for CNA.

3.7 Cloud Resource Provisioner

Execution engine (EE) can communicate with cloud providers API directly, how-
ever this requires development of custom logic for each cloud API. To avoid this
EE can use cloud resource provisioners, that are available on a market. It would
act as layer of abstraction between execution engine and cloud providers API.
As it is mainly used to minimize vendor lock-in and increase solution portability
Cloud Resource Provisioner component is marked as an optional component in
this architecture.

3.8 Container Scheduler

Container schedulers (a.k.a. container cluster management and scheduler, con-
tainer orchestrator) are used for optimized container placement on virtual or
physical machines. Its tasks also include distribution of workload between cluster
machines in case of hosting machine failure. Usage of widely adapted container
schedulers minimizes cloud vendor lock. These solutions can be provided as part
of PaaS service or deployed on IaaS.

Different types of schedulers were created for cloud computing and later
adapted for container scheduling [16,21]. These can be grouped into schedulers
used for long living tasks like services, and short living tasks, like AWS lambda
or Azure functions. As per [16] schedulers falls into four major types: monolithic,
statically partitioned (i.e. Hadoop), two-level (i.e. Mesos), optimistic shared state
(i.e. Kubernets, Nomad).
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From execution engine point of view, container scheduler is just another
component that is used for resource provisioning. However, there might be issues,
when auto-scaling component and scheduler are working independently. Usage
of monolithic or two-level scheduler might cause some of virtual machines being
underutilized, thus auto-scaler might not provide a virtual machine on time. To
minimize impact mitigation actions can be performed. For example, set of hosts
can be dedicated to a specific type of containers. This potentially minimizes
optimal utilization of the hosts as in two-level schedulers case, but at the same
time provides environment with similar behavior and utilization patterns, what
suitable for predictions. Schedulers based on optimistic shared state algorithm
is more preferred as these pride more equal load distribution and perform more
efficiently independently from longevity of task [16]. Container schedulers are
marked as optional components in this architecture, as cloud native application
can have components that are running on top of IaaS, PaaS or “serverless”
components. In this case Cloud Resource Provisioner can be used to request
mentioned above resources.

4 Conclusions and Future Work

Document provided an overview of architecture and its components required to
enable automated resource provisioning of cloud native application. It also intro-
duced products and approaches that can be used to implement these components.
Vast majority of these components (System state store, System definition, Mon-
itoring, Cloud resource provisioner, Container scheduler presented in Fig. 1) can
be implemented using software components presented on software market (see
Table 1 for details). There are many products that can provide required func-
tionality for the proposed system, however there are still gaps in the following
areas:

– none of the solution can provide end-to-end resource provisioning across cloud
service models (IaaS and PaaS) when system need to be expanded, as solu-
tions are more concentrating on one area either on provisioning server or
containers or applications, but not on a full stack;

– auto-scaling solutions provided by cloud service providers are usually based
on reactive rule-base algorithms that are static in nature; these limit elasticity
of modern dynamic cloud native applications.

The proposed architecture suggests usage of optional mediation layers (con-
tainer schedulers and cloud resource provisioner’s) that enable automated
resource provisioning independently from the cloud platform. This can be con-
sidered as advantage (brings layer of abstraction and loose coupling between
application and cloud platform) and disadvantage (brings extra complexity and
additional point of failure).
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Execution engine which controls a whole system in a holistic manner (across
application, platform and infrastructure layers) has limited implementations
(the closest ones are Cloudify and Toffetti [19]). This is not enough to avoid
vendor lock-in. Application auto-scaling components (based on reactive algo-
rithms or schedule) are usually provided by cloud vendors. More advanced logic
is commonly a responsibility of software engineer. Thus auto-scaler and execution
engine components are objects of further research. Validity of this architecture
will be tested by practical implementations in the future.
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Abstract. Cloud computing made a big impact on software architecture evo-
lution. The demand to serve multiple tenants, to include continuous delivery
practice into the development process as well as increased system load influ-
enced the style of cloud based software architecture. Microservice architecture is
preferred architecture despite its complexity when scalability is an essential
attribute of quality of service. Microservices should be managed, i.e., hardware
resources should be adjusted based on application load, as well as resiliency
should be ensured. Popular IaaS and PaaS providers such as Amazon, Azure or
OpenStack ensure auto-scaling and elasticity at the infrastructure level. This
approach has the following limitations: (1) Scaling and resiliency is a part of the
infrastructure and not emerging from application nature; (2) The software is
locked in with a specific vendor; (3) It might be difficult to run and ensure
smooth scalability by running software on different vendors at the same time.
We are creating auto-scaling module for microservice-based applications.
Collecting metrics both at infrastructure and application levels is one important
task for auto-scaling. We’ve chosen to investigate ELK stack and build
appropriate architecture around it.

Keywords: Metrics � Autoscaling � Microservice � ELK � Beats
Containers � Docker

1 Introduction

Cloud Computing is changing the way of development and deployment of application
because of its unique requirements such as higher rate of scalability, reliability, con-
tinuous deployment and Integration, and minimum downtime etc. Companies require
their enterprise applications to scale on demand, which can be achieved through dif-
ferent cloud computing models. Companies face different challenges while deploying
their applications on cloud due to their unique requirements, but the major issue is to
scale different functionalities of the applications according to their requirements [1].

Microservice architecture together with elastic infrastructure is a common way to
build cloud based applications and meet high scalability requirements. Infrastructure
providers usually provide needed tools and infrastructure to ensure elasticity of
resources and application.
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Microservice architecture is a very handy architectural style to implement
requirements mentioned above. Each service could be independently deployed and
communication with other services established over the network. Such a single service
could be scaled out independently of other microservices within application. IAAS or
PAAS providers offer ability to scale their virtual machines based on infrastructure
metrics, such as CPU, memory, network, etc. These providers offer specials optimized
services for microservices based on Docker such as Elastic Container Services from
Amazon, or Azure Container Services. However, we claim that it is crucial to monitor
application not only at infrastructure level, but also at application level and/or
microservice level. Such parameters as response times, amounts of served
successful/failed requests are also important for implementing better scaling algo-
rithms. Besides, collecting and aggregating all these parameters together with number
of business transactions could be valuable information to identify bottlenecks and
ensure service level agreement (SLA) of the cloud application. Moreover, using
infrastructure provider services for management functionalities results in vendor lock-
in effectively preventing cloud applications to adapt and run on the most effective cloud
for the job [2].

Self-managed or self-adaptive microservices is a novel concept to manage auto-
scaling and healing of microservices at application level. It allows to build elastic
application independently on infrastructure provider and enables particular application
services to run on the most effective cloud for the job.

Auto-scaling of the application is heavily dependent on application and infras-
tructure performance metrics. Both reactive and predictive auto-scaling algorithms
need most recent and historical data for larger interval of time, e.g. CPU load, memory
usage, response times, request count and others. In microservice architecture it is even a
more challenging task, since each individual microservice should be monitored, while a
single application could contain dozens of different microservices.

Our ambition is to create self-adaptive microservice architecture which able to
monitor, scale out or downscale itself independently on any infrastructure provider.
One of the task is to establish an architecture with appropriate tools which is able to
collect metrics from infrastructure providers, containers and microservices. These data
should be stored in efficient data storage and able to serve appropriate metrics fast
enough for auto-scaling engine. Based on data auto-scaling engine could execute
reactive and predictive scaling algorithms and send instructions to any infrastructure
provider to execute scaling.

Few metrics collection potential issues are addressed in this paper. (a) Infrastructure
measurements are usually provided by popular IAAS or PAAS providers, however, for
our task we need to collect application level metrics as well as it should be as much real
time as possible. (b) The application is always dynamic - its services scales or
downscales all the time. This mean that together with metrics we should collect and
store application nodes topology. (c) The data amounts would be huge and storage
issues should be addressed. Data querying should be measured as it has impact of our
auto-scaling module reaction times. (d) Last but not least, the questions how much data
we need to collect that data amounts should be feasible to store and execute quick
enough queries for our task. Also it is not clear yet how many attributes should be
stored and how much valuable they are for auto-scaling module.
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2 Related Work

In order to solve our issues addressed we reviewed articles related with cloud based
application metrics collection and those which has a similar goals to establish the auto-
scaling mechanism for the application. The most similar work we found in the Hamzeh
Khazaei et al. article where ELK stack (Elasticsearch, Logstash, Kibana) is used for
metrics collection and auto-scaling [3]. This study was an inspiration to focus on ELK
stack as it showed it might be a proven solution for an auto-scaling microservice based
application together with Docker containers. Authors has the whole idea to have
scaling as a service -metrics collection module together with auto-scaling module are
not incorporated in the specific application architecture. However, reviewed article
lacks of details about metrics collection and aggregation. Furthermore it collects
container level metrics only, where our goal is to measure performance at application
level as well. We think, metrics collection could have challenging issues, because of
multiple data sources and huge data amounts, e.g. application of dozens microservices
running could produce megabytes of data every second. Also authors are using only
straightforward reactive scaling algorithms which requires tuning for each application,
where our goal is to apply machine learning algorithms for predicting scaling. Thus
much more metrics data is needed to store, fetch and analyze.

We also reviewed articles regarding Elasticsearch performance. Liberios Voko-
rokas et al. has done a research of non-relational databases [4]. They compared
MongoDB with Elasticsearch performance in terms of read operations. Elasticsearch
performance benchmark indicated very good results i.e. 900 of 3500 documents were
able to read in little more than 50 ms. Sheffi Gupta also performed a research of
Elasticsearch performance [5]. He benchmarked read operations with 20 000 docu-
ments and on average it took more than 80 ms to query such amount of data. In both
cases the results were very good and it seems that it has a linear time dependency over
fetched number of documents. On the other hand we estimate to have above 20 000
documents which are needed to fetch over the short period of time, while millions of
documents are stored. So our goal is to make benchmarking with much larger amount
of data and to analyze scalability.

Some previous works [6–9] using a machine learning algorithms to fulfill their
purposes and it worthwhile to evaluate those articles for auto-scaling module. Com-
monly, all these articles not providing details about metrics collection and storage. This
might be related due to fairly simple metrics collection and it not worth for authors to
provide more details. Some of these articles describe collecting metrics from infras-
tructure providers and these are heavily tied with infrastructure provider tools, such as
CloudWatch from AWS. Our goal is an opposite - to be IAAS or PAAS providers’
agnostic and collect metrics also from application. This requires more extensive research
in metrics collection.
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3 Design and Implementation

3.1 Background

Docker
Docker container is an emerging container technology which provides different
functionalities to make provisioning of microservices cost effective and easy to manage
[10]. Docker containers implementing immutable server concept, where with an
immutable server, you make each change to a base image, and then you know that all
instances created from that image are consistent. The main differences between
instances of a server role come from configuration settings, which should come from
outside the server [11].

In our design, metrics collection is based on microservices deployed as Docker
containers. It is for easier configuration and deployments, but it is not a limitation for
the tasks we are solving. Metrics could be collected not only from Docker engine, but
also from regular virtual machines. Other supporting services such as service registry,
ELK or beats we are deploying as Docker containers due to faster configuration and
faster development turnaround.

ELK
Elasticsearch, Logstash and Kibana are the open source tools. Elasticsearch is a dis-
tributed JSON-based search and analytics engine, Logstash is server side data pro-
cessing pipeline that ingests data from multiple sources simultaneously, transforms it
and then sends it to Elasticsearch. Kibana visualizes data with charts and graphs in
Elasticsearch [12].

ELK is very popular tool for application logs aggregation and visualizing those.
However it is getting more and more popular to store metrics as well. In our archi-
tectural approach ELK stack plays a critical role, as we need to ensure that metrics are
shipped fast enough, although the data querying would take a reasonable amount of
time. As well as think how data from different sources should be stored, e.g. we need to
have our instance topology at a given time.

Beats
The Beats are open source data shippers that you install as agents on your servers to
send different types of operational data to Elasticsearch. Beats can send data directly to
Elasticsearch or send it to Elasticsearch via Logstash, which you can use to parse and
transform the data [13]. Currently, there exist more than 60 different Beats, developed
by Elastic and the community in the Beats family. We will use several beats in our
implementation to ship different metrics to ELK.

3.2 Proposed High Level Architecture

To deal with mentioned issues earlier the proposed architecture based on ELK stack.
Standard ELK stack is well known solution for logs aggregation mainly. Together with
the Beats we extended the standard solution to improve cloud based applications
monitoring, in order to be able to scale efficiently. Application itself should not be
dependent on metric collection or auto scaling logic. This means that auto-scaling
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application must be pluggable as much as possible with minimal configuration
adjustment effort. Application architecture itself should not be relevant – it could have
dozens of microservices, or be a single service monolith (Fig. 1).

Beat agents must be deployed next to the application. There are no limitations or
restrictions about the Beats. It could be Dockbeat for Docker, Springbeat for JAVA
based Spring applications, or it could be Cloudwatchmetricbeat which is able to read
metrics from AWS Cloud Watch service. Moreover it could be used universal beats,
like Httpbeat which calls defined APIs and push results to ELK. With beats we’re able
to collect all kind of metrics at any level, starting with infrastructure level and ending in
collecting application specific measurements.

Collected metrics are pushed to the Logstash where data filtering, transformations
or tagging are executed and pushed forward to Elasticsearch for indexing and storing.
Auto-scaling engine queries data from Elasticsearch, applies needed algorithms and
sends instructions to infrastructure provider or Docker engine to scale out or downscale

Fig. 1. Principal schema of application metrics collection
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particular services (Fig. 2). At this point auto scaling engine is represented as a single
entity, but in later research stages this could be much more complex component.

To establish a proof of concept of metrics collection, we used a Spring Cloud based
application deployed on AWS EC2 instances within Docker containers. Spring Cloud
provides tools for developers to quickly build common patterns in distributed,
microservice based, systems. In our case service discovery is used also. Service dis-
covery is very important part of microservice architecture – all microservices register to
service discovery and it distributes others location to every microservice. Besides that,
it could ensure health check and store configuration based on key value store. We chose
Consul as service discovery. Service discovery plays very important role in auto-
scaling engine – it should we aware how many instances are up at a given moment. In
other words, we need to have an instance topology together with other metrics.

Agents are deployed also as separate containers. We are using Metricbeat, Dock-
beat, Springbeat and ConsulBeat to ship various metrics to ELK.

4 Validation and Results

We used ELK deployed as Docker container on Amazon EC2 t2.medium instance for
benchmarking. It contains 2 CPU and 4 GB of RAM. It is a minimal recommended
setup for running ELK stack. We emulated test data of 4 000 000 metric documents.
A single document represents a single metric, e.g. memory usage with a timestamp. It
also contains additional metadata, such as container name, memory available, etc. It is
schema-less JSON format – documents with a different format are produced for dif-
ferent type of metrics.

Fig. 2. Auto-scaling engine flow
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With our first benchmarks we need to check how fast we could query documents
depending on their amount. We measured two factors – query time which is provided
by Elasticsearch and whole request time which we are measuring. As shown in Fig. 3,
there are obvious linear dependency between data amount and request execution time.
Request durations are very acceptable since our goal is to execute scaling logic in no
more than 30 s including, querying data, executing calculation algorithms and send
instructions to infrastructure providers. Blue line is Elasticsearch query time, where red
one is request time. It must be noticed that large number of documents produces quite
large amount of data where network might be a bottleneck.

Initially we had no clue how long single document processing takes time. We made
an assumption that increasing number of agent could have an impact of documents
processing time. Beats sends documents to Logstash for processing first and then those
documents are forwarded for indexing to Elasticsearch. Logstash ensures controlled
flow of documents – it means that if it is not able to process data shipped it informs
Beats to slowdown shipping. That behavior is sufficient for log aggregation, but for
metrics we need to have metrics data as soon as possible. After performing benchmarks
we found out that processing time is pretty stable despite the number of Beats. We
noticed that processing time correlated with document size. However benchmarking
50-100 agents ends up as expected, that Logstash was not capable to handle the load, so
the delays were more than a minute. This could be easily solved by scaling out
Logstash instances, but for our benchmarking purposes and simplicity it is enough of
20 Beats agents to be capable to handle (Fig. 4).

Fig. 3. Query execution times
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Together with infrastructure metrics we were able to store application specific
metrics, e.g. data from Spring Boot actuator as well as data from Consul registry
service. All these data stored indexed and stored as a time series. This allows quickly
access all the data and understand how system was performing at any given time.

5 Conclusions

In this paper we evaluated ELK stack together with Beats as a toolset for metric
collection and aggregation. This component is crucial for auto-scaling engine, which
needs to fetch correct data fast for reactive and predictive algorithms. We were able to
validate that Elasticsearch is able to cope with large amounts of data, execute queries
and provide results extremely fast. Although we benchmarked that setup is able to cope
with 20 agents without significant degradation of shipped documents processing time.
Furthermore, despite infrastructure metrics collection we were able to collect appli-
cation service list together with health status from Consul and also some application
specific metrics. There is no need to worry about data amounts collected from Elas-
ticsearch perspective, since it executes queries extremely fast. However, some opti-
mizations for data could be made to avoid high traffic over the network.

Fig. 4. Document processing time
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Abstract. The leading online encyclopedia Wikipedia is struggling with
inconsistent article quality caused by the collaborative editing model. While one
can find many helpful articles with consistent information on Wikipedia, there
are also a lot of questionable articles with unclear or unfinished information yet.
The quality of each article may vary over time as different users repeatedly re-
edit content. One of the most important elements of the Wikipedia articles are
references which allow to verify content and to show its source to user. Based on
the fact that most of these references are web pages, it is possible to get more
information about their quality by using citation analysis tools. For science and
practice the empirical proof of the quality of the articles in Wikipedia could have
a further signal effect, as the citation of Wikipedia articles, especially in sci-
entific practice, is not yet recognised. This paper presents general results of
Wikipedia analysis using metrics from the Toolbox SISTRIX, which is one of
the leading providers of indicators for Search Engine Optimization (SEO). In
addition to the preliminary analysis of the Wikipedia articles as separate web
pages, we extracted data from more than 30 million references in different
language versions of Wikipedia and analyzed over 180 thousand most popular
hosts. In addition, we compared the same sources from different geographical
perspectives using country-specific visibility indices.

Keywords: Data quality � Wikipedia � References � SEO � SISTRIX
Sources � Visibility Index � Search engine

1 Introduction

With a range of new technologies like “cloud&mobile computing, social software andbig
data” and new emerging digital businessmodels, the relevance of services and knowledge
databases in the internet like online encyclopedias is increasing rapidly [1–3, 17].A recent
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study investigated [4] that 3.5 billion individuals will have access to internet services and
databases in 2017. This number represents 48% of the world population. An ongoing
upward trend is expected in the future. Based on this development, the use of Search
Engine Optimization (SEO) tools is increasing.

One part of SEO is planning and optimizing of web projects. However, SEO also
means monitoring of website performances. In this context, it is possible to distinguish
various approaches to control the performance of a web presence [5, 6]. Off-the-page
tools that check single performance indicators and especially the visibility rank of
hosted websites represent a very effective approach. In this context, there are several
enterprises that offer a wide range of specific tools. In digital marketing professional
SEO tools are a very widespread application tool segment (e.g. [7, 17]). They are
calculating search engine metrics as KPIs (Key Performance Indicators). For our
research approach, we used SISTRIX - one of the most popular tool among the
European SEO community [17].

One of the good examples of the most visible domains in search engines is
Wikipedia. Nowadays, this free encyclopedia is one of the most popular source of
information, which is available online. The total number of articles in this collaborative
knowledge base is more than 47 million1. Wikipedia is also used for enriching other
popular knowledge bases (such as DBpedia2, Wikidata3 and others). On the other hand,
these open data sources are more and more used in various information systems [8, 9].

Due the fact that content of Wikipedia can be freely edited even by anonymous
users, quality of this encyclopedia is often subject to criticism4. Wikipedia articles often
appear among results of search engines (Google, Bing, Yandex and others).5 There is a
temptation to edit the pages to suit specific goals, e.g. spam. This results in vandalism
and deteriorating quality. It makes an interesting case for us to study Wikipedia.

Keeping the quality in Wikipedia becomes even more important. Thus, some
articles can provide valuable information, especially when considering that there are
about 300 language versions in Wikipedia that can be edited at any time and inde-
pendently. The community of this encyclopedia creates rules that should be followed
by authors when writing content. The best articles, which met these criterions, can get
special awards for quality. In English Wikipedia such pages are called “Featured
Articles” (FA)6. However, the number of such articles is very small, e.g. less than 1%
in each language version of Wikipedia [10, 11]. Some of the language versions of
Wikipedia use more developed quality grading scales whereas articles can receive
lower grades, but it requires a user’s initiative. As a result, in some language versions
of Wikipedia, over 99% of all articles have no grade yet [10, 11]. Additionally, quality
of article can change over the time in connection with the continuous edition process of
articles and changes of assessment criteria.

1 https://meta.wikimedia.org/wiki/List_of_Wikipedias.
2 http://wiki.dbpedia.org.
3 https://www.wikidata.org.
4 https://en.wikipedia.org/wiki/Criticism_of_Wikipedia.
5 https://www.alexa.com/siteinfo/wikipedia.org.
6 https://en.wikipedia.org/wiki/Wikipedia:Featured_articles.
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In addition to the right style of writing, credible and reliable sources of information
are one of the most important elements for Wikipedia articles with high quality grades.
Users usually have to evaluate the credibility of referenced sources in order to confirm
information in an article and assess its quality. Routine work on the evaluation of
sources and quality of Wikipedia articles can be supported with automated techniques,
which usually take into the account among other only quantity of references without
more in-depth analysis. In this study, we propose to use various SEO metrics to analyze
the quality of Wikipedia articles and its sources, especially that Wikipedia is becoming
more and more quotable for scientific works [12]. Some of these metrics have not been
used previously for similar tasks.

We have structured the paper as follows: Sect. 2 introduces the SISTRIX toolbox
and the selected indicators. Then we discuss the quality of the Wikipedia articles in
Sect. 3, followed by an introduction to the data sets in Sect. 4. Section 5 presents the
results of the Visibility Index, while Sect. 6 discusses the results of specific indicators.
Section 7 concludes with a summary of the work and an outlook, in particular for
further research.

2 Sistrix Toolbox and Selected Indicators

SISTRIX is primarily an analytic tool. Its metrics are very popular in digital marketing
and especially in the SEO community [17]. The use of the toolbox provides proposals
for further improvements and enables the opportunity to measure and monitor quality
aspects of web projects. In general, it is useful to monitor different pages parallel and to
analyze the changes of websites over time [13].

Beside common performance indicators for search engine analysis like Backlinks
and keyword profile, SISTRIX is also offering more advanced metrics like the Visi-
bility Index and Social Signals related parameters as being explained in the next
chapters.

SISTRIX allows to explore the webpage indicators from different levels: domain,
host, path, url. Figure 1 shows the example of the webpage from Wikipedia and its
different levels.

Fig. 1. Domain, host, path and url of the webpage on example of Wikipedia
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Visibility Index. The search engine visibility is a well-known and widespread metric
within\ SEO tools [14]. Regarding SISTRIX, the key performance indicator (KPI) is
calculated based on a dedicated database and shows the visibility of a domain or URL
for the search engine result pages (SERP) of Google [7]. The Visibility Index of a
domain or URL is usually generated by a keyword pool. There keywords are being
ranked and weighed within the Google search results [15]. Every week SISTRIX
calculates the index via a keyword pool of one million keywords and keyword com-
binations. 10% of these keywords are formed by current events. 90% always remain the
same. The top 100 positions in Google are analysed and recorded every week. The
results are weighted according to the aspects of the position and the expected search
volume for each keyword [16]. Similar to Google, SISTRIX keeps the varying algo-
rithm for calculating the Visibility Index secret [17] (Fig. 2).

The importance of the Visibility Index for SEO activities receives different
assessments [17]. The Visibility Index will not be provided in real-time and cannot
provide data about the organic traffic on a website. The second reason is that niche
websites with a high number of special keywords will automatically have a lower
Visibility Index. Referring to [17], it can be assumed that there is a correlation between
the Visibility Index and the quality of a website because the behavior of the Google
algorithm is a relevant factor of the SISTRIX Visibility Index. The Google search
engine ranks websites with high-quality content and relevance with higher priority.
Therefore, quality can have an effect on the Visibility Index. It remains the problem
that websites focusing on niche content and keywords are sometimes not listed in the
database of SEO-Tools, even if they are of good quality [18].

Number and Profile of Keywords (SEO). The Number of Keywords shows how
many different keywords the domain (host or URL) has achieved a ranking in the Top-
100 SERPs. For that indicator SISTRIX is using the abbreviation “SEO” [7]. An
extended consideration of the distribution of keywords leads to a Keyword Profile. The
Keyword Profile is part of the SEO Overview section in SISTRIX Toolbox. It enables a

Fig. 2. Comparison of different visibility indices of city articles in Wikipedia [7]
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deeper understanding of the keyword structure on a quantitative basis. In SEO, key-
words are one important factor in terms of on-page optimization. Especially the
position of the keyword (e.g. in H1 tag), contributes much to the Google ranking. This
indicates that Google classifies pages dedicated to a specific topic or keyword as more
relevant. Under that aspect the position in the Google results, which is measured by the
SISTRIX keyword profile, could indicate the relevance of a page. In that context, it can
be assumed that the results of SISTRIX Keyword-Profiles also show a clear gradation
regarding the quality of Wikipedia articles.

Universal Search. Websites that are listed in the first ranks of the SERP have a higher
chance of generating web traffic [17]. Current research shows in particular the rele-
vance of optimization based on Universal Search. Google has been gathering much
more information than plain text content from websites [19]. Universal Search goes a
step further and, in addition to plain text oriented websites, currently includes in the
ranking formats like news, business databases, maps, videos or scanned books from
Google Books. Depending on the format type, the Universal Search hits are integrated
into the familiar layout of the SERPs. The click-through-rate in the SERPs has shifted
because Universal Search results are often preferred even if they are on page two or
three of the SERPs. In Sistrix the Universal Search metric reflects the integration of
these formats on the 1st page of the SERPs. Derived from the indicator “keyword
profile” we can finally state an impact on the quality of Wikipedia articles.

Backlinks. A Backlink is defined as an external link that refers back to the domain
under consideration [20]. The number of Backlinks counts the number of in-links from
a certain website that appear within the World Wide Web [29]. Before search engines
like Google and Yahoo became of such a huge significance, Backlinks have been one
of the main means for web navigation. With the upcoming of search engines, the
quantity of Backlinks became a major factor to analyze the popularity and importance
of a website [21]. Today Backlinks are still important for SEO but they are focusing
more on the quality of a link and not on the quantity anymore [18]. It is possible that
high-quality Backlinks influence the quality of Wikipedia articles, because on the one
hand, Google (as the most important search engine in the world) highly weights
Backlinks and on the other hand, links to trustworthy domains are usually a good
indicator of quality.

Social Signals (Facebook, Twitter, Google+). Since inception of Facebook or other
social networks, Social Signals also became an important information for SEO. They
provide information about social interactivity, social behavior and social relations [18].
Social Signals can be comments, likes or shares on Facebook, for instance.
In SISTRIX, the Social Signal indicator measures the type and quantity of Social
Signals available for URLs of a domain. SISTRIX covers the five large social net-
works: Facebook, Twitter, Google+, LinkedIn and Pinterest. The correlation between
Social Signal and the ranking position of a URL is extremely high. This is valid for all
social networks covered by SISTRIX and leads to the assumption that the results of
Social Signals also correlate with the quality of Wikipedia articles.

To investigate the quality of Wikipedia articles, we used aforementioned indicators
of the SISTRIX Toolbox: Visibility Index, Number of Keywords (SEO), Universal
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Search, Backlinks and Social Signals. Via the API of SISTRIX, we extracted data from
189.800 hosts up to 25 countries. Based on the queries we then compared results of
different countries. In top 8 countries (United States, Germany, France, Italy, Poland,
Great Britain, Spain and Austria), the language versions of reference hosts have been
most frequently queried. We used for the investigation 7 country-specific versions of
the SISTRIX Toolbox related to Germany (DE), Spain (ES), France (FR), Italy (IT),
Poland (PL), United Kingdom (UK) and United States (US). Based on the language
mix of SISTRIX versions, we generated a multidimensional perspective. Several
indices are available for a single reference host.

3 Quality in Wikipedia

Wikipedia has a lot of articles without quality grade. Automatic quality assessment of
Wikipedia content is sufficiently developed topic. Generally, scientific works in this
direction are concentrated on the analysis of various content metrics and articles history
analysis.

Many studies showed so far that generally best articles in Wikipedia were usually
characterized by a longer text, bigger number of references, sections, images and other
content metrics [10, 11, 22, 23]. Online service WikiRank7 used some of the metrics to
compare the quality of Wikipedia articles between various language versions. Second
important aspect was popularity of articles, which could also be correlated with the
number of edits [24]. One of the studies showed that popular articles with bigger
number of edits are located closer to the top of the knowledge classification hierarchy
[25]. Authors of other studies concluded that popular topics in Wikipedia had a larger
number of articles with high quality [26]. In this study, we decided to analyze the
suitability of SEO-related metrics for determination of quality and popularity of
Wikipedia articles.

One of the most important content metrics in quality assessing of Wikipedia articles
is the number of references [10, 22]. The more challenging task is to analyze not only
quantity, but also quality of references. However, researches related to the analysis of
references are not developed enough. One of the studies showed journal’s impact factor
predicts its appearance as a source in Wikipedia articles [12]. That work also showed,
that accessibility of these journals could increase probability of referencing on Wiki-
pedia as well. Other researches concentrated on Wikipedia articles related history [27].
We found that often sources of such articles were mass media, US government web-
sites and also some references to academic journals. However, those and other studies
took only English into account - as one of the most developed language version of
Wikipedia. Other work concentrated on similarity analysis of the references [28], which
could be useful for comparing different language versions of articles.

Finally, we did not find the scientific works that assessed quality of Wikipedia
content based on qualitative analysis of the references. Therefore, we decided to use

7 http://wikirank.net.

144 W. Lewoniewski et al.

http://wikirank.net


some SEO metrics to analyze the sources of the articles in Wikipedia in order to get
preliminary results for assessing future work potential.

4 Datasets

For our study we chose six Wikipedia language editions: English with over 5 million
articles, German with over 2 million articles, and French, Spanish, Italian, Polish with
over million articles each.

In order to analyze how metrics can affect the quality of Wikipedia, we divided the
research into two parts focusing on different aspects:

1. References with URLs contained in Wikipedia articles.
2. Wikipedia articles as separate web pages.

4.1 Referenced Hosts

Using own improved algorithms (parsers) from previous study [28], we extracted data
from references of over 10 million articles of the considered language versions of
Wikipedia based on dumps from November 2017. The methods consisted in searching
references with URL addresses in “ref” tag in source code of the articles. Additional
information was extracted from special citation templates8, which can have different
names and parameters in each language version. Then, we extracted unique hosts from
all URL addresses of these references. Table 1 shows the numbers of extracted URL
addresses of references and number of unique hosts.

We chose 50,000 of the most popular hosts as used in references in each considered
language versions of Wikipedia. As it can be expected, there are hosts, which are
common for some languages. Figure 3 shows overlaps between obtained lists of the top
hosts. Before analyzing theses hosts in SISTRIX, we combined these lists and removed
duplicates, receiving finally 189800 hosts.

Table 1. Number of references with URLs and number of hosts

Language edition Number of references with URL Number of hosts

English Wikipedia 26 200 779 1 916 682
French Wikipedia 4 275 477 460 402
German Wikipedia 4 139 912 608 151
Spanish Wikipedia 3 314 033 380 697
Italian Wikipedia 2 652 314 288 428
Polish Wikipedia 2 270 715 222 434

8 https://en.wikipedia.org/wiki/Help:Citation_Style_1.
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4.2 Wikipedia Articles

The measurement for different indicators of Wikipedia articles was conducted in
February 2018 using Sistrix Toolbox. As mentioned before, Wikipedia articles can
receive various quality grades from users. However, each language edition of Wiki-
pedia can has own systems of grades, which can be more or less developed. That’s why
we chose the English Wikipedia, which is the largest language edition of Wikipedia
and has also a well-developed assessment system. The English Wikipedia has the
biggest number of articles with defined quality grades. Therefore, we decided to take
the best articles (FA) and the articles with the lowest quality grade (stub) from this
language version. Additionally, we divided these articles into two groups: the most
popular and the less popular articles. Thus, the four groups of Wikipedia articles are
distinguished:

• PFA – Popular Featured Articles,
• UFA – Unpopular Featured Articles,
• PST – Popular Stub Articles,
• UST – Unpopular Stub Articles.

For each group, we selected 100 articles and extracted them from Wikipedia
dumps9 from February 2018, and page visits from February 2017 till January 2018 (for
selecting popular articles). From about 5.2 thousand of FA articles, we chose 100 most
popular (PFA) and 100 least popular ones (UFA). We repeated the procedure for about
2.3 million of Stub articles (PST and UST). It has to be noticed that higher quality did
not result in a higher popularity. In this context, the most popular Stub article might
have a slightly larger popularity than the most popular FA article, for instance.

Fig. 3. Overlaps in lists of the most popular hosts (top 50000)

9 https://dumps.wikimedia.org.
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5 Visibility Index Results

5.1 References Analysis

In order to analyze Visibility Index of the references in each language version of
Wikipedia, we selected only hosts that had defined metrics for one of the 7 countries:
Germany (DE), Spain (ES), France (FR), Italy (IT), Poland (PL), United Kingdom
(UK), United States (US). This choice was made in order to analyze how depending on
the language version of Wikipedia, the regional (local) values of Visibility Index differ.
Table 2 shows that references from local hosts (same language) more often have non-
zero Visibility Index.

Table 3 shows that values of Visibility Index of regional hosts are more stable in
own local languages (lower standard deviation).

Median values of the Visibility Index for each sets of hosts also have bigger values
in local languages. Table 4 presents the results of such dependency.

Table 2. Shares of hosts from top 50000 with nonzero Visibility Indexes in each Wikipedia
language editions from different countries perspectives

Wikipedia edition Countries
DE ES FR IT PL UK US

German .524 .191 .226 .172 .147 .314 .303
English .342 .343 .354 .278 .232 .615 .603
French .210 .207 .541 .177 .136 .336 .320
Italian .214 .213 .224 .467 .140 .348 .334
Spanish .214 .492 .241 .198 .147 .368 .376
Polish .205 .180 .187 .158 .429 .305 .298

Table 3. Standard deviation of hosts from top 50000 with nonzero Visibility Indexes in each
Wikipedia language editions from different countries perspectives

Wikipedia edition Countries
DE ES FR IT PL UK US

German 52.90 91.51 67.23 87.21 68.71 89.39 81.79
English 77.45 102.93 63.99 82.75 48.32 77.31 69.79
French 78.44 105.29 44.49 82.50 49.86 83.34 76.39
Italian 78.28 105.33 65.85 53.40 49.56 82.81 75.58
Spanish 80.79 71.73 66.14 81.23 68.38 82.66 73.16
Polish 80.99 114.33 70.92 88.89 46.79 88.94 80.41
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5.2 Wikipedia Articles Analysis

As with the references, we extracted the Visibility Index for each Wikipedia article
from different countries perspectives. Table 5 presents mean values of this metric for
each articles group and country.

The results show that articles with high visibility indices are relatively more pop-
ular. This can be explained by the fact that higher visibility in search engines mean
additional visitors. A interesting fact is that for high quality FA articles this metric has
much larger values than Stub. This is despite the fact that popularity of articles in PFA
group do not differ much from PST.

6 Other Indicators Results

6.1 SEO, Universal-Search, Backlinks of the Hosts

For references, we additionally extracted three indicators: SEO, Universal Search and
Backlinks (or Links). Figure 4 shows that for German Wikipedia references hosts have
relatively higher values for SEO and Universal Search, while English has the highest
values of Backlinks metrics.

Links can be further investigated by country. In our hosts dataset we get links from
over 200 different countries. Next figure presents distribution of this indicator among

Table 4. Median of hosts from top 50000 with nonzero Visibility Indexes in each Wikipedia
language editions from different countries perspectives

Wikipedia edition Countries
DE ES FR IT PL UK US

German .09 .05 .05 .04 .04 .08 .08
English .04 .05 .05 .04 .03 .08 .09
French .04 .05 .07 .04 .03 .07 .07
Italian .04 .05 .05 .09 .03 .08 .08
Spanish .04 .08 .05 .04 .03 .08 .08
Polish .05 .06 .06 .05 .09 .08 .08

Table 5. Mean of Visibility Index each articles category from different countries perspectives

Wikipedia edition Countries
DE ES FR IT PL UK US

PFA .059 .037 .041 .015 .026 .255 .234
UFA .000 .000 .000 .000 .000 .000 .000
PST .002 .000 .003 .001 .001 .020 .020
UST .000 .000 .000 .000 .000 .000 .000
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all considered popular references hosts from 25 countries10 (“--” - means that the
country is not defined), which have the largest number of the links (Fig. 5).

In the top 8 of more popular countries there are: United States (US), Germany (DE),
France (FR), Italy (IT), Poland (PL), Great Britain (GB), Spain (ES), Austria (AT). In
these countries, the most frequently used are the language versions that we are
exploring.

6.2 Social Signals of Wikipedia Articles

Using Sistrix Tool we obtained following socials indicators for Wikipedia articles
dataset: FB - all signals from Facebook, FBl - Facebook likes, FBs - Facebook shares,
FBc - Facebook comments, TW - signals from Twitter, LI - signals from LinkedIn, GP
- signals from Google Plus, PT - signals from Pinterest. Table 6 presents mean values
of each considered social indicator in each articles group. As in the case with the
Visibility Index, the popular articles has bigger values of social metrics, but the value
are much higher in articles of better quality.

Fig. 4. Distribution of indicators values of references hosts in selected language version of
Wikipedia. Source: own calculations in November 2017

Fig. 5. Distribution of Backlinks indicator values of references hosts from different countries

10 Extended results can be found under http://data.lewoniewski.info/bis2018seo/.
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7 Conclusion and Future Work

In this study, we showed results of analysis of different SEO indicators related to
Multilingual Wikipedia and its references: Visibility Index, SEO, Universal-Search,
Backlinks and Social Signals.

The results showed that popular articles in Wikipedia have higher visibility indices
and social indicators. Values of such metrics are significantly higher if articles have FA
grade. By analyzing references, we discovered that often SEO indicators for respective
pages are higher in countries that are related to their Wikipedia language version. We
also studied the most popular countries that are often linked to Wikipedia references
hosts. We have found that in the top 8 countries, all of them were strongly related to
considered language versions.

For science and practice alike, it can be concluded that the quality of the articles
increases due to the large number of references given in the examined Wikipedia
articles. Even if the quality was only measured quantitatively, it can still be said that a
large number of Wikipedia articles can be regarded as citable from the authors’ point of
view. A qualitative approach could certainly be sought for further research.

In future, we plan to include additional indicators, expand number of considered
articles and language versions. Our goal is to discover how these indicators are con-
nected with various quality metrics of articles. Some of the indicators can be also used
in detection of language sensitive topics in Wikipedia. Considered metrics can help to
analyze quality of particular parts of articles - infoboxes. There is a project Infoboxes11,
which compares quality of these parts between various language versions of Wikipedia.
In this context, a comparison with other SEO tools, especially for corporate practice,
would also be a great advantage. The associated work could be used to confirm the
selection of different metrics.

Future work may also encompass analysis of metrics on various granularity: host-
level, domain, path and url. Some of the SEO metrics can affect the popularity of
websites that serve as a source in Wikipedia articles. If a domain has better SEO
metrics, Wikipedia users can use this website more often for references. SEO metrics
(especially Visibility Index) change over the time. In comparable periods, the relevance
of a source as a reference in Wikipedia articles may also vary.

Table 6. Mean of each social indicators for each Wikipedia articles group. Source: own
calculation in February, 2018.

Articles Social signals
FB FBl FBs FBc TW LI GP PT

PFA 2101.7 1138.0 571.9 391.8 28.1 16.9 286.4 174.5
UFA 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
PST 5.6 2.4 1.9 1.2 0.4 0.2 0.6 0.0
UST 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

11 http://infoboxes.net.
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Existing and new metrics can help in future for more complete analysis of the
quality of content in various language versions of Wikipedia and can allow to choose
the best ones. Less developed language editions of Wikipedia can be enriched auto-
matically. Metrics can also help to improve quality in DBpedia, Wikidata and other
open knowledge bases [11].
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Abstract. Spatial patterns play an important role in the Spatial Data Analysis
performed by Geographic Information Systems. This paper presents the analysis
of the urban pattern description in the form of UML class diagrams covering the
aspects of the hierarchy and generalization of patterns and metapatterns. In
addition, the data model for keeping the 3D geometric and topographic data of
the urban pattern is reviewed. Subsequently, the article presents a survey of the
methods and solutions of spatial analysis, concentrating on the methods based
on space syntax, which could be used in further research and computerization of
the methodology of urban patterns for Geographic Information Systems.
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1 Introduction

Christopher Alexander [1] presented that purpose of the pattern analysis is to detect
invariant things in the infinite set of all possible variations of the real life urban
architecture [1]. He also created the pattern language and the elements of this language,
entities called patterns [2]. The pattern describes a problem which occurs over again in
the environment and the core of the solution to that problem [2].

During the last decade, much effort has been put into developing theories and
methods of Spatial Data Analysis (SDA) to improve understanding and modeling of
real-world phenomena [3]. Recent research and applications in SDA have developed
many sophisticated analytical techniques for studying spatial patterns and processes
[3]. The discovery and the recognition of spatial and urban patterns are among the most
popular tasks for most GIS applications and plug-ins.

Though each Alexander’s pattern has the same format: an example of the pattern (a
picture), the context of the pattern (text paragraph), the problem and the solution (a
description, an instruction and a diagram), and the connection to all other smaller
patterns in the language (a list) [2], but all patterns are very different in complexity,
hierarchical level, attributes and spatial features. There is a need to develop a
methodology of describing and applying various spatial patterns that could be used
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with SDA methods in GIS. For example, spatial patterns could be used to detect how
urban pattern correlates and affects urban crime [4] or to examine morphological
changes and the transformations of the urban settlement [5].

An urban pattern may be regarded as a complex physical entity (such as a road) or
as any kind of structure, spatial distribution, or a recurring feature (such as a street
pattern) that is represented as lines, areas, or bodies in a 2D or 3D map [6].

There are quite many ways for describing or measuring patterns, such as Quali-
tative methods, which include morphological and morphographic descriptions, and
Quantitative methods, which include network component analysis, graph theory (e.g.
space syntax), and the fractal dimension [6]. The identification of urban pattern types,
properties, and indicators could be performed by using urban geometry – the geometric
interpretation of urban geography - and urban topology – the mathematical study of
configurations and relations between entities independently of their absolute (metric)
dimensions [6].

Even though urban patterns can be regarded as abstract types that allow general-
ization, there is no single correct or definitive way of classifying patterns or identifying
pattern types, and a diversity of overlapping types and themes are both appropriate and
inevitable [6].

There are two aims of this paper: (1) to describe a very basic urban pattern and data
model that could be later improved and used in spatial analysis of vector maps and
(2) to overview some of the methods and solutions of spatial analysis, concentrating on
the methods based on space syntax, and to extract basic components of those methods
that could be used in further research and computerization of the urban patterns
methodology.

2 How to Describe an Urban Pattern

Spatial objects are usually easily distinguished and named discrete and bounded entities
[7]. The space between spatial objects is potentially “empty” or undetermined, and the
position of the objects in space is determined by a combination of one or more of the
following parameters: location, shape, size, and orientation [7]. As shown in the
classification of spatial objects [8], a spatial object is composed by at least one
dimensional element. For a simple and composed spatial object, each dimensional
element is joined to all the other dimensional elements; however, there is also a
complex spatial object (as shown in Fig. 1) [8], which can contain disconnected
dimensional elements.

Fig. 1. Simple, composed and complex spatial objects [8]

154 I. E. Germanaitė et al.



The urban pattern could be constructed using small indivisible spatial or logical
elements (metapatterns) that later could be used to identify patterns of different scale and
complexity. The term metapattern means a pattern of patterns [9]. It is possible to choose
any pattern classification system that serves for the application purposes as long as it uses
non-complex elements that have some topological expression. We called this topological
expression Shape in the class diagram of the pattern structure shown in Fig. 2.

A pattern is constructed of at least one metapattern, and this construction is called
Configuration. Composed and Complex patterns both can be assembled from at least
one pattern and zero or more metapatterns. This was done with the intention of dis-
tinguishing (a) indivisible spatial elements (called metapatterns) and (b) quite simple
yet composite patterns that are constructed of several metapatterns (called patterns).
Both Composite and Complex patterns can use more than one pattern and zero or more
metapatterns. These two differ only by how the elements (metapatterns and patterns)
are connected: for a Composed pattern, all elements must be joined, but for a Complex
pattern, this is not mandatory. A class Pattern also has an operation getMethod(), which
indicates that a Pattern should have a method for detecting physical patterns in spatial
vector-based data, but the detailed description of this method is outside the scope of
this paper. For now, such spatial object characteristics like location, size, and orien-
tation, which are absolute (metric), will not be used either.

For the illustration of the Pattern class diagram shown in Fig. 2, we will add some
urban data and take two metapatterns – Center [9] and Border [9] to construct a Core–
periphery pattern [10]. Then, using these three elements, we can make three Composed
patterns – a Concentric zone [11], a Sector [11], and a Linear [11], and one Complex
pattern – a Multi-nuclei [11] by mixing the already defined Core–periphery pattern with
some metapatterns – Tube [9] and Sheet [9]. The illustration of the city patterns is
presented in Fig. 3, and the Urban pattern class diagram with the generalization of the
urban patterns is presented in Fig. 4.

Fig. 2. Pattern class diagram
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It is important to notice that different urban patterns exist on different hierarchical
levels of the city structure. At the same time, the same urban pattern can also be found
on different hierarchical levels of the city structure, e.g. in the building, in the group of
buildings, in the suburb area, in the whole city, or even in the whole region. Thus, the
Pattern class also has the Context attribute. Other attributes that would facilitate the
identification and would help solving the issues with the transformation and application
of the urban pattern still need to be defined.

3 How to Describe Urban Pattern Data Model

There is a growing interest in 3D software programs that include changes from com-
puterized 2D graphic design software to 3D sketching software as well as in programs
for the planning of spaces and buildings in virtual spaces, analytical maps (Quantum
GIS), and Google Earth [12]. The research of 3D city models (3DCM) is a multidis-
ciplinary study field of urban GIS, Computer-Aided Design (CAD), and presentation
and spatial modeling, and has been considered as one of major directions of spatial
information research [13]. In GIS applications for Transportation (known as GIS-T) or
Utility management, a network is typically described using a node-arc model based on
a planar graph [13]. However, the node-arc model cannot represent some real features
or analyze topological relationships of networks with other urban objects in 3D [13].

Fig. 3. City patterns [11]

Fig. 4. Urban pattern class diagram with generalizations
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GIS researchers have extended 3DCM 3D data models to represent geo-referenced
objects and are interested in algorithms and structures for processing large 3D data in
real time as well as in photo-realistic visualization and extended VR tools, but the
corresponding work in the GIS community is directed to more fundamental levels, i.e.
the development of models for maintaining 3D topology as the basis of 3D GIS [13].

A spatial object in general consists of the aspects theme, geometry, topology, and
time [14]. The information on the modeled domain is usually separated into models of
geometric space (2D/3D) and thematic aspects [8].

Thus, the description of an urban pattern should also be suitable for at least 3D
space, and time dimension could also be discussed - for example, when there is a need
to analyze historical data and gather knowledge on how the object changed over time.
In addition, an urban pattern should support thematic, geometric, and topological data.

The structures describing the thematic aspects of the spatial objects could be
realized using an object-oriented model [14]. Traditional CAAD programs internally
represent data using geometric entities such as points, lines, rectangles, and planes.
Thus, they cannot capture domain-specific information about entities. To overcome the
limitations of general-purpose geometric representations, researchers have been
developing and using object-based data models that are specific to their domain [15].

The development of the data model for 3D geometry is largely influenced by the
model of Molennar (shown in Fig. 5 [16]), which combines the geometry and topology
of 3D spatial data and allows for the retrieval of multiple topological properties directly
from the model [14]. The basic concepts include the primitive node (point), arc (line),
and face (area), and extend the earlier models by the new primitives - edge and body for
a 3D model [14]. The topology of the 3D primitives has been modeled through several
1:n relationships between the five primitives [14]. Thematic attribute data are attached
using feature identifiers [14].

Fig. 5. 3D Formal Data Structure (3DFDS) (Molennar) [16]
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There are multiple 2D, 3D, and 4D data models for keeping and maintaining spatial
data, which extended the 3DFDS model in various ways, but for the initial purpose of
describing an urban pattern, the plain 3DFDS model was chosen for presenting the
main principles. It is worth researching the advantages of other models that could be
used for a specific project or thematic tasks and should be explored in the future.

Based on topological relationships between 3D primitives [14], a simple 3D
topological information class diagram for the use of the urban pattern is shown in
Fig. 6.

Fig. 6. 3D urban pattern topological information class diagram (using topological relationships
discussed in [14])

Fig. 7. 3D urban pattern class diagram
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A completed 3D urban pattern class diagram is shown in Fig. 7. It combines the
pattern (shown in Fig. 2) and 3D topological (shown in Fig. 6) information.

4 How to Calculate Urban Pattern

With the basic description of the urban pattern and with the basic geometry and
topology notion, the methods how to detect and calculate the real urban pattern can be
chosen. Urban pattern calculation method, called getMethod(), belongs to Pattern class
as presented in Fig. 2. In this part the short overview of some existing spatial analysis
methods and solutions, concentrating on the methods based on space syntax, is done.

Spatial analysis is the generic term for all manipulations of spatial data carried out
to improve understanding of the geographic phenomena that the data represents
through discovering patterns that were previously unknown, or to build arguments on
which to base important decisions [7]. A large number of methods for the analysis of
the spatial structure of natural phenomena have been developed in a wide range of
scientific fields [19]. Main groups of analytical GIS capabilities are: (1) Classification,
retrieval and measurement functions, that are performed on a single (vector or raster)
data layer; (2) Overlay functions, that allow the combination of two (or more) spatial
data layers and treating areas of overlap and of non-overlap in distinct ways;
(3) Neighborhood functions, that evaluate the characteristics of an area surrounding a
given feature’s location; (4) Connectivity functions, that work on basis of networks,
that represent spatial linkages between features [7].

4.1 Computational Space Syntax Model and Algorithms

Space syntax as a method could be used to detect at least some of the urban patterns in
spatial data. Space syntax is based on topology and graph theory as well as on
quantitative analysis and geospatial computer technology and provides a set of theories
and methods for the analysis of spatial configurations of all kinds and at all scales
[11, 14]. The computational space syntax model is based on a graph-oriented repre-
sentation of a geographical space and is based on a two-step approach: (1) to represent
the large-scale space as a finite number of small-scale spaces; (2) to link these indi-
vidual small-scale spaces to form a connectivity graph [7].

Several authors have developed different computer programs for the construction of
axial and segment maps: some programs have been implemented in GIS, such as
Axman (a Mac-based application) and Axwoman (a Windows-based application), both
used to draw axial lines and to analyze axial maps of urban and interior spaces [17].
Other software programs have been designed to generate axial and segment maps
automatically - for, instance, a universal-platform software called Depthmap used to
perform a set of spatial network analyses designed to explain social processes within a
built environment, or AxialGen - a research prototype for automatically generating
axial maps to demonstrate that axial lines constitute a true skeleton of an urban space
[17]. The most recent version of Depthmap now supplies a range of configurational
analyses that include the original visibility analysis, the generation and analysis of axial
maps, and segment analysis [18].
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The Space Syntax Toolkit (SST) is a Python plug-in for QGIS that integrates
depthmapX[net] and is used for spatial network and statistical analysis. The SST
implements the basic workflow of axial and segment map analysis from map pro-
duction to the publication of the results, emulating in part the exploratory spatial
analysis features of depthmapX. It is primarily aimed at supporting the space syntax
methodology and enhancing it with GIS data, analysis, and visualization [19].

Urban Network Analysis (UNA) toolbox is an open-source toolbox for spatial
network analysis in the ArcGIS 10 software platform. It introduced two important
modifications to the network representation of the built environment. First, it added
buildings (or other location instances) to the representation, adopting a tripartite rep-
resentation that consists of three basic elements: edges, nodes, and buildings [20].
Second, the UNA toolbox introduced a weighted representation of spatial network
elements: each building obtains a set of attributes that connect the building in the graph
with the true characteristics of the corresponding structure in the city [20].

Computational algorithms to evaluate design solutions using space syntax during
the process of computer-aided architectural designing were also developed [15]. These
algorithms extract topological information from design solutions and recognize
building information produced in the form of Industry Foundation Classes (IFC), to
deduce the necessary topological information and to store the information in the form
of matrices (two-dimensional arrays) [15].

4.2 Other Methods of the Spatial Analysis

Space syntax methods and metrics are not the only ones to use in spatial analysis. There
are quite many methods for the analysis of the spatial structure, dynamic models and
spatial ontologies. The simplest and oldest measures of the spatial pattern is the
Variance:mean ratio method based on the counts of individuals in some kind of
sampling units such as quadrats. In the quadrat variance methods, the spatial locations
of the sample units are included in the analysis, and the data have to be collected as a
complete census in strings or grids of contiguous quadrats [21].

Measures of spatial autocorrelation and autocovariance are derived from the
familiar statistical concepts of covariance and correlation [21]. The spatial pattern
analysis approach could be used to discover various location patterns. The ArcGIS
Spatial Autocorrelation (Moran’s I) tool was used to investigate the features of fast food
restaurant distribution in Jakarta. The clustered pattern was investigated using Kernel
Density Estimation (KDE) to identify the clustered area of fast food restaurants.
Moran’s I function was applied to find the clustered pattern of values across the study
area using a set of fast food restaurant locations [22].

In the Neighbor networks method, the measures of autocorrelation such as Geary’s
and Moran’s can be estimated using not only physical distance, but also for the values,
counts, or other measures, at pairs of points that are defined as neighbors by a network
of lines joining them [21]. Spectral analysis and related techniques examine periodicity
in the spatial pattern of density data by fitting sine and cosine functions to the data and
determine which frequencies or wavelengths best fit the data [21]. Wavelet analysis
analyzes spatial data related to spectral analysis, which uses a finite template or wavelet
rather than sine and cosine functions applied over the length of the data sequence [21].
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Fractal dimension describe phenomena that are continuous but not differentiable, so
that it seems to have a fractional rather than an integer dimension [21].

There are numerous other techniques, like the Run length and join counts method
for one-dimensional data; the Second order point pattern analysis for mapped data for
analyzing the mapped positions of objects; the Mark correlation function method for
the investigation of the interactions between neighboring trees in a forest. In addition,
they also mention the Local Index of Spatial Association method that evaluates how the
strength of spatial autocorrelation varies with location within the study area; the Cir-
cumcircle method that expands the idea of counting points in circles for completely
mapped point data; the Cluster detection method used for detecting clusters of ‘dis-
eased’ points in a point pattern; the Spatial Analysis by Distance given a number of
individuals in each of several quadrats; the and Mantel test for assessing the rela-
tionship between two distance matrices, where distance may be of physical location or
a measure of some other kind of dissimilarity [21].

Cellular Automata (CA) and Agent-based Model (ABM) are the two prominent
dynamic models occupying a large portion of spatial discussions in the last two decades
[23]. CA consists of four basic elements: cell, state, transition rules, and neighborhood.
The cell represents a spatial shape of CA, the state conveys the possible situation that a
cell could have, transition rules determine the changing state of a cell and neighbor-
hood is adjacent cells surrounding the center cell [23]. CA gains considerable attention
among geographers and urban planners because urban growth can be easily simulated
in CA and it gives intuitive simulation results [23].

ABM can be defined as a combination of three elements: the agent, environment,
and interaction. The agent in ABM is anything, which has a discrete entity with a
distinct goal, environment is the location where agent performs its tasks and there are
two kinds of interaction: agent-to-agents, and agent-to-environment interaction [23].
CA is a concept that suits best to represent the shapes (fabric) of a city; the ribbon, leap
frog, natural development, whereas ABM suits best with cases where the interaction of
actors involved in urban system are more than one way and actors have complex
behavior including learning and adaptation [23].

Ontologies can be very useful in spatial analysis. They can be used for geographic
and topographic data sets integration, geospatial data querying, topological querying of
multiple map layers and discovering of geographic information services. Ontologies
can be constructed for the conceptual dimensions of geographic objects, e.g. for
geometry, topology, symbology of representations, and thematic contents [24]. The
levels of ontologies can be used to guide processes for the extraction of more general or
more detailed information and the use of multiple ontologies allows the extraction of
information in different stages of classification [25]. One of the advantages of using an
ontology-driven GIS (ODGIS) is the ability of having multiple interpretations to the
same geographic feature [25]. Classes are typically defined hierarchically, taking
advantage of one of the most important concepts in object-oriented systems: inheri-
tance [25]. In order to represent the diverse character of the geographic entities and
avoid the problems of multiple inheritance the objects with roles could be used [25].
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5 Conclusions

This paper presents a very basic description of the urban pattern in the form of UML
class diagrams covering the aspects of the hierarchy and generalization of patterns and
metapatterns. Subsequently, the data model for keeping 3D geometric and topographic
data of the urban pattern was reviewed, and the initial solution was chosen. In addition,
a short overview of the methods and solutions of spatial analysis, concentrating on the
methods based on space syntax, was performed. Some basic components which could
be used in further research and computerization of the spatial pattern methodology
were extracted:

1. The urban pattern could be constructed using small indivisible spatial elements –

metapatterns - that later could be used to identify patterns of different scale and
complexity.

2. The context of the urban pattern is mandatory to manage different urban patterns
that exist on different hierarchical levels of the city structure.

3. The plain 3DFDS model was sufficient for presenting the main principles, though
the research of the advantages of other data models that could be used should be
explored in the future.

4. Space syntax method could be used to detect at least some of the urban patterns in
spatial data as it provides a set of theories and methods for the analysis of spatial
configurations of all kinds and at all scales.

5. Beside space syntax, there are many other methods of spatial structure analysis, like
fractal analysis and others, which could be used for the detection and algorith-
mization of urban patterns.
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Abstract. The growth in demand for using cloud computing resources at
massive data centers has led to high consumption of energy and, consequently,
increased operating costs. Integration of cloud resources makes it possible to
save time on the migration of loaded and unprocessed data centers, to qualified
data centers, the release of idle nodes, and the reduction of virtual machine
virtualization migration.
One of the most important challenges is to choose the method of embedding

virtual machines that are migrating to the node. Therefore, in this paper, a
solution is proposed to reduce energy consumption in cloud data centers. In this
solution, the gray wolf optimizer is used to properly assign the virtual machine
to the appropriate node. The methodology was simulated with the Claudios
software. The results of the simulation indicate a decrease in the number of
virtual machines migrating, increasing the efficiency of migration and reducing
energy consumption.

Keywords: Energy consumption reduction � Cloud computing
Gray wolf optimizer � Cloud migration

1 Introduction

Many researchers put their work on scheduling or allocating resources, work, and so
on. In cloud computing, scheduling is a critical issue because the cloud provider has to
serve multiple users. The main purpose of the scheduling algorithm is to minimize
runtime and cost.

The allocation of resources is also a critical issue because in the cloud every job
must be mapped to run on a physical server. This mapping is possible in a variety of
ways, but it is difficult to find a suitable server to host the work and to ensure that it
delivers time, cost-effectiveness and efficiency. This is quite the same as the multidi-
mensional backpack or bin packing, with the difference that it is considered in the
allocation of resources.
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The term cloud is a metaphorical concept that refers to the huge repository of
hardware and software that can be easily accessed through the Internet. Data centers are
among those high processing power centers that can respond to thousands of users’
computer needs. Most of these data centers utilize virtualization techniques, and in this
way provide a distributed computing environment in which cloud services are provided
on a virtual machine platform and virtual machines run on the physical host platform.

As mentioned, one of the most important problems with data centers is their high
energy consumption, which is neglected following the competition of large companies
for the rapid development of data centers. One way to reduce energy consumption in
data centers is to reduce the processing burden of hosts, but it should be noted that a
host, even in idle mode, will have only 30% less energy than the full processor power
[2]. In the first step, the best way to reduce energy consumption is to optimize the
virtual machines in the physical hosts so that the least possible number of these hosts is
used and in the second stage it is important to balance the processing load of these
hosts.

The issue can be examined in two respects: the first aspect is the acceptance of new
requests and the allocation of virtual machines for them and the placement of virtual
machines on the hosts. This is a type of grouping called bin packing grouping which is
divided into two categories: Type I: A multidimensional bin packing problem that can
be changed in the final solution to this kind of problem by how items can be folded into
boxes.

The second type is the multi-capacity bin packing in which the final solution is not
affected by the way that items can be folded into boxes. Common algorithms such as
meta-heuristic algorithms are used to solve bin packing problems and to achieve
optimal response. In order to achieve the optimal answer, it is necessary to reduce the
number of physical servers in hosts, which would result in a significant reduction in
energy consumption like meta-heuristic algorithms. In this research Wolfgang opti-
mizer is used to solve the bin packing problem.

The second aspect is the optimization of the virtual machines on the hosts during
processing of the system, which in turn leads to the lowest energy consumption in the
data centers. By using virtual machine migration techniques, this may be the case that
there is no need to physically transfer the virtual machine file through the network, and
only the main contents of the virtual machine’s memory are transmitted through the
network to the destination host in the data centers.

2 Literature Review

In recent years, many studies have been conducted on the problem of optimizing
resource allocation in order to reduce fuel consumption. Martin Bichler et al.
(2009) have implemented a linear programming approach to assign virtual machines.
Although they used binary decision variables, they only responded to static source
allocation and did not cover the dynamic nature of the cloud environment.

Babroff et al. (2011) presented an algorithmic work flow for the integration of
physical machines, based on a periodic minimization of clear cars and a breach of
service quality warranties. Spitcomp and colleagues (2012) presented a linear formula
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for the dynamic integration of virtual machines and mapped some of the virtual
machines to servers with specific features.

Also, for the number of migrations, thresholds were considered that would not
exceed this limit. They also paid attention to the cost criterion in their formulation [19].
Among other researches in this field is the research by Essental et al. (2013). They have
two types of hard SLA and Soft SLA performance levels for their services. In the hard
type, if the service provided is not exactly at the requested level and not in the contract,
then no revenue will come to the server. But in the kind of Soft, customers can
withstand even weaker performance levels. But the income earned is decreasing
according to the pricing table [20]. In order to solve the resource allocation problem, in
addition to the 2014 power factor, an algorithm was proposed by Spitcomp and col-
leagues. In this algorithm, the profit variable was also considered. In each virtual
machine assignment to the host, the resulting profit was calculated. Then, the best place
for each virtual machine was considered with the changes that were first fitted in the
base algorithm.

Among the researches on the virtual machine migration, we can mention the
research by Blogglaso et al. (2012). In this research, the minimum migration policy for
virtual machines migration and the FF algorithm were used for initial deployment of
virtual machines. In the FF algorithm, the smaller the number of virtual machines and
hosts, the best results are obtained and vice versa.

Banergy et al. have used the Locations-aware Dynamic Resource Allocation Model
for cloud environments. This model has two important tasks. First, the decision to
determine the placement of virtual machines and the second to decide on their
migration. In this way, if the provider receives a request from the user, it finds the
provider of the closest physical host in the area and assigns it after the appropriate level
of productivity with a particular physical machine. The advantage of this model is that
it does not reduce the functionality of the data center, but the disadvantage of this
model is that it is not enforceable in the real environment of cloud computing.

A number of studies have used the Modified Best Fit Decreasing (MBFD) algo-
rithm. This algorithm is a retrieval method based on determining a threshold value for
the efficiency of the Single Threshold and Double Threshold for hosts. So that virtual
machines are placed on hosts so that host productivity does not exceed the threshold
value. At each time period, all virtual machines are reallocated using the MBFD
algorithm. If the capacity of a host is below the limit, all virtual machines on which
they are located should be migrated to reduce energy consumption and lower costs.

In addition to the lower limit mentioned above, a high limit is also considered for the
productivity of the hosts, so if the amount of use of the host capacity exceeds its
maximum, a number of virtual machines should migrate, so it is sometimes possible We
have overflow in host. In another study, Optimal VM algorithm was used. Using this
algorithm, the energy consumption of virtual machines was calculated on all physical
machines and finally placed on the host that had the lowest energy consumption.

The time complexity of this algorithm is O (m ^ n), which expands exponentially
[6]. The Best Fit Random Heuristic algorithm is also described in [7]. This algorithm
randomly selects and allocates a thousand different numbers that meet the needs of
virtual machines that do not spoil the capacity of physical hosts, and calculates the
energy consumption of these thousand allocations. Finally, it performs the lowest
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energy usage. The complexity of this algorithm is exquisite, and therefore, the
algorithm is not optimal. Greedy Heuristic algorithm is reviewed in [6, 8]. Based on
this algorithm, all virtual machines are first sorted according to their sorting factor, and
then all possible allocations in which the conditions are not violated are calculated.
Assignment that has the lowest energy consumption is done. The time complexity of
this algorithm is not optimal.

In [8], the Modified First Fit Heuristic algorithm is also used, which arranges both
virtual machines and servers based on the ordered factor. Then, for all virtual machines,
the list of physical hosts is searched. The first physical host that has enough space for
the virtual machine is assigned. Since the two lists are arranged according to the
factors, the first one found is also the most appropriate. The time complexity of this
algorithm is equal to O (nlogn) O (mlogm + n), and in the worst case, it is calculated as
O (n.m). In a number of studies, a group genetic algorithm has been used for the initial
deployment of virtual machines and the least migration policy for the virtual machines
migration. The result obtained from the implementation of this algorithm in comparison
with the first best algorithm, shows a better performance [9, 10].

Mesbah Abdul Qadir et al. (2016) used the gray wolf optimizer to optimize the
timing of the unit’s power storage unit in smart homes. Their goal was to reduce the
cost of power consumption and load balances in the electricity grid. The algorithm
determines how much power is taken from the network and uses power from the stored
unit for every hour of the day. The algorithm was tested on data collected from the
Chicago area by the US Department of Energy. The results were compared with
particle optimization in the same data set. Gray wolf optimizer saves up to 25.57% in
cost compared to particle swarm optimization algorithm [16].

Zing San and colleagues (2016) provided a comprehensive survey of the most
research activities related to resource management of data centers in order to optimize
the use of resources. They first described the problem of over provisioning resources in
data centers. Then, they summarize two important components in the resource man-
agement platform and use the benefits of job resource prediction precision in resource
management. Subsequently, the management of resources in a data center was divided
into three categories: 1. Virtual machine-based, 2. Physical machine-based, 3. Utility
resource management mechanisms. This paper discusses the performance degradation
of these three types of resource management in an inhomogeneous data center. This
essentially provides a timely survey on resource management in a data center and
provides a comprehensive reference for further research in this area.

In [22] checked further analyzed energy consumption management questions of the
virtual cloud computing platform. It eventually gives people a clearer understanding of
energy consumption management of virtual cloud computing platform and brings more
help to various aspects of people’s live, work and so on.

It is explained in [23] that Consolidation VM can dynamically react to the
increasing demand for resources to reallocate the VM back when necessary to avoid
degradation in the performance of cloud computing system as a whole. VM consoli-
dation procedures that were implemented into OpenStack-Neat can be divided into
several components, namely the data collector, the local manager and global manager.

The components used to handle the consolidation procedure is to decide when the
host is considered as host underload and overload, the selection of VM to migrate from
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overload host and placement of the selected VM on the selected host. Value CPU Time
used as fill to get the average value in MHz CPU utilization within a specific time
period. The average value of a VM’s CPU utilization in getting from the current
CPU_TIME is reduced by CPU_TIME from the previous data retrieval multiplied by
the maximum frequency of the CPU. The calculation result is divided by the time
making CPU_TIME when it is reduced to the time taking previous CPU_TIME
multiplied by milliseconds.

3 Physical Resource Management

An important challenge facing cloud service providers is the effective management of
physical resources hosted by physical infrastructure. It seems that the initial placement
of workflows in which each virtual machine has a primary share of the resources is not
compatible with the dynamic nature of the workflow of the cloud environments, which
can at any given moment face with the decrease or increase of their demand. Therefore,
important points arise in data centers where the resources required by virtual machines
will be more than the capacity of the data center hosted on them.

Therefore, on a large scale, these resources require automated management to
address the problems of these areas. One of the most important tasks of cloud service
providers is the management of resources. Cloud consumers send cloud service
requests to the cloud from anywhere in the world. Cloud service providers should
assure customers that their needs are fully met. Until recently, achieving high perfor-
mance without considering the cost of increasing energy was only a concern when
allocating resources [10].

Energy consumption in cloud environments is examined from two perspectives:
The first perspective, static power management, which is more related to hardware, is
beyond our scope of work and the second view is the dynamic management of energy
consumption, which is the main topic of our discussion [14]. The process of collecting
services running on several physical machines and executing them on a smaller number
of sources, so that the level of performance requested by the user is not violated, is
called integrity, and allows service providers use as much as possible to have fewer
physical resources for Providing users with their needs, and as a result of lower energy
consumption, the overall cost of service will be reduced.

Integrity action can lead to performance failure if not done correctly. If resources
are not provided, we will be faced with an increase in response time, which can lead to
error and contract breach with the user. Resource integrity can be described in four
stages of monitoring, estimating, reorganizing, and commissioning. The first step is to
monitor the resources used by virtual machines. In the estimation phase, according to
the data collected in the monitoring phase, the need for virtual machines is known at
any moment, and if a machine can not obtain its own resource or exceed its produc-
tivity by the specified level or a physical machine that is lacking resources (such as a
processor, memory, bandwidth, etc.) is known to serve hosted virtual machines.

So at this point, the focal host, which is the same machine that exceeds threshold,
will be found. The purpose of transferring virtual machines from this host to another
is through live migration, so that the contract and user needs are not violated [10].
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This kind of migration allows the system to resume its work from the point where the
system was interrupted after the system has migrated without initiating it from the
beginning. It has been shown that system disruption is very low due to this kind of
migration (i.e., 06 ms). As a result, performance declines are not much visible. The
reorganization is the stage in which the selected virtual machines are mapped to a new
host to continue their execution.

4 Gray Wolf Optimizer

The gray wolf optimizer was introduced by Mirjalili et al. [1]. Gray wolf is considered
to be the highest level of hunters because there is no natural hunter for this species of
animals. Gray wolves are usually grouped in groups of 5 to 15. Leaders who are known
as alpha are responsible for hunting, resting, moving time, and other issues.

Interestingly, Alpha wolves are not necessarily the strongest wolf in the band, but
they are best-wolf in terms of group management. This suggests that the discipline of
the group is much more important than power. The second group of gray wolf hier-
archies belongs to the beta category. Beta wolves help alpha wolves in decision making
and other group activities. When alpha wolves are aged or dead, beta wolves are the
best alternative to them. The lowest rank of the gray wolf hierarchy is the Omega wolf,
which inevitably needs to be added to the higher categories. Wolves that are not in any
of the alpha, beta or omega categories are delta. Delta wolves follow the alpha and beta
categories but dominate the omega wolves. Important members of the group such as
scouts, watchers, hunters belong to this category.

In addition to the series of social life, another social behavior of wolves is their
group hunting. The most important hunting phases of gray wolves are as follows:

1. Going on, chasing and catching the prey
2. Chasing, blocking and harassing the prey until it stops moving
3. Attack on the prey.

4.1 Gray Optimizer Modeling

Generally in the gray wolf optimizer, the search process is created by creating a random
population of gray wolves (candidate solutions). During the repetition, the alpha, beta
and delta wolves estimate the probable position of the prey. Then update all available
solutions and distance from the prey. The parameter a (distance between candidate and
prey) reduces from 2 to 0 to emphasize local and global searches. Candidate solutions,
if | A | > 1, tend to get away from the prey and tend to prey for | A | < 1.

Local and global search is highly dependent on how parameter A (proposed
algorithm parameter) functions and how elitism is selected to update population of
candidate solutions. This approach ultimately leads to the close of a, b, and d, thereby
reducing local and global searches for global optimization. Reducing local and global
search will trigger gray wolf optimizer to stay in the optimal local trap. In this paper,
two techniques have been used to improve local and global searches and the transition
from local optimization to global optimization.

Smart Deployment of Virtual Machines to Reduce Energy Consumption 169



5 Methodology

The best solution to reduce energy consumption in data centers is to optimize the
virtual machines in physical hosts, so that the least possible number of these hosts is
used. In previous studies, more emphasis has been placed on the lesser intelligence and
lack of collective intelligence methods, while in this study, the gray wolf intelligence
optimizer was used to manage host machines. Also, the initial deployment of virtual
machines in hosts is important before starting processing in this study.

Note that until now, the gray wolf optimizer has not been used to solve hard bin
packing optimization problem. Therefore, in this paper we seek to solve the multi-
capacity bin packing problem in the form of energy reduction in cloud computing data
centers using this algorithm. The following is defined:

In the issue of the deployment of virtual machines, virtual machines, items and
physical hosts, boxes were considered. Because physical hosts have different memory
resources, processing power and bandwidth, and each virtual machine needs these
resources, the purpose of this study is to allocate virtual machines to the hosts, so that
the least number of physical hosts are used, so here the gray wolf optimizer was used to
allocate optimal virtual machines to the host.

The routine of this algorithm is that in the first step, each wolf, which is in fact a
solution to the problem, is randomly initialized with respect to the following rela-
tionships. The fitting value of each a and C, A in the second stage of the vectors of the
search agent coefficients (wolf) is calculated for the third stage (see Fig. 1), among
them, the first best answer is chosen as wolf alpha, the second best answer is chosen as
wolf beta, and the third The best answer is chosen as wolf delta. (Steps 4 to 6). In each
replica, the wolves’ positions are updated according to the location of the three wolf
alpha, beta and delta wolves. Also, the values of the vectors of the coefficients a, A and
C are updated. Given the new situation, the value of the fitting function of the wolves is
calculated, among which alpha, beta and delta wolves will be selected.

5.1 Optimal Gray Wolf Optimizer Modeling

In this section, the mathematical model of social behavior and gray wolves hunting is
presented to introduce this algorithm, based on the description of how gray wolf’s
social life and hunting is. In order to model the social behavior of wolves, we generate
a random population of solutions and introduce the first optimal solution called alpha
(a), the second and third optimal solutions, respectively, called beta (b) and delta (d).
Other solutions are considered as omega group wolves (x). The gray wolf optimizer
uses three a, b, and d solutions to guide hunting (optimization), and x answers follow
these three. In order to model the three phases mentioned previously, it is necessary
first to determine the points around the prey. Then he moves to the prey and eventually
attacks the prey. To determine the points around the prey, we use Eqs. 1 and 2:

~D ¼ ~C: XP
�!

tð Þ �~X tð Þ
���

��� ð1Þ

~X tð Þ ¼ XP
�!

tð Þ �~A:~D ð2Þ
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In the Eqs. (1) and (2), t is the current repetition, A and C are coefficient vectors,
(X_P) is the position of the prey and X is the position vector of a gray wolf. The vectors
A and C are also calculated with Eqs. 3 and 4:

~A ¼ 2~a:r1!�~a ð3Þ
~C ¼ 2r2! ð4Þ

Note that the components~a decrease linearly during the repetition from 2 to 0, and
r_2 and r_1 are random vectors in the interval [1 and 0].

In order to mathematical modeling of the gray wolf hunting behavior, given that in
the initial search space there is no idea about the position of the prey, it is assumed that
a (the best candidate for resolution), b and d are the best knowledge of the position of
the prey. So, keep the three best answers we have so far and force other factors such as
x to update our position. Formulas 5, 6 and 7 show the mathematical modeling of
hunting and approaching the prey (optimal value):

Dj
!¼ Ci

!
:Xj
!�~X

���
��� ; Xi

!¼ Xj
!� Ai

!
: Dj
!� �

ð5Þ

Fig. 1. The proposed algorithm for reducing energy consumption of cloud computing data
centers using the gray wolf optimizer.
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i; jð Þ 2 1; að Þ; 2; bð Þ; 3; dð Þf g ð6Þ

After calculating Xi, the point X is updated with the following formula:

~X tþ 1ð Þ ¼ X1
�!þ X2

�!þ X3
�!

3
ð7Þ

The final position will be defined in a random location located in a circle defined by
the positions a, b and d in the search space. In other words, a, b, and d estimate the
position of the prey, and other wolves (existing solutions) update their position ran-
domly around the prey or optimal point.

6 Simulation

To determine the resource management issue, many parameters have been identified.
We briefly discuss the most important of these parameters. To simulate our resource
management issue, we used a CoreTMi5 computer with 4 GB of original memory. The
real clock of 2.66 GHz processor was set and the operating system on which the
simulator was running (Home Premium 64-bit) was chosen. It should be noted that
both virtual machines and hosts (physical machines) are considered homogeneous, and
without losing the whole problem, since the highest energy consumption is among the
resources belonging to the processor [11], we just consider that in our experiments, so
we deal with a single-dimensional bin packing problem in this research.

To simulate 800 hosts, 1052 virtual machines and 1052 units of work has been
built. Each task was mapped onto a unique virtual machine. We also compare the
proposed method with three algorithms called FF, genetics, and Round-Robin
scheduling (RR). To equate the comparison of these methods with each other in
simulation for all, an end time of 24 * 360 was considered, which in fact represents the
seconds of length of a day and all algorithms at this time were performed. As soon as
the clock simulator arrives to this special number, the performance will stop. Obvi-
ously, this number is not exactly the same as the actual seconds. The LANETLAB

Fig. 2. Energy consumption (KWH)
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Fig. 3. Number of VM migrations

Fig. 4. SLA (percentage)

Fig. 5. Overall SLA violation (percentage)
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2011 data set was used to evaluate the system. To implement the proposed method, one
of the most well-known cloud simulation environments, CloudSim, was used. The
proposed algorithm is presented in Fig. 1.

In Figs. 2, 3, 4, 5, 6, 7, 8 and 9 results of the implementation of the proposed
algorithm are given. Note that in all graphs the rightmost columns, GWO, represents
the proposed method of this research. In Fig. 2, the energy consumption is visible, with
the lowest consumption associated with the GWO algorithm. In Fig. 3, the number of
virtual machine migrations is shown in three other algorithms, with GWO ranking third
in the number of migrations.

In service level agreement, GWO is better than the two RR and GA algorithms.
This is shown in Fig. 4. The violations of the global and medium-level agreement are
depicted in Figs. 5 and 6, which are more visible in the average GWO. In Figs. 7, 8 and

Fig. 6. Average SLA violation (percentage)

Fig. 7. Number of host shutdowns
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9, the number of offsets hosts, mean time and standard deviation of the proposed
algorithm based on GWO is compared with three algorithms, in all cases the proposed
algorithm is better than the other three algorithms.

7 Conclusions and Future Researches

The best solution to reduce energy consumption in data centers is to optimize the
virtual machines in physical hosts, so that the least possible number of these hosts is
used, because in past researches, the main focus was based on lesser intelligence
methods that lack the properties of collective intelligence, this paper focuses on the
initial deployment of virtual machines in hosts prior to processing with intelligent gray
wolf optimizer. So far, the gray wolf optimizer has not been used to solve the bin

Fig. 8. Mean time before a host shutdown (Sec)

Fig. 9. STDEV time before a host shutdown (Sec)
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packing problem, but here the problem of multi-capacity bin packing in the form of
energy reduction in cloud computing data centers has been addressed.

In the issue of deploying virtual machines, they can be considered as physical
boxes and items and our goal is to allocate virtual machines to hosts so that the least
number of physical hosts are used. Therefore, the gray wolf optimizer was used to
allocate optimal virtual machines to the host. The energy consumption of the gray wolf
optimizer has been noticeably improved compared to other methods. As a result, fewer
servers at the beginning of the work can be used; in other words, there are fewer servers
at the start of work than other methods. The average time that physical servers are
turned off is higher in the proposed method than in other algorithms.

As more virtual servers are on a host, the timeout for these virtual machines is also
increased, resulting in the increase of a complete physical shutdown time of a host. The
total number of offset hosts will have a huge impact on overall energy consumption,
and the greater the total number of offset hosts, the total amount of energy consumed
will be reduced, but this component can not be an appropriate component alone, but
should be compared to the average off time of servers. The average server shutdown
time in the RR method is lower, which indicates that virtual machines are spread over
more servers. Also, our proposed method has a higher service level agreement violation
rate than its competitors. Perhaps the reason for such an outcome is due to the accu-
mulation of greater load.

To improve the proposed method, much more can be done. For example, using a
known temperature method, it is possible to simulate and measure the amount of heat
generated in different parts of the system and provide an algorithm that presents the
temperature of the environment and servers before inserting as an important factor to
consider. In this research, it is assumed that virtual machines are separated from each
other. Another future work could be to address the issue of communication and traffic
between virtual machines.
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Abstract. The main scope of the article is to present how the quality of stored
problem domain information in Enterprise model (EM) is significant and
important in Unified Modelling Language (UML) models generation process
from Enterprise model. The generation process is explained by top-level
transformation algorithm, which is presented in details and depicted by using
algorithm’s step by step description. The importance of information quality and
fullness is represented by the example of Business Rule element’s, which is
stored in Enterprise model, significance for different UML models.

Keywords: UML � Unified Modelling Language � Enterprise model
Transformation algorithm � Knowledge-based IS engineering

1 Introduction

There have been and still are pretty many efforts for the analysis of UML models
generation from different knowledge-based models, merging and uniting different
modelling languages, frameworks and patterns and even generation from natural lan-
guage specifications [2–4, 9].

The Enterprise meta-model (EMM) is considered to be the significant conceptual
structure for problem domain knowledge acquisition for the aims of IS development.
This meta-model handles Enterprise model structure, and therefore, Enterprise model
stores knowledge that is needed for whole IS development process and can be used in
all IS development life cycle phases [5–8].

In recent years UML models are having a rising regard from. It is a very daring
objective for analysis of UML models since the knowledge about an enterprise system
is distributed within several model approaches. UML models are preserved to decrease
the confusion of the problem with the increase of enterprise turnovers. By operating
UML models, knowledge from Enterprise model can be efficiently represented and can
be used in all phases of IS development life cycle [10, 11, 13].
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2 Generation of UML Models Using Enterprise Meta-model

Enterprise meta-model is formally defined enterprise model structure, which consists of
a formalized Enterprise model in line with the general principles of control theory
(Fig. 1). Enterprise model is the main source of the necessary knowledge of the par-
ticular problem domain for IS engineering and IS re-engineering processes [6, 7].

All UML models: static and dynamic can be generated using Enterprise model
transformation algorithms. Particular UML model must be selected for generation
process, after this selection, the initial – starting element of this particular UML model
must be identified from Enterprise model. Therefore, all related elements must be
identified according the initial element and all these related elements must be linked
regarding constraints i.e. business rules, obligatory for particular UML model type
which was selected in the beginning [1, 12].

This kind of system definition is quite tangled, because most of the information
from the Enterprise model overlays in the UML models and expresses the same matters
just in different approaches, as it is explained in the next chapter. Therefore identifi-
cation of particular UML model for generation process has high significance, because
of regarding this selection relies generated element value for system development
process [1, 16].

Fig. 1. Enterprise meta-model class diagram [6, 7]
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The algorithm of UML model generation using Enterprise model is presented in the
Fig. 2:

• Step 1: Particular UML model for generation from Enterprise model process is
identified and selected.

• Step 2: If the particular UML model for generation from Enterprise model process is
selected then algorithm process is continued, else the particular UML model for
generation from Enterprise model process must be selected.

• Step 3: First element from Enterprise model is selected for UML model, identified
previously, generation process.

• Step 4: If the selected Enterprise model element is initial UML model element, then
initial element is generated, else the other Enterprise model element must be
selected (the selected element must be initial element).

• Step 5: The element related to the initial element is selected from Enterprise model.
• Step 6: The element related to the initial element is generated as UML model

element.
• Step 7: The element related to the previous element is selected from Enterprise

model.
• Step 8: The element related to the previous element is generated as UML model

element.

Fig. 2. The top level algorithm of UML models generation using normalised EMM
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• Step 9: If there are more related elements, then they are selected from Enterprise
model and generated as UML model elements one by one, else the link element is
selected from Enterprise model.

• Step 10: The link element is generated as UML model element.
• Step 11: If there are more links, then they are selected from Enterprise model and

generated as UML model elements one by one, else the Business Rule element is
selected from Enterprise model.

• Step 12: The Business Rule element is generated as UML model element.
• Step 13: If there are more Business Rules, then they are selected from Enterprise

model and generated as UML model elements one by one, else the generated UML
model is updated with all elements, links and constraints.

• Step 14: Generation process is finished.

3 Business Rule Element’s Variations

Design methods of information systems refers the settlement of systems engineering
actions, i.e. in what manner, how, and which UML model to use in the information
system development process and how to fulfil the process. Many of them are based on
different types of models depicting varying aspects of the system properties. Signifi-
cance of every UML model element can be defined particularly, but more important is
the fact that every model is the projection of the system (Fig. 3). Business Rule element
from Enterprise model can indicate different view of the system in different UMLmodel.

Below there are presented generated UML model elements after transformation
algorithm’s 11 and 12 steps: Business Rule element generation from Enterprise model
in UML dynamic part models.

In case of UML Use Case models, which describe a series of actions that some
system or systems should or can implement in contribution with one or more external
users of the system [15], from EM Business Rule elements can be generated three UML
Use Case elements (Table 1): Extend, Include, Association [14, 15].

Fig. 3. Business Rule element in EM and in UML model. The transformation algorithm’s 11
and 12 steps
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In case of UML Activity model, which shows flow of control or object flow with
emphasis on the sequence and conditions of the flow [15], from EM Business Rule
elements can be generated all types of UML Activity Control Nodes elements
(Table 2).

In case of UML State machine model, which is used for modelling discrete beha-
viour through finite state transitions [15], from EM Business Rule elements can be
generated one UML State machine model element: Pseudostate (Table 3), and also state
machines can be used to express the usage protocol of part of a system as UML Protocol
State machine, and in this case, from EM Business Rule elements can be generated one
UML Protocol State machine model element: Protocol Transition (Table 4).

Table 1. UML Use Case model elements [14, 15]

EM
element

UML Use Case
model element

Description

Business
Rule

Extend Extend is a directed relationship that specifies how and
when the behaviour defined in usually supplementary
(optional) extending use case can be inserted into the
behaviour defined in the extended use case

Include Use case include is a directed relationship between two
use cases which is used to show that behaviour of the
included use case is inserted into the behaviour of the
including use case

Association Each use case represents a unit of useful functionality that
subjects provide to actors. An association between an
actor and a use case indicates that the actor and the use
case somehow interact or communicate with each other

Table 2. UML Activity model elements [14, 15]

EM
element

UML Activity
model element

Description

Business
Rules

Control Nodes Used to coordinate the flows between other nodes. It
includes: initial, flow final, activity final, decision, merge,
fork, join

Table 3. UML State Machine model elements [14, 15]

EM
element

UML State Machine
model element

Description

Business
Rule

Pseudostate An abstract node that encompasses different types of
transient vertices in the state machine graph
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In case of UML Sequence model, which focuses on the message interchange
between objects (lifelines) [15], from EM Business Rule elements can be generated five
UML Sequence model elements (Table 5): Execution Specification, Combined Frag-
ment, Interaction Use, State Invariant and/or Destruction Occurrence.

In case of UML Timing model, which shows interactions when a primary scope of
the model is to reason about time [15], from EM Business Rule elements can be
generated three UML Time model elements (Table 6): Duration Constraint, Time
Constraint, Destruction Occurrence.

Table 4. UML Protocol State Machine model elements [14, 15]

EM
element

UML State Machine
model element

Description

Business
Rule

Protocol Transition Used for the protocol state machines which specifies a
legal transition for an operation

Table 5. UML Sequence model elements [14, 15]

EM
element

UML Sequence
Model element

Description

Business
Rules

Execution
Specification

Represents a period in the participant’s lifetime

Combined
Fragment

Defines a combination (expression) of interaction
fragments. A combined fragment is defined by an
interaction operator and corresponding interaction
operands

Interaction Use Allows to use (or call) another interaction
State Invariant Represents a runtime constraint on the participants of the

interaction
Destruction
Occurrence

Represents the destruction of the instance described by
the lifeline

Table 6. UML Timing model elements [14, 15]

EM
element

UML Timing
Model element

Description

Business
Rules

Duration
constraint

Refers to a duration interval. The duration interval is
duration used to determine whether the constraint is
satisfied

Time Constraint Refers to a time interval. The time interval is time
expression used to determine whether the constraint is
satisfied

Destruction
Occurrence

Represents the destruction of the instance described by the
lifeline
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In case of UML Interaction Overview model, which identifies interactions through a
variant of activity models in a way that sustains overview of the control flow [15], from
EM Business Rule elements can be generated five Interaction Overview model elements
(Table 7): Duration Constraint, Time Constraint, Interaction Use, Control Nodes.

This wide group of elements can be generated because UML Interaction Overview
model coordinates elements from activity and interaction models [15]:

• from the activity model: initial node, flow final node, activity final node, decision
node, merge node, fork node, join node;

• from the interaction models: interaction, interaction use, duration constraint, time
constraint.

All these UML models elements descriptions shows, how much knowledge about
problem domain is stored in Enterprise model, how much information behind the EM
Business Rule element is saved and also, how important that this stored information’s
quality and fullness should match all the different UML models approaches, so that
suitable UML model could be generated.

4 Conclusions

The first part of the article handles with defining Enterprise model concept and with
detailed explanation of Unified Modelling Language model generation from Enterprise
model transformation algorithm, which is depicted by steps.

In the next part there are presented the Business Rule element’s variations in
different UML models, which were generated from Enterprise model, and how the
quality of the business problem information, stored in knowledge-based Enterprise
model makes the impact on these variations.

Table 7. UML Interaction Overview model element [14, 15]

EM
element

UML Interaction
Overview model
element

Description

Business
Rules

Duration Constraint Refers to a duration interval. The duration interval is
duration used to determine whether the constraint is
satisfied

Time Constraint Refers to a time interval. The time interval is time
expression used to determine whether the constraint
is satisfied

Interaction Use Allows to use (or call) another interaction
Control Nodes Used to coordinate the flows between other nodes. It

includes: initial, flow final, activity final, decision,
merge, fork, join
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The described Business Rule element’s example shows that if the high quality
information stored in Enterprise model, then it is enough for UML models generating
process. There is possible to confirm, that each element of each UML dynamic model
can be generated from the Enterprise model using transformation algorithms only if
high quality of the information in Enterprise model is ensured.
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Abstract. Open Access (OA) research provides a platform to world-wide
knowledge sharing, but the channels and possibilities are still limited. It is not
always clearly defined how the process of publishing should take place. Infor-
mation systems architectures are intrinsically complex engineering products that
can be defined graphically on various levels of abstractions and represented
using different aspects of the system. For that reason enterprise architecture is
not easy to comprehend for different actors involved. Graphical representations
of different business scenarios are critical to understand how different aspects of
the system descriptions are analysed in relation to each other and how
requirements from different perspectives are perceived as a whole. The goal of
this paper is to introduce the modelling method for visualization of the process
of publication of BSc thesis into institutional repositories. Universities need to
investigate undergraduate students’ publications of their graduate work (BSc
thesis) to promote knowledge of university repositories. Two different mod-
elling methods were used to visualize publishing process and two case studies at
two different universities were made. The results indicated and motivated that
SICM method had more semantic power to visualize business process in a more
comprehensive way.

Keywords: Visualization � Open Access (OA) � Modelling methods
Enterprise system architecture

1 Introduction

Access to current, relevant and high quality research results has a big potential to drive
research development. Open Access (OA) research provides a platform to world-wide
knowledge sharing, but the channels and possibilities are still limited, especially in
developing countries. It is not always clearly defined how the process of publishing
should take place, especially, when different actors are involved. Universities need to
investigate undergraduate students’ publications of their graduate work (BSc thesis) to
promote knowledge of university repositories for the benefit of later Master studies and
also for the use by the community when working in various organizations after grad-
uation. It is agreed today that graphical representations are more understandable then the
requirements presented in natural language. Because of the ambiguity of natural lan-
guage, the requirements presented in natural language, may lead to misunderstanding in

© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 187–197, 2018.
https://doi.org/10.1007/978-3-319-99972-2_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_15&amp;domain=pdf


communicating different solutions. To make information exchange possible among
different actors, it must be represented in communicable way [3]. Communication can be
defined as a process of transferring and sharing knowledge in form of information flows
from one actor to another as efficiently and effectively as possible. To understand the
graphical representations of business processes and how these processes are related to
other processes, all necessary architectural aspects should be integrated [8]. Different
aspects should be synchronized to ensure consistency and completeness of the overall
system specification [14]. Zachman framework [17] is one of the frameworks that
comprises the enterprise architecture. It is a two-dimensional schema representing six
perspectives. Integration of these perspectives contributes to understanding and
enhancing business value to the enterprise [13]. Another view of enterprise architecture
is presented by Lankhorst [10, 11]. It consists of organisational architecture representing
organisational design, including organisational actors, their roles and relationships in
organization. Information architecture represents data and its structure, process archi-
tecture represents business processes, application architecture represents the application
logic and technical architecture represents technical infrastructure. Integration of
heterogeneous architectural domains are critical for getting a holistic view of an
enterprise. The quality of system specifications much depends on reaching semantic
integrity of graphical representations. Semantic integrity is the degree to which
graphical representations are perceived despite their complexity [8]. Graphical models
have proven to facilitate understanding, communication and change management. It is
critical to reach consistency between different aspects, as data and processes, in order to
have a complete and integrated enterprise system specification.

Conceptual modelling can be seen as the key to a successful integration process, as
it allows to focus on semantics and design of integration as opposed to implementation
issues. It is the only way to visualize the system design and validate it against
requirements. Conceptual modelling is a fundamental activity in requirements engi-
neering [12]. It is an act of abstracting a model from a problem domain [11]. Visu-
alization creates models with clarity as regards six questions or aspects of ‘who’,
‘what’, ‘how’, ‘where’, ‘when’ and ‘why’ [18]. The answers to these questions and
integration of all the aspects provides us with a possibility to comprehend and
understand more clearly the context as well as complexity of problem domain.
According to Dietz [2], complexity can be mastered if two conditions are fulfilled. The
first condition is to have a comprehensive theory about the things whose complexity
one wants to handle. Another condition is that it is necessary to have a good methods
and techniques based on that theory. To manage complexity it is critical to have an
integrated method as well as a coherent, comprehensive, consistent and concise con-
ceptual modelling approach [8]. To obtain value from graphical representations they
must be integrated and semantically correct. With this we mean that it is important to
choose semantically correct modelling method for visualisation of business process.
The purpose of this paper is to show how to visualize the process of BSc thesis
publishing on universities’ repositories.
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2 Research Method

A case study research method was applied incorporating two cases. Among the
strengths of the case study methodologies is ability to study different aspects of a
phenomenon, were the boundaries between the phenomenon (OA) and its context
(practice and policies) is somewhere unclear [1, 15]. Interviews were used for the
activities requiring establishment of practices and analysis of opinions, views and
attitudes about OA at the participating institutions. Modelling approaches were used for
visualisation and mapping the research information. As business processes - such as the
publishing of students’ final thesis into institutional repositories - consists of activities
integrating both organizational and technical components, modelling outputs must be
comprehensible not just for people with the IT system background, but also for other
actors involved such as teachers, researchers, librarians, managers and administrators.
Two different modelling methods were used for visualisation of BSc thesis publication
process: 2conciliate method www.2c8.com and Semantically Integrated Conceptual
Modelling Method (SICM) [4–7]. One of the reasons why the two modelling methods
were used is that we also wanted to show advantages and disadvantages of these two
modelling methods.

Karlstad University (KAU) Library and the University of Makerere, Uganda were
selected as an appropriate cases to study the process of OA publications. KAU library
was chosen, because KAU is one of the 47 universities that uses DiVA for research
publications. At this university the analysis of the process of publication was made, the
manual of the process was written in text and the process was also visualised graph-
ically. The same modelling method was applied for the analysis and visualization of
possible publication registration at Makerere University in Uganda. This university was
chosen because of close research collaboration and because of the mutual involvement
in the project “The role of Open Access in the maturing process of IT research edu-
cation. Three case studies”.

3 KAU OA Publication via Swedish National Portal DiVA

KAU has a vision to be an open university dedicated to the task of creating, integrating,
applying, disseminating and preserving knowledge. The university supports free, new
and grand thinking. The dialogue with community helps to develop knowledge that
changes the world by challenging the borders of knowledge and structures. Karlstad
University is in the process of designing its future support and policy for the processing
of research data. The university promotes open access (OA) to scientific information to
increase the use of research, access and transparency. “There are more political ini-
tiatives that support open access to research data. The aim is to enable the future re-use
of data in research. In order to contribute to increased transparency, many funding
bodies impose stricter conditions on researchers to report how the data they generate
are processed, stored and made available to others,” says Sofia Andersson, research
advisor and project manager. During 2017, the Swedish Research Council was
appointed the national coordinator of the implementation of open access to research
data. The project also involves the National Library, the National Archives and higher
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education institutions. As a part of this project, a national network was created in
partnership with the Swedish National Data Service for developing and implementing
policies, routines and support at all Swedish higher education institutions. Karlstad
University forms part of this national network for open research data.

3.1 DiVA-Academic Archive On-line

DiVA (Digital Scientific Archives) portal http://www.diva-portal.org is a finding tool
for research publications and student thesis, written at 47 different universities and
research institutions in Sweden. DiVA, an Academic Archive On-line, is a publishing
system for research and students thesis. It is also a digital archive for long term
preservation of publications. DiVA began its development in the year 2000 at Uppsala
University Library in Sweden. All universities and publicly financed research institu-
tions both in Sweden and abroad are welcome to join DiVA in its co-operative effort.
The research publications and students thesis found in DiVA portal have been pub-
lished and registered at the university or college of origin. There is bibliographic
information in the database for every title and usually an abstract and a link to the full
text at the university or college where it was published.

3.2 Visualisation of Publishing Process in DiVA at KAU with 2consiliate
Method

It is critical to have a complete picture of a work-flow how the process of research
publications take place: which actors are involved in every step, which information
flow take place between actors. It is not enough to have just a manual with a text, but it
is also important to have a graphical presentation. Natural language text can be
understood ambiguously, and that may lead to misunderstanding but also having the
graphical presentation of the process helps to comprehend it more clearly. As there are
many actors involved in the publishing process, it is very important that the text is also
visualized graphically. It is critical for all the actors involved in the process to know
their roles and responsibilities. The actors should follow the process to fulfil the reg-
istration of the final thesis in DiVA correctly and in time.

Fig. 1. The process of student thesis registration in DiVA. (Modified from Karlstad Universities
guide for administration of student thesis https://www.kau.se/files/2016-10/Manual_
uppsatsadministrat_DiVA2016.pdf) [9]
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2conciliate is the method that support in the work of mapping, analysing and
developing the organisation. The method is applied and integrated in the 2c8 Modeling
Tool www.2c8.com. The 2conciliate method and the 2c8 Modeling Tool visualise
organisations with models, symbols and relationships. The visualization facilitates
communication, which leads that more people in the work group being able to par-
ticipate. According to 2conciliate Business Solutions AB 2c8modelling tool is easy to
understand, easy to learn and easy to use. Figure 1 presents the diagram, showing the
process of student’s final thesis registration in DiVA.

Figure 2 explains the symbols used in 2conciliate method modelling. There are six
actors involved in the process: Student, Supervisor, Examiner, Administrator,
DiVA, LADOK (LADOK is a database for reporting students’ grades). The scenario of
publication process is as following:

1. Supervisor gets the final thesis from the student, sets the grade and sends the final
thesis to the Examiner. (The interaction between supervisor and examiner is not
shown in the picture. The process begins when the Examiner gets the final thesis).

2. Examiner evaluates the thesis, sends the notification about the grade to the Student
and to Administrator to approve the thesis registration in DiVA.

3. When the Student gets approved grade, he registers his thesis in DiVA. (Not
obligatory action).

4. DiVA is sending e-mail to Administrator notifying the publication.
5. Administrator approves the publication of the thesis in DiVA.
6. Administrator reports the grade in LADOK.

When the modelling was done using 2conciliate method, the graphical presentation
was analysed, in order to evaluate the semantic power of this modelling method. With
semantic power we mean, the evaluation of the modelling method, how communicable
and comprehensible the method and the model is. How much semantic power this
modelling method has to represent all necessary aspects of business process. The
biggest problem with 2conciliate method is that this method provides just sequential or
in line modelling of actions. Objects (as information flows) is linked to the actions, as
well as roles and actors. What was missing in this modelling method is possibility to
visualise the interaction (loops) among different actors, showing their responsibilities,
who is doing what and when. The method has no possibility to show data changes,

Fig. 2. Symbols used in 2conciliate method
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when an action takes place. This is very important for value creation. For that reason
another modelling method was used to model the same process. It was relevant to see if
using another modelling method that is based on the other principles of modelling can
present necessary aspects much better.

3.3 Visualisation of Publishing Process in DiVA at KAU
with Semantically Integrated Modelling Method

Semantically Integrated Modelling method (SICM) [4–7] was used to model the same
process. The essence of this method is that it is based on interaction principles among
different actors involves, as well as the construct used, enables to integrate data and
process using one diagram. This enables possibility to data changes and processes in
one diagram [8]. Figure 3 presents KAU thesis approval and publication process using
SICM modelling method.
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Figure 4 presents the main SICM notations used in modelling. There are following
actors involved in the process: Student, Supervisor, Examiner, Administrator,
DiVA, LADOK (LADOK is a database for reporting students’ grades). The scenario
of publication is as following:

1. Supervisor gets the final thesis from the Student, sets the grade and sends the final
thesis to the Examiner.

2. Examiner evaluates the thesis, sends the notification about the grade to the
Supervisor, who sends notification about grade to the Student as well to
Administrator to approve the thesis registration in DiVA.

3. When the Student gets approved grade, he sends his thesis for publication to DiVA.
4. DiVA is sending e-mail to Administrator notifying the publication.
5. Administrator approves the registration of the thesis in DiVA.
6. Administrator registers grade in LADOK.

NOTE: It is very important that the final thesis that the student publishes in DiVA
is the same final thesis that the Examiner approved! The Administrator’s action here is
very important.

The essence of this modelling is based on interaction loops among different actors.
Enterprise actors at conceptual level are represented by square boxes that can represent
both organizational and technical components. Dynamic dependencies in SICM
method are used to define relations between different actors, their actions and com-
munication flows. Interaction is a dynamic relation. It is defined by communication
action between two active actors. It indicates that one actor is dependent on other actor
if some communication takes place. This is very important for the fulfilment of actors’
responsibilities that are critical for value creation. At the same time, interaction is a
strategic flow [16] dependency between actors. The communication dependency
among enterprise actors are relevant for description of the ‘who’ perspective.
Depending on whether there are flow elements in the action or not, the communication
flow can be information, material or decision. Transition is a dynamic relation that in
SICM indicates the fundamental changers of objects that take place during creation,
termination or reclassification events. Transition dependencies represents the objective
perspective of interaction. Actions indicate permissible ways for causing transitions of
objects [8]. Inheritance dependency enables to follow different state changes of
objects/data. When the action take place it should make changes to data otherwise man

ACTOR ACTION
Information 

Flow
Interaction

OBJECT
              State transition arrow 

Database 
or File

Inheritance dependency

Fig. 4. Notation used for SICM method
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can doubt if the action is purposeful. One of the advantages of this method is that the
method enables the integration of static (data) and dynamic aspects (interaction and
transition) of the system. Another advantage is that everything is visualized using one
diagram, one modelling construct.

3.4 Visualisation of Publishing Process in Dspace at Makerere University
(MAK) in Uganda with Semantically Integrated Modelling Method

Makerere University (MAK) in Uganda was chosen for this case study because of the
mutual project concerning open access. At Makerere University Library the registration
of students’ publications are not obligatory but they also have a database called Dspace,
where it is possible to place research publications. The interview was done in
Uganda MAK concerning the process of research publications. From the interview the
procedure/scenario was recorded. According to this scenario the process was modelled
and showed and discussed at Makerere University. The feedback was very positive,
because the visualisation of the process was more comprehensible as the text.

The actors involved in the process are as following: Student, Supervisor, Internal
and External Examinators, Higher Degrees and Research Office (for examina-
tion), Directorate of Graduate Studies and Research. Directorate Graduate
Research & Training (DRGT), Library.

Scenario description is as following:

1. The Student submits the thesis to Supervisor to sign as a final thesis for
examination.

2. The Supervisor signs the thesis and sends back to the Student.
3. The Student submits signed thesis to the Higher Degrees and Research Office.
4. Higher Degrees and Research Office organises a higher degrees and research

committee meeting to assign internal and external examiners.
5. Higher Degrees and Research office submits the thesis to the examiners for

examination.
6. Both External and Internal Examiners evaluates/puts the grade and sends the

evaluation to the Higher Degrees and Research Office.
7. Higher Degrees and Research Office organises the defence of the thesis.
8. During the defence the student gets the marks from the panel in addition to the

marks from the Examiners. (Steps 7 and 8 are not represented graphically in the
picture. These steps belong to another process ‘Defence of the Thesis).

9. After defence Higher Degrees and Research Office sends comments to the
Student to finalise his thesis.

10. After the corrections, the student submits a hard copy and a soft copy of the final
thesis to the Directorate of Graduate Training and Research.

11. Directorate of Graduate Training & Research submits the hard copy of the final
thesis to the Library.

Figure 5 presents the visualisation of the publication process at MAK. In this
scenario the process differs from the process of publication at Karlstad University.
At MAK there are more actors involved, with more responsibilities. MAK university
was pleased with the visualisation of publishing process, and they hope that such

194 P. Gustiené



visualizations of publications, will contribute to a better communication as well as it
will contribute to extensions of Open Access policies at the MAK University.

4 Conclusion

Karlstad University promotes open access (OA) to scientific information to increase the
use of research, access and transparency. Universities need to investigate undergraduate
students’ publications of their graduate work (BSc thesis) to promote knowledge of
university repositories for the benefit of later Master studies and also for the use by the
community when working in various organizations after graduation. The goal of this
paper was to show how the visualization of business process can contribute to OA
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policy. It is very important that the process of publications is clearly defined and
understood. It was shown how the publication of students’ BSc thesis, were modelled,
to increase communication and comprehensibility among different actors. As picture is
worth thousand words, and as natural language is rather ambiguous, graphical pre-
sentations are necessary to complement natural language texts. Two different scenarios
of publication were done, one at KAU and one at MAK. Two different modelling
approaches were used for visualization of the same publishing scenario. We wanted to
show which modelling method has more semantic power to visualise necessary aspects
of the publishing process and why. Based on the results of the case studies done it
appears that SICM modelling approach has more advantages in comparisons to 2c-
onciliate modelling method. The biggest advantage of this modelling method is that it
provides a new way of enterprise modelling and integration. It is a method for graphical
analysis and design that enables reasoning about system architecture across organi-
zational and technical system boundaries. The modelling method based on interaction
loops among different actors enables the integration of data and processes. As 2con-
ciliate modelling method uses in line or sequential way of modelling this modelling
method has no sematic power to integrate data and processes, as well as to show data
changes that are very important to comprehend business process as a whole. As a future
work we plan to use modelling as a tool for the visualization of more publishing
processes or other business processes that are important for OA policy.
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Abstract. The Internet of Things (IoT) is a collection of billions of devices
attached to the internet that collect and exchange data using nodes, sensors, and
controllers. The world is now continuously shifting from the traditional
approaches to the IoT technology in order to meet the demands of modern
technological advancements. However, the selection and implementation of
right access control method in IoT applications is always challenging. In this
context, OAuth is a renowned access control protocol in IoT applications.
However, it is difficult to provide access control in IoT application through
OAuth due to its implementation complexity. Therefore, there is a strong dire to
introduce a model based approach that provide simple access control mechanism
in IoT applications while preserving the major OAuth features. This article
introduces Unified Modeling Language profile for OAuth (UMLOA) to model
the access control requirements for IoT applications. Particularly, UMLOA is
capable of modeling confidentiality, integrity, availability, scalability, and
interoperability requirements in IoT applications. This provides the basis to
transform the UMLOA source models into different target models (e.g. iFogSim
etc.) for early verification of access control requirements. The applicability of
UMLOA is validated through intelligent shipping container case study.

Keywords: UMLOA � MDA � IoT � Access control

1 Introduction

Internet of Things is a new computing paradigm and its use is increasing day by day in
virtually all areas connecting a wide range of variety of devices such as appliances,
automobiles, medical devices, sensors (RFID, NFC, etc.). However, there are several
challenges and issues in IoT security. For example, William et al. [16] present a study
by HP which reveals that 70% of the IoT devices do not encrypt their communications.
Furthermore, 70% allow an unauthorized person to detect valid user accounts and 60%
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of those with a user interface are vulnerable to different attacks such as denial-of-
service, man-in-the-middle etc.

In this paper, we explore the problem of access control which is one of the most
crucial aspect in IoT security. Access control is a way of limiting access to a resource
and plays a critical role among different security mechanisms such as authentication,
encryption etc. Implementation of access control in IoT applications is a complex
process and a small error during implementation could make a critical resource
accessible to standard users. The researchers in [16, 19] describes the managing
mechanisms of access control. However, these are not applicable in IoT’s domain due
to some constraints such as Internet of things devices have limited network connec-
tivity and have low computing capabilities etc.

Wu et al. [2] state that OAuth 2.0 protocol is a standard protocol and can be
supported by number of programming languages and technologies. We adopt a model
driven approach based on UML profile for access control with OAuth mechanism.
Particularly, this article introduces Unified Modeling Language profile for OAuth
(UMLOA) to model the access control requirements for IoT applications. UMLOA
comprises several stereotypes to model complex access control requirements. This
leads to transform the source models into target low level implementations like
IFogSim. Furthermore, UMLOA can be used to automate the analysis of our approach
by deploying it on real testbeds such as Fiware, FitIoT-LAB etc.

The paper is organized as follows: Sect. 2 present literature review and overview of
the current research. In Sect. 3, proposed model driven approach is presented. In
Sect. 4, validation is performed through intelligent shipping container case study.
Finally, in Sect. 5, the discussion and benefits are presented.

2 Background and Related Work

The IoT is an emerging technology that is expanding quickly. Yu et al. [19], Gartner
Inc. estimates that by 2020, number of deployed IoT devices will grow from 5 billion to
25 billion. Mineraud et al. [1] identified huge gaps in security with the potential to
disrupt infrastructure and is plagued with malware and flaws e.g. self-storage, identi-
fication of management of IoT devices, manipulation of data in edge devices, secure
authentication, support of constraint devices etc. Alqasem [12] explains that when
dealing with security vulnerabilities and privacy, changing nature of IoT environment
plays an important role because it consists of diverse technologies that leads to
unknown risks and issues. Therefore, analyzing security requirements in complex IoT
systems is essential.

Kolias et al. [3] discusses that the IoT botnets are recently emerging. One of them is
Mirai botnet which attacked DNS and deduced the administrative credentials by means
of brute force and caused major outages throughout the country. Therefore, IoT devices
have minimal security and many flaws. Fernandes et al. [11] state that many systems
are mass produced, therefore, they are similar in design because of the similar devices.
One type of attack can be replicated across all. Upgrading or patching the operating
system is not supported by vendors, because designing update system for IoT poses
new challenges, they are once sold and done. These devices really don’t have resources
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for traditional security methods as they are designed for low power and minimum
memory. Therefore, feasible security measures for IoT implementation environment
must be identified.

The proposed work by Peter et al. [14] includes various security features and each
of these access control methods has its merits as well as demerits. For example use of
hashing, encryption techniques, and threshold key cryptography provides counter
measures against IoT attacks. One of them is SE-HAN, which uses a self-certified
public key technique for key establishment and access control. But this technique
doesn’t provide much details regarding how it is efficient than others.

Ouaddah et al. [9] describes that OAuth is an access control framework that has
recently gained a lot of attention. Related to large internet connected applications it was
designed to address the issues of access control and privacy. This framework enables
users to grant third party applications access to protected resources without revealing
their credentials. Over one billion user accounts are OAuth based and are provided by
major service providers such as Microsoft, Facebook and Google. Cirani et al. [8]
discusses that in many research projects much effort is already in progress to implement
OAuth over IoT protocols such as in EU project CALIPSO, BAC-net etc.

2.1 System Requirements for IoT in Access Control

Kim et al. [5], Minoli et al. [4] and Koivu et al. [15] states that IoT product devel-
opment always require good practice and design with the CIA Triad. When developing
products for the IoT, always consider in mind: confidentiality, integrity and availability.
With confidentiality, the data should not be accessible to anyone without appropriate
permissions. With integrity, the data should be stable and not mutable to anyone
without appropriate permissions. With availability, the device should be available to
anyone with appropriate permissions. We need a proactive approach to secure the IoT.
Without this, attacks and malfunctions will outweigh any foreseeable benefits. Kim
et al. [5] analyzed three main characteristics in internet of things security which
includes heterogeneity, resource constraint and dynamic environment. Due to diverse
hardware performances such as protocols, platforms and policies etc. common security
service is the biggest problem of heterogeneity, which weakens interoperability. Due to
lacking battery and capacity performance as stated by Jensen et al. [10], security
services cannot be applied directly to IoT devices such as TLS, AED etc. therefore light
weight algorithms need to be developed to increase memory, battery and CPU effi-
ciency. Pasta et al. [7] publishes that IoT has a dynamic network topology due to bad
connections and mobility. Large number of requests may be sent in very demanding
cases such as smart city, smart home etc. due to numerous devices. Therefore, scala-
bility and flexibility are required in IoT communication protocols. According to Kim
et al. [5], IoT devices cannot save data due to low memory capacity. In case of missing
the sensitive data, if cloud is out of order due to some reasons, the rescue service may
be stopped that requires critical data. Therefore, device should have a backup and
availability is necessary.

OAuth doesn’t provide confidentiality and integrity. We must protect (HTTP)
communications using additional layer, hence we have ensured both by adding
transport layer security (TLS) end to end between actors. For solving the problem of
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heterogeneity, we ensured that by selecting OAuth, tokens provide all the information
required for authentication. Therefore, it fits on low capable devices and results in
strengthening interoperability. Availability is guaranteed by providing long expiration
time of token and the device should be available to anyone with appropriate permis-
sions. This protocol provides flexibility and scalability for clients by detaching
authorization entities from the rest of the entities, therefore, no need to operate directly
on device.

The proposed UMLOA (Sect. 3) is based on Sciancalepore et al. [6], a well-known
reference architecture as shown in Fig. 1. Particularly, recently emerging access control
attributes are considered in the development of UMLOA. Our proposed model driven
UMLOA approach offers the access control mechanism for internet of things. We will
show how the reference architecture concepts and properties can be used to simplify
analysis and modeling.

2.2 OAuth 2.0

OAuth 2.0 is new framework evolution as presented by Emerson et al. [18]. It is a
token based authorization and authentication. OAuth architecture consists of four actors
as follows: (1) Resource Owner – RO can grant access to a protected resource and it’s
typically an end user. (2) Authorization Server – AS authenticates a RO and issues
access tokens after getting proper authorization. (3) Client – an application requesting
access to protected resources. (4) Resource Server – RS is hosting the protected
resources.

Gabriel et al. [17] states that with in IoT environments to solve issues of access
control, OAuth comes as a good candidate and is used by large enterprises such as
Google, Facebook, Windows Live etc. as already mentioned above. OAuth provides
access to protected resources in the following way.

Fig. 1. Reference architecture using OAuth in Internet of Things network [6]
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1. First Client contacts the Resource Owner.
2. The Resource Owner Grants the authorization code.
3. The Client delivers the authorization code to Authorization Server.
4. After verifying the authorization code, the Authorization Server releases an access

token to the Client.
5. The Client passes the access token to the Resource Server.
6. The Resource Server validates the access token and provides the protected resource.

3 Proposed Profile

Model Driven Architecture (MDA) is well-known application development approach
that significantly simplify the design and verification of system under development
[20]. Consequently, it is commonly used in the development of complex applications.
In MDA, UML Profile is a kind of Unified Modeling Language extension mechanism.
Some of the language elements are specialized such as icons and symbols. UML profile
comprises following major elements: (1) Meta-class shows the classes in UML profile.
(2) Interface point out the all interfaces that are included in a profile. (3) An operation is
the meta-class that shows the functionality of profile. (4) Stereotype tagged values are
the basic mechanisms of UML profile. UML consists of dynamic modeling and static
modeling. Dynamic modeling shows the behavioral aspects of a system and can be
described through state machine diagram and sequence diagrams. Structural modeling
consists of structural aspects of a system and can be described through class diagram
defined in terms of attributes and relationships. In this paper, we take class diagram,
stereotypes and tagged values for a structural view. The proposed UMLOA is shown in
Fig. 2.

3.1 UMLOA Description

In this section, we have presented the UMLOA stereotypes. The description, a base
class and tagged values of each stereotype is described. There are 15 stereotypes for
managing access control for protecting resources as follows:

Client Stereotype.
Description: It is third-party application, which on behalf of Resource Owner is
requesting resources which belong to internet of things network
Base Class: Class
Tagged Values: It has two tagged values which are as follows

(1) Client ID: EInt[1] is public identifier for apps. (2) Client Secret: EString[1] is known only
to AS and app.
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Resource Owner Stereotype.
Description: It can grant access to a protected resource and it’s typically an end
user.
Base Class: Class
Tagged Values: Resource Owner contains tagged value called Authorization Code:
EInt[1] which has a type EInteger.

Authorization Server Stereotype.
Description: It authenticates a RO and after getting proper authorization it issues
access token
Base Class: Class
Tagged Values: it contains tagged value called Access Token: EString[1]. It is a
JWT or a opaque string used by an application to access API.
Gateway Stereotype.
Description: It implements an OAuth 0.2 Resource Server and is a primary element
of architecture which offers security functionalities such as access control,
authentication, resource tracking etc.
Base Class: Interface
Tagged Values: Gateway Stereotype have three tagged values of type EString,
which are as follows

(1) Resource Directory: EString[1] Resource path is added here. (2) Routing Table: EString[1]
represents active nodes. (3) Data Table: EString[1] represents record in a table with different
identification of data also works as a cache.

Fig. 2. Proposed Unified Modeling Language profile for Access Control using OAuth
(UMLOA)
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IoT Network Sink Node Stereotype.
Description: Many constraint devices are integrated in internet of things network.
These devices able to sense the surrounding environment, gather data and send
them to a network co coordinator called a sink node and this sink node is attached to
the Gateway which acts as a resource server.
Base Class: Class
Tagged Values: IoT Network Sink Node Stereotype have two tagged values of
type EInt and EString, which are as follows

(1) NodeID: EInt[1] is a node identifier in IoT Network. (2) NoOfNodes: EString[1] mentions
the number of Nodes in IoT Network.

Constrained Devices Stereotype.
Description: IoT Devices with limited memory and power resources.
Base Class: Class
Tagged Values: Constrained Device Stereotype has tagged value of type EInt
called Node Identifier represented as NodeID: EInt[1]
Resource Assignment Stereotype.
Description: It is used to assign a resource
Base Class: Association
Token Assignment Stereotype.
Description: It is used to assign a token
Base Class: Association
Token Request Stereotype.
Description: It is used to access a token
Base Class: Operation
Tagged Values: Token Request Stereotype contains four tagged values which are
as follows:

(1) ClientID: EInt[1] is public identifier for apps. (2) ClientSecret: EString[1] is known only to
AS and app. (3) GrantType: EString[1] are of different types for acquiring an access token for
different usecases such as implicit grant, client creditionals grant etc. (4) RedirectURI: EString
[1] is the callback entry point of application that prevents tokens from being intercepted.

Token Grant Stereotype.
Description: Represents response from a token, Refresh token is used to get a new
access token in case of token expiration.
Base Class: Operation
Tagged Values: Token Request Stereotype contains four tagged values which are
as follows:

(1) AccessToken: EString[1] a JWT signed with AS private key. (2) TokenType: Estring[1]
with the value Bearer (3) RefreshToken: EString[1] is an encrypted payload (4) ExpiresIN:
EString[0..1] representing TTL of access token.
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Authorization Request Stereotype.
Description: It is used to request authorization from RO
Base Class: Operation
Tagged Values: Authorization Request Stereotype contains three tagged values
client identifier of type EInteger, ResponseType with code of type EString and
RedirectURI with the user to redirect back to of type EString, which are as follows:

(1) ResponseType: EString[1] (2) ClientID: EInt[1] (3) RedirectURI: EString[0..1].

Authorization Grant Stereotype.
Description: Represents response from RO
Base Class: Operation
Tagged Values: Authorization Grant Stereotype contains two tagged values which
are as follows:

(1) Code: EString[1] authorization code (2) State:EString[1] optional but recommended.

Authorization Assignment Stereotype.
Description: It is used to assign an authorization
Base Class: Association
Update Stereotype.
Description: It is used to update the Data table in Gateway
Base Class: Operation
Validate Stereotype.
Description: It is used to validate the token in Gateway
Base Class: Operation

4 Case Study

We first introduce a design problem with its access control requirements mentioned
above in (Sect. 2.1) and domain problem specifications that serve as a running
example. Here, we have considered a subset of requirements of a system for IoT-
Intelligent Shipping Containers. This use case involves containers and tracking envi-
ronment factors such as humidity and temperature to ensure the delivery of contents to
their destination in good condition. The containers are equipped with number of sen-
sors e.g. location, temperature humidity, shock connected to embedded microproces-
sors. Containers also communicate with cloud services for reporting and analytics
purposes. Ships and containers maintain constant network connectivity with cloud
services while they are docked at the port. For monitoring the cargo status the ship
needs to access the sensors en route, even in a location where network connectivity is
not available. En route ship needs to update sensors continuously and in case where
cargo is at some risk, the ship may alter plans of delivering the cargo and for making
offline decisions when a network is not available, containers need to be able to cache
trust validation. The model of intelligent shipping container through UMLOA is show
in Fig. 3.
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According to requirements, the Ships act as a Client, Containers and their indi-
vidual sensors as Resource Servers. The Container Operator is the Resource Owner and
Ship Operator is the Requesting Party. These actors establish an end to end transport
layer security (TLS). The Exposed Resources are registered with the Authorization
Server on behalf of the container operator. Connectivity is available when the shipped
is docked, in order the validate access request, the container will be able to interact with
the authorization server. Even when the connectivity is not available containers are
expected to validate the request, we can achieve this by either establishing a long
enough expiration time of a token so that containers can provide service during the
entire trip. Sensor information for the containers can be accessed by the ship and when
connectivity is available, it might decide to refresh them.

The Gateway shows the most significant point of contact between the echo systems
of IoT and the OAuth 2.0. More precisely, it also takes charge when it comes to storing
the information about resources that are available thus providing system functionalities
such as data caching and security functionalities such as establishment of transport
layer security(TLS) with a client, access control and through resource discovery pro-
cedure tracking of available resources. Furthermore, these resources are also shown to
the remaining architecture using the authorization primitives of OAuth 2.0. To attain
what it was designed to do, three different data structures are used namely the Data
Tables, Routing Tables and Resource Directory. The constant interaction between the
resource servers and the IoT’s sink node (IoT network coordinator) make sure that the
above-mentioned data structures always have data. Identifiers of all the active nodes
(sensors) in the IoT network are placed in the routing table. These nodes are also stored
with the information of path that could be used for the communication between each of
them. The gateway starts a procedure for the discovery of the resources, whenever new
data is added to the routing table. The resource path obtained is then added to the
Resource Directory. Whenever any kind of new data is obtained from the IoT network,
the Data Table is updated by the gateway. In particular, every record in the table
represents a different identification of a data for a resource. Data Table also works as a
cache whose purpose can also be to answer all the external requests. This then leads to

Fig. 3. Model of intelligent shipping container through UMLOA
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the limited consumption of energy within an IoT network. This shows the clear
interaction between an IoT network and a gateway.

On the left side of Fig. 3, a client (ship operator) is shown that required the access
to the available network. To make this happen the network starts the authorization
process which is based on the workflow of the OAuth 2.0. This all starts off with a
request being sent to the authorization server. This server then requests for the
authorization from the container. The RO (Container Operator) then types in the
required credentials to authorize the access and grants an authorization code. This then
leads to the authorization server generating an access token and sending it to the client.
The authorization server provides the access token attribute. Natively our proposed
approach supports any token format such as JWT’s, PoP and bearer tokens. If bearer
tokens are used then at reception time there is need to process this token immediately
by gateway as there is no cryptography technique is used to protect the content of
token. With JWT’s, for validation the content of token it contains a sign field.
Asymmetric and symmetric cryptographic techniques can be used for this purpose. The
case considered here is Asymmetric cryptography. After the tokens are triggered and
sent, these tokens processed and validated by the gateway and come up with the answer
accordingly. Hence, the requested resource is delivered to the client securely.

5 Discussion

According to Chernyshev et al. [13], IoT systems are never predictable and simple due
to number of entities and the complexity of communication lines. It’s highly imprac-
tical to create a realistic environment for testing, therefore, simulation can be carried
out for early verification. OAuth uses asymmetric cryptography scheme which enables
fine-grained access control. In this regard, UMLOA provides high abstraction layer for
OAuth. Consequently, the complexity of OAuth protocol is significantly reduced
through UMLOA. Furthermore, it enables the automatic generation of target OAuth
implementations from the source UMLOA models. Hence, through this, we can
increase quality, remove the friction and make a better decision by rapidly prototyping.
Furthermore, we can be able to give practical feedback to users when designing the
system. This allows the designers to determine correctness and efficiency before the
system is actually constructed. UMLOA also improves the development time and
reduced cost. This work is still under progress to validate the well-formedness and
evaluate performance of the proposed UMLOA framework. We are working on
transformation engine to automatically generate different target models (e.g. iFogSim
etc.) from UMLOA source models for early verification.

6 Conclusions

This paper presents Unified Modeling Language profile for OAuth (UMLOA) to
enable access control in IoT (Internet of Things) context by using the features of OAuth
2.0 protocol. UMLOA is easily deployable and manages access control mechanisms in
a concrete internet of things scenarios and satisfies the special requirements of IoT
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devices in terms of confidentiality, integrity, availability, scalability and interoper-
ability. The proposed approach comprises fifteen stereotypes to represent access control
requirements in IoT applications through models. This provides the basis to transform
the UMLOA source models into different target models (e.g. iFogSim etc.) for early
verification of access control requirements. Consequently, UMLOA significantly
reduces the implementation complexity of access control mechanism in IoT. The
applicability of UMLOA is validated through intelligent shipping container case study.

This work is still under progress and we are working on the transformation engine
to automatically generate several target models (e.g. iFogSim etc.) from UMLOA
source models for early verification.
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Abstract. The analysis of large volumes and complex scientific informa-
tion such as patents requires new methods and a flexible, highly interac-
tive and easy-to-use platform in order to enable a variety of applications
ranging from information search, semantic analysis to specific text- and
data mining tasks for information professionals in industry and research.
In this paper, we present a scalable patent analytics framework built
on top of a big-data architecture and a scientific workflow system. The
framework allows to seamlessly integrate essential services for patent
analysis employing natural language processing as well as machine learn-
ing algorithms for deeply structuring and semantically annotating patent
texts for realizing complex scientific workflows. In two case studies we
will show how the framework can be utilized for querying, annotating
and analyzing large amounts of patent data.

Keywords: Patent analysis · Text- and data mining
Big data analytics · Visual workflow systems

1 Introduction

A patent is an exclusive right for an invention being either a product, a process
offering a new way of doing something or a new technical solution to a problem.
Patent documents are important intellectual resources that can help to protect
the interests of individuals, organizations and companies. A patent document
contains much more detailed information about a technology than any other type
of scientific or technical publication. It is also a unique source of information, as
it is estimated that on average about 70% of the information enclosed in patents
is never published anywhere else. Hence, patent analysis plays an increasingly
important role in defining business strategies and supporting decision-making
in companies. For example, organizations are interested in analyzing patents to
determine the novelty of patents, identify patent trends, predict technological
developments in a particular area, find infringements, technological vacuums
and hotspots, or important market competitors, etc. Various methods involving
machine learning and text mining have been proposed in order to extract value
from patent information [7]. The most recent change in the field of machine
c© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 210–223, 2018.
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learning has been the widespread use of neural networks e.g. Deep Learning
(DL) for resolving complex tasks. Word embeddings are a well known method
based on DL, where words are represented as a low dimensional real-valued
vector enabling convenient and real world usage of neural networks [9] for text
analysis and natural language processing (NLP).

In this paper, we describe a scalable patent mining and analysis framework
for the efficient, flexible and large-scale analysis of patent data by using enhanced
text and data mining methods. Our framework allows for the deeply structur-
ing, analyzing and semantic enrichment of single patents as well as a large col-
lection of patent documents via dedicated patent analysis services such as for
claim structure recognition, detailed description segmentation, key term extrac-
tion, and named entities detection, e.g. chemical and drug entities. Moreover,
our framework allows to develop efficient Spark-based services and data mining
pipelines for scalable patent analysis employing natural language processing and
machine learning methods such as topic modeling and extraction. Besides that,
our aim is to enable research and development of new methods for data analysis
focusing on scientific and technical information by supporting a variety of user
and customer use cases in research and industry via scientific workflows. Hence,
our framework combines and seamlessly integrates visual workflow development
capabilities with a big data processing architecture based on Apache Hadoop
and Apache Spark.

The remainder of the paper is organized as follows. Section 2 presents the
related work. In Sect. 3, we describe our framework concept and the essential
architectural parts of our system. Section 4 presents two case studies for big-
data analytics of large-scale patent data utilizing our framework. Finally, Sect. 5
provides concluding remarks and directions for future studies.

2 Related Work

Existing methods for patent analytics focused mainly on technology trends anal-
ysis [2], technology forecasting [4], or the detection of new opportunities for tech-
nologies [6], etc. The work in [7] provides an overview of previous research for
text mining, patent analysis based on visual interaction, and a taxonomy that
classifies these approaches. Additionally, various clustering algorithms such as
based on reinforcement learning [10], support vector clustering [11], and matrix
factorization [12] were applied to patent data.

The work described in [8] examined the effectiveness of deep learning for the
task of keyword extraction from patent texts based on the Skip-gram [9] model.
In [13], the authors proposed a big data framework for analyzing patents for
supporting strategic R&D decision-making processes. While the latter focuses
on the architecture of the big data framework in order to enable the utilization
of various patent analysis methods, our focus herein is on large-scale text and
data mining methods for patent analytics. In contrast to previous approaches
for patent analysis our aim was to

1. integrate workflow processing, scalable analysis and large-scale text-and data
mining tasks seamlessly,
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2. support single and multi-document analysis based on deeply structured patent
text documents,

3. enable semantic enrichment, analysis and a highly interactive UI in one
platform.

3 Framework Overview

In the following, we will describe the main parts of our large-scale patent ana-
lytics architecture. The framework allows to execute distributed and parallel
services for analyzing big data of patents employing a highly interactive visual
interface based on scientific workflows. Figure 1 shows the main parts comprising
the workflow processing and the user interface, the search and retrieval infras-
tructure, and the big data processing and analysis services utilizing Hadoop and
Spark jobs in a cluster.

Fig. 1. The platform system architecture.

3.1 Data Sources and Patent Repository

FIZ-Karlsruhe provides about 200 different databases with patents and added
value accessible through the STN Search Engine1. STN is an information ser-
vice for scientific and technical information focusing on patents and offering
online access to high-quality patent data on a neutral platform. It also contains
1 http://www.stn-international.de.
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full-text databases with patent specifications published by the most important
patent authorities and offices. In the above described system, scalable distributed
services based on Hadoop are employed in order to extract, transform and load
the patent data from a variety of data sources into our distributed data reposi-
tory. In an internal ETL process the patent data is gathered from the individual
sources and transformed to a standard target format. We use Apache Phoenix2

as a suitable NoSQL database for storing, querying and processing patent docu-
ments and additional meta-data for analytics purposes. The patent repository is
also used for creating the patent search index for the unstructured fulltext of the
patent documents as well as the structured part comprising important meta-data
fields such as bibliographic information, legal status, classification codes, etc.

3.2 Scalable Analytics Services with Map-Reduce and Spark

Large-scale patent analysis has much higher requirements than single document,
as it is needed to apply scalable and distributed analytics services for extracting
hidden knowledge from a large collection of patent documents. Depending on
the complexity and the duration of the patent analysis task we employ Hadoop
map-reduce jobs or Spark-based analytics services for calculating the required
models. In our scenario, we execute map-reduce jobs for performing basic tasks
such as ETL, indexing or semantic annotation, while complex tasks which make
use of advanced machine-learning and data mining algorithms benefit from the
in-memory processing and efficient data handling and analytics capabilities of
Spark3.

Basic Analytics Tasks. A crucial task before advanced analysis processes on
texts can be performed is to deeply structure and enrich the unstructured part
of the patent data. Therefore, we first semantically segment the unstructured
textual parts of a patent document. Afterwards, a sequence of semantic enrich-
ment methods are applied for adding added value such as keyterms, chemical
entities, etc. to the patent documents. The implemented services are described
more detailed in Sect. 4.1.

Enhanced Big Data Analytics. We designed and developed efficient large-
scale patent text and data mining (TDM) services by employing the Apache
Spark framework. Spark was developed as an alternative execution engine for
distributed processing and analysis, capable of performing faster computation
by using in-memory primitives. The developed Spark-based services have been
integrated into the framework and can be executed by clients in their end user
tasks and workflows. We used the Latent Dirichlet Allocation (LDA) machine
learning algorithm in our analytics services for extracting the list of most relevant
topics from the collection of patent texts, and k-Means for partitioning the patent

2 https://phoenix.apache.org.
3 https://spark.apache.org/.
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texts into clusters depending on their similarity. For clustering the metadata of
the patents such as patent assignees, citations, and the IPC patent classification
codes we employ k-Means. In addition, a word count service is used to get the
top terms and phrases from all or specific segment/s of a patent text that is
produced by our map-reduce-based service. The word count service can be also
executed on the meta-data in order to get the most active inventors, companies,
IPCs, or countries for the purpose of statistic analysis.

3.3 Workflow-Based User Interface

Scientific workflow systems allow to encode and document individual scientific
processes and approaches in an understandable and transparent manner. For our
patent analysis scenarios, workflows can be used to efficiently realize different
data analytics use cases comprising a search phase, one or more analysis steps
and additional post-processing and results interaction. In our system we used the
Konstanz Information Miner framework (KNIME)4 as a front-end tool in order
to create distinct patent analytics workflows. A workflow in KNIME consists of
several nodes belonging to various categories (readers, manipulators, learners,
predictors, writers, etc.) that are connected via ports. A connection can either
transfer data or generate models that describe extracted information from the
input data such as learned predictors or models. In particular, we allow for the
creation of workflows in KNIME for searching in a patent repository, executing
a specific big-data analytics service, and visualizing and interacting with the
results efficiently. The generated results can be explored and analyzed visually
by means of automatically created tables, charts and diagrams or reports that
describe the insights gathered from the examined result set of documents or an
entire document collection.

As introduced above, scalable services are employed in order to perform
fast an efficient pre-processing, basic (statistical) analysis or apply enhanced
machine-learning or text mining algorithms to collections of patent data. All
services that are developed in the Java language can be deployed as Jar files and
stored in HDFS. We created a designated KNIME node called Generic Service
Executor that uses the YARN REST API to submit, monitor, and kill any ser-
vice such as ETL, annotation, or analytics service. In order to run any service,
the end user only needs to select the name of the service and the related param-
eters as well as set the Hadoop configuration parameters. Depending on the
complexity and type, the services are either realized via the Map-reduce or the
Spark framework. Our developed Spark services are available on the Spark clus-
ter as separated Jar files. The KNIME platform has a Spark Executor extension
comprising a set of nodes used to create and execute previously defined Apache
Spark applications by using the spark-jobserver5, providing a RESTful interface
for submitting and managing Apache Spark jobs. In order to run our own Spark

4 https://www.knime.com/.
5 https://github.com/ooyala/spark-jobserver.
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services from a KNIME workflow, we utilized the Spark-java-Snippet6 nodes
to call the services, as they allow executing arbitrary Java code to manipulate
or create Spark RDDs (Resilient Distributed Dataset). All our services provide
results as JSON, which can be used efficiently for post-processing as well as
visualization purposes.

4 Large-Scale Patent Data Analysis

We adopted various patent processing and analysis services for gathering, analyz-
ing, discovering new technologies and trends in a collection of patent documents,
as well as visualizing the results in different forms. A patent document often con-
tains dozens of fields that can be grouped into two categories: First; structured
fields (meta-data), which are uniform in semantics and format such as patent
number, inventor/s, citation/s, filing date, issued date and assignee/s. Second;
textual fields, that consist of title, abstract, claims, and the detailed description
of the invention. The latter includes the technology area, background, summary,
embodiments, and the description of figures and drawings of the invention.

4.1 Semantic Enrichment

The first scalable patent service we have developed can be used to structure
the description part of patent text into semantic segments such as the technical
field, background, summary, description of figures, and the embodiments. We
developed a MapReduce-based annotation tool called PatSeg which is based on
a combination of text mining techniques: machine learning (SVM), a rule-based
algorithm, and heuristics which are utilized to identify the semantic segments
in the description text of a patent document. The performance of our methods
achieved up to 94% of accuracy [16]. Another scalable MapReduce-based service
called Claim Structure Recognition (CSR) is able to automatically identify the
complete claim hierarchy within patent claim texts [17]. The service is based on
the Information Processing Framework (UIMA)7 achieved up to 93% of accuracy
in an expert-based evaluation.

Besides annotation services for deeply structuring patent text, several enrich-
ments based on text mining methods and natural language processing have been
realized. Keywords extracted from a patent document are of great benefit for
search and content analysis. We developed a scalable keywords extraction service
for extracting the significant words and phrases from a patent text. The service
is based on a hybrid data pipeline taking into account both linguistic, statistical
properties, and applying additional heuristic rules, e.g. based on position, length
or layout [18] for identifying invention-relevant words and phrases.

Patents from the chemical or pharma domain are the main source of infor-
mation for chemical analysis and drug discovery [19]. Therefore, we developed a
6 https://www.knime.com/nodeguide/big-data/spark-executor/modularized-spark-
scripting.

7 https://uima.apache.org/.
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service to enrich chemical patents with chemical entities employing suitable tools
e.g. chemical tagger. Herewith it is possible to link external knowledge bases such
as ChEBI to our data and allow for querying enriched information structures for
answering complex scientific questions for the chemistry or bio-pharma domain
[20]. We used the Open-Source Chemistry Analysis Routines (OSCAR4)8 toolkit
for the recognition of chemical named entities in patent texts. We then mapped
each entity to external resources by utilizing the UniChem API9.

4.2 Multi-patent Documents Analysis

The World Intellectual Property Organization (WIPO) has developed guide-
lines for patent search and analysis in order to create Patent Landscape Reports
(PLRs) that supports informed decision-making. The guidelines are designed to
efficiently address the concerns associated with making high stakes decisions in
various areas of technology, increasing the related degree of confidence [21]. In
accordance with these guidelines, we extracted the accurate technical informa-
tion that represents the subject matter of an invention from important sections
of the patent text employing methods for tracking the trend of a specific area.
We identify relevant topics and uncover related research frontiers by focusing
and investigating in a specific technological area.

Pre-processing Patent Text. In addition to understanding the structural
complexity of patent texts by using PatSeg and CSR, we need to reduce the lex-
ical complexity of patent texts. Therefore, Natural Language Processing (NLP)
tasks are performed on the provided texts in order to automatically extract the
most significant features. We observed that most key phrases in patent texts are
noun phrases. Therefore, we built a large-scale, efficient, and distributed NLP
pipeline for extracting noun terms and phrases for each sentence in provided
texts. This allows us to reduce the overall amounts of relevant terms, and helps
us to identify core technological terms to assist in further analyses. The NLP
pipeline consists of a sequence of steps, where each stage performs a specific pro-
cessor task on the regarded part of text such as sentence detection, tokenization,
part-of-speech tagging, shallow syntactic parsing, stopwords removal, stemming,
and pruning.

Analysis of Technological Areas. Patent classification schemes such as the
IPC are assigned by experts to classify the patent documents according to their
technology area. Many studies have been conducted in order to obtain the fea-
tures or trends of technology development by using patent search and the IPC10

codes. However, these classifications have proved to be quite inconsistent in var-
ious aspects due to their complexity on the one hand and the lack of coverage for
all areas of technology on other hand, in particular, for the emerging technology
areas. We have observed that most of trending areas in the computer science

8 https://bitbucket.org/wwmm/oscar4.
9 https://www.ebi.ac.uk/unichem/.

10 http://www.wipo.int/classifications/ipc/en/.

https://bitbucket.org/wwmm/oscar4
https://www.ebi.ac.uk/unichem/
http://www.wipo.int/classifications/ipc/en/
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Table 1. Examples of ‘Technical Field’ texts.

Patent number Text of technical field

PCT2016015041 The present invention generally relates to blockchain technology.
Specifically, this invention relates to creating a blockchain called
a slidechain that allows for multiple valid branches or forks to
propagate simultaneously with a customized set of protocol rules
embedded in and applied to each fork chain that branches from
another chain

EP2013068285 The present invention belongs to the field of the photonic
Internet of Things technologies, and specifically, to a visible-light
communication-based encryption, decryption and
encryption/decryption method and system

domain such as Deep Learning, Big Data Cloud, Blockchain, and Internet of
Things (IoT) are missing in the descriptions of the patent classification scheme,
but they clearly appear in texts of the technical field segment as the examples
in Table 1 show.

As a consequence, we analyzed the patent texts in order to extract implicit or
unknown technology areas of patents from the technical field section of a patent,
which is a brief paragraph, typically one or two sentences long, describing the
accurate technological areas to which the invention relates to. The idea is to use
the technological information from the technical field instead of the entire text
in order to discover trending technical areas for specific topics in order to better
understand the inventions and their associated technological fields.

Figure 2 shows KNIME workflows that are composed from different cus-
tom nodes for searching, analyzing, and visualizing large-scale patent data. We
extracted 26388 patents that are related to the field of “Information Security”
from two big patent databases, Patent Cooperation Treaty (PCTFULL) and
European Patents (EPFULL) from our patent repository. 18381 of the extracted
patents had detailed description texts. Running the PatSeg tool to extract the
text of the technical field segment, we obtained 12476 patents having the techni-
cal field section. By using another workflow (see Fig. 2), we run our Spark-NLP
service for extracting the significant technological terms and phrases, calculating
their frequencies, and exporting the results automatically for further analyses.

As each technical term is treated as a topic and the relationships between
terms are simply based on co-occurrence statistics, they can indirectly repre-
sent the semantic information of the related terms. A co-occurrence map served
to describe the technology hotspots of the “Information Security” area at a
lower level. Based on the frequency of terms, we collected the top 200 terms
and visualized them via VOSviewer [22]. Figure 3 provides the main technology
hotspots in the area of information security such as digital signature, public key
cryptography, private key cryptography, access control, authentication systems,
cryptographic algorithms, and key management. It also shows more accurate
areas such as hash function, DRM systems (Digital Rights Management), and
security with smart card.
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Fig. 2. Workflows for spark-based patent analytics in KNIME.

Fig. 3. Co-occurrence Map for ‘Information Security’.
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Technological Concept Extraction. Patents tend to contain very specialized
terminologies and technology-specific paraphrasing. So we need to go deeper in
order to discover the basic knowledge constituting the subject matter of the
invention. Therefore, in this analysis we extracted the topics and technology
concepts. Latent Dirichlet Allocation (LDA) is an analytical method that can
be used to detect topics from texts and extract keywords corresponding to each
topic, since the relation between topics and keywords can be derived using the
probability of the keywords for each topic based on the Dirichlet probability
distribution.

LDA has been used as a method to assist the topic discovery and analysis
of the patent texts [23–25]. In order to discover the technology concepts in the
patent domain, we used LDA to extract the list of topics in a specific collection of
patent documents by employing a KNIME workflow (Fig. 2). For each topic, we
obtained a set of candidate concepts (noun terms and phrases) which represent
that topic, where these candidate concepts have top scores in the related topics.
The most active concepts are extracted as follows: each candidate concept gets
a score depending on its frequency and the average likelihood of occurrence in
the patent corpus. Then, the candidate concepts of all topics are ranked and the
top concepts with the highest score are returned. For our analysis, we selected
the “Information Security” topic and retrieved all patents related to that topic
retrieving 26261 documents published between 1978 and 2015. Figure 4 shows the
publication trend chart for “Information Security” applying a linear fit approach
to estimate the future trend.

Fig. 4. The publication trend of the ‘Information Security’.

In practice, we used our annotation services in order to extract the text of
most important segments from each patent such as title, abstract, technical field,
summary, and independent claims. Our Spark-NLP pipeline is used to process
the texts and extract only the important nouns and noun phrases. For the phrases
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that consist of more than two words in length, we calculate n-grams. We have
built a Spark machine learning pipeline to apply the Spark-LDA algorithm. The
sequence starts with tokenized noun phrases by linking all words of a noun phrase
via short lines and treating them as single words in order to be represented as a
token. Herewith, a collection of text documents is converted to vectors of token
counts.

Finally, the Spark-LDA estimator is fit on the vectors to produce the model.
The two hyper-parameters α, and β controlling the amount of smoothing are
applied to the topic distributions for each patent document and the word dis-
tributions for each topic, set as 0.4 and 0.02, respectively; and the number of
iterations of Gibbs sampling was set to 200. Then, we applied our methods of
concept extraction on the results of the LDA algorithm.

Knowledge of emerging concepts on the other hand is particularly important
to patent experts and companies who are interested in monitoring a particular
field or business. For example, a “touch devices” company wants to review the
new technologies, products, and materials that have been produced in the market
only in last five years, in order to make a decision for developing a new product.
Consequently, our method can be used to extract the emerging concepts for a
specific date span, and are described as follows: extract all concepts as we have
done it previously, define the time span (five years), each extracted concept will
be selected as a new concept if: it occurs in patents with an application date in
a selected time span, and does not appear in a patent with an application date
before this time span.

The above analysis answered the question “What is the information security
community interested in?”. And in order to answer the question: “How does
such technical concept changes over the time?”, we used regression to analyze the
trends. Particularly, based on the document frequency of the extracted concepts,
we draw the trends of the hot concepts. Figure 5 shows mainly two types of
trends: upward trend (Authentication Systems) with a positive slope where the
number of related patent is increasing significantly by year, and downward trend

Fig. 5. Trend forecasting of concept ‘Authentication Systems’.
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(Digital Signature) with a negative slope. Moreover, a prediction model was
developed by calculating the frequency of related concepts in all patents using
the data from year 2000 to 2014 for the target topic and applying a linear
regression model to estimate the future trends.

4.3 Performance Evaluation

This section illustrates the experiments designed to perform our services on
big data of patents. We conducted our experiments on a cluster based on the
Hortonworks Data Platform, which consists of two namenodes and 14 datanodes.
Each namenode is DELL PowerEdge R730 with 2× 8 Core Intel(R) Xeon(R)
CPU 2.40 GHz and 128 GB of RAM, and each datanode is DELL PowerEdge
R430 with 2× 8 Core Intel(R) Xeon(R) CPU 2.40 GHz and 192 GB of RAM and
about 45 TB space for HDFS with CentOS7 operating system.

Fig. 6. Execution performance of spark services.

Apache Hadoop MapReduce 2.7 and Apache Spark 1.6 are used to implement
the services. Figure 6 shows the performance and efficiency of Spark-based ser-
vices for analytics employing a NLP pipeline and LDA. Spark-NLP and Spark-
LDA services are run on a dataset for the “Information Security” topic area
(26388 patents). For each service, we set 100 GB of RAM for the Spark driver,
25 GB of RAM for each executor since each executor has only five cores. The
number of partitions is set to 100. We set additional parameters for Spark-LDA;
the number of topics as 30, number of iterations as 100, and the hyper-parameters
α, and β were set as 0.01 and 0.05 respectively.

We also used a serialized RDD and Spark’s KryoSerializer to decrease the
overall memory usage and GC overhead. Figure 6 shows the execution perfor-
mance of Spark-NLP and Spark-LDA services with varying number of cores and
26388 patent documents. By increasing the number of executors, the execution
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time of Spark-NLP decreased significantly, and the execution time of Spark-LDA
including the time of creating text vectors did not improve much with increas-
ing number of executors, because the implementation of LDA in Spark’s MLlib
library contains a large amount of shuffling, a process that requires data to be
transferred from every executor to the driver to be totaled and then redistributed
in the next iteration of LDA. Moreover, increasing the number of partitions will
drastically increase the number of network communications and disk I/O. This
becomes a bottleneck in LDA Spark jobs, as they rely heavily on memory for
speed, and transferring data over the network or to disk is much slower than
keeping it in memory. Therefore, tuning parameters of Spark job should con-
sider the characteristics of resources in the cluster, and size, serialization and
persisting the data, as well as the number of partitions and shuffling.

5 Conclusion

The work described in this paper presented a scalable patent mining and ana-
lytics framework built on top of a big-data architecture and a scientific work-
flow system for allowing the user to efficiently annotate, analyze and interact
with patent data on a large-scale via visual interaction. The architecture of the
framework was presented and different scalable services for the semantic enrich-
ment of a single patent, and analysis of large collections of patent documents
were described. In two case studies, we have shown how this framework can
be utilized to search, analyze and interact with patent information, and create
reasonable analytics workflows by interconnecting scalable services for patent
analysis in form of nodes in a visual workflow system. Our future directions of
research will continue to improve the semantic enrichment and analysis pipeline
of patent data by using intelligent algorithms such as word embeddings and Deep
Learning, ontological knowledge and linked open data as well as making use of
cloud services in order to improve the execution performance and scalability of
the patent mining services.
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Abstract. SVM technique is one of the best techniques to classify data,
but it has a slow performance in the big data arrays. This paper intro-
duces the method to improve the speed of SVM classification in senti-
ment analysis by reducing the training set. The method was tested on
the Stanford Twitter sentiment corpus dataset and Amazon customer
reviews dataset. The results show that the execution time of the intro-
duced method outperforms the standard SVM classification method.

Keywords: SVM · Big data arrays · Sentiment analysis

1 Introduction

Sentiment analysis became very popular since people started using Facebook,
Twitter, Instagram and other social networks. The main goal of research related
to sentiment analysis is to obtain authors’ feelings, expressed in positive or neg-
ative comments [11].

Authors in [6,9,10,23] compared classifiers Näıve Bayes, maximum entropy,
and support vector machines for sentiment analysis and concluded that SVM
proved to perform best. Chorowski in [2] compared four classifier models, i.e., the
Support Vector Machine (SVM), the LeastSquares SVM (LSSVM), the Extreme
Learning Machine (ELM), and the Margin Loss ELM (MLELM). The compar-
ison revealed that ELMs based classifiers outperform SVMs in terms of train-
ing speed. However, the accuracy results were slightly lower for ELMs than for
SVMs. Le and Nguyen in [12] proposed a sentiment analysis model based on
Näıve Bayes and Support Vector Machine in purpose to analyze sentiment more
effectively. Korovkinas et al. in [11] used the SVM and Näıve Bayes for cre-
ation of ensemble method and stated that these methods are still prominent
for future research and can be used to develop new hybrid techniques based
on their combination. Manek et al. in [17] proposed a Gini Index based feature
selection method with Support Vector Machine (SVM) classifier for sentiment

c© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 227–239, 2018.
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classification on a large movie review dataset. Their method provided better
classification performance in terms of reduced error rate and accuracy.

According to a number of authors, who worked on SVM hyperparameter opti-
mization, SVM proved its efficiency to solve difficult tasks in various domains.
Damaševičius in [4] used SVM for classification of DNA sequences and recog-
nition of the regulatory sequences. The results demonstrated that selection of
the kernel type and its parameters have direct impact on the performance of
the SVM and accuracy of the results. Sunkad in [26] proposed the best set of
features and the SVM hyperparameters for obtaining the best results in human
activity recognition. Osman et al. in [22] tuned hyperparameters of two machine
learning algorithms to improve bug prediction accuracy. They concluded that the
k-nearest neighbours algorithm always significantly improved and the prediction
accuracy of support vector machines either improved or was at least retained.
Liu and Zio in [16] used one synthetic dataset and two real time series data,
related to prediction of wind speed in a region and leakage from the reactor
coolant pump in a nuclear power plant and proposed the preferable choice for
tuning SVM hyperparameters for recursive multi-step-ahead prediction.

However, despite all advantages, typical for SVM algorithm, it is character-
ized by slow performance in the big data arrays. The higher number of features
is, the longer computation time it requires. There have been a number of efforts
to speed up SVM, and most of them focus on reduction of the training set.
Lee and Mangasarian in [13] proposed the Reduced Support Vector Machine
(RSVM) algorithm which uses a randomly selected subset of the data that is
typically 10% or less of the original dataset to obtain a nonlinear separating
surface. RSVM performs better than a conventional SVM, sequential minimal
optimization (SMO) and projected conjugate gradient chunking (PCGC). Lei
and Govindaraju in [14] introduced a reduction of the feature space using prin-
cipal component analysis (PCS) and Recursive Feature Elimination (RFE). PCA
and RFE can speed up the evaluation of SVM by an order of 10 while maintain-
ing comparable accuracy. Graf et al. in [8] proposed the Cascade SVM, where
the training set is first divided into a number of subsets and then these sub-
sets are optimized by multiple SVMs. The partial results were combined and
filtered again in the “Cascade” of SVMs, until the global optimum was reached.
Later, Meyer et al. in [19] introduced a new stepwise bagging approach that
exploits parallelization in a better way than the Cascade SVM and contains an
adaptive stopping-time to select the number of stages for improving accuracy.
Nandan et al. in [21] used a linear time algorithm based on convex hulls and
extreme points to select subset, the so-called representative set of the training
data for SVM optimization. Wang et al. in [28] reduced SVM training time using
only the most informative samples, obtained after removing most of the train-
ing data. Guo and Boukir in [7] proposed a new ensemble margin-based data
selection approach based on a simple and efficient heuristic to provide support
vector candidates: they selected the lowest margin instances that reduced SVM
training task complexity while maintaining the accuracy of the SVM classifica-
tion. Mao et al. in [18] trained number of kernel SVMs on the randomly selected
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small subsets of training data and concluded that it is more efficient than train-
ing a single kernel SVM on the whole training data especially for large datasets.
Mourad et al. in [20] proposed a computationally efficient subset selection algo-
rithm for fast SVM training on large scale data. Liu et al. in [15] proposed to
train an approximate SVM by using the anchors obtained from non-negative
matrix factorization (NMF) in a divide-and-conquer framework.

The results led to the conclusion that SVM is the best choice for our hybrid
sentiment recognition system which will be introduced in the future works. This
paper presents a part of the aforementioned system: a method to improve SVM
classification speed by reducing a training set and to test it on the datasets,
containing a large volume of data – big data arrays, in order to recognize positive
or negative sentiments and to compare the execution time and accuracy. The
rest of paper is organized as follows. Section 2 defines SVM which was used
in the experiment and our proposed method. Section 3 gives a description of
datasets, used in experiments; experiments; experimental settings; calculation of
effectiveness and results. Section 4 presents the conclusions and tasks for future
works.

2 Methodology

This section introduces our proposed method and presents support vector
machines algorithm used in it.

2.1 Support Vector Machines

Support vector machines were introduced in [1,3] and basically attempt to find
the best possible surface to separate positive and negative training samples in
supervised manner.

In this subsection we describe linear SVM (Fan et al. in [5]) which is optimized
for large-scale learning and is used in this paper.

Given training vectors xi ∈ Rn, i = 1, . . . , l in two class, and a vector y ∈
Rl such that yi = {1,−1}, a linear classifier generates a weight vector w as the
model. The decision function is

sgn(wT x)

L2-regularized L1-loss SVC solves the following primal problem:

min
w

1
2
wT w + C

l∑

i=1

(max(0, 1 − yiw
T xi))

whereas L2-regularized L2-loss SVC solves the following primal problem:

min
w

1
2
wT w + C

l∑

i=1

(max(0, 1 − yiw
T xi))2 (1)
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Their dual forms are:
min

α

1
2
αT Q̄α − eT α

subject to 0 ≤ αi ≤ U, i = 1, . . . , l

where e is the vector of all ones, Q̄ = Q + D, D is a diagonal matrix, and
Qij = yiyjx

T
i xj . For L1-loss SVC, U = C and Dii = 0,∀i. For L2-loss SVC,

U = ∞ and Dii = 1/(2C),∀i.
L1 regularization generates a sparse solution w. L1-regularized L2-loss SVC

solves the following primal problem:

min
w

‖w‖1 + C
l∑

i=1

(max(0, 1 − yiw
T xi))2 (2)

where ‖ · ‖1 denotes the 1-norm (Fan et al. in [5]).

2.2 Proposed Method

The proposed method is based on selection of the training data size subject to
the subset of split testing data. Thus, the testing data is split into equal subsets
and training data size is calculated on the basis of the size of the first subset.
It is assumed that the testing subset is 30%, therefore, the training data should
be 70%. “Results” is the final results set with the following classified sentiment:
“positive” or “negative”. The diagram and algorithm of the proposed method
are presented below (Fig. 1).

Subsetsize
Positive senti-
ments (Pos)

Negative senti-
ments (Neg) f(x)

Pos ∪ Neg

Training data

Testing data (td)

f(x)

td2 . . .td1 tdn

SVM

r2 . . .r1 rn

Results (r)

Fig. 1. Proposed method
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Algorithm
Input: Posdata – set of positive sentiments for training;
Negdata – set of negative sentiments for training;
td – set of testing data subsets;
Subsetsize – size of testing data subset is divided into;
Dtrain – set of training data;
Dtest – set of testing data;
Traincount – count of sentiments should be selected from Posdata and Negdata

sets. This value is calculated by formula:
Traincount = ((Subsetsize/2) ∗ (trainsize/testsize)))). Subsetsize is divided by
2, because we need to select equal parts from Posdata and Negdata sets;
POS train – set of randomly selected sentiments from Posdata set;
NEGtrain – set of randomly selected sentiments from Negdata set;
RSVM = {SVMsent} – set of SVM results, SVMsent – sentiment;

RSVM = {}
Dtrain = {}
POS train = (random.sample(Posdata, T raincount))
NEGtrain = (random.sample(Negdata, T raincount))
Dtrain = POStrain ∪ NEGtrain

train SVM with Dtrain

n = 0;
for i = 1 : trunc(len(Dtest)/Subsetsize)

tdi = Dtest[(n + 1) : (Subsetsize ∗ i), ]
pass tdi to SVM input (output SVMsenti)
RSVM = RSVM ∪ {SVMsenti}
n = (Subsetsize ∗ i)

if (len(Dtest) % Subsetsize) > 0
tdi+1 = Dtest[(n + 1) : (len(Dtest), ]
pass tdi+1 to SVM input (output SVMsenti+1)
RSVM = RSVM ∪ {SVMsenti+1}

Output: set of classification results Results = {sentiment}

3 Experiments and Results

3.1 Dataset

In this paper are used two existing datasets: the Stanford Twitter sentiment
corpus dataset1 and Amazon customer reviews dataset2. The Stanford Twit-
ter sentiment corpus dataset is introduced by Go et al. in [6] and contains 1.6
million tweets automatically labeled as positive or negative based on emotions.
The dataset is splitted in training dataset (560K positive and 560K negative
1 http://help.sentiment140.com/.
2 https://www.kaggle.com/bittlingmayer/amazonreviews/.

http://help.sentiment140.com/
https://www.kaggle.com/bittlingmayer/amazonreviews/
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tweets, in total 1.12M tweets) and testing dataset (480K tweets). Amazon cus-
tomer reviews dataset contains 4 million reviews and star ratings. The dataset is
splitted into training dataset (1.4M positive and 1.4M negative reviews, in total
2.8M reviews) and testing dataset (1.2M reviews).

Training and testing data has been preprocessed and has been cleaned before
it was passed as the input of SVM algorithm. It included removing redundant
tokens such as hashtag symbols @, numbers, http for links, punctuation symbols,
etc. After cleaning was performed all datasets were checked and empty strings
were removed.

3.2 Experiments

Ten experiments are performed in this paper: five experiments with the Stan-
ford Twitter sentiment corpus dataset (sentiment140) and five experiments with
Amazon customer reviews dataset (Amazon reviews).

Original linear SVM technique is used in the first and the second experiments,
using typical split into 70% for training and 30% for testing, and applying it to
the Stanford Twitter sentiment corpus dataset and to Amazon customer reviews
dataset. The main goal of the aforementioned experiments is to compare the
efficiency of an ordinary SVM technique and our proposed method, which is
applied in the further experiments of this paper.

In the third and seventh experiments, the testing data is used from the first
(480K tweets) and second experiments (1.2M reviews). Furthemore, it is divided
into subsets, which contain 30K rows of a dataset. The last subset contains
the remainder after division, if the testing dataset cannot be divided into equal
subsets without the remainder. Similar splitting into subsets is used in other
experiments, using different size of subsets: 60K rows of a dataset are used in
the fourth and eight experiments; in the fifth and ninth experiments – 120K rows
of a dataset; in the sixth and tenth experiments – 180K rows of a dataset.

It is important to note that all experiments are performed 20 times to get
more accurate results; the MIN, the MAX and the average are taken as the final
results. Training data is calculated subject to the subset of testing data as it
is described in the proposed method (see Subsect. 2.2) and new training set is
randomly selected for each experiment and for each execution time.

Detailed experimental settings are presented in Tables 1 and 2 (see
Subsect. 3.3).

3.3 Experimental Settings

Data cleaning and preparing are performed with R [27]. The experiments are
implemented with Python programming language and scikit-learn [24]: library
for machine learning. Tables below show initial settings for SVM input.

We used LinearSVC module for SVM classification with this default parame-
ters (all parameters are selected as they are in LinearSVC module). It is similar to
SVC (implementation of conventional SVM) with parameter kernel = “linear”,
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Table 1. Ordinary SVM technique, using typical dataset split

Exp. No. Dataset Training data 70% Testing data 30%

1 sentiment140 1.12M 480K

2 Amazon reviews 2.8M 1.2M

Table 2. Experimental settings for proposed method

Exp. No. Dataset Testing
data size
(TDs)

Subset size
(SubS)

Subsets
quantity (SQ)
trunc (TDs/Ss)

Remainder
TDs-
(SubS*SQ)

Calculated
training data
dependently
on SubS

3 sentiment140 480K 30K 16 0 70K

4 480K 60K 8 0 140K

5 480K 120K 4 0 280K

6 480K 180K 2 120K 420K

7 Amazon
reviews

1.2M 30K 40 0 70K

8 1.2M 60K 20 0 140K

9 1.2M 120K 10 0 280K

10 1.2M 180K 6 120K 420K

but implemented in terms of LibLinear (A Library for Large Linear Classifica-
tion3) rather than LibSVM (A Library for Support Vector Machines4), so it has
more flexibility in the choice of penalties and loss functions and should scale
better to large numbers of samples [24]. The main goal of this research is to
compare training speed between our method and ordinary SVM on equal terms,
consequently we don’t need to change values of SVM parameters, cause it is
enough to compare accuracy of methods obtained with default parameters.

Support Vector Machines parameters:

– kernel: linear.
– C (Penalty parameter of the error term. It is the only parameter for linear

classification.). Type: float, optional (default = 1.0) [24].

For experiments is used computer with processor Intel(R) Core(TM) i7-
4712MQ CPU @ 2.30 GHz and 8.00 GB installed memory (RAM).

3 https://www.csie.ntu.edu.tw/∼cjlin/liblinear/.
4 https://www.csie.ntu.edu.tw/∼cjlin/libsvm/.

https://www.csie.ntu.edu.tw/~cjlin/liblinear/
https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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3.4 Effectiveness

SVM classification time is measured with seconds (sec). Effectiveness is measured
using statistical measures: accuracy, precision, recall and F1score. Formulas are
presented below (Sammut and Webb in [25]):

Accuracy: ACC =
TP + TN

TP + TN + FP + FN

Precision. Positive predictive value: PPV =
TP

TP + FP

Precision. Negative predictive value: NPV =
TN

TN + FN

Recall. True positive rate: TPR =
TP

TP + FN

Recall. True negative rate: TNR =
TN

TN + FP

Harmonic mean of PPV and TPR: F1score =
2

1
PPV + 1

TPR

where TP – count of correctly classified “positive” sentiments, TN – count
of correctly classified “negative” sentiments. FP – count of incorrectly classified
“positive” sentiments. FN – count of incorrectly classified “negative” sentiments.

Calculation is performed with scikit-learn metric module [24].

3.5 Results

The results of an ordinary SVM technique (see Table 3) revealed that in case of
sentiment140 dataset the execution time average for is 407,26 s, meanwhile the
accuracy (ACC) average is 79,10%. While referring to Amazon customer reviews
dataset, the execution time average is 1031,64 s and the accuracy (ACC) average
is 89,44%.

Table 3. Results of ordinary SVM technique, using typical dataset split

Dataset Function Time (sec) ACC PPV NPV TPR TNR F1score

sentiment140 MIN 372,79 79,09% 78,81% 79,31% 79,46% 78,59% 79,17%

MAX 464,71 79,11% 78,89% 79,38% 79,59% 78,72% 79,21%

AVG 407,26 79,10% 78,84% 79,36% 79,56% 78,64% 79,20%

Amazon reviews MIN 1004,93 89,30% 91,49% 86,74% 85,81% 91,89% 88,91%

MAX 1053,14 89,62% 92,31% 87,85% 87,28% 92,85% 89,37%

AVG 1031,64 89,44% 91,97% 87,21% 86,44% 92,45% 89,11%

Table 4 shows the results of the proposed method for the sentiment140
dataset. Average execution time of our method ranges from 7,47 s to 51,44 s
Therefore, it outperforms an ordinary SVM technique with the average of
407,26 s; however, the accuracy (ACC) average of our method ranges from
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Table 4. Results of the proposed method applied on the Stanford Twitter sentiment
corpus dataset

Subset Function Time (sec) ACC PPV NPV TPR TNR F1score

30K MIN 7,39 76,72% 76,44% 76,92% 76,96% 76,17% 76,85%

MAX 7,67 77,03% 76,89% 77,39% 77,75% 76,86% 77,16%

AVG 7,47 76,87% 76,66% 77,10% 77,30% 76,45% 76,98%

60K MIN 10,06 77,52% 77,21% 77,70% 77,86% 76,89% 77,59%

MAX 10,86 77,69% 77,54% 78,00% 78,30% 77,42% 77,79%

AVG 10,19 77,61% 77,36% 77,86% 78,08% 77,14% 77,72%

120K MIN 21,27 78,08% 77,77% 78,37% 78,49% 77,51% 78,20%

MAX 25,78 78,35% 78,13% 78,65% 78,91% 77,96% 78,46%

AVG 23,28 78,23% 77,97% 78,50% 78,70% 77,76% 78,34%

180K MIN 47,73 78,47% 78,22% 78,69% 78,86% 77,96% 78,56%

MAX 55,28 78,62% 78,37% 78,95% 79,20% 78,21% 78,74%

AVG 51,44 78,55% 78,29% 78,82% 79,02% 78,08% 78,65%

76,87% to 78,55% and is slightly lower than the ordinary SVM technique (ACC
79,10%). Moreover, the results clearly demonstrate that the performance in
terms of PPV, NPV, TPR, TNR, F 1score is very similar in all experiments.

Table 5 presents the results for Amazon customer reviews dataset. From here,
it is evident that the proposed method again shows very good execution time: the
average from 67,17 s to 105,08 s while it took 1031,64 s for ordinary SVM. The
accuracy (ACC) average from 87,63% to 89,09% was slightly smaller than in case

Table 5. Results of the proposed method applied on Amazon customer reviews dataset

Subset Function Time (sec) ACC PPV NPV TPR TNR F1score

30K MIN 65,41 87,55% 87,55% 87,33% 87,24% 87,54% 87,55%

MAX 70,02 87,70% 87,91% 87,71% 87,73% 88,01% 87,68%

AVG 67,17 87,63% 87,70% 87,57% 87,55% 87,72% 87,62%

60K MIN 71,67 88,21% 88,19% 88,16% 88,14% 88,17% 88,20%

MAX 75,24 88,34% 88,39% 88,37% 88,39% 88,42% 88,33%

AVG 73,73 88,27% 88,28% 88,25% 88,25% 88,29% 88,27%

120K MIN 85,31 88,79% 88,78% 88,73% 88,71% 88,77% 88,79%

MAX 97,50 88,86% 88,93% 88,86% 88,87% 88,96% 88,85%

AVG 88,54 88,82% 88,85% 88,79% 88,79% 88,85% 88,81%

180K MIN 102,96 89,06% 89,00% 88,99% 88,98% 88,99% 89,06%

MAX 109,63 89,12% 89,17% 89,12% 89,14% 89,19% 89,12%

AVG 105,08 89,09% 89,11% 89,07% 89,06% 89,11% 89,08%
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of an ordinary SVM method with the average of 89,44%. The performance in
terms of PPV, NPV, TPR, TNR, F 1score is almost identical in all experiments.

Figures 2 and 3 graphically depict the results of the accuracy and F1score. In
Figs. 4 and 5 – the results of PPV, NPV, TPR, TNR. When Amazon customer
reviews dataset was used, our method performed better with higher NPV and
TPR (see Fig. 5).
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Figure 6 compares the execution time between an ordinary SVM technique
and our method, when the Stanford Twitter sentiment corpus and Amazon cus-
tomer reviews datasets are used. It is important to conclude that the proposed
technique outperformed an ordinary SVM technique in all cases.

The achieved results are not objective in comparison with other works as
different hardware and methods (if implementations are not presented), datasets,
parameters, tasks, etc. are used.
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4 Conclusions and Future Work

Training data size has significant impact on SVM classification speed. Properly
selected features can improve executing time with no losing or similar accuracy,
like shown in papers [7,14,21] etc. This paper proposes the method to improve
SVM classification speed by reducing the training set. The experimental results
show that our method is characterized by significantly higher speed than an ordi-
nary SVM. Although typical use of SVM is still superior in terms of accuracy or
other tested metrics, the difference is not significant. However, the proposed tech-
nique outperformed ordinary SVM when applied to Amazon customer reviews
dataset with higher NPV and TPR. Execution time for the Stanford Twitter
sentiment corpus dataset was 7.9–54x faster, and for Amazon customer reviews
dataset – 9.8–15.35x faster than an ordinary SVM.

The presented method is a part of our hybrid sentiment recognition system
which will be introduced in our future works. There are several directions to
work on the proposed method. First we will focus on increasing the classification
accuracy by selecting significant training data and by tuning parameters. Second,
it will be integrated in the hybrid sentiment recognition system. Finally, the
third direction for future work would be to experiment with a real-world data.
We are also looking forward to thoroughly investigate other novel techniques for
large-scale sentiment analysis.
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Abstract. Sequences play a major role in the extraction of information
from data. As an example, in business intelligence, they can be used to
track the evolution of customer behaviors over time or to model rele-
vant relationships. In this paper, we focus our attention on the domain
of contact centers, where sequential data typically take the form of oral
or written interactions, and word sequences often play a major role in
text classification, and we investigate the connections between sequential
data and text mining techniques. The main contribution of the paper is
a new machine learning algorithm, called J48S, that associates semantic
knowledge with telephone conversations. The proposed solution is based
on the well-known C4.5 decision tree learner, and it is natively able to
mix static, that is, numeric or categorical, data and sequential ones,
such as texts, for classification purposes. The algorithm, evaluated in a
real business setting, is shown to provide competitive classification per-
formances compared with classical approaches, while generating highly
interpretable models and effectively reducing the data preparation effort.

1 Introduction

Nowadays, most companies strive to extract relevant knowledge regarding their
business. However, although such data may indeed be an important source of
strategic information, they are sometimes stored in an unstructured form, as,
for instance, in the case of text or audio flows. Specifically, the ability to analyze
conversational data plays a major role in contact centers, where the core part of
the business still focuses on the management of oral interactions [1]. Among the
several benefits that speech analytics can deliver in such a domain, we mention
their possible use in tracking down problematic calls [2,3], and, more generally,
in the development of an end-to-end solution to conversation analysis [4].

Since call conversation transcripts may be regarded as (a kind of) sequential
data, and word sequences typically play a major role in text classification tasks,
in this paper we propose a novel decision tree induction algorithm based on the
c© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 240–256, 2018.
https://doi.org/10.1007/978-3-319-99972-2_19
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well-known inducer C4.5 [5] and the algorithm VGEN for the extraction of fre-
quent patterns [6]. The proposed algorithm is able to mix the use of categorical,
numeric, and sequential attributes during the same execution cycle, leading to
several benefits, most importantly: (i) a simplification of the data preparation
phase, especially in the preprocessing of textual attributes, and (ii) a very high
interpretability of the generated models.

The proposed solution has been tested on recorded agent-side call conver-
sations produced by a wide-range survey campaign run on Italian subjects by
Gap S.r.l.u., an Italian business process outsourcer specialized in contact cen-
ter services. The considered task consists in detecting relevant contents in call
conversation transcripts, by determining the presence or absence of a predefined
set of semantic tags. The ability of tagging telephone conversations constitutes
a fundamental step towards the overall company’s goal of introducing a reliable
speech analytics solution with a real operational impact on company processes,
such as the assessment of the training level of human employees or the assign-
ment of a quality score to the calls. The results achieved by the decision trees are
shown to be competitive with respect to the ones obtained from more traditional
approaches, relying on ngrams, but with the added benefit of providing a much
more interpretable model. Moreover, the developed algorithm is not limited to
text classification tasks, but it configures itself as a more general solution, that
can be applied to any kind of classification problem containing sequential data
as well as static attributes.

The main focus of the work is proposing J48S, along with its implementation
details. The paper is organized as follows: Sect. 2 presents the call center domain
and introduces the analysis task on which the novel decision tree is tested, i.e.,
the tagging of telephone conversation transcripts. Section 3 describes the main
algorithms on which J48S is based. Section 4 thoroughly describes the technical
aspects of J48S. Finally, Sect. 5 presents the application of the algorithm to a
real test case, before concluding.

2 Domain and Problem Description

Telephone call centers, as an integral part of many businesses, are an increasingly
important part of today’s business world, acting as a primary customer-facing
channel for firms in many different industries, and employing millions of oper-
ators (also called agents) across the globe [7]. Call centers can be categorized
according to different parameters. They can be classified with respect to the func-
tions they provide, e.g., customer services, telemarketing, emergency response,
help-desk, and order taking. More importantly, they can be partitioned into
inbound (answering to incoming calls) and outbound (making calls, - e.g., to ask
a set of predefined questions in a telephone survey). Regardless the type, as it
operates, a large call center generates vast amounts of data, both structured
(as in the case of the tracking of called numbers, call durations, participating
agents, etc.) and unstructured (consider, for instance, textual notes written by
the agents, call recordings, etc.).
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In this paper, we focus on the analysis of agent-side calls originated in the
context of an outbound survey service, carried out by Gap. Agents performing
outbound calls typically ought to complete a predefined script in order for a call
to be considered successful, and such a rigid structure makes it easier to analyze
a conversation and to determine if the agent has followed all the required steps or
not. In order to do so, machine learning may be employed to learn models capable
of determining the presence or absence of certain tags in call transcripts. Such
tags have a precise meaning in the domain, and track the presence of specific
contents in the conversations. Although such an analysis may seem trivial, it has
very deep practical implications for the company. As a matter of fact, typically,
the work of an agent is manually checked by supervising staff by simply listening
to a random number of calls made by him/her; clearly, such an operation is time-
consuming and it requires a lot of enterprise resources. An automatic analysis
module may greatly simplify it by identifying “problematic” calls that require
further attention, thus reducing the time needed for verification, and increasing
the overall efficacy of the process. Based on the analysis tasks, the supervising
staff may then identify agents who are in need of further training, and also the
specific deficiencies that have to be solved. Overall, the entire process constitutes
a building block of a larger analytics framework in use by the company.

3 Background

Our algorithm is inspired by [8], where the authors propose an ad-hoc decision
tree induction algorithm for classifying purely sequential data. However, we rely
on a well-know and performing decision tree inducing algorithm, such as J48,
which is Weka’s implementation [9] of the algorithm known as C4.5 [5], and we
develop a technique to extend it in order to support and exploit sequential data.
As we shall see, our solution makes a combined use of categorical, numeric, and
sequential attributes during the same execution cycle.

3.1 Decision Trees

As it is commonly recognized, to-date decision trees are of primary importance
among classification models [9]. They owe their popularity mainly to the facts
that they can be trained and applied efficiently even on big datasets, and they
are easily interpretable, meaning that they are not only useful for prediction per
se, but also for helping domain experts to discover new insights into the data.
The latter point is of extreme importance in domains in which understanding the
classification process is as important as the accuracy of the classification itself,
such in the case of production business systems. Consider a dataset of training
instances, each characterized by the values it takes on a set of features, and
labeled by a class value. A typical decision tree is then constructed in a recur-
sive manner, following the traditional Top Down Induction of Decision Trees
(TDIDT) approach: starting from the root, at each node the attribute that best
partitions the training data, according to a predefined score, is chosen as a test to
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guide the partitioning of instances into child nodes. The process continues until
a sufficiently high degree of purity (with respect to the target class), or a min-
imum cardinality constraint (with respect to the number of instances reaching
the node), is achieved in the generated partitions.

In this paper, we make use of the well-known and widely-adopted J48/C4.5
decision tree learning algorithm, which adopts the information gain (an entropy-
based criterion) as the scoring strategy to guide the splitting process [5]. Given
a set of observable values V = (v1, v2, . . . , vn), with associated probabilities
P = (p1, p2, . . . , pn), the information conveyed by P, or the entropy of P, is
defined as

E(P ) = −
n∑

i=1

pi ∗ log2(pi). (1)

If a dataset T of instances is partitioned into disjoint exhaustive subsets C1, . . . ,
Ck on the basis of the class value, then the information needed to identify the
class of an element of T is

Info(T ) = E(P ), where P = (|C1|/|T |, |C2|/|T |, . . . , |Ck|/|T |).
Intuitively, the purer T is with respect to the class values, the lower the entropy,
and the easier to identify the class of an instance. Given T and a categorical
attribute X of the dataset (non class), we may partition the instances into subsets
T1, T2, . . . , Tj on the basis of the value they take on X. Then, the information
needed to identify the class of an element of T becomes the weighted average
of the information needed to identify the class of an element of Ti for each
i = 1, . . . , j, that is,

Info(X,T ) =
j∑

i=1

(|Ti|/|T |) ∗ Info(Ti). (2)

We may now define information gain as the difference between the information
needed to identify an element of T and the information needed to identify such
an element after the value it takes on X has been obtained:

Gain(X,T ) = Info(T ) − Info(X,T ). (3)

Thus, the information gain represents precisely the gain in information due to
attribute X. Starting from the root, at each node of the tree C4.5 chooses to
branch on the attribute of the data which it considers best, namely the one with
the highest information gain ratio, defined as

GainRatio(X,T ) =
Gain(X,T )

SplitInfo(X,T )
, (4)

where

SplitInfo(X,T ) = E(|T1|/|T |, . . . , |Tj |/|T |). (5)
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is the split information metric, that takes into account the number and size of
branches that would be generated if the split on attribute X is chosen. Intro-
ducing SplitInfo corrects the bias that the information gain has towards highly
branching attributes (as an example, consider a dataset of people containing the
attribute social security number, having unique values; a split on that attribute
would produce single-instance subsets, leading to the highest possible informa-
tion gain).

C4.5 also supports numeric attributes. In order to branch on a numeric
attribute, the algorithm identifies a threshold and then splits the instances into
those whose attribute value is above the threshold and those that are less than
or equal to it [10]. This means that numeric splits are always binary, contrary to
the categorical ones, which generate a number of children equal to the number
of distinct values. Let us now consider the selection of a threshold for a numeric
attribute A, belonging to a dataset D. If there are N distinct values of A in D,
then there are (N −1) thresholds that could be used differently for a binary test
on A during the tree construction phase, since any threshold between two values
will have the same effect in dividing the instances. Each threshold gives unique
subsets D1 and D2, so in this case the value of the gain ratio is not only a func-
tion of the attribute, but also of the threshold. Thus, a straightforward extension
to the categorical approach is to evaluate the ratio for each of the (N − 1) split
points, choosing the one that leads to the highest value. The gain ratio value
for that particular split point is considered to be the gain ratio value for the
attribute. To overcome the overfitting problems of this approach, an MDL-based
adjustment to the information gain for splits on numeric attributes was included
in [10]: if there are K candidate splits on a certain numeric attribute at the node
currently considered for splitting, log2(K)/M is subtracted from the information
gain, where M is the number of instances at the node.

3.2 Sequential Pattern Mining

Sequential pattern mining is a popular data mining task aimed at discovering
“interesting” patterns in sequences [11,12], that is, patterns that can prove to
be useful for supervised or unsupervised learning tasks. In particular, we are
interested in finding frequent patterns, which are concatenations of symbols that
frequently appear in a set of sequences, with a frequency that is no less than a
user-specified minimum support threshold [13]. Several sequential pattern mining
algorithms have been proposed over the years, such as PrefixSpan [14], SPADE
[15], and SPAM [16]. However, a drawback of such algorithms is that they typ-
ically generate a large amount of patterns, which may be redundant. This is
problematic for two reasons: (i) it makes it difficult for a user to gain any insight
based on the generated output, and also to exploit the patterns for further data
mining tasks, and (ii) too large sets of patterns may imply too much resources
consumed and too high computation time. In order to reduce the computational
burden of the mining tasks, and also to present a reduced set of patterns to
the user, some concise representations of frequent sequential patterns have been
designed. A frequent closed sequential pattern is a frequent sequential pattern
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such that it is not included in any other sequential pattern having exactly the
same frequency, that is, it is “maximal”. Algorithms that have been developed
to extract such patterns include CloSpan [17], BIDE [18], ClaSP [19], and CM-
ClaSP [20]. Another possible solution is given by sequential generator patterns.
Opposite to the concept of closed patterns, generators are “minimal”, meaning
that a pattern is considered to be a generator if it does not exist any pattern
which is contained in it and has the same frequency. According to the MDL
principle [21], generators are preferable over closed patterns for model selection
and classification, since they may be less prone to overfitting effects [22]. There
also exists a very recent solution capable of extracting patterns according to
different concise representations during the same execution cycle [23].

In this work, we use the algorithm VGEN [6], which, at the best of our
knowledge, represents the state-of-the-art in the extraction of general sequential
generator patterns. VGEN operates in a top-down fashion. A pattern is consid-
ered as a sequence of itemsets, which are in turn unordered sets of distinct items.
An item is an element that may appear in a sequence belonging the considered
dataset. Intuitively, items that belong to the same itemset are considered to occur
at the same time. The algorithm starts by listing all single-itemset, single-item
frequent patterns, and then it grows them by means of the so-called s-extension
operations (in which a new itemset is enqueued to the pattern) and i-extension
operations (in which a new item is added to the last itemset), ensuring also that
only generator patterns are produced. Of course, as a pattern grows, its support
(number of instances in the dataset that contain the pattern) decreases, and the
growing phase continues until a minimum support threshold is reached, which
may be specified by the user. The algorithm is also capable of extracting non
strictly contiguous patterns, by specifying a maximum gap tolerance between
the itemsets.

4 J48S Algorithm Description

In this section we present a novel decision tree learning algorithm based on J48
(Weka’s implementation of C4.5, release 8 [9]), and the VGEN pattern extraction
algorithm. All the modifications that have been made in order to integrate the
two algorithms together are thoroughly described.

4.1 VGEN

As we have recalled, VGEN produces frequent generator patterns in a top-down
fashion, until a user-defined minimum support threshold is reached. Since we are
not interested in obtaining frequent patterns, but rather discriminative patterns
that may help in the classification process, we integrated the information gain
criterion into the algorithm. For the sake of simplicity, let us consider the two-
class classification problem; the concepts can be easily extended to multi-class
classification by means of an one-vs-all approach.
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Fig. 1. Pattern information gain and its theoretical upper bound with respect to the
support on a randomly generated dataset (Color figure online)

First, note that the information gain of a pattern may be calculated by
partitioning the instances in the dataset into those that satisfy it, and those
which do not. As observed in [24], the information gain can be considered as a
function of the support of the pattern: patterns having a very high or very low
support are typically not very informative, the former being simply too common,
and the latter having a too limited coverage in the dataset. On the basis of these
assumptions, in [24], a strategy to derive an upper bound to the information gain
based on the support of the pattern is presented. The behavior of such an upper
bound is illustrated as the solid curve in Fig. 1, which considers data taken from
a randomly generated binary class dataset: as expected, from left to right, the
upper bound increases as long as the support increases, until it peaks, and then
starts decreasing as the relative support reaches 1. The graph also shows the
information gain and support of each pattern extracted by VGEN on the same
dataset (red dots). Thus, given the upper bound calculation strategy, we are able
of giving a stopping criterion for the patter growing process. During the pattern
generation process we store in a dedicated variable the best information gain
found so far. Then, given a pattern, we decide if it is worth growing as follows:
if the support of the pattern corresponds to a point in the curve where the
derivative is positive or zero, then growing it may only decrease its upper bound
or leave it unchanged. Thus, if the best information gain found so far is already
greater or equal to the information gain upper bound of the pattern, we may
stop its growing process. This strategy constitutes a second stopping condition,
which is employed together with the minimum support threshold method.

VGEN has also been modified with respect to its output. As we shall see,
VGEN is called at each node during the tree construction phase to obtain a
candidate pattern to guide the split operation. So, we are not interested in
obtaining a set of patterns (as returned by the standard VGEN algorithm),
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but rather in the single most useful pattern at that stage. Note, however, that
sometimes we cannot just take the most informative one, as it might be too
complex and thus overfit training data. Hence, we proceed as follows. We store
the best pattern (in terms of information gain) for each encountered pattern
size. Then, at the end of the algorithm, the following formula (again, inspired
by the MDL principle [21]), is evaluated for each pattern:

W ∗ (1 − patternrIG) + (1 − W ) ∗ patternrlen (6)

where W ∈ [0, 1] is a weight that can be customized by the user, patternrIG ∈
[0, 1] is the relative information gain of the pattern with respect to the highest
information gain observed, and patternrlen ∈ [0, 1] is the relative length of the
pattern, with respect to the longest pattern that has been discovered (in number
of items). We then select the pattern the minimizes the value of such formula,
thus, intuitively, the larger the user sets the weight, the longer and more accurate
(on the training set) the extracted pattern will be. On the contrary, selecting a
low weight should lead to a shorter, and more general pattern being selected. In
essence, setting W allows us to control the level of abstraction of the extracted
patterns.

4.2 J48

The decision tree J48 is capable of handling both categorical and numeric
attributes. Our extension J48S adds the possibility of managing also sequences,
which are represented as properly formatted strings. Our design is inspired by [8],
in which the authors propose a decision tree construction strategy for sequen-
tial data. Our work improves [8] mainly over three aspects: (i) we rely on a
well-established algorithm such as J48, instead of designing a new one; (ii) our
approach is capable of mixing the usage of sequential and classical (i.e., cate-
gorical or numeric) data on the same execution cycle; (iii) our implementation
allows the tuning of the abstraction level of the extracted patterns.

Our first modification concerns the splitting criterion. Instead of relying on
the gain ratio, we use the so-called normalized gain [25], which is defined as:

NormIG(X,T ) =
Gain(X,T )

log2n
, n ≥ 2 (7)

where n is the split arity. Note that this allows for a seamless integration between
the decision tree learner and the modified VGEN algorithm, since the normalized
gain is exactly equal to the information gain for binary splits, as in the case of
a pattern-based split (recall that the criterion is the presence or absence of the
pattern in the instance). At each node of the tree, the learner determines the
most informative attribute among the categorical and numerical ones. Then, it
calls VGEN along with two fundamental parameters: (i) the user-defined weight
for controlling the abstraction level of the extracted pattern, W ; and (ii) the
normalized gain of the best attribute found so far, so that it can be used to
prune the pattern search space as discussed in Sect. 4.1. Once VGEN exits, if



248 A. Brunello et al.

Table 1. Custom parameters in J48S

Parameter name Default Description

maxGap 2 max gap allowance between itemsets (1 = contiguous)

maxPatternLength 20 max length of a pattern, in number of items

maxTime 30 max allowed running time of the algorithm, per call

minSupport 0.5 min support of a pattern

patternWeight 0.5 weight used in VGEN for the extraction of the result

useIGPruning True use information gain pruning of the pattern search space

a pattern is returned, its normalized gain is compared with the best previously
found. If it is better, then, a binary split is created on the basis of the presence
or absence of the pattern. Otherwise, the best numeric or categorical attribute
is used.

Table 1 lists the six parameters that have been added to J48S, with respect to
the original J48. Observe, in particular, the role of maxGap: it allows to tolerate
gaps between itemsets which, in a text classification context, means that it is
possible to extract and apply ngrams capable of tolerating the presence of some
noisy or irrelevant words. Note that when maxGap is set to values larger than 1, it
greatly affects the computation time of the pattern extraction phase: in general
the higher its value, the slower the algorithm. As an example, Fig. 2 presents
an archetypal J48S decision tree, built by integrating the extension to Weka
data mining suite [9]. The reference dataset is characterized by three features:
sequence attribute, which is of type string and represents a sequence of itemsets;
attribute numeric which has an integer value; attribute nominal, which may only
take one out of a predefined set of values. The class is binary, and has two labels:
class 0 and class 1. The first test made by the tree is whether the given sequence
contains the pattern (A,B) > D or not, meaning that there should be an itemset
containing A, B, followed (within the maximum gap constraint) by an itemset
containing D. If this is the case, the instance is labeled with class 0, otherwise
the tree proceeds by testing on the numeric and nominal attributes.

sequence_attribute !contains (A,B)>D
|   attribute_numeric <= 20: class_1 
|   attribute_ numeric > 20
|   |   attribute_nominal = value_1: class_0 
|   |   attribute_nominal = value_2: class_1 
sequence_ attribute contains (A,B)>D: class_0 

Fig. 2. A typical J48S decision tree built by means of Weka
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5 Experiments: Tagging Call Transcripts

In this section we presents the setup and the results of the experimentation
carried out with J48S, with the aim of tagging call transcripts with relevant
tags. For the considered outbound survey service, the defined tags are:

– age: the agent asked the interviewed person his/her age;
– call permission: the agent asked the called person for the permission to con-

duct the survey;
– duration info: the agent informed the called person about the duration of the

survey;
– family unit: the agent asked the called person about his/her family unit;
– greeting initial: the agent introduced himself/herself correctly at the begin-

ning of the phone call;
– greeting final: the agent pronounced the scripted goodbye phrases;
– person identity: the agent asked the called person for a confirmation of his/her

identity;
– privacy: the agent informed the called person about the privacy implications

of the phone call;
– profession: the agent asked the interviewed person about his/her job;
– question 1: the agent asked the first question of the survey;
– question 2: the agent asked the second question of the survey;
– question 3: the agent asked the third question of the survey.

In Table 2 we present examples of real transcriptions with the associated tags. It
should be observed that tags are general concepts, which are independent from
the specific service under consideration. For example, the privacy tag may apply
to different services.

Table 2. Real transcriptions with the associated tags. Data has been anonymized, and
punctuation has been added for ease of reading

Phrase (Italian) Phrase (English) Tags

Si pronto buongiorno sono X dalla
X di X, parlo con la signora X?

Hello, my name is X and I
am calling from X of X, am I
talking with Mrs X?

greeting initial,
person identity

Lei è pensionato. Ultima
domanda, senta, a livello
statistico la data solo di nascita...
millenovecento...?

You are retired. Last
question, listen, statistically,
the birth date only...
nineteen hundred...?

age, profession

Ho capito. Posso chiederle il nome
di battesimo?

Understood. May I ask you
for your first name?

person identity

Mi permette? Trenta secondi, tre
domande velocissime...

May I? Thirty seconds, three
quick questions...

duration info
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Table 3. Number and percentage of positive and negative tags

Tag name #positive %positive #negative %negative

age 638 13.1 4246 86.9

call permission 565 11.6 4319 88.4

duration info 491 10.1 4393 89.9

family unit 506 10.4 4378 89.6

greeting initial 560 11.5 4324 88.5

greeting final 453 9.3 4431 90.7

person identity 600 12.3 4284 87.7

privacy 440 9.0 4444 91.0

profession 391 8.0 4493 92.0

question 1 516 10.6 4368 89.4

question 2 496 10.2 4388 89.8

question 3 500 10.2 4384 89.8

To allow for the training and evaluation of the machine learning models, a set
of 4884 text chunks (phrases delimited by silence pauses) transcribed from 482
distinct outbound calls by means of an internally-developed solution based on the
Kaldi toolkit [26], have been manually tagged by domain experts, so that each
instance is characterized by the transcription, and by a list of boolean attributes
that track the presence or absence of each specific tag. In Table 3 we report the
number of positive and negative instances for each tag. The resulting dataset has
been split into a training (75%, 3696 instances) and a test (25%, 1188 instances)
set, according to a stratified random sampling by group approach, where each
single session is a group on its own. This allowed us not to fragment chunks
belonging to a single session between the two sets and, moreover, to preserve the
tag distribution between them. Finally, observe that the reported word error rate
(WER) for the Kaldi model is 28.77% (for comparison, consider that a model
based on the Google Speech API has been capable of obtaining a WER of 18.70%
on the same dataset). Although such an error rate may seem high, it is actually
low enough to make the analysis tasks needed by the company possible1.

5.1 Data Preparation

The training and test datasets have been prepared as follows, starting from the
data described in Sect. 5. First of all, the text has been converted to lowercase
and all non-alphabetical characters have been removed from each chunk. Then,
all Italian stopwords have been removed. Subsequently, the stemming algorithm
PORTER2 for Italian language has been applied. All operations have been car-
ried out by means of custom made Python scripts, using the NLTK library.
1 A detailed account of these aspects is the object of a forthcoming work about the

whole speech analytics process.



J48S: A Sequence Classification Approach 251

A training and a test dataset have been created for each tag (for a total of
12 dataset couples), where each of the instances is characterized by just two
attributes: the processed text of the chunk, and an attribute identifying the
presence or absence of the specific tag (class).

5.2 Training of the Model

J48S has been implemented within the Weka data mining suite [9]. For the
training phase, all parameters have been left with their default values, except
for: (i) minSupport, which has been set to 0.01 (1%), in order to allow for the
extraction of uncommon patterns, and (ii) patternWeight which has been set
to 1, considering that the survey service requires very specific phrases to be
pronounced by the agents.

5.3 Evaluation of Tagging Performances

Each of the 1188 chunks in the test set has been evaluated against the presence of
every possible tag, looking for the concordance between its manual annotations
and the ones given by the corresponding decision tree. The following standard
metrics have been used to evaluate the performances:

– accuracy, that is, the fraction of times when a tag has been correctly identified
in a chunk as present or absent;

– precision, which is the fraction of chunks in which a specific tag has been
identified as present by the method, and in which the tag is indeed present;

– recall, that reports the proportion of chunks presenting the specific tag, that
have been in fact identified as such;

– true negative rate (TNR), which shows the proportion of chunks not present-
ing the specific tag, that have been classified as negative by the method;

As the results presented in Table 4 show, the proposed approach is capable of
reaching a very high accuracy in tagging chunks. Such a result alone is however
not indicative of the true performance, since it is biased by the large dispropor-
tion between positive (present) and negative (not present) instances of the tags.
More useful indicators are represented by the true negative rate, precision and,
especially, recall, which reveals the tags that are most difficult to identify, and
is of most importance given the specific business task at hand. Anyway, highly
satisfactory results are obtained for most of the tags, except for call permission,
which falls slightly under 0.65 precision and recall. For example, consider the
tag greeting final. A typical, well-recited, ending phrase for the service should be
of the form: “Ok, we have finished. Thank you for the cooperation and good
day, also on behalf of [company name]. If you allow me, I inform you that
[company name] may recontact you”. Figure 3 presents the model that recognizes
the presence of the tag (words have been unstemmed for the ease of reading).
As can be seen, besides the chosen representation, the tree is very simple and
intuitive, having just 9 leaves. For the sake of explanation, the tree already dis-
cards conversations which do not contain the words recontact and inform and
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Table 4. Tagging performances of J48S

Tag name Accuracy Precision Recall TNR

age 0.9655 0.9241 0.8171 0.9893

call permission 0.9167 0.6500 0.6454 0.9532

duration info 0.9739 0.9008 0.8516 0.9887

family unit 0.9722 0.8779 0.8712 0.9848

greeting initial 0.9739 0.9397 0.8195 0.9934

greeting final 0.9916 0.9823 0.9328 0.9981

person identity 0.9428 0.7851 0.6934 0.9753

privacy 0.9916 0.9550 0.9550 0.9554

profession 0.9840 0.8969 0.9063 0.9908

question 1 0.9857 0.9688 0.9051 0.9962

question 2 0.9815 0.9153 0.9000 0.9906

question 3 0.9798 0.9237 0.8790 0.9915

Macro average 0.9716 0.8933 0.8480 0.9839

transcription !contains recontact
|   transcription !contains thank>cooperation
|   |   transcription !contains inform: 0 
|   |   transcription contains inform
|   |   |   transcription !contains inform>company_name: 0 
|   |   |  transcription contains inform>company_name
|   |   |   |   transcription !contains allow: 0 
|   |   |   |   transcription contains allow: 1
|   transcription contains thank>cooperation
|   |   transcription !contains ok>finish>thank>behalf
| |   |   transcription !contains allow>inform
|   |   |   |   transcription !contains cooperation>day: 0 
|   |   |   |   transcription contains cooperation >day: 1 
|   |   |   transcription contains allow>inform: 1 
|   |   transcription contains ok>finish>thank>behalf: 1 
transcription contains recontact: 1!

Fig. 3. J48S decision tree recognizing the presence of the tag greeting final

the sequence thank>cooperation, which are in fact very important steps of the
scripted phrase, that should not be neglected. As for the complexity of the train-
ing phase, the considered tree has been built in less than 30 s on an i5 powered
laptop, while its application to a new instance is almost instantaneous.

For the sake of comparison, also logistic regression has been used to train
models capable of recognizing tags in the chunks. Although such a choice may
seem somehow different from what is typically done in the literature, where sup-
port vector machines are often employed for text classification purposes, consider
that interpretability of the generated models is a fundamental requirement for
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the company. Three training and test dataset pairs have then been created for
each keyword, considering different ngram lengths and again a frequency thresh-
old of 1%: unigrams (leading to a total of 177 attributes, plus the class), bigrams
(154 attributes, plus the class) and trigrams (102 attributes, plus the class).
Given the 12 possible tags, and the 3 different ngram lengths that have been
considered, a total of 36 training and test dataset couples have been generated.
Logistic models have been trained by means of Weka’s logistic algorithm, employ-
ing also a feature selection step based on the multivariate, classifier-independent,
filter CfsSubsetEval [27], which reduced the number of attributes to an average
of 12. Surprisingly, the experimental results suggested that the unigram-based
models are the most effective in tagging the transcripts. This may be explained in
two ways: (i) there might not be a sufficient number of instances in the datasets
to justify the adoption of bigrams and trigrams, or (ii) the presence or absence
of a tag in calls generated in the context of the specific service that has been
considered is not a difficult concept to learn, so unigrams are sufficient for the
task. Table 5 reports the detailed results for the unigram models.

Table 5. Tagging performance with logistic regression

Keyword name Accuracy Precision Recall TNR

age 0.9663 0.8974 0.8537 0.9844

call permission 0.9310 0.7980 0.5603 0.9809

duration info 0.9672 0.9083 0.7734 0.9906

family unit 0.9630 0.8929 0.7576 0.9886

greeting initial 0.9773 0.9206 0.8722 0.9905

greeting final 0.9941 0.9912 0.9496 0.9991

person identity 0.9369 0.7500 0.6788 0.9705

privacy 0.9907 0.9545 0.9459 0.9954

profession 0.9874 0.8932 0.9583 0.9899

question 1 0.9840 0.9683 0.8905 0.9962

question 2 0.9840 0.9244 0.9167 0.9916

question 3 0.9848 0.9417 0.9113 0.9934

Macro average 0.9722 0.9033 0.8390 0.9893

Considering the (macro) average values of the logistic approach, most of the
performance metrics are very close to the ones provided by J48S, with the excep-
tion of recall (once again, the most important metric in this context), which is
lower than the one exhibited by the decision tree, somehow balanced by a slightly
higher precision. Thus, J48S is capable of providing results comparable to the
ones of the best approach based on logistic regression. Moreover, it is worth men-
tioning that J48S’s results have been obtained with default parameters (except
for the minimum support value and pattern weight, which have been set follow-
ing domain expertise), thus, even better performances may be obtained through
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a dedicated tuning phase. But, most importantly, data preparation for J48S is
considerably simpler than for the ngrams-based regression, since the decision tree
is capable of directly exploiting textual information, allowing one to avoid the
ngram preprocessing step, and the related a-priori choices of the ngram sizes and
frequencies altogether (observe also that ready-to-process datasets for J48S had
precisely two attributes, while those for the ngrams-based approach varied from
103 to 178 attributes). In addition, sequential patterns may be more resistant
to noise in the data than bigrams and trigrams, as they are capable of skipping
irrelevant words thanks to the maxGap parameter. Finally, and most impor-
tantly, the constructed trees are much more comprehensible to (non computer
scientists) domain experts than regression models.

6 Conclusions

In this paper, J48S, a novel decision tree learning algorithm capable of mixing
the use of categorical, numeric and sequential data has been presented. One of
its possible applications is the classification of textual data and, in this work, it
has been applied to the problem of tagging call conversation transcripts in a real
business setting. The experiments show that the proposed algorithm is capa-
ble of matching the results provided by more traditional approaches, but with
several added benefits, most importantly: a reduction in the complexity of the
preprocessing phase of textual data, and the generation of highly interpretable
models.

As for future work, an extension to the algorithm J48S with the capability
of managing continuous, numerical time series is under study. This would open
a large amount of new learning possibilities and, among them, classification of
telephone conversations is still a major application, since such task presents
all kinds of data that would be supported by the extended algorithm: static
attributes (e.g., the length of the transcription, the average conversation volume,
etc.), sequential attributes (such as the conversation transcript), and time series
(e.g., tracking the evolution in time of the sound levels).
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Abstract. PDF is one of the most widespread ways to represent non-
editable documents. Many of PDF documents are machine-readable but
remain untagged. They have no tags for identifying layout items such
as paragraphs, columns, or tables. One of the important challenges
with these documents is how to extract tabular data from them. The
paper presents a novel web-based system for extracting tables located in
untagged PDF documents with a complex layout, for recovering their cell
structures, and for exporting them into a tagged form (e.g. in CSV or
HTML format). The system uses a heuristic-based approach to table
detection and structure recognition. It mainly relies on recovering a
human reading order of text, including document paragraphs and table
cells. A prototype of the system was evaluated, using the methodology
and dataset of “ICDAR 2013 Table Competition”. The standard met-
ric F -score is 93.64% for the structure recognition phase and 83.18%
for the table extraction with automatic table detection. The results are
comparable with the state-of-the-art academic solutions.

Keywords: Table understanding · Table extraction · Table detection
Table recognition · Document analysis · PDF accessibility

1 Introduction

PDF is one of the most widespread ways to represent non-editable documents.
P. Ydens guesstimates in his keynote address1 on PDF Technical Conference
2015 that there might be 2.5 trillion PDF files created each year. Many of PDF
documents are machine-readable but remain untagged. They have no tags for
identifying layout items, including running titles, sections, paragraphs, figures,
lists, and tables. A recent estimation reported by Nganji [12] claims that 95.5%
of all scientific articles published by four leading publishers are untagged PDF
1 https://www.pdfa.org/pdf-in-2016-broader-deeper-richer.

c© Springer Nature Switzerland AG 2018
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documents. One of the important challenges with these documents is how to
extract tabular data from them. PDF tabular data may be of interest in various
data extraction applications, including financial analytics (e.g. [1]), knowledge
base construction (e.g. [7]), augmentation of Open Data [2] and Linked Open
Data resources [19].

Table extraction as a part of table understanding [6] includes two phases:
table detection, i. e. recovering the bounding box of a table in a document, and
table structure recognition, i. e. recovering its rows, columns, and cells.

Many table extraction methods traditionally deal with only document images
or plain-text [3,26]. Usually, they can also be applied to machine-readable PDF
documents. However, the PDF-to-image conversion leads to the loss of valu-
able information, including text chunks and positions, font features, an order
of appearance PDF instruction in a file, vector ruling lines, and positions of a
drawing cursor. In comparison with images and plain-text, PDF is a richer rep-
resentation of documents. PDF documents can contain machine-readable text
as well as vector ruling lines. We expect that extracting tables from machine-
readable PDF documents directly can provide more accurate results.

Several methods and tools for PDF table extraction are proposed in two last
decades. Some of them are discussed in the recent surveys [2,3,9,10]. Ramel
et al. [16] consider two techniques for detecting and recognizing tables from
documents in an exchange format like PDF. The first is based on the analysis
of ruling lines. The second is to analyze the arrangement of text components.
Hassan et al. [8] expand these ideas for PDF table extraction. In the project
TableSeer, Liu et al. [11] propose methods for detecting tables in PDF doc-
uments and extracting metadata (headers). They use text arrangement, fonts,
whitespace, and keywords (e.g. “Table”, “Figure”). Oro et al. [14] present PDF-

TREX, a heuristic method where PDF table extraction is realized as building
from content elements to tables in a bottom-up way.

Yildiz et al. [27] propose a heuristic method for PDF table extraction using
pdftohtml

2 for generating its input. They also use the pdftohtml tool to pre-
pare their input. However, this tool occasionally makes mistakes in combining
text chunks, which are located too close to each other, thus the input can be cor-
rupted. Nurminen [13] in his thesis describes comprehensive PDF table detection
and structure recognition algorithms that have demonstrated high recall and pre-
cision on “ICDAR 2013 Table Competition” [4]. Some of them are implemented
in Tabula

3, a tool for extracting tabular data from PDF. Rastan et al. [17]
consider a framework for the end-to-end table processing including the task of
table structure recognition. Moreover, Rastan et al. [18] suggest using an ad-
hoc document analysis leading to better table extraction. Their wrapper able to
detect features such as page columns, bullets, and numbering. Perez-Arriaga et
al. [15] combines layout heuristics with a supervised machine learning method
based on k-nearest neighbors to extract tables from untagged PDF documents.
TAO, their system, promises to be an efficient, comprehensive and robust solu-

2 http://pdftohtml.sourceforge.net.
3 http://tabula.technology.

http://pdftohtml.sourceforge.net
http://tabula.technology
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tion for both stages: table detection and cell structure recognition, that does not
depend on fixed patterns or layouts of tables or documents.

We develop TabbyPDF, a novel web-based system for PDF table extraction
from machine-readable untagged documents. This extends our previous work
for table structure recognition [23]. The system exploits a set of customizable
ad-hoc heuristics for table detection and cell structure reconstruction based on
features of text and ruling lines presented in PDF documents. Most of them
such as horizontal and vertical distances, fonts, and rulings are well known and
used in the existing methods. Additionally, we propose to exploit the feature of
appearance of text printing instruction in PDF files and positions of a drawing
cursor. We also demonstrate experimental results based on the existing compe-
tition dataset, “ICDAR 2013 Table Competition”. The standard metric F -score
is 93.64% for the structure recognition phase and 83.18% for the table extraction
with automatic table detection. The results are comparable with the state-of-
the-art academic solutions.

2 PDF Table Extraction

The process of PDF table extraction involves the following phases:

1. data preparation, to recover text blocks presented words and ruling lines from
instructions of a source PDF document;

2. text line and paragraph extraction, to recover text blocks presented lines and
paragraphs;

3. table detection, to recover a bounding box of each table located on a page;
4. table structure recognition, to recover a cell structure of a detected table.

2.1 Data Preparation

We operate two kinds of objects:

– text blocks represent the text items: words, lines, paragraphs (including cell
textual content);

– ruling lines serve as a representation of the graphic items: separator lines,
and borders (including cell borders).

Text block consists of the following data:

– bbox—bonding box with four coordinates: xl—left, yt—top, xr—right, and
yb—bottom, the x-coordinate increases from left to right, and y-coordinate
increases from top to bottom;

– font—font with the attributes: ff—family (string value), fs—size in points,
fb—bold or not, fi—italic or not;

– order—order of the appearance of text chunks in the source PDF file:
start—index of a start text chunk in the order, and end—index of an end
text chunk in the order.

– ws—width of a regular space in this font.
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Fig. 1. Data gathered from an untagged PDF document: transforming text chunks
(a) and positions (b) into text blocks representing words (c); splitting rectangles (d)
into segments (f ); merging segments (e) into ruling lines (g).

On this stage, each text block presented as a word is extracted from text
chunks and positions of a PDF document, as shown in Fig. 1, a–c. We split all
PDF text chunks (Fig. 1, a) into text positions (characters) (Fig. 1, b) and merge
them into text blocks (words) with removing space characters and inducing the
order of their appearance (Fig. 1, c).

Ruling line is characterized by four coordinates (xl—left, yt—top, xr—right,
and yb—bottom) and visibility (visual or not). We separately recover both
visual ruling lines presented borders and invisible ones that can usually repre-
sent traces of cursor motion (moveto, lineto). A ruling line can be originally
presented by several PDF instructions for printing lines and rectangles. We split
rectangles into segments by their bounds (Fig. 1, d–e). All segments are merged
into ruling lines (Fig. 1, f –g).

2.2 Text Line and Paragraph Extraction

This stage aims to combine text blocks in order that each text block presents a
textual content of one paragraph or one cell. We exclude preliminarily text blocks
containing only itemization symbols (e.g. bullet, square). Typically, itemization
symbols are visually detached from the rest of text chunks by long spaces. This
lead to improperly recovered columns. We try to prevent these errors, eliminating
these symbols from the further process, using the following assumption.

– H1: a text block presenting a mark of an itemized list contains only one
character of a specified set (bullet, square, etc.).

There are several ad-hoc heuristics we use to make a decision for each pair of
text blocks to combine them or not. When a table is represented originally by a
tagged form (e.g. as a table object in a Word-document) then PDF generators
often store a logical reading order in printing text paragraph and cell content. We
use the assumption that printing instructions forming a text inside each text or
cell paragraph appear in the PDF file in the order that coincides with the human
reading order of this text (Fig. 2, a–b). This feature can be especially useful to
recover multi-line cell paragraphs without explicit borders. We also suppose that
when ruling lines including invisible ones (cursor traces) are placed between two
text blocks, then these text blocks belong to two separated paragraphs (Fig. 2, c).
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Fig. 2. Text block combination: words and their indices of the printing order (a) and
cell paragraphs combined from the words (b); words are separated by the invisible
ruling lines (cursor traces) (c); the word spacing (sw) and line spacing (sl) exceed the
specified thresholds tw and tl respectively (d).

Two text blocks tb1 and tb2 can be combined into one tb3 when they satisfy
the specified assumption listed below:

– H2, they are adjacent in the order of their appearance in the source PDF file:
tb1.order.end = tb2.order.start - 1;

– H3, there exist no ruling lines crossing tb3.bbox, the bounding box of the
combined text block;

– H4, they have identical fonts: tb1.font = tb2.font (including font family,
size, bold, and italic attributes).

First, words are combined into text lines. The decision to combine a pair of
text blocks tb1 and tb2 into one line tb3 requires that they satisfy two additional
assumptions:

– H5, their word spacing, the horizontal distance between their bounding boxes
(tb2.xl - tb1.xr), is less than a threshold depending on their width of space
(tb1.ws or tb2.ws);

– H6, their vertical projection intersection is more than a threshold.

Second, text lines are combined into paragraphs. Two text blocks tb1 and tb2
into one paragraph tb3 when they satisfy two additional assumptions:

– H7, their line spacing, the vertical distance between their bounding boxes
(tb2.yt - tb1.yb), is less than a threshold depending on their font size
(tb1.fs or tb2.fs);

– H8, their horizontal projection intersection is more than a threshold.

The ideal case consists in that each combined text block is a textual content of
one paragraph or cell, i. e. each non-empty cell contains only one text block.
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2.3 Table Detection

TabbyPDF can detect both bordered tables (when borders presented explicitly
as vector ruling lines) and naked tables (when their borders presented implicitly
as invisible lines).

We assume that a bordered table is bounded by its outer borders represented
by ruling lines. It also contains at least two rows and two columns completely
bounded by ruling lines. To detect bordered tables, we select ruling lines that
compose rectangular frames. When a frame contains or overlaps one or more
others frames, then it is excluded from the processing. We search for groups of
frames that intersect in their corner points. When a detected group of at least
four frames composes at least two possible rows and two columns, then its outer
ruling lines form a bounding box of a table.

Our approach to the naked table detection is based on separating a docu-
ment into table search areas. A page can include one or more such areas (bound-
ing boxes) where tables can potentially be placed. We try to detect some table
breaks (e.g. section headings, keywords like “Table”, bitmap figures, multi-line
and stretched paragraphs, page headers and footers, as well as detected bordered
tables) on each page. We assume that a table search area cannot include any of
the detected breaks. Thus, we detect each area located between two neighbor
breaks (Fig. 3, e).

To detect naked tables we use a bottom-up segmentation of a search area:
from simpler layout items to more complicated ones (Fig. 4). This bottom-up
approach is inherited from our previous work on table detection in metafiles [20].

Text blocks are grouped into one row when they are in the transitive closure
of the following relation: there exists an intersection of y-projections of two text
blocks. Therefore, each extracted row contains two or more blocks. Moreover,
there are no intersected rows. A white-space surrounding text blocks inside a row
is segmented by our algorithm [22]. We select vertical gaps from the obtained
white-space segments. They can be considered as implicitly cell borders. We
group neighbor rows agglutinated by their white-space into one table region
(Fig. 4, a) when they satisfy the following assumptions: (i) the vertical distance
between them does not exceed a specified threshold based on an inter-line interval
used in its source document; (ii) the vertical gaps of both rows correlate with
each other in their x-projections (i. e. there is at least one vertical gap of the
lower row that is correlated with a gap of the upper row).

Detected neighbor regions can be combined into one table when their vertical
white-space gaps also correlate with each other in their x-projections (Fig. 4, b).
Additionally, we construct table columns using well-aligned blocks. When a
detected table intersects a column of well-aligned blocks that goes beyond its
horizontal borders, then we extend its upper and bottom borders by the column.
Moreover, when there is a signal word indicating a start of a table (e.g. “Table”),
then we extend the upper border of the table to the bottom border of the text
block bounding this signal word.
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AGRICULTURE, FORESTRY, AND FISHERIES 

61

Domestic roundwood production totaled 16.6 million cubic meters in 2004, 
which is equivalent to only 30 percent of the peak in 1967 (52.7 million 
cubic meters). In 2004, Japan's self-sufficiency rate for lumber was 18.4 
percent. Currently, Japan depends mostly on imported lumber for pulp, 
woodchip and plywood material. 

The slowdown in domestic lumber production has resulted in a decline in 
the number of workers engaged in forestry. In 2000, there were 67,000 
workers engaged in forestry, a level which represented only 60 percent of 
the number recorded ten years before. Also, one out of four workers was 
aged 65 and over, highlighting the aging of the labor force.

Table 5.3
Forest Land Area and Forest Resources (2002)

Item   Total National Municipal Private
Forest land area (1,000 ha) .............     25,121       7,838       2,796     14,487

Forest growing stock (1 mil. m3) ......... 4,040   1,011   433 2,596

   Planted forests
      Land area (1,000 ha) ................. 10,361   2,411   1,232 6,717
      Growing stock (1 mil. m3) ........     2,338     368       255       1,715

   Natural forests
      Land area (1,000 ha) .................  13,349  4,770    1,426   7,153
      Growing stock (1 mil. m3) ........ 1,701   642   178   881
Source:  Ministry of Agriculture, Forestry and Fisheries.

Table 5.4
Supply of Industrial Roundwood

(Thousand cubic meters)
Domestic logs

By use

Total Saw-logs Plywood Pulp and
Chips Others

2000 99,263 18,022 12,798 138 4,749 337 81,241
2001 91,247 16,759 11,766 182 4,509 302 74,488
2002 88,127 16,077 11,142 279 4,370 286 72,050
2003 87,191 16,155 11,214 360 4,293 288 71,036
2004 89,799 16,555 11,469 546 4,249 291 73,245

1) Including wood products converted into log equivalence.
Source:  Ministry of Agriculture, Forestry and Fisheries.

Year Total
Imported

logs 1)

a

d

b

e

c

f

Fig. 3. The preliminary steps of the table detection: a source document (a); text
blocks as words collected from “text positions” (b); text blocks as lines combined from
words (c); text block as paragraphs combined from lines (d); table search areas located
between table breaks (highlighted by gray color) (e); detected columns and tables (f ).

By use

Total Saw-logs Plywood Pulp and
Chips Others

2000 99,263 18,022 12,798 138 4,749 337 81,241
2001 91,247 16,759 11,766 182 4,509 302 74,488

Year Total
Imported

logs 1)

a

1,685
648

  January - July July
COUNTRY Quantity Value Quantity Value

2004 2005 2004 2005 2004 2005 2004 2005
European Union

Germany 11,662 10,684 86,690 81,784 1,118 415 6,525
Belgium-Luxembourg 9,505 5,284 67,820 37,930 27 123 146
Netherlands 2,775 4,875 21,429 39,694
France 5,612 3,030 15,889 12,923

b

Vertical 
white-space

gaps

Fig. 4. The steps of the table detection in a table search area: combining neighbor rows
agglutinated by their vertical white-space gaps into a region (a); combining neighbor
regions agglutinated by their vertical white-space gaps into a table (b).
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2.4 Table Structure Recognition

In this step, we construct rows and columns that constitute an arrangement of
cells. The system provides two algorithms for slicing an inner space of a table
into rows and columns. They both are presented more detail in our previous
work [23].

The first (A1) is based on the whitespace analysis. We use the algorithm [22]
to recover horizontal and vertical gaps between text blocks. Each whitespace gap
corresponds to a ruling. Thus, we try to recover all rulings, which separate cells
in a table.

The second (A2) is the analysis of connected text blocks. To generate
columns, we first exclude each multi-column text block located in more than
one column. We decide that a text block is multi-column when its horizontal
projection intersects with the projections of two or more text blocks located in
the same line. Each column is considered as an intersection of horizontal pro-
jections of one-column text blocks. Similarly, rows are constructed from vertical
projections of one-row text blocks.

In this step, we also recover empty cells. Some of them can be erroneous,
i. e. they absent in the source table. The system provides the ad-hoc heuristic to
dispose of erroneous empty cells:

– H9, cell singleton: if a column contains only one non-empty cell then the
column is merged with the nearest column to the left.

3 Implementation

We develop a web-based prototype of TabbyPDF as a proof-of-concept for the
presented approach. Its client-server architecture is shown in Fig. 5. The client
part provides a web user interface built with Semantic UI

4. It uses Mozilla

PDF.js
5 tool for rendering PDF documents. The server part is a application

based on Spring Framework
6. It runs on Apache Tomcat

7 Java servlet
container and stores data in the built-in database implemented by Apache

Derby
8.

The client interacts with the server through REST-requests. Our RESTful
API (Application Programming Interface) provides three requests:

– /api/upload POST-request uploads a PDF document specified in file
parameter and returns positions of detected table bounding boxes in JSON
format.

– /api/extract POST-request extracts tables from bounding boxes (positions
in JSON format) specified in data parameter and returns extracted table cell
structures in JSON format.

4 https://semantic-ui.com.
5 https://mozilla.github.io/pdf.js.
6 https://spring.io.
7 http://tomcat.apache.org.
8 https://db.apache.org/derby.

https://semantic-ui.com
https://mozilla.github.io/pdf.js
https://spring.io
http://tomcat.apache.org
https://db.apache.org/derby
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– /api/download/:id GET-request builds ZIP-archive with extracted tables in
HTML and CSV formats by an associated identifier provided in id parameter,
and starts downloading this archive.

PDF document

Detected tables
rendered on 

document pages

Extracted tables
as HTML

URL to ZIP
archive with

extracted tables

Extracted tables
as CSV or Excel 

Client side

Table detection

Table structure 
recognition

Export as ZIP
archive with

CSV|Excel tables

DB

ZIP archive

URL

JSON
(extracted tables)  

JSON
(table positions)

PDF

PDF

tagged
tables

PDF

Core
tagged tables

Fig. 5. The architecture of the web-based prototype of TabbyPDF.

The workflow includes the following steps. A user selects a PDF document on
the client-side. The client uploads it to the server. The core detects tables in the
PDF document on the server-side. The server responds to the user, returning
detected table positions to the client. The client displays the detected table
areas over rendered PDF pages for the user. The user can correct the table
positions on the client-side. The client sends the user correction data to the
server. The core extracts tables from the specified areas on the server-side. The
server returns extracted tables to the client for viewing results by the user. The
user can download all extracted data stored in CSV and HTML formats.

Our work is an ongoing open-source project published on GitHub9. Its current
state is viewable online10.

4 Performance Evaluation

To evaluate the performance of our system we use the methodology for
algorithms for table understanding in PDF documents proposed in the paper [5].
9
TabbyPDF core: https://github.com/cellsrg/tabbypdf.
TabbyPDF client: https://github.com/cellsrg/tabbypdf-front.
TabbyPDF server: https://github.com/cellsrg/tabbypdf-web.

10 http://cells.icc.ru/pdfte.

https://github.com/cellsrg/tabbypdf
https://github.com/cellsrg/tabbypdf-front
https://github.com/cellsrg/tabbypdf-web
http://cells.icc.ru/pdfte
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We also use the existing competition dataset11, “ICDAR 2013 Table Competi-
tion” [4]. It contains 156 tables in 67 PDF documents collected from EU and
US government websites. The evaluation was performed automatically using
Nurminen’s Python scripts12 for comparing ground-truth and result files that
implement this methodology with slight modifications.

The evaluated prototype of our system uses the iText13 library for PDF
interpretation to extract PDF objects from source documents and to generate
initial text blocks and ruling lines. We use the threshold settings presented in
the paper [23] as the C2-configuration. The process of table extraction from all
documents of this dataset performed by CPU (6M cache, up to 3.40 GHz) takes
total 6342 ms: 3968 ms for the data preparation stage, 1563 ms for the table
detection stage, and 810 ms for the cell structure recognition.

The experimental results are shown in Table 1. They are expressed by the
standard metrics in the information extraction: recall, precision, and F -score.
The evaluation methodology is presented in the papers [4,5] in detail. Briefly,
these metrics are calculated (i) for both phases: the table detection and the
structure recognition, separately, and (ii) for the fully automatic two-phase

Table 1. Experimental results

Scores Detection phase Recognition phase Table extraction

Per-document averages

Recall 0.8172 0.9233 0.8298

Precision 0.7605 0.9499 0.8339

F -score 0.7878 0.9364 0.8318

Table 2. Comparison with others in the table extraction

Tools Per-document averages F -score

Recall Precision

FineReader 0.8835 0.8710 0.8772

OmniPage 0.8380 0.8460 0.8420

Nurminen [13] 0.8078 0.8693 0.8374

TabbyPDF 0.8298 0.8339 0.8318

Acrobat 0.7262 0.8159 0.7685

Nitro 0.6793 0.8459 0.7535

Silva [25] 0.7052 0.6874 0.6962

Yildiz et al. [27] 0.5951 0.5752 0.5850

11 http://www.tamirhassan.com/dataset.html.
12 http://tamirhassan.com/competition/dataset-tools.html.
13 https://sourceforge.net/projects/itext.

http://www.tamirhassan.com/dataset.html
http://tamirhassan.com/competition/dataset-tools.html
https://sourceforge.net/projects/itext
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process of the table extraction. The methodology first calculates recall and
precision scores for each document separately and then calculates average values
based on the document scores.

The experimental results are comparable with the state-of-the-art academic
and some commercial solutions (Table 2). The comparison with others (Table 2)
are based on the data presented in the paper [4].

5 Conclusion and Further Work

The main contribution of this work consists in demonstrating experimentally
new possibilities of using the order of text printing commands as well as the
cursor motion commands presented in PDF files to efficiently detect and extract
untagged tables. We have formulated a set of valuable ad-hoc heuristics using
these possibilities that provide combining words into text and cell paragraphs.
This often allows to reduce errors of the table extraction.

The main advantage of our approach is that it can be quickly adapted to the
table extraction from various domain-specific PDF documents (such as financial
statements, business credit assessments, material safety data sheets, etc.) with a
rich tabular content. Additional ad-hoc heuristics can be handcrafted and tuned
for the target domain. This does not require to prepare training datasets that
can be a costly process. The main disadvantage of this approach consists in that
it is unsuitable when a PDF document is rasterized or contains glyphs without
appropriate mappings to a standard encoding (e.g. Unicode).

The web-based prototype of TabbyPDF enables both automatic table detec-
tion and automatic cell structure recognition. It exports extracted tables in the
editable format, CSV or HTML. Its output can be used as input in our rule-
based spreadsheet data extraction system for transforming extracted arbitrary
tables to relational ones [21,24].

The further work is in progress on expanding the set of ad-hoc heuristics. The
table extraction based on PDF content analysis requires an advance in document
layout analysis (e.g. page header and footer detection; page column segmenta-
tion; title, section, and paragraph detection). We believe the involvement of the
additional document layout analysis will allow improving our system. We also
expect an advancement in involving ruling lines represented both PDF rendering
instructions and ASCII pseudographics. This will provide extracting bordered
tables more accurately.
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Abstract. One of the most important issues in NoSQL databases is to develop
applications and facilitates for the parallel processing in information systems. In
the work the author presents some improvements for the parallel algorithm for
merging strings and use this algorithm to sort large data sets. Tested sorting for a
parallel merging algorithm confirms the reduction of the time complexity and
improved stability of the algorithm.
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Analysis of computer algorithms

1 Introduction

Modern computers process large amounts of data, while for processing applications
make use of machines equipped with a number of processors and massive data storage
systems. As always in such situations, it is important to perform computations in
parallel by splitting tasks on separate processors for better efficiency. The problem of
the distribution of sorted collections using various sorting algorithms is described in
[1–4], where authors proposed some changes in flip state procedures or direct methods
which work on parallel sequences. Various derivatives of sorting procedures find their
applications in data mining [5, 6], image processing [7, 8], medical expertise automated
support [9], mobile computing [10], and positioning of object in global systems from
large data sets [11–13]. The aim of this work is to present the possibility of using a
larger number of processors at each stage of the merge strings than it was done in [14].
By using a new parallel merge algorithm of strings increased the number of processors
in each step twice.

1.1 Related Work

The problem of parallel computing and in particular the parallel execution of calcu-
lations in sorting algorithms was presented in [2, 4]. Continued theoretical work on the
search for improved sorting algorithm with the lowest computational complexity settled
in several applications. Bag of features methods always use a sequence of descriptors to
enhance selection of objects from initial collection, these can be images [15], dic-
tionaries [16], and models oriented on processing in NoSQL systems [17].
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The proposed algorithms [11, 14, 18, 19] are trying to fill the resulting gap in
practical research on parallelization of sorting procedures. In these articles I have
started the following improvements to faster and more efficient sorting in a parallel
mode, where the improvements were proposed for selections of elements, data trans-
mission and lower complexity. The algorithm proposed in this paper, is 3

5 the time
constant in relation to the previously proposed parallel fast sort algorithm [14]. This
result has been achieved through the use of devoted parallel method of merging
numerical strings. The tests fully confirmed the theoretical results. This allows to
additionally reduce the constant in relation to the previous algorithm with time com-
plexity O nð Þ.

2 Big Data Sets and Parallel Algorithms

In theoretical studies on the computational complexity of parallel algorithms we use
PRAM (Parallel Random Access Machine) machine model. PRAM is an extension and
generalization of the RAM model, which use multiple processors. Machine-PRAM we
can define as a system consisting of n processors Pi; i ¼ 0; . . .; n� 1 and shared
memory. Each processor has a specific index and the define instructions that it can
perform. It is assumed that each instruction executes in unit time. The time complexity
of the algorithm can be defined as the number of statements executed during the
algorithm.

The architecture of modern processors allows to perform in a parallel way multiple
processes. For the analysis of algorithms running on modern computers we use the
theoretical multiprocessor machine model PRAM (Parallel Random Access Machine).
Due to the access of the processors to read and write into memory we can talk about
four PRAM machines:

• Concurrent Read Concurrent Write (CRCW)
• Exclusive Read Concurrent Write (ERCW)
• Concurrent Read Exclusive Write (CREW)
• Exclusive Read Exclusive Write (EREW)

Big Data describes an information management strategy that includes and inte-
grates many new types of data and data management alongside traditional data. The
defining processing capabilities for big data architecture are to meet the volume,
velocity, variety, and value requirements. While many of the techniques to process and
analyze these data types have existed constantly working on the cost reduction and
performance acceleration application.

Traditionally, information in the NoSQL database is stored in the form of records of
fixed or variable length. When retrieving records in memory, the entries are grouped in
small blocks, which enables the parallelization of queries of the calculation process. As
usual in such situations, the sorting algorithms of data stets play a big role. Parallel the
sort algorithm to speed up the application find information.

The modification of parallelization for fast sort algorithm describes how to split the
sorting processes between independently running processors when using a new parallel
algorithm for merging two strings.
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3 Parallel Fast Sort Algorithm

Almost everyone is aware that Big Data are currently being used to analyze the market
and make the right decisions. For example, applications enabling better customer
experiences are often powered by smart devices and enable the ability to respond in the
moment to customer actions. Processing large sets requires applications that use the
possibility of parallel calculations on modern computers. A special role in the sorting of
the data sets play sort algorithms by merging strings. I will now present the modifi-
cation of the parallel fast sorting algorithm PFSA by merging tree strings [14]. The
modification is based on the use of parallel merge algorithm of two strings that will
reduce the time complexity of sorting algorithm using multiple processors.

3.1 Parallel Sort Algorithm

Let’s leave out how to use a parallel merge algorithm of two numeric strings in Fast
Sort Algorithm [14] aside and focus on proposed improvements. Merged first two
strings are saved in a temporary array. Left third string should be rewritten into the
temporary array. In the first phase of the merger of three strings, when using a parallel
merging algorithm strings can be divided into three processors working independently.
Assign tasks to the processors so that each processor will save the information in this
section is this part of the temporary array that is allocated to write for that particular
processor. Figure 1 illustrates how centrally of strings processors from the array input
and the temporary array in the first iteration.

In the next step the algorithm merges the strings into an array from the input with
the parallel merging algorithm two strings. The method in which tasks are divided
between the processors was presented in Fig. 2.

Fig. 1. Parallelism merge strings in the array b.

272 Z. Marszałek



Theorem 1. Computational complexity of the modified sorting algorithm is:

Tmax ¼ 3
2
n� 3

2
: ð1Þ

Proof. The proof will be carried out for n ¼ 3k , k ¼ 1; 2; . . ..
Merging strings x1 � � � � � xt and y1 � � � � � yt into the sequence z1 � � � � � z2t,

using a parallel merge algorithm with two processors running independently, we do our
best t comparison elements of sequences X and Y on each processor.

In each iteration t ¼ 1; . . .; k, the sorting algorithm performs two actions. The first
step is the merger of two parallel strings about 3t�1 elements and saving the third for
3t�1 of elements in the temporary array. When performing this operation, each inde-
pendently operating processors performs no more than 3t�1 comparisons of elements in
strings of numbers. The second step is the concatenation of strings of length 3t�1 and
2 � 3t�1 and stores the result in the input array. A parallel merging algorithm will
perform then do not more than 2 � 3t�1 comparisons of elements of the joint strings. By
summing the number of comparisons that are performed in both steps we obtained an
upper estimate of working time of each iteration.

3t�1 þ 2 � 3t�1 ð2Þ

By aggregating all the operations performed by the processors get

X

k

t¼1

3t�1 þ 2 � 3t�1� � ¼ 3 �
X

k

t¼1

3t�1

¼ 3 1þ 3þ � � � þ 3k�1� �� 2k ¼ 3 � 3k � 1
2

� �

¼ 3
2
n� 3

2

ð3Þ

which was to prove.

Fig. 2. Parallelism merge strings the input array.
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In the implementation in Visual Studio Ultimate 2013 of the presented sorting
algorithm, the C# class System.Threading.Tasks was used. This class has a parallel for
loop, which is not an iterative in classic understanding, but an iteration that assigns
tasks to the processes that are called for each of the processors. Subsequent processes
receive the identifier of consecutive natural numbers, starting with zero and ending with
one less than the number of processes. According to the object-oriented programming
principle, variables declared inside this loop are only available for a given thread, and
arrays and variables declared outside the parallel loop are available for all processes.
Synchronization of all processes occurs after the parallel loop ends.

3.2 Experimental Study of the Parallel Sort Algorithm

Benchmark tests of the newly proposed modification of polarization for fast sort
method were taken for 100, …, 100000000 elements on the input. The results are
presented in tables and discussed in the following figures. The purpose of the analysis
and comparison is to verify how the newly proposed parallel processing can speed up
sorting of data sets. Presented results are averaged for 100 sorting samples. Studies
were made in C# in Visual Studio Ultimate 2013 on Microsoft Sever 2012 (Tables 1
and 2).

A comparison of speed of proposed modified method for parallel sorting of data
sets using 1, 2, 4 and 8 processors is shown in Figs. 3 and 4.

Tables 3 and 4 shows the coefficient of variation of the modified method parallel
merge numeric strings.

The tests carried out demonstrate the stability of the presented algorithm for any
dataset dimension. A parallel sorting method for merging three numerical strings can be
used in NoSQL databases and in sorting small data sets.

3.3 Analysis of Sorting Time and Compression

Consider a basis for the run-time comparison of the algorithm on a single processor and
see how much faster the calculation will take with more processors. The acceleration
result is shown in Figs. 5 and 6.

Table 1. Benchmark tests in [ms].

The number of elements in
the sample

One –

processor
Two –

processors
Four –
processors

Eight –
processors

100 1 1 1 1
1 000 1 1 1 1
10 000 7 5 4 3
100 000 75 42 29 24
1 000 000 760 399 276 212
10 000 000 8475 4524 3134 2228
100 000 000 9369 5031 33746 22865
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Table 2. Benchmarks test in [ti].

The number of elements in
the sample

One –

processor
Two –

processors
Four –
processors

Eight –
processors

100 383 346 296 210
1 000 1064 819 742 671
10 000 10553 6673 5607 4975
100 000 116148 65113 45037 35649
1 000 000 1184754 621992 430354 324575
10 000 000 13209619 7050969 4884816 3496753
100 000 000 146464059 78416650 52597832 36866278

Fig. 3. Benchmarks test in [ms]

Fig. 4. Benchmarks test in [ti]
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Table 3. The obtained coefficients of variation for the presented method [ms].

The number of elements in
the sample

One –

processor
Two –

processors
Four –
processors

Eight –
processors

100 0.1425638 0.2055871 0.1183261 0.1020143
1 000 0.1263521 0.1404761 0.1224651 0.0815983
10 000 0.2057423 0.1636634 0.1185492 0.1781741
100 000 0.1871422 0.1842080 0.1001103 0.1184508
1 000 000 0.0993884 0.1059641 0.0990169 0.0751336
10 000 000 0.1052747 0.1091599 0.0661096 0.0748716
100 000 000 0.108490 0.1165212 0.1134420 0.0825547

Table 4. The obtained coefficients of variation for the presented method [ti].

The number of elements in
the sample

One –

processor
Two –

processors
Four –
processors

Eight –
processors

100 0.147538 0.2086850 0.1044300 0.0914580
1 000 0.1232722 0.0922867 0.1191738 0.0434745
10 000 0.1773820 0.0997180 0.0781412 0.0809674
100 000 0.1875816 0.1877015 0.0952957 0.1193617
1 000 000 0.0993503 0.1062244 0.0990616 0.0750950
10 000 000 0.1052772 0.1092027 0.0660495 0.0748664
100 000 000 0.1084909 0.1165216 0.1134390 0.0825522

Fig. 5. The acceleration result [ms].
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From the results in Fig. 5 we see that each new processor additionally boosts the
sorting performance by decreasing sorting time and necessary operations, and therefore
increases the efficiency of the method. Figure 6 shows that the application of additional
processors improves the method by about 80%, for large data set, what improves
sorting for large data sets.

4 Final Remarks

The work presents the use of a parallel merge algorithm to merge numeric strings to
speed up the sorting of large data sets in parallel by the proposed Fast Sort Algorithm.
The method presented in this article effectively organizes large amounts of data using a
number of processors. The tests fully confirmed the theoretical computational com-
plexity and the stability of the algorithm. The algorithm can be applied to sorting data
sets using a limited number of processors.
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Abstract. The paper presents classification of the text defects. It provides a list
of user interface text defects and the method based on static/dynamic code
analysis for detecting defects in Android applications. This paper proposes a list
of static analysis rules for detecting every defect and the tool model imple-
menting those rules. The method and the tool are based on the application of
multiple Android application emulators, execution of the application through
certain execution paths on multiple hardware and software configurations while
taking application screen-shots. The defects are identified by running analysis
rules on each taken screen-shot and searching for defect patterns. The results are
presented by testing sample Android application.

1 Introduction

The current Android applications market demands developers to build applications that
can work on a wide array of mobile devices that have various hardware and software
configurations. One of the common problems is a clipped text that does not fit on the
applications window. This defect can become evident when an application is localized
to other language and text messages become longer than it was originally anticipated.
Those texts usually do get clipped and contain three-dot endings. Some of the other
defects are: a text is too small to see or too large and it takes too much of the screen
space on some devices.

The problems become evident when developers create applications on one primary
development device and make its appearance consistent and refined. However, when
the application is used on other devices (for example, on the ones having smaller
screens) with a different configuration (for example, the application is internationalized
to a Hungarian language, in contrast to the primary language it was developed, i.e.
English), the text gets clipped and most of it is replaced by dots (…) as the text
becomes twice longer than originally intended. To detect those defects, testers would
have to test every application functionality in all application languages and on a wide
array of device configurations.
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2 Related Work

In the previous paper [1] we presented the initial method for detecting various types of
user interface defects on mobile devices. The focus in this paper lies in text defect
types, by further extending the text defects classification, proposing the text defect
detection technique.

There are several works that address graphical user interface defects detection.
They fall into two categories: detecting defects from the application images and
detecting defects from the application source code.

The defects detection by analysing an application code falls into a category of static
code analysis. However, these methods search for graphical user interface defects
instead of coding errors [2]. Lelli et al. presented the method [3] for detecting defects
by analysing an application source code and analysing event listeners.

Moran et al. presented the method [4] for detecting user interface defects by ana-
lysing application mock-ups and screenshot images. This method relies on having
application mock-ups that are not always available or must perfectly match a developed
application. Chang et al. presented the method for user interface testing using computer
vision [5, 6]. The image recognition was used for detecting controls in an application
interface and using them in automated testing scripts. Baek et al. presented the model
based method [7] that detects user interface defects by comparing user interface to its
model.

3 The Proposed Method

For the proposed method we combine two approaches for defects detection. We use
application code and application screenshots to identify defects and pinpoint their
location in situations where a user would fail. In addition, the application source code
and corresponding assets are used as an application model that defines what kind of
messages should be visible on the screen.

The method description is presented in further sections:

1. Defining defect classes – defect types are identified.
2. Rules set – a set of algorithms capable of detecting defects of each identified type.
3. Situation modelling – the method that must be automated by a tool, for generating

situations where defects could arise.

The method is based on the principle of a source code static analysis: to gather data
to analyse, run a set of rules for detecting each type of defect, and present findings.

The common static analysis tools analyse application source code. We propose to
analyse the application screenshots in a similar manner. We define a set of defects and
rules for detecting those defects in the application screenshots.

3.1 Classification of the User-Interface Text Defects

There are several defects classification methods such as presented in [8–10] that
identify common defect types, such as data, interface, logic, function, and
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documentation. The interface defect types are divided into user-interface and
component-interface defect types. Lelli et al. [3] provided the scheme for classification
of user-interface defects. Under the presented scheme defects fall into two categories:
GUI Structure and Aesthetics, and Data Presentation. Based on the defect classifica-
tions [1, 4, 11] we concentrate on user-interface defects in the presentation category.
Furthermore, we provide the list of defect types and methods for automatically
detecting defects that are related to textual defect sub-types. Further on, we divide text
defects into two categories:

1. Presentation – message presentation. The questions “is it visible”, “is it unob-
scured”, etc. are raised.

2. Semantics – defects that are related to a text message itself. This refers to an
incorrect message, a misleading message, difficult to understand message, etc.

Presentation defects are related to applications text visibility on the screen. The
main aspects are correct location, visibility, clashing with the background. The list is
presented in Table 1.

Table 1. Text presentation defects.

No Type Description Example
TP1 Text 

placement
Text and surrounding controls are 
not aligned (text field and its label 
are not aligned vertically)

TS1 Font sizes The sizes of the text and surrounding 
controls mismatch (text size of the 
text field and its label are too 
different)

TS2 Unreadable 
text

Text is too small to read on a device 
(with small physical screens and low 
resolution)

TB1 Clashing 
background

Text colour clashes with a 
background image or colour, making 
the text difficult or impossible to 
read

TC1 Partial text Text is obscured by other controls or 
screen edges

TC2 Clipped text Text is too long to be presented in an 
allocated screen area, text is 
truncated by an user interface toolkit 
and is replaced by “…”

TE1 Wrong 
encoding  

Messages lack some characters, 
wrong characters are displayed, 
characters are replaced by question 
marks or a space character

TM1 Missing 
text

Text is not visible
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Table 2. Text semantics defects.

No Type Description Example
SD1 Synonyms Different words are 

used to describe the 
same object

The schedule is assigned.
The week program is not set.

SD2 Wrong 
terminology

Inconsistent 
terminology, 
different terms for 
the same concept, 
the same name for 
different concepts is 
used

Loyalty card is expired. (instead of a “gift 
card ”)

SD3 Unclear 
terminology

Ambiguous terms, 
terms for different 
concepts overlap in 
the meaning, too 
similar concepts, 
the same name used 
for different 
concepts

Heater is off. (meaning “electric one”)
Heater is on. (meaning “thermostat”)

SD4 Jargon Technical jargon, 
programmer jargon

Establishing connection to remote web 
socket.

SS1 Bad text style Inconsistent writing 
style, misspelled 
words, incorrect 
grammar and/or 
punctuation

press und hold button for fvie sek chek red 
LED.

SS2 Too much 
text

Messages are too 
long to read

No program is assigned to this zone. To 
program this zone, you should either create a 
new program or select an existing program 
from the list below.

SS3 Vague error 
messages

Messages do not 
provide any 
meaningful 
information

Connection was reset by peer

SS4 Untactful 
messages

Offensive, impolite 
messages

Error!!! Invalid input fields. Enter correct 
data!!!

SS5 Misleading 
text

Erroneous messages Device firmware does not support this 
method, please use the first method

SM1 Meaningless 
text

Text makes sense in 
an isolation but is 
meaningless in a 
GUI

SU1 Long Instructions are too Press and hold [WiFi] button for 15 seconds 
instructions long, unstructured, 

not illustrated
until red light starts blinking and then starts 
blinking very fast. Then click “Next”. If 
LED only blinks slowly, your WiFi Smart 
Plug does not yet support WPS mode, please 
try AP registration option.

SU2 Too difficult 
to understand 
the text

Text writing style 
makes it difficult to 
understand

As many automated test input generation 
tools for
Android need to instrument the system or 
the app, they cannot be used in some 
scenarios such as compatibility testing and 
malware analysis. 

SU3 “…” misuse The command with 
“…” should denote 
a link to additional 
window but it does 
not lead to it

Save…
Exit…

SL1 Missing 
translations

error_message_no_wifi

SL2 Wrong 
language

The application 
shows a message in 
a wrong language, 
shows messages in 
mixed languages at 
once

You could reset device to factory defaults 
and try again.
Trykk og hold nede  [+], [-] and [OK] 
knapper på gulvvarmetermostaten i 5 
sekunder.

Not all application 
messages are trans-
lated, translation 
placeholders are 
visible
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The sematic defects are related to meanings of the messages. The main aspects are
vague messages, too long messages, technical jargon, and unclear terminology. The list
is provided in Table 2.

3.2 Detection of the Defects

We provide rules for detecting each defect declared in Sect. 1. The rules are executed
on each application screen-shot, they apply data extracted from the application screen-
shots, source code and runtime data. Each rule is targeted for identifying only one
possible defect type. The rules use data from 3 different sources:

S Screen-shot – defects are identified by comparing reference texts with texts
extracted from screen-shots. A single window screen-shot is analysed in
isolation.

W Application window texts – defects are identified by analysing texts that
should be present in an application window. A single application window is
analysed in isolation.

A Application texts – defects are identified by analysing all application texts as a
whole set. All application messages and texts are analysed.

Rules are small defect detection algorithms that are executed in a row during the
main testing procedure. A testing procedure is presented in Algorithm 1.

When the main algorithm is executed, the getExecutionPaths procedure calculates
all application navigation paths using application binary file. This action is performed

Text Semantics and Layout Defects Detection in Android Apps 283



using Droidbot tool and its algorithms [12]. This tool also executes generated testing
paths on each selected testing device. During execution (executeTestPathOnDevice
procedure), data for next steps are gathered by taking window screen-shots. When
screenshots are taken, they are analysed in the following procedures:

1. recognizeTextAreas – identifies text locations on the screenshot, calculates text
bounding boxes,

2. recognizeTexts – for each identified text area text recognition is performed [13] and
text messages are extracted,

3. extractActualTexts – the application source code, resources, and runtime data are
analysed, actual messages that should be displayed on a window are extracted,

4. extractTextPlaceholders – the application source code, resources, and runtime data
are analysed, placeholders for localized actual messages that should be displayed on
a window are extracted,

5. extractAllApplicationLocalizedTexts – analyses application files and extract all
languages it supports, all localized, excluding current language, messages are
grouped by languages.

When the screen-shot analysis is complete, each rule is executed against gathered
analysis data. Each rule embeds small defect detection algorithm. Each rule uses dif-
ferent types of text sources and combinations of them. The list of rules and algorithms
are presented in Table 3.

Here:

1. calculateTextFontSize – calculates texts font size in pixels,
2. calculatePhysicalSize – calculates physical text size on the screen of a selected

device,
3. spellCheck – if text spelling is correct, returns true,
4. grammarCheck – if text grammar is correct, returns true,
5. hasSynonym – checks Thesaurus for synonyms of the word, checks if synonyms

are present in all application texts,
6. readabilityIndex – calculates readability index using Gunning fog index [14] or any

other [15] for the selected text,
7. leadsSomeWhere – returns if the link leads from the window to any other window

within the given paths list,
8. isStopWord – checks if word is in the stop words list [16] and should be ignored,
9. isOffensive – checks if the text is offensive [17],

10. isMisleading – checks if the text is misleading [18],
11. isVague – trains neural network with bad messages [19], use to recognize similar

messages,
12. tooLongSentence - checks if sentence has too many words, is it a compound

sentence.
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Table 3. Defect detection rules.
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3.3 The Scheme for the Defect Detection

The main diving principle for detecting defects is to automate testing process. Here we
propose a testing tool that executes the application under tests, gathers data, performs
analysis and identifies possible defects. The main principle of the defect detection is
structured as:

1. Generate tests that drive the application under test execution. The goal at this step is
to generate tests that would cover 100% of the application under test code. There are
several methods for generating tests [20–28] and tools [12, 29, 30].

2. Select a set of mobile devices to execute tests. The main selection criteria are to
select as large as possible set of mobile devices with screens of varying physical
sizes, resolutions, pixel densities, and colour depths. The devices could be emulated
or real devices on a device cloud [31, 32].

3. Execute generated tests on each selected test device.
4. Gather screen-shot of each test step on each device.
5. Gather text messages using a live application window instrumentation of each test

step on each device.
6. Run text recognition on each captured screen-shot and extract texts and their

attributes:
a. font size,
b. position,
c. size.

7. Extract application texts from its source code and corresponding application assets.
8. Run defects detection algorithms on each captured screen-shot.
9. Run defects detection algorithms on all gathered text messages from the application.

The scheme for defect detection describing tests generation, screenshots generation,
and text analysis is presented in Fig. 1.

The main components of the scheme are:

1. DroidBot:
a. Generates executable tests for navigating through the application under test.
b. Extension to DroidBot that extracts application messages from the source code

and corresponding assets.
2. Text executor:

a. Runs all execution paths on all phones and emulators.
b. Takes screen-shot at each path step on each device.
c. Records device info, path step info, reference text.

3. Defect analyser:
a. Analyses gathered screenshots and executes all defects detection algorithms.
b. Provides a list of possible defects and their locations.
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3.4 Testing Example

To present the proposed method of text defects several tools have been used. For test
case generation the DroidBot tool has been applied.

For analysing captured screenshots custom tool has been developed: texts regions
have been detected using the OpenCV [33] library by applying filters and afterwards
the Tesseract [13] library has been used for extracting actual texts from screen-shots.

As a demo example the Android application with a multi-language interface has
been selected. The Droidbot generated a set of execution paths and screenshots have
been taken at every step. The created analysis tool has examined the captured
screenshots and marked suspicious areas on them. Sample screen-shots are presented in
Fig. 2.

The green bounds denote the detected text regions and the texts inside identify the
discovered messages. Here, it is clear that the image A lacks several translations, while
the image B has title and body messages in different languages (title is Norwegian,
body is Czech languages).

The rules of text analysis were executed on each extracted message and its prop-
erties and defects were detected. The sample report is presented in Table 4. The tool
detected a “too small text defect”. An internationalization problem was also detected.
The message looked correct in the English language, but it was too long in Czech.

Droidbot

Applica on Under Test

Reference texts

Tests Executor

Phones and EmulatorsScreenshots

Defects Analyser

Possible Defects

Execu on Paths

Fig. 1. User-interface defect detection scheme.
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Fig. 2. Sample application defects.

Table 4. A report of the defects.

Defect Device Step/Window Screenshot Detected text Expected Text

TS1 Jolla
(EN)

Settings Home name
Hjem

Home name
Hjem

TM1 Jolla
(EN)

Settings Hjem Home name
Hjem

TB1 Jolla
(EN)

Settings Home name
Hjem

Home name
Hjem

TC1 Xperia 
Ray

Settings Hom name
Hjem

Home name
Hjem

TC2 Jolla
(EN)

Settings Home na…
Hjem

Home name
Hjem

TE1 Jolla
(NO)

Settings S?ker
Hjem

Søker
Hjem

TM1 Jolla
(RU)

Settings Hjem Home name
Hjem

SL1 Jolla
(CZ)

Devices Kapcsoló 
hozzáadása
plug_product_na
mes

Kapcsoló 
hozzáadása
plug_product_na
mes

TS2 Xperia 
Ray (2”)

Settings Home name
Hjem

Home name
Hjem

SL2 Jolla
(CZ)

Control Stue
-Vypnuto-

Stue
AV
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Also, the text overlapped over other controls (+ and – buttons slightly overlap text and
get fussed together).

The demo experiment was carried out using one application. It is planned to test on
several hundred open-source applications [27] and compare findings with the lists of
the already reported application issues.

4 Conclusions and Further Work

The method similar to an automated static analysis, and the tool framework for
detecting user interface defects that mainly fall into text presentation and content
defects categories is presented in the manuscript. The proposed method relies on image
recognition, defect search and tested application execution on a big set of mobile
devices. The main benefit of the application of the method is that it makes it possible to
identify the troubling user interface locations, pinpoints the device type that could have
the problem and provides visual proof of suspicion for further investigation.

The main drawback is long testing time – it is necessary to run all test cases on each
device. One of the unanswered question is pointed at selecting an optimal subset of
mobile devices for testing. Selection criteria could be a popularity of certain device
configuration at a current of the future smartphones market.

The future work includes detailing and refining each defect detection rule and
evaluating method effectiveness on a large set of mobile applications.
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Abstract. A large part of the technology development depends on the needs of
users. Apart from the hardware requirements for programs used by large com-
panies or smaller groups, the wide applications and hardware load are games
and graphics. Increasing the quality of games by improving their story quality
requires a lot of more efficient and effective algorithms. In this work, we propose
the use of a hybrid approach to the management of opponents’ movements on
the classic two-dimensional game called the Tron. Our solution is based on the
use of the idea of a simulated annealing algorithm in order to select the agent’s
movement technique depending on the cost function. The algorithm has been
implemented and tested depending on the used parameters. Obtained results
were discussed depending on the advantages and disadvantages of using this
type of solution in more complex games.

Keywords: Cost function � Tron game � Arcade game � Intelligence agent

1 Introduction

Games are considered to be a motivator not only for computer hardware manufacturers,
what can be seen from the competition of companies producing graphics cards such as
NVIDIA or AMD. A lot of emphasis is also placed on the creators of stories and
activities of specific elements that affect the gameplay. Even the most complex games
can use the same solutions as simple games. For the purposes of solution design and
testing, the simplest games work best. An example are a simple arcade games that
analyzing a player’s movement that can adjust the level of an opponent controlled by
the algorithm. Examples of games that are popular among programmers are primarily
Pacman or Tron.

Creating dedicated solutions for increased playability can be considered in several
different categories. Starting with the selection of hardware, programming language [1]
or techniques. Particularly the technique is an important element, because the artificial
intelligence algorithms find more and more applications in the industry. The depiction
of this process is visible on the amount of work under various grants. Scientists find use
in medicine, for instance in [2] where heart activity is analyzed. The process of training
artificial intelligence requires a lot of other activities. Input data should be processed in
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such a way that it would be possible to classify them in a simple way. In [3], the
problem of bathymetric big data interpolation was presented. The application of such a
problem was considered as a tool used in navigation. On the other hand, all data must
be kept somewhere. For this purpose, databases are used that guarantee quick access to
them. This is important for learning systems where data has to be divided into two parts
– teaching and testing. Research on data storage and fast access are shown in [4, 5].
The development of techniques based on the classic game is shown in [6]. Again in [7],
the authors shown analysis for price-based demand response, and in [8], general game
rule generation problem is described with a proposition of framework for that.
Important topic is the pursuit after the player in different games, which was investigated
in terms of communication between several agents in [9]. Research on agents was also
presented in [10]. An interesting approach is to learn the algorithm using screenshots
from the game by using convulsive neural networks [11]. The strategies used in games
are reflected in gamification, where players’ behavior can be modeled according to the
technique adopted [12].

In this paper, we present a proposal of an agent’s activity in games that simulates
the action of the opponent. The proposition is based on the use of the idea of simulated
annealing and cost function depending on the selected parameters.

2 Intelligent Agent Operation Based on Cost Function

The agent will be called the algorithm responsible for the operation of the opponent in
the game with the player. The game’s environment is a board on which the player can
make some movement. The implemented agent can be rational if the value of the
quality measure is maximized, assuming that it is not omniscient. We assume that the
agent uses only the knowledge available on the observation basis. This quality measure
can be understood as some security or profit for the agent. Moreover, an agent can
make decisions in an episodic or sequential manner. In the case of the first one, the
episode is understood as the observation in a given position which is a consequence of
the previously made environmental analysis. In the case of sequencing, the decision is
based in large measure on the previous action, and the current one will affect the next
move.

2.1 Tron Game

Tron is the modification of the classical snake game. It is inspired by the film with the
same title from 1982 directed by Steven Lisberger. The game is a top view for some
kind of motor racing. The idea is that each user moves with one motor and leaves his
trail behind. The player who stays the last on the board wins. The condition is that the
other players will collide at some point with any of the traces left behind.

2.2 Proposition of Intelligent Agent’s Operation

Continuous following the player is one of the basic methods of moving in this type of
games. However, it should be noted that such an action can quickly get bored of the
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playing user. To remedy this, the agent’s activity should be considered from several
different strategies depending on their momentary quality. Knowledge about the board
allows to calculate the quality of the next move due to a certain function. Let’s assume
that we have a set of certain motion strategies. Their selection cannot be made in every
movement because of the left trace. If it would be allowed, the movement would look
skewed, and the basic principle is perpendicular motion. Let’s choose the strategy
depending on the number of moves a. If the rest of division alpha by a particular value,
for example 80 is equal to zero, then the selection is made to choose one of the strategy.
Each strategy returns a possible direction of movement, which is evaluated by the
following function

f �xtarget;�xposs
� � ¼ �d �xtarget;�xposs

� �þ#g �xtarget;�xposs
� �

; ð1Þ

where �xtarget is the target point, and �xposs is a possible position indicated by the algo-
rithm, coefficients � and # are weights of a given function that satisfy the equation
�þ# ¼ 1. The function dð�Þ is one of the metric distance between a given, two points,
and gð�Þ is the numerator of fields on which collision may occur during the designated
trace to the destination point.

The above assessment function allows to evaluate the direction chosen by the given
strategy. The obvious assumption is that there are at least two strategies. In the case of
one, the proposed solution is unnecessary and only increases the number of calcula-
tions. In the case of a larger amount, the strategy is selected and continued for several
dozen moves. 2 or 3 strategies are optimal for this type of game, because it allows to
vary the agent’s action, as well as reduce the likelihood of predicting his movements by
the player. Our proposal is to adopt three strategies - after choosing one of them, the
movement takes place through the above-mentioned 80 steps. Each strategies is
evaluated and the one whose value is the smallest is chosen.

Three strategies that can be applied to the agent’s operation are pursuit, random
movement and one based on simulated annealing strategy.

Pursuit strategy causes that the agent follows the shortest path to the player.
Considering the fact that the pursuit of the exact point of the user is pointless - because
it can end with collision due to the fault of the agent and mean his loss. We suggest
pursuit towards a point in a certain neighborhood of the player. For the neighborhood
equal to 3, the grid will have a 3 � 3 dimension where the middle point is the player’s
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position. One of nine points is randomly selected and labeled as �xtarget. Then all
possible positions in the agent’s environment are checked. If the distance relative to a
given metric is smaller, then this direction is chosen. The full algorithm is presented in
Algorithm 2.

Next strategy is a random movement. It the simplest way to change the direction, it
is can be used in two situation. As a strategy and in the situation, when the agent is
against some obstacle like a leaved trace. The mechanism is simply – the agent can
move in four basic direction where one of them was the current and the opposite was
his route. And so there are two other directions where it can go (both at 90° angle to the
current one). The direction is chosen randomly. Preventing an impact on a possible
wall for the selected position may cause a lack of movement, and thus encounter its
own trace. The algorithm of these strategy is shown in Algorithm 3.

The third strategy borrows the main idea from simulated annealing algorithm [13],
which is based on a metallurgical process involving the heat treatment of metal.
Physically, this involves heating the metal and then cooling it to bring it closer to the
level of equilibrium. The use of an algorithm for an agent described in this work, i.e.
having limited movements, forces some simplification of it. Let’s assume that algo-
rithm have the position of the player �xplayer, the agent �xact and the initial temperature
T. Similarly to the pursuit strategy, the strategy will search a certain point in a grid of
size 3 � 3, where the player is in the center. For each neighbor and each possible
movement, the distance is calculated. If the value lnew is smallest, it is replaced and the
direction is changed. But there is possibility, that from a random value x in the range
<0,1> will be satisfy the following equation

x\exp
lnew
T

� �
; ð2Þ

what is understood as accepting the solution with a certain probability. This makes it
possible to lose by an agent who is not infallible. After each checked point, the
temperature value is reduced using
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T ¼ 0:98 � T: ð3Þ

3 Experiments

The proposed mechanism was tested due to different parameters, particular attention
was paid to the selection of metrics in various configurations. For experiments pur-
poses, described solution was tested for each set of parameters 100 times (until one
player lost). To enable obtaining the most effective testing techniques, test were made
under two types of action – with the player (50 tests) and automatic (50 tests). As
automatic tests, the game of two players controlled by two separated algorithms is
understood. Selected game results are presented in Fig. 3.

In Tables 1 and 2, obtained time measurements are presented. For each algorithm,
25 test were performed, where selected metric was Euclidean or Manhattan. For a given
two points �xa ¼ xa; yað Þ and �xb ¼ xb; ybð Þ, Euclidean metric is defined as
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dE �xa;�xbð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xa � yað Þ2 þ xb � ybð Þ2

q
; ð4Þ

and Manhattan metric as

dM �xa;�xbð Þ ¼ xa � yaj j þ xb � ybj j: ð5Þ

Results shows that it is better to use Manhattan metric which extend the playing
time. Especially when agent can change the strategy. The Euclidean metric was better
when using a specific strategy, and not with an extended algorithm. However, the
playability is smaller, and the predictability of the opponent’s movements is much
higher. In the case of applying random movement, the agent was looped quite often
causing a collision with its own trace – in both cases (Table 3).

The number of player/used algorithm wins was also counted depending on the
selected metric. The results are shown in Fig. 2 and 3. The division of wins and losses

Table 1. Average time comparison depending on the operation technique with Euclidean
metric.

Algorithm
Pursuit
strategy

Random
movement
strategy

Simulated
annealing
strategy

Agent’s operation
described in
Algorithm 1

Average
time [s]

Algorithm
vs human
player

13 7 9 28

Algorithm
vs
algorithm

11 6,5 9,5 35

Table 2. Average time comparison depending on the operation technique with Manhattan
metric.

Algorithm
Pursuit
strategy

Random
movement
strategy

Simulated
annealing
strategy

Agent’s operation
described in
Algorithm 1

Average
time [s]

Algorithm
vs human
player

8 3 8 37

Algorithm
vs
algorithm

13 2 11 47
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is distributed almost the same for individual algorithms, i.e. the choice of a specific
measure of distance does not affect this aspect too much. In the case of random
movement, the number of player’s wins is not a surprise, because the algorithm loses in
the first few moves. The significant advantage of winning the algorithm is visible
especially for the intelligent agent, where in both metrics there is an advantage over the
player. For the Manhattan metric, the average advantage of winning the algorithm in
relation to the user is almost 1.8 (Fig. 1).

Fig. 1. The number of wins depending on the used algorithm with the Euclidean metrics.

Table 3. The probability of player’s winning.

Algorithm
Pursuit
strategy

Random
movement
strategy

Simulated
annealing
strategy

Agent’s operation
described in Algorithm 1

Euclidean 60% 96% 52% 44%
Manhattan 56% 92% 44% 36%
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Fig. 2. The number of wins depending on the used algorithm with the Manhattan metrics.

Fig. 3. Sample boards while playing with the proposed agent.
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4 Conclusion

Algorithms and techniques of intelligent agents in the application of the simplest games
give great opportunities for wider use. It is important that the techniques are universal.
From small, simple games, algorithms can be easily transferred to large-scale enter-
tainment. In addition, all activities in this area, give the opportunity to build other
systems of behavior analysis and use within the scope of gamification. In this paper, we
presented the idea of agent’s operation on the basis of minimizing the value of the cost
function, which assessed the direction of movement determined by the given strategies.
The proposed technique uses the selected metric, here we tested the action within two
of them – Euclidean and Manhattan. The obtained results showed that the proposal
regarding to any metric is valuable (although it can be seen that the Manhattan metric is
better one which may be the caused by the perpendicular movements of the players).
Not only the level of gameplay increases due to the unpredictability of the agent’s
moves, but extends the time of the game. And this in turn causes that the player must
focus more on the game if he does not want to lose.
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Abstract. Earthquake prediction is researched by using the information
entropy principle, which provides that magnitude distribution model is not in
conformity with G-R or fractal index model, and the reason that the mine
earthquake magnitudes obey a certain probability distribution is explained. It is
presented to calculate the corresponding information entropy taking advantage
of existing mine earthquake measuring results, therefore, the occurrence of mine
earthquake is forecasted according to calculation result of entropy. The mine
earthquake takes place easily when entropy reduces. Forecast method is tested
by the monitoring data of mine earthquake, and the result shows that the method
is feasible. Our results provide a kind of effective method of mine earthquake
statistical distribution modeling and information entropy prediction of mine
earthquake.

Keywords: Information entropy � Probability distribution � Mine earthquake
Prediction model

1 Introduction

Mine earthquake is induced by mining, classified into mine dynamic disasters, which
was a phenomenon of elastic deformation energy release during the mining process
companying loud noise and shock wave vibration. The destructive vibration of the
mining area caused by rock instability, such as impact ground pressure, coal and gas
outburst process, and large area roof caving are generally referred to as the mine
earthquake. When mine earthquake occurs, the rapid release of energy of surrounding
rock, sudden breaking of coal and rock lead to roof caving, support breaking, roadway
congestion, ground vibration, building damage and human casualty. At present mines
in China are mostly built in 50–60 s of the 20th century which are about to enter deep
mining so mine earthquake risk will become more and more serious. It is particularly
important for mine earthquake prediction to conduct feasible and effective analysis
according to the result of mine earthquake monitoring [1–4].
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Mine earthquake disaster system is a very complicated system. The occurrence and
evolution of have rather complex features, such as ordering, kick, irreversibility,
unpredictable for a long time, and fuzzy and grey characteristics. Generation model,
influence factors, the precursor information and distribution model have the nature of
uncertainty. It is no very clear for the reason of mine earthquake and the influence
factors. It is also difficult problem to forecast the time, location and size of mine
earthquakes occurrence. In terms of mine earthquake, before it occurs, prediction can
be made by features that b value of G-R model of mine earthquake reduces distributed
according to time and space of mine earthquake and reduction of fractal dimension of
fractal model. Although these methods can roughly identify the importance of the
various factors, actual time and space distribution of mine earthquake activity is not
completely accords with G-R model and the fractal model. The fractal structure in the
natural world is different from ideal fractal model whose self-similarity can only be
founded in a limited range of the size and statistical significance. The same is true of
the self-similarity of fractal structure in the mine earthquake. The b value of GR in the
mine earthquake is founded only within the scope of the size and statistical sense.
Upper and lower size limit, especially the lower bounds, has a great influence on the
results of the analysis so it is difficult to accurately predict the degree of various
influencing factors toward the law of mine earthquake. Prediction error is relatively
bigger [5–9]. Aiming at the existing problem of mine earthquake prediction methods,
considering the uncertainty of mine earthquake events, this paper proposed the pre-
diction method of mine earthquake occurred in the process of coal mining based on the
entropy theory, in order to achieve the purpose of forecasting the mine earthquake.

2 Entropy and Information Entropy

Entropy, a measure of uncertainty, is one of the important concepts of physics. In 1896,
the Boltzmann and Plank relate entropy and system on the number of micro state to
illustrate the statistical significance of entropy which makes the second law of ther-
modynamics be shown in the form of an isolated system entropy increase principle.
Since then the entropy as a criterion of the judgment all direction and limit of ther-
modynamic process is widely used in natural science [11, 12]. In 1948, Shannon
applied the entropy concept in thermal statistics to the field of information to indicate
the uncertainty of information source. The information entropy is derived from ther-
modynamic entropy (physical entropy), and it is a kind of the application and devel-
opment of information science. The information entropy is a concept used to measure
the amount of information. The more orderly a system is, the less the information
entropy is; conversely, the more chaos a system is, the higher the information entropy
is. So the information entropy is also considered as the measurement of ordering degree
of a system. If used to show probability of some signal in an information source, the
information entropy is defined as:

HðxÞ ¼ �
Xn
i¼1

pðxiÞ ln pðxiÞ ð1Þ
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The information entropy here characterizes the features of the information source,
and it is a single value of distribution probability function with the additive property
which can be used as information measure of uncertainty [13–15].

3 Information Entropy and Distribution of Mine Earthquake
Magnitude

Anything is associated with a certain amount of time and space. There is nothing out of
time and space. In the characteristics studies of preparation, occurrence of mine
earthquake and rock burst, the distribution is characterized by order with formation of
crack and fracture according to change of stress field. This is characteristics demon-
strated in the process which is from disorder to order, and eventually lead to mutation
in an opening interactive system [8–10]. Prior to the mine earthquake, this kind of
orderly change is characterized by the decrease of information entropy in the time and
space distribution of mine earthquake. As long as we define information entropy of the
mine earthquake, we can use it to predict the occurrence of mine earthquake by
discussing orderly or disorderly development of evolution system.

For mine earthquake information entropy of discrete random variables, the infor-
mation entropy of mine earthquake magnitude is set as the corresponding probability of
mine earthquake occurrence:

SðxÞ ¼ �
Xn
i¼1

pðxiÞ ln pðxiÞ ð2Þ

For the information entropy of continuous random variables:

SðxÞ ¼ �
Z þ1

�1
pðxÞ ln pðxÞdx ð3Þ

Probability distribution function p(x) Satisfies the constraint conditions:

pðxÞ� 0 ð4Þ
Z

pðxÞdx ¼ 1 ð5Þ

Format (3) represents the meaning of the following two aspects: if the probability
distribution function of information occurrence is available, the entropy can be cal-
culated according to the format, which can be taken as a function of probability
distribution. When change happens, change accordingly; If information entropy has
been known, we can calculate the probability distribution function.
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If mathematical expectation for x is, standard deviation is, demand density function
should satisfy in addition to satisfy constraints (4), (5):

Z
xpðxÞdx ¼ l ð6Þ

Z
x2pðxÞdx ¼ r2 ð7Þ

Using Lagrange undetermined multiplier method to set up the Lagrange function
equation, the corresponding maximum probability distribution of entropy is available.
By this way, we can prove

SðxÞ ¼ �
Z

pðxÞ ln pðxÞþ apðxÞþ bx2pðxÞ� �
dx ð8Þ

Make the change be zero, take the maximum information entropy

@SðxÞ
@pðxÞ ¼ �1� ln pðxÞþ aþ bx2 ¼ 0 ð9Þ

Selecting constants a and b to satisfy the constraint condition, the corresponding
maximum entropy probability distribution is

pðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
r
e�

ðx�lÞ2
2r2 ð10Þ

The above type is normal distribution. Relationship between entropy and standard
deviation for normal distribution is

SðxÞ ¼ lnð
ffiffiffiffiffiffi
2p

p
e � rÞ ð11Þ

If the mathematical expectation of x is, density function is required to satisfy 3
constraints of (4), (5), (6), corresponding maximum entropy probability distribution can
be inferred:

pðxÞ ¼ 1
l
e�

x
l ð12Þ

The above type is exponential distribution. Relationship between entropy and
standard deviation for exponential distribution is

SðxÞ ¼ lnð1 � rÞ ð13Þ
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Visible information entropy model contains the G-R and fractal index model. Other
uniform distribution, Weibull distribution and logarithmic distribution can also be
launched by information entropy theory [16–19], and the relation between entropy and
the standard deviation also meets the same form, which can be shown as

SðxÞ ¼ lnðk � rÞ ð14Þ

Just different distribution corresponds to different k value. By entropy and standard
deviation of the actual test data, we can calculate the k values and determine dis-
tributing type. It also illustrates the relation between entropy, the distribution form and
the standard deviation—not only each sub-state but also distribution changes according
to the state change of open system. Entropy can reflect comprehensively changes of
system state. It is kind of unified and feasible prediction model on the basis of infor-
mation entropy which is not restricted by distribution model.

In 2016, we took nearly one year to monitor and locate mine earthquake occurred in
mining area 1305 of Dongtan Coal Mine, recording time, location and size of earth-
quakes. Using the SOS microseismic monitoring system, the system can adapt to the
complex working environment in the mine, and has independent underground power
supply mode. The underground equipment is simple, which can avoid excessive
underground equipment from generating high equipment failure rate. In addition, the
system uses an independent, unified GPS timing mode to achieve real-time and syn-
chronization of all vibration sensors in the underground. Figure 1 is the relation curve
about probability density distribution and magnitude of the mine earthquake which is
derived from measuring results of more than 4000 mine earthquakes. We use magni-
tude 0.1 to divide the magnitude level. As the chart shows, the relation between
occurrence and magnitude of mine earthquakes does not conform to exponential dis-
tribution (G-R or fractal index model), only when magnitude is bigger than 0.5 does it
approximately conform, and does not conform well to the normal distribution. A large
amount of useful information will be lost if data bigger than level 0.5 are used to make
statistical analysis on G-R or fractal. Because mine earthquake, exceeding 0.5 on the
Richter scale poses a hazard to safety of mines, we must use mine earthquake data
under magnitude 0.5 to predict mine earthquake exceeding 0.5 on the Richter scale.
The space-time distribution of mine earthquake is in the form of the changes, so the
statistical analysis on of the fixed distribution is unreasonable. In view of above dis-
cussion on the rationality and uniformity of the forecast based on the information
entropy, we put forward the application of entropy theory to the prediction of mine
earthquake in order to take effective measures in advance to prevent the disasters.
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4 Application of Entropy Theory in Mine Earthquake
Prediction

According to the entropy theory, in the micro sense, entropy is a measure degree of
disorder and chaos. The more unbalanced and orderly system is, the smaller the entropy
is, and vice versa. The equilibrium entropy is the biggest of all. For mine earthquake,
system after mine earthquake is the most chaotic, which is called equilibrium. The
entropy should be the biggest at this stage. I.e. when entropy increases, the danger has
passed while entropy reduces. It is a prelude to danger. So we can use the decrease of
entropy as the basis of mine earthquake prediction in advance [20, 21].

As for entropy’s calculation, we choose certain dense areas near the working face
(working face length 200 m, prior 50 m posterior 50 m), taking half a month for a
computational time sliding section. In order to remove influence on earthquake
information entropy because of difference between the different time system states, we
adopt separated and relative information entropy of mine earthquake when calculate,
namely

S ¼ SðxÞ= ln n ¼
�Pn

i¼1
pðxiÞ ln pðxiÞ
ln n

ð15Þ

N stands for total magnitude levels. When probability of each magnitude is equal,
probability is 1/n, ln n is the maximum entropy.

We have collected the cumulative number of mine earthquakes and the highest
energy level of mine in the nearly one year in 2016, as shown in Table 1. It is not
difficult to find from the table that in the 10th–13th week, the 21st–24th week, and the
34th–37th week, the number of mine earthquakes is obviously higher than other time
periods, and the mine earthquake energy level reaches up to 107 J. In contrast to the
mining work, we found that within the above three time periods, the mining activities
are located in faults that are prone to mine earthquakes.

Fig. 1. The probability distribution of mine earthquake magnitude
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After that, we calculated the mine earthquake information entropy based on the
monitoring data, Fig. 2 is mine earthquake information entropy on the base of mea-
sured data. From the figure, the information entropy is different in different measuring
time. There are three obvious decreases of entropy, respectively corresponding to the
period of 75 days to 90 days, the period of 150 days to 165 days and 240 days to 255
days. The time period during which these three entropy decreases is consistent with the
time period during which the mine earthquake occurs more frequently. In these three
phases, because the mining activity is in the location of faults prone to mine earth-
quake, the number of mine earthquakes increases, the mine earthquake energy level
increases, and the entropy decreases. By contrast, at starting cut in the original location,
decrease of entropy is not very clear, the number of mine earthquakes is small and the
energy is small; this is due to slower speed and less influence at the beginning of
mining, so entropy change is relatively small. It can be speculated that entropy theory
can be used to predict the occurrence of mine earthquake. When entropy reduces, mine
earthquake probably happens.

Table 1. Cumulative number of mine earthquakes and the highest energy level statistics for
1305 working face in Dongtan Coal Mine in 2016

Record
time
(week)

Cumulative
number of
mine
earthquake

The highest
energy level of
mine
earthquake (J)

Record
time
(week)

Cumulative
number of
mine
earthquake

The highest
energy level of
mine
earthquake (J)

1 17 103 23 82 107

2 14 103 24 65 107

3 13 103 25 54 106

4 15 103 26 32 104

5 12 103 27 53 104

6 10 104 28 62 106

7 20 105 29 58 105

8 25 105 30 28 103

9 42 106 31 21 104

10 55 107 32 32 104

11 63 107 33 41 105

12 76 107 34 56 106

13 73 107 35 76 107

14 56 106 36 79 107

15 47 106 37 59 106

16 21 104 38 47 105

17 32 105 39 49 106

18 26 104 40 55 106

19 32 105 41 58 106

20 57 106 42 43 106

21 68 107 43 39 104

22 76 107 44 32 104
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5 Conclusion

(1) The study defines the mine earthquake information entropy, and clarifies the
normal index and distribution types by using the maximum information entropy
principle. The relationship among the information entropy, distribution types and
standard deviation is also analyzed. The information entropy model contains G-R
and fractal index model.

(2) By the actual monitoring data, the study verifies mine earthquake magnitude
distribution does not accord with index distribution of G-R and fractal. It is also
different from normal distribution. If these standards are applied to process data
will lose useful information. That is to say, it has certain limitation to forecast
mine earthquake by using the b value of G-R and fractal dimension.

(3) Through the analysis on the mine earthquake information entropy, this paper puts
forward the method which can be used to predict the occurrence of mine earth-
quake according to relative information entropy reduction, and use mine earth-
quake testing result of 1305 face in Dongtan mines within nearly a year to
calculate. The results show that the mine earthquake information entropy method
is a feasible method, and has guidance for the practical work.

Acknowledgement. This work is supported by the National Natural Science Foundation of
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Fig. 2. The change curve of mine earthquake information entropy with time
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Automated Design Thinking Oriented
on Innovatively Personified Projects
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Abstract. The paper presents a version of automating the design thinking
approach in its application by an inventor of the certain innovation for a transfer
from an innovative intention to a tested prototype of a possible project. A similar
case of starting the work with the innovation is arisen in conditions, in which the
inventor wants to evaluate the conceived value without intermediaries before
decision making about objectifying this value through the design process. The
suggested way of automating is based on the use of question-answer interactions
of the inventor with the accessible experience, registration of verbal traces of
such interactions in the semantic memory and processing the traces for
achieving the architectural and cause-and-effect understanding with the use of
tested prototypes. Enumerated actions must be implemented in the specialized
toolkit OwnWIQA that is oriented on innovatively personified projects.

Keywords: Conceptual designing � Design thinking � Question-Answering
System with software

1 Introduction

In recent years, for starting the work with innovative intentions, it is popular to use the
Design Thinking approach (DT-approach) and its embodiment in corresponding
technologies and tools [1]. The choice of such approach is caused by organically
including this kind of work at the beginning of the project lifecycle if an evaluation of
outcomes of design thinking is positive and lead to the usefulness of developing the
conceived object or system. In this case and this sense, implementation of design
thinking corresponds to the first stage of the design process.

The inclusion of design thinking in the life cycle of the project leads to the
automation of such actions of designers, and it is easy to agree that rational automation
must be coordinated with the automation of other components of the design process.

At the same time, it is possible a case when innovation is invented by a human who
wants to estimate conceived value without intermediaries before decision making about
objectifying this value. Maybe, later, the necessary objectivation will be designed by
the inventor of the innovation. Similar cases lead to Innovatively Personified Projects
that require using the personified tools for such version of inventor’s activity, including
the implementation of the DT-approach.

In the paper, we suggest a way of automating that is based on the use of question-
answer interactions of the inventor with the accessible experience, registration of verbal
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traces of such interactions in the semantic memory and processing the traces for
achieving the architectural and cause-and-effect understanding with the use of tested
prototypes. Enumerated actions must be implemented by the designer in the personified
toolkit OwnWIQA (WIQA – Working In Questions and Answers) that is oriented on
conceptual designing [2], including innovatively personified designing.

2 Features of Personified Design Thinking

2.1 Applied Design Thinking

The content of this paper focusses on estimating an innovative intention in conditions
when the innovator applies the DT-approach in the environment of the toolkit Own-
WIQA. These conditions are schematically shown in Fig. 1.

In our version of the DT-approach, the work with the task Z* as a root task of the
conceived project begins with a list of keywords registering this task at the level of an
initial uncertainty ∇U(Z*, t0). The initial state of the task can be presented with an
implication [3]

??UU Zið Þ �!???WW Zið Þ
?VVðZiÞ;

where symbols ?U ; ??V and ???W indicates applying of question-answer approach (QA-
approach) [2] to the components of a condition U, value V and potential a solution W
of the task Z*.

In accordance with the QA-approach, questions are objects of interests and appli-
cations. In the implication, signs “?”, “??” and “???” indicate on uncertainties of a
different measure. In this place and below, these signs are used as special indicators

Fig. 1. The iterative process of design thinking
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required to extract or generate the questions during question-answer analysis of the
processed text.

Thus for an innovative project, it is typical to start the life cycle of the project with
uncertainty?VV(Z*), achieving of which is bound with the project goal. In the
described version of work, the list of the certain keywords presents the initial point of
the life cycle that corresponds to starting the work with the root project tasks Z* in the
frame of design thinking. Below we present elements of such work for the definite
project while here we describe the steps of design thinking only schematically.

Looking through keywords, the innovator (fulfilled the role of the designer) creates
some discourses disclosing the essential expectations of the potential users (the
Empathize step). These discourses contain information about important requirements,
QA-analysis of which helps the designer to formulate the initial statement St(Z*, t2) of
the task Z* (The Define step). Analyzing the text St(Z*, t2), the designer tries to invent
the idea that can lead to the appropriate solution (the Ideate step), for estimating of
which the corresponding prototype should be built (the Prototype step) and tested (the
Test step).

In the general case, the described way of working has an iterative character with
possible returns to previous steps. Moreover, the first solution is seldom effective, and
the search for alternative solutions should be repeated for the future choice of one of
them.

The scheme in Fig. 1 also includes some components that uncover conditions of
realizing our version of the DT-process. It is implemented in the instrumentally
modeling environment WIQA that includes a complex of means for the use of
semanticized graphics and project ontology in the analysis and processing of its out-
comes [4].

2.2 Achieving the Adequacy of Verbal Expressions

In any case, a lifecycle of any innovative project includes the following lines of actions:

• The choice and creatively use of an appropriate subset of the certain naturally
artificial language (such actions is better to interpret as a creating the specialized
language LP(t) of the corresponding project P(t)).

• An implicit or explicit generating the problem space that opens the possibility of
building the alternative versions of objectifying the investigated intention.

• Formulating an initial statement for a root task that corresponds to the alternative
version of a project.

• Substantiated prototyping of any alternative and its testing.
• The choice of a better alternative.

There is a fundamental difference between collaborative and personified imple-
mentations of these actions within the framework of design thinking for innovative
intention. The main difference is related to the way of achieving the conviction that the
implied and used definitions of verbal signs and descriptions of essences, objects, and
situations are adequate to the conceived project.

In the collaborative achievement of conviction, each member of the group involves
in the process of potential corrections of verbal expressions of definitions and
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descriptions. Such corrections are based on using the unique experience of each
member of the group, and this form of critique and correction is additional for ways
that can be used for achieving the personified conviction.

Thus, in the personified attainment of persuasion, the innovator can rely only on
own experience and the use of logically instrumental means to ensure the adequacy of
definitions and descriptions. These means must be compatible with mechanisms of
applied design thinking, and especially those mechanisms that responsible for
achieving the sufficient degree of understanding.

Among means included in the way suggested in the paper, important places occupy
a question-answer analysis, conceptual space of design thinking, and substantially
evolutionary theorizing, each of which contributes to the controlled detailing the
innovative intention and its estimating.

2.3 The Essence of Question-Answer Approach

As told above, any application of design thinking begins with an uncertainty ∇U(Z*, t0)
of a root task Z* corresponding a potential project of a conceived innovation, and such
uncertainty is expressed with a list of keywords. This list is an informational source for
starting the generation of discourses by the designer (from this point of the paper we
will use the following designation of the innovator), who registers them in textual
forms. Let us assume that processing the keywords has led to the text Tj that contains
the uncertainty ∇U(Tj, t1) = ∇U(Z*, t1).

For reducing the current uncertainty, the designer must conduct the appropriate
analysis, interacting with the investigated text Tj. For such work, we have developed
the QA-approach, based on the actual division of the textual expression and question-
answering [4] that is schematically shown in Fig. 2.

In interactions with the text, actual division as a communicative mechanism breaks
up any sentence on two parts ─ “theme” and “rheme,” where “theme” is the

Fig. 2. Reducing the uncertainty of textual unit.
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predictable starting point of the communicative unit, and “rheme” indicates on new
information that should receive an additional value.

In any textual unit, the designer can separate rheme and extract questions {Qn}
reducing the existed uncertainty with the help of the project ontology in its current
state. Descriptions of questions and corresponding answers lead to additional textual
units, the content of which reduce initial uncertainty and so on.

2.4 Conceptual Space of Design Thinking

In our research and practice of conceptual designing the systems with software, we
master the reflection of basic essences of the operational space onto their conceptual
representations in forms of QA-nets, combining of which in the wholeness is inter-
preted as a conceptual space CS(t) of the corresponding project [4]. The CS(t) is an
artifact that models a space for designing. Interactions of the designer with CS(t)
through nodes of QA-nets are shown in Fig. 3.

The scheme underlines, the conceptual project CP(t) has a representation that is
located in the CS(t), and components of this representation are also objectified in forms
of QA-nets. In accordance with the system approach, the CP(t) is a system located in
the environment designated as the CS(t). Moreover, the CP(t) in its current state
consists of components that were extracted from the CS(t) and processed by the nec-
essary way.

In our version of the artifact CS(t), the designer begins to create this space with the
“empty state,” starting with the moment of time t0. As it was shown in Fig. 1, the
designer is working in the CS-environment that is evolved on the course of design
thinking. Space is opened for interacting with an embedded object, their groups, and
relations. Among these relations, there are cause-and-effect regularities of the space.

Thus, the CS(t) has a potential for checking the adequacy of verbal expressions and
even for correctly generating them or for extracting the expressions from the current
state of the CS(t). The use of the artifact helps the designer in achieving the sufficient
degree of the personified conviction in estimating the adequacy of definitions and
descriptions and in their understanding.

Fig. 3. Interactions of the designer with nodes of QA-nets
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2.5 Substantiated Theorizing

One more artifact that helps to order and check the designer’ actions and their out-
comes in design thinking is a substantially evolutionary theory ThP(t) of the project
P(t), constructs of which are created on the base of the current state of the space CS(t).
The designer creates and uses the theory ThP(t) in parallel with other actions for
different purposes, among which it is accessible such as analyzing, describing,
explaining, predicting and understanding.

Any applied theory ThP(t) belongs to the subclass of the Grounded theory of the
constructive type, starts from the root question and evolves by extracting its constructs
from facts, the role of which fulfills verbal traces of interactions of the designer with
accessible experience [4]. Such traces are registered in nodes of QA-nets.

The theory ThP(t) has a phase structure that includes:

• Before-theoretical phase assembling facts about interactions with experience;
• The descriptive phase that logically combines the theory constructs formed by

processing the content of the before-theoretical phase;
• Classification phase objectified in the form of the project ontology;
• Identifiedly measurable phase, components of which are outcomes of diagram-

matical processing helping to understand the textual expressions.

Thus, creating and using the theory ThP(t) support achieving the sufficient degree of
the personified conviction in estimating the adequacy of definitions and descriptions
that, in its turn, support achieving and explicit presenting their understanding.

3 Related Works

The first group of related works concerns the subject area “Design Thinking.” The
informational source [5] discloses basic features of this activity in developing the
systems with software. The becoming of the DT-methodology is described in the paper
[1]. The interesting analysis of the nature of design thinking is conducted in the paper
[3] where K. Dorst connects this nature with two types of abductive reasoning of the
designer in interactions with situated problems.

The next group of related works focuses on the constructive use of conceptual
spaces in the design practice. In this group, we mark the publication [6] defined the
ontological viewpoint on the CS, the study [7] disclosed the CS from the viewpoint of
“the construction, exploration, and expansion,” and the paper [8] that suggests some
templates for documenting the state of the space in the form suitable for decision-
making.

One more group of publications has deals with the study of theorizing in behavior-
oriented subject areas. The choice of such group was caused by behavioral nature of
designing [9]. Here we mark the review [10] (published in 2013), in which the author
separates the analyzed papers into three areas - flexible design, distributed development
and formulating the requirements. The second review [11] (published in 2016) notes
that in the vast majority of investigated publication, Grounded Theory is applied
fragmentarily, either at the level of workflows or to some kinds of activity of designers.
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All papers indicated in this section were used as sources of requirements in
developing the set of instrumental means provided automated design thinking in the
personified innovative projects.

4 Features of the Suggested Way of Design Thinking

4.1 Becoming of the Empathy Stage

Traditionally, actions of the Empathy step are started with generating some discourses
that must express the important expectations of potential users of outcomes of
designing.

In the described case, the designer starts to create these discourses by interacting
with an open set of keywords and “translating” them in some useful memos that can be
used for the following actions:

• Extracting a set of facts disclosing traces of access to the natural experience in
mental space;

• Registering of these facts as potential components of the CS(t);
• Generating the useful discourses that will highly likely transform to requirements of

the conceived project.

The designer will generate discourses in turn, and each generation step will be
based on the following actions:

• Extracting a set of significant lexemes from the chosen discourse (from the textual
unit) and preparing this set for including its elements into the project language LP(t);

• Extracting the concepts (notions) from the set of lexemes included in LP(t);
• Defining any discovered concept and including it in the project ontology OP(t);
• Discovering such relations among concepts that define normative kinds of sys-

tematization in the ontology (“is-a,” “part of,” “cause-and-effect” and the other
relations).

• Registering the normative relations in the ontology OP(t);

In current states, outcomes of indicated actions are used for checking the controlled
use of lexis in the discourse, and such checking can lead to corrections of the discourse
expression. One more reason for the discourse correction is an attempt to achieve an
understanding of the discourse.

All indicated actions with any formulated discourse Di(t) are implemented in the
semantic area of the toolkit OwnWIQA in the frame of initial state of the task Z*, the
first subtask ZF(Z*, t) of which is normatively defined as “Formulating the statement of
the task Z*(t)”. In ZF(Z*, t), each discourse Di(t) is interpreted as a source of questions
that must be extracted by the designer from the text of the discourse during its question-
answer analysis, the result of which has the form of the corresponding QA-net.

After fulfilling such work, the designer must generate the initial statement St(Z*, t)
of the task Z*(t) as a textual wholeness, the content of which is not contradicting to any
discourses. In other words, the statement St(Z*, t) is built as an abstraction of
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discourses, each of which is “inferred” from the statement. This part of designer’s
activity corresponds to the stage “Define” of the DT-approach.

The statement St(Z*, t) is a textual expression, which the designer must process as
texts of discourses and also as texts of questions and answers generated during QA-
analysis. The principled role in such processing fulfill the use of the ontology OP(t) and
figuratively semantic support [2] of designer’s actions, without which achieving the
sufficient degree of understanding is problematical.

4.2 Early Steps of Design Thinking

The toolkit OwnWIQA consists of subsystems, one of which is a subsystem “Base of
Precedents.” So there was a time when we started the project of this subsystem. On an
example of the project, we clarify some elements of our version of design thinking.
Clarifying we start with the following discourse:

D1. When operating the system with the built-in complex “Base of Precedents” (?) in the event
of an unpredictable situation (?) for both the designers and users, there should be an
opportunity for an intelligent reaction (?) aimed at handling (?) the situation for continued
actions.

The reason of formulating this discourse is caused by the real practice of developing
the modern systems with software that demonstrate unpredictable influences of
numerous situational factors both as on the process of designing so on the process of
exploiting. In the review [12], it is indicated about 400 such situational factors are
mapped into 48 of their variants distributed across 11 groups.

Some points in the text D1 include the sign “?” indicated on directions of question-
answer analysis. Among units of the conducted analysis we mark the following of
them:

Q1. What is meant by intellectual reactions of a designer or a user?
A1. With a new intellectual reaction, it is rational to bind the search of a new occupational
action that corresponds to a way of solving a new task (?), conditions of which correspond to
unpredictably arisen situation.

Answer A1 is better to interpret as the requirement that is habitual for the designer,
but for the user, it is intellectual function embedded into the system to be developed.

Q2. How to specify similar reactions?
A2. Since the reaction is recommended to be built in the form of finding a solution to a new task,
it is rational to represent it in the form of a precedent model (?) taking into account analogies
(?) with intellectually processed (?) conditioned reflexes (with the conditioned reflexes that have
the kind of human actions).

In this answer, we orient on the following definition “precedents are actions or
decisions that have already happened in the past and which can be referred to and
justified as an example that can be followed when the similar situation arises” [13].

The answer A2 also relates the question “What to do with the built precedent
model?” For the user, there are the following versions of the reaction to the question:

• Transmitting the model of the precedent to specialists who use it for evolving the
system functionality;
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• Developing the precedent and embedded it into the system without intermediaries if
the user has a sufficient qualification.

• Other marked signs of questions in D1 and answers A1 an A2 indicate ways of
continuing the question-answer analysis of the discourse D1. Other indicated
question signs in D1 and answers A1 and A2 indicate ways of continuing the
question-answer analysis of the discourse D1. Among next question-answer pairs,
we mark the following refinements:

• Creating the next precedent model, it needs to implement in parallel with solving
the corresponding new task, beginning the processes with the use of automated
design thinking;

• Applied design thinking must include the functionalities that can help the designer
in conducting the thought experiments with the use of mental imagery [14].

In the project of the subsystem “Base of Precedent” was a time when we have
formulated the following root task:

Z*(t): It needs to develop a subsystem “Base of Precedent”, operative creating (?) and using
(?) of which will facilitate (?) enhancing (?) the intellectual effectiveness (?) of the designer’
activity in working (?) with unpredictable project tasks in designing the systems with software
that will include mechanisms (?) for similar intellectual reacting (?) for users in unpredictable
situations (?) arisen in exploiting of such systems.

Here, questions marks also indicate ways for continuing the analysis in the frame of
the suggested version of automated design thinking, outcomes of which were used in
the development of “Base of Precedent”.

4.3 Project Ontology

In actions that are similar to the described above, the designer achieves necessary
results with the use of automated interactions with the project ontology, the framework
of which is presented in Fig. 4.

Fig. 4. The framework of the project ontology
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The project ontology is created in the form of a working dictionary (corresponding
with a certain project), which is divided into groups and subgroups. An ontology
concept is a dictionary item that can be presented as a single word or a collocation.
Concepts have their definitions designed to explain the meaning of a concept or to store
axioms related to it. Since every concept of the project must be related to its imple-
mentation, it is necessary to classify the cases when a concept belongs to a certain part
of the implementation – for that, a materialization component is used.

Each materialization has its type. For linking the pairs of concepts, the designer can
use (choose and assign) necessary Relations from their normative set (is a; part of; has
a part; associative relations (similarity, consequence, contrast, time, space, synonyms)
and others). The designer can include additional relations if they will be useful in the
work with the project.

Among important goals of interactions with the ontology, we mark the controlled
use of lexis, the necessity of achieving the sufficient level of understanding and
extracting the useful questions. Means providing the necessary ontological support are
integrated into the subsystem “Project Ontology” embedded into the toolkit
OwnWIQA.

4.4 Means of Systematized Graphics

For achieving and explicit expressing the sufficient degree of understanding, the
designer includes the necessary concepts and graphical models to the construct St
(Z*, t), and embedded components will provide reuse of understanding in the process
of which these models will repeatedly activate the mental imagery. Without such
activation, the needed and expected understanding is impossible. The subsystem
“Figuratively Semantic Editor” of the toolkit OwnWIQA supports creating and
transforming the visual models for types presented in Fig. 5.

A set of types include:

1. Pictorial type MP, models of which help to express the architectural forms of
understanding.

2. Declarative type MD that is intended for visualizing the semantic nets of textual
units, for examples, such as sentences and discourses. The main reason for using
this type of visualizing is the check of St(Zi, t) and its verbal components via
mechanisms of declarative programming.

Conceptually algorithmic type MA provides presenting cause-and-effects forms of
understanding. For the creation of such form, the designer can use a pseudocode
language LWIQA that is adjusted on the semantic memory of the toolkit OwnWIQA. In
the current state of WIQA, the type MA supports the work with Use-Case diagrams,
Activity diagrams, and diagrams of Classes. For the transition to the version PA, it is
applied the automatic mode based on the model-driven approach [14].
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5 Conclusion

The paper has deals with the application of the DT-approach in conditions, in which the
author of the certain innovation tries to estimate the conceived value without inter-
mediaries before decision making about objectifying this value with intermediaries, for
example, with a team of specialists. In other words, the innovator tries to build the very
simplified version of the innovatively personified project.

For these cases, we developed the automated version of the DT-approach, in which
the quality of innovator’s actions are defined by using such artifacts as the conceptual
space CS(t), project language LP(t) and project theory ThP(t) that are created in
coordination and in parallel with other actions of design thinking, the kernel of which is
the use of question-answer analysis applied to the generated in registered textual units.

Such personified activity must be realized in the toolkit OwnWIQA that is intended
for conceptual designing accompanied by creating and using of indicated artifacts with
intensive use subsystems “Project Ontology” and “Figuratively Semantic Editor”.

Acknowledgement. This work was supported by the Russian Fund for Basic Research (RFBR),
Grant #18- 07-00989а, Grant # 18-47-73001r-a, and the State Contract №. 2.1534.2017/4.6.

Fig. 5. Normative types of visual models
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Abstract. We discuss incomplete data sets with two interpretations of
missing attribute values, lost values and “do not care” conditions. For
data mining we use two probabilistic approximations, concept and global.
Concept probabilistic approximations are well known while global prob-
abilistic approximations are introduced in this paper. The rationale for
introducing global probabilistic approximations is a common opinion of
the rough set community that global probabilistic approximations, as
closer to the approximated concept, should be more successful. Surpris-
ingly, results of our experiments show that the error rate evaluated by
ten-fold cross validation is smaller for concept probabilistic approxima-
tions than for global probabilistic approximations.

Keywords: Incomplete data mining · Characteristic sets
Rough set theory · Probabilistic approximations.

1 Introduction

We discuss incomplete data sets with two interpretations of missing attribute val-
ues, lost values and “do not care” conditions. Both interpretations were discussed
in [6]. Lost values were originally known but actually are erased or forgotten. In
mining data sets with lost values we try to use only existing, specified attribute
values. “Do not care” conditions may indicate a refusal to answer a question.
Mining incomplete data with “do not care” conditions is based on assumption
that a missing attribute value may be any value from the attribute domain.

In this paper, for data mining we use probabilistic approximations, an exten-
sion of lower and upper approximations known from rough set theory. A prob-
abilistic approximation is defined by using an additional parameter, denoted
by α and interpreted as a probability. Lower approximations are probabilistic
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approximations with α = 1, upper approximations are probabilistic approxi-
mations with α only slightly greater than zero. Probabilistic approximations,
restricted to complete data sets, i.e., data sets without missing attribute values,
were extensively studied in [13–21]. Probabilistic approximations were general-
ized to incomplete data sets in [8].

For complete data sets, a probabilistic approximation is unique for the fixed
value of the parameter α. For incomplete data sets, i.e., data sets in which some
attribute values are missing, there exist many possible definitions of probabilistic
approximations [4,9]. In this paper we study two such approximations. The first,
called a concept probabilistic approximation, is well known [2,3]. The second,
introduced in this paper, is called a global probabilistic approximation. Special
cases of the global probabilistic approximation, called lower and upper, were dis-
cussed in [11]. A rationale for introducing global probabilistic approximations is
a common opinion of the rough set community that lower approximation should
be as large as possible while the upper approximation should be as small as
possible. In general, global probabilistic approximations are close to the concept
to be approximated.

The main objective of this paper is to compare concept and global proba-
bilistic approximations in terms of an error rate evaluated as a result of stratified
ten-fold cross validation on some benchmark data sets. Our secondary objective
is to compare both interpretations of missing attribute values, lost values and
“do not care” conditions, using the same criterion. Surprisingly, using Friedman
test (5% significance level), we conclude that concept probabilistic approxima-
tions are better than global probabilistic approximations (an error rate for the
same data set and the same type of interpretation of missing attribute values
is smaller for concept probabilistic approximations than for global probabilistic
approximations). Data mining is an experimental area, results of experiments
are decisive. On the other hand, an error rate for data sets with lost values and
“do not care” conditions do not differ significantly.

2 Incomplete Data Sets

Table 1 presents an example of the incomplete data set. Lost values and “do not
care” conditions are denoted by symbols of “?” and “*”, respectively. The set of
all cases will be denoted by U . In our example, U = {1, 2, 3, 4, 5, 6, 7, 8}. The set
of all cases with the same decision value is called a concept. For example, the set
{1, 2} is a concept. We say that a(x) = v if an attribute a has value v for a case
x. For example, Temperature(1) = normal.

For completely specified data sets, for an attribute-value pair (a, v), a block
of (a, v), denoted by [(a, v)], is defined as follows

[(a, v)] = {x|x ∈ U, a(x) = v}.
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Table 1. An incomplete data set

Case Attributes Decision

Temperature Wind Humidity Trip

1 normal low high yes

2 * high * yes

3 high ? low no

4 very-high high high no

5 ? low low no

6 high high high no

7 high ? high no

8 normal high low no

For incomplete decision tables the definition of a block of an attribute-value
pair was modified in [6,7] in the following way

– If for an attribute a and a case x we have a(x) = ?, the case x should not be
included in any blocks [(a, v)] for all values v of attribute a,

– If for an attribute a and a case x we have a(x) = ∗, the case x should be
included in blocks [(a, v)] for all specified values v of attribute a.

For our example from Table 1, all blocks of attribute-value pairs are
[(Temperature, normal)] = {1, 2, 8},
[(Temperature, high)] = {2, 3, 6, 7},
[(Temperature, very − high)] = {2, 4},
[(Wind, low)] = {1, 5},
[(Wind, high)] = {2, 4, 6, 8},
[(Humidity, low)] = {2, 3, 5, 8},
[(Humidity, high)] = {1, 2, 4, 6, 7}.

The characteristic set KB(x) is defined as the intersection of the sets K(x, a),
for all a ∈ B, where x ∈ U , B is a subset of the set A of all attributes and the
set K(x, a) is defined as follows

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) = ? or a(x) = ∗, then K(x, a) = U .

For the data set from Table 1 and B = A, the characteristic sets are
KA(1) = {1},
KA(2) = {2, 4, 6, 8},
KA(3) = {2, 3},
KA(4) = {2, 4},
KA(5) = {5},
KA(6) = {2, 6},
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KA(7) = {2, 6, 7},
KA(8) = {2, 8}.

3 Probabilistic Approximations

Three kinds of probabilistic approximations, called singleton, subset and concept,
were introduced in [1].

3.1 Singleton, Subset and Concept Approximations

A B-singleton probabilistic approximation of X with the threshold α, 0 < α ≤ 1,
denoted by apprsingleton

α,B (X), is defined by

{x | x ∈ U, Pr(X | KB(x)) ≥ α},

where Pr(X | KB(x)) = |X ∩ KB(x)|
|KB(x)| is the conditional probability of X given

KB(x) and |Y | denotes the cardinality of set Y . A B-subset probabilistic approx-
imation of the set X with the threshold α, 0 < α ≤ 1, denoted by apprsubset

α,B (X),
is defined by

∪{KB(x) | x ∈ U, Pr(X | KB(x)) ≥ α}.

A B-concept probabilistic approximation of the set X with the threshold α,
0 < α ≤ 1, denoted by apprconcept

α,B (X), is defined by

∪{KB(x) | x ∈ X, Pr(X | KB(x)) ≥ α}.

For Table 1 and the concept {1, 2}, all conditional probabilities Pr(X|KA(x),
where X is a concept, are presented in Tables 2 and 3.

Table 2. Conditional probabilities Pr([(Trip, yes)]|KA(x)), I

x 1 2 3 4

KA(x) {1} {2, 4, 6, 8} {2, 3} {2, 4}
Pr({1, 2} | KA(x)) 1 0.25 0.5 0.5

Table 3. Conditional probabilities Pr([(Trip, yes)]|KA(x)), II

x 5 6 7 8

KA(x) {5} {2, 6} {2, 6, 7} {2, 8}
Pr({1, 2} | KA(x)) 0 0.5 0.333 0.5
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All distinct probabilistic approximations are

apprsingleton
0.25 ({1, 2}) = {1, 2, 3, 4, 6, 7, 8},

apprsingleton
0.333 ({1, 2}) = {1, 3, 4, 6, 7, 8},

apprsingleton
0.5 ({1, 2}) = {1, 3, 4, 6, 8},

apprsingleton
1 ({1, 2}) = {1},

apprsubset
0.333 ({1, 2}) = {1, 2, 3, 4, 6, 7, 8},

apprsubset
0.5 ({1, 2}) = {1, 2, 3, 4, 6, 8},

apprsubset
1 ({1, 2}) = {1},

apprconcept
0.25 ({1, 2}) = {1, 2, 4, 6, 8},

apprconcept
1 ({1, 2}) = {1},

apprsingleton
0.5 ({3, 4, 5, 6, 7, 8}) = {2, 3, 4, 5, 6, 7, 8},

apprsingleton
0.667 ({3, 4, 5, 6, 7, 8}) = {2, 5, 7},

apprsingleton
0.75 ({3, 4, 5, 6, 7, 8}) = {2, 5},

apprsingleton
1 ({3, 4, 5, 6, 7, 8}) = {5},

apprsubset
0.5 ({3, 4, 5, 6, 7, 8}) = {2, 3, 4, 5, 6, 7, 8},

apprsubset
0.667 ({3, 4, 5, 6, 7, 8}) = {2, 4, 5, 6, 7, 8},

apprsubset
0.75 ({3, 4, 5, 6, 7, 8}) = {2, 4, 5, 6, 8},

apprsubset
1 ({3, 4, 5, 6, 7, 8}) = {5},

apprconcept
0.5 ({3, 4, 5, 6, 7, 8}) = {2, 3, 4, 5, 6, 7, 8},

apprconcept
0.667 ({3, 4, 5, 6, 7, 8}) = {2, 5, 6, 7}, and

apprconcept
1 ({3, 4, 5, 6, 7, 8}) = {5}.



A Comparison of Concept and Global Probabilistic Approximations 329

3.2 Global Probabilistic Approximations

An idea of the global approximation, restricted to only lower and upper approx-
imations, was introduced in [11,12]. In this paper we introduce a global proba-
bilistic approximation, associated with a parameter α, 0 < α ≤ 1. Let B ⊆ A
and X ⊆ U . A B-global probabilistic approximation of the concept X, based on
characteristic sets, with the parameter α and denoted by apprglobal

α,B is defined as
the following set

⋃
{KB(x) | ∃ Y ⊆ U ∀ x ∈ Y, Pr(X|KB(x)) ≥ α}.

In general, for given sets B and X and the parameter α, there exists
many B-global probabilistic approximations of X. Additionally, computing all
such approximations is of exponential computational complexity. Therefore, we
decided to use a heuristic version of the definition of B-global probabilistic
approximation, called a MLEM2 (Modified Learning from Examples Module,
version 2) B-global probabilistic approximation of the concept X, associated
with a parameter α and denoted by apprmlem2

α,B . This definition is based on
the rule induction algorithm MLEM2 [5]. The approximation apprmlem2

α,B is con-
structed from characteristic sets KB(y), the most relevant to the concept X,
i.e., with |X ∩ KB(y)| as large as possible and Pr(X|KB(y)) ≥ α, where y ∈ U .
If more than one characteristic set KB(y) satisfies both conditions, we pick the
characteristic set KB(y) with the largest Pr(X|KB(y)). If this criterion ends up
with a tie, a characteristic set is picked up heuristically, as the first on the list.

In this paper we will study only MLEM2 B-global probabilistic approxima-
tions based on characteristic sets, with B = A, and calling them, for simplicity,
global probabilistic approximations associated with the parameter α. Once the
global probabilistic approximations associated with α are constructed, rule sets
are induced using the rule induction algorithm based on another parameter, also
interpreted as a probability, and denoted by β. This algorithm also uses MLEM2
principles [9].

MLEM2 rule induction algorithm
input: a set X (a subset of U) and a parameter β,
output: a set T of the set X,
begin

G := X;
D := X;
T := ∅;
J := ∅;
while G �= ∅

begin
T := ∅;
Ts := ∅;
Tn := ∅;
T (G) := {t | [t] ∩ G �= ∅};
while (T = ∅ or [T ] �⊆ D) and T (G) �= ∅
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begin
select a pair t = (at, vt) ∈ T (G) such that
|[t] ∩ G| is maximum; if a tie occurs, select
a pair t ∈ T (G) with the smallest cardinality
of [t]; if another tie occurs, select first pair;
T := T ∪ {t};
G := [t] ∩ G;
T (G) := {t | [t] ∩ G �= ∅};
if at is symbolic {let Vat

be the domain of at}
then

Ts := Ts ∪ {(at, v) | v ∈ Vat
}

else {at is numerical, let t = (at, u..v)}
Tn := Tn ∪ {(at, x..y) | disjoint x..y
and u..v} ∪ {(at, x..y) | x..y ⊇ u..v};

T (G) := T (G) − (Ts ∪ Tn);
end {while};
if Pr(X | [T ]) ≥ β

then
begin

D := D ∪ [T ];
T := T ∪ {T};

end {then}
else J := J ∪ {T};

G := D − ∪S∈T ∪J [S];
end {while};

for each T ∈ T do
for each numerical attribute at with (at, u..v) ∈ T do

while (T contains at least two different
pairs (at, u..v) and (at, x..y) with
the same numerical attribute at)

replace these two pairs with a new pair
(at, common part of (u..v) and (x..y));

for each t ∈ T do
if [T − {t}] ⊆ D then T := T − {t};

for each T ∈ T do
if ∪S∈(T −{T})[S] = ∪S∈T [S] then T := T − {T};

end {procedure}.

All distinct global probabilistic approximations are

apprmlem2
0.5 ({1, 2}) = {1, 2, 3},

apprmlem2
1 ({1, 2}) = {1},

apprmlem2
0.5 ({3, 4, 5, 6, 7, 8}) = {2, 3, 4, 5, 6, 7, 8},
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apprmlem2
0.667 ({3, 4, 5, 6, 7, 8}) = {2, 4, 5, 6, 7, 8},

apprmlem2
0.75 ({3, 4, 5, 6, 7, 8}) = {2, 4, 5, 6, 8} and

apprmlem2
1 ({3, 4, 5, 6, 7, 8}) = {5}.

It is obvious that apprmlem2
0.5 ({1, 2}) better approximates the concept {1, 2}

than apprconcept
0.25 ({1, 2}).

3.3 Definability

Any union of characteristic sets KB(x) is called B-globally definable [11]. An
A-globally definable set is called globally definable. Let T be a set of attribute-
value pairs, where all involved attributes are distinct and are members of a set
B. Such set T is called B-complex. A block of a B-complex T , denoted by [T ],
is the set ∩{[t]|t ∈ T}. Any union of blocks of B-complexes is called B-locally
definable [11]. A-locally definable set is called locally definable.

Rules are expressed by attribute-value pairs, a rule is the following expression
(attribute − 1, values − 1) & (attribute − 2, value − 2)

& . . . & (attribute − n, value − n) → (decision, value).
Any set X may be described by rules if it is locally definable, as was

explained in [10]. Concept, subset and global probabilistic approximations are
globally definable. However, singleton probabilistic approximations, in gen-
eral, are not even locally definable. For example, for the data set from
Table 1, apprsingleton

0.333 ({1, 2}) and apprsingleton
0.5 ({1, 2}) are not locally defin-

able, since the case 8 occurs in three possible blocks of attribute-value
pairs: [(Temperature, normal)], [(Wind, high)] and [(Humidity, low)]. All three
blocks contain also case 2, so any intersection of these blocks contains both 2
and 8, however, 2 is not a member of both above singleton probabilistic approx-
imations. Thus, singleton probabilistic approximations should not be used for
data mining.

4 Experiments

We conducted our experiments on eight completely specified data sets obtained
from the Machine Learning Repository, University of California at Irvine. We
randomly replaced 35% of the existing, specified attribute values by question
marks, indicating lost values. Then we created new data sets with “do not care”
conditions by replacing question marks with asterisks.

Our data mining was based on rule induction technique. For this purpose
we used the MLEM2 algorithm [5], a component of the system LERS (Learning
from Examples based on Rough Sets). For evaluation of the error rate we used
a single run of stratified ten-fold cross validation.
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In our experiments four strategies for mining incomplete data, with lost val-
ues and “do not care” conditions, were used, since we combined these two inter-
pretations of missing attribute values with two kinds of probabilistic approxima-
tions, concept and global. Parameter β, used for rule induction, was fixed and
equal to one. Results of our experiments are presented in Figs. 1, 2, 3, 4, 5, 6, 7
and 8. In these figures, “Concept” means a concept probabilistic approximation,
“Global” means a global probabilistic approximation, “?” means a lost value and
“*” means a “do not care” condition.

Fig. 1. Error rate for the bankruptcy
data set

Fig. 2. Error rate for the breast cancer
data set

Fig. 3. Error rate for the echocardiog-
raphy data set

Fig. 4. Error rate for the hepatitis data
set

Fig. 5. Error rate for the image seg-
mentation data set

Fig. 6. Error rate for the iris data set
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Fig. 7. Error rate for the lymphography
data set

Fig. 8. Error rate for the wine recognition
data set

To compare these four strategies we applied the Friedman rank sum test
combined with multiple comparisons, with a 5% level of significance. In general,
for all eight data sets the hypothesis H0 that all four strategies are equivalent was
rejected. Then we used the post-hoc test (distribution-free multiple comparisons
based on Friedman rank sums) to show the differences between all four strategies.

First we are going to discuss results of the Friedman test on data sets with
the same interpretation of missing attribute values. The strategy (Concept, ?)
is associated with significantly smaller error rate than the strategy (Global, ?)
for three data sets (breast cancer, image segmentation and lymphography), i.e.,
the strategy (Concept ?) is better than the strategy (Global, ?) for these three
data sets. The strategy (Concept, *) is better than the strategy (Global, *) for
two data sets (lymhography and wine recognition). There is no data set with the
strategy (Global, ?) better than the strategy (Concept, ?) or with the strategy
(Global, *) better than the strategy (Concept, *).

In the next analysis we compare the same type of approximation with differ-
ent interpretations of missing attribute values. The strategy (Global, ?) is better
than the strategy (Global, *) for two data sets (bankruptcy and iris) while the
strategy (Concept, ?) is better than the strategy (Concept, *) also for two data
sets (again, bankruptcy and iris). On the other hand, the strategy (Concept, *)
is better than the strategy (Concept, ?) for two data sets (breast cancer and
hepatitis) and the strategy (Global, *) is better than the strategy (Global, ?)
on one data set (hepatitis). So it seems that the choice of the missing attribute
value interpretation does not matter.

Finally, we compared the remaining ten strategies showing a significant differ-
ence in quality, again, in terms of an error rate. Our results show that the strategy
(Concept, *) is better than the strategy (Global, ?) for four data sets (breast can-
cer, echocardiogram, hepatitis and wine recognition), the strategy (Concept, ?)
is better than the strategy (Global, *) for five data sets (bankruptcy, image
recognition, iris, lymphography and wine recognition). There is only one data set
(echocardiography) for which the strategy (Global, *) is better than the strat-
egy (Concept, ?). Taking into account the difference in interpretation of missing
attribute values, it is not quite clear if the difference is due to interpretation of
missing attribute values or to difference in kind of approximations.
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5 Conclusions

In our experiments we investigated four strategies to mining incomplete data
sets, combining two interpretations of missing attribute values, lost values and
“do not care” conditions, with two types of probabilistic approximations, con-
cept and global. As follows from our results, our final conclusion is that the
concept approximation is more successful than global approximation in mining
incomplete data sets, where the quality is based on the error rate. Addition-
ally, a choice between the two interpretations of missing attribute values, lost
values and “do not care” conditions is not that important. Obviously, further
experimental research, with more data sets, is required.
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Abstract. This paper is presenting a new method of decision systems
granulation in the family of methods inspired by Polkowski standard
granulation algorithm. The new method is called homogenous granu-
lation. The idea is to create the granules around each training object
separately by selecting smallest r-indiscernibility ratio, based on which
granule consists of group of objects with the same class. This is natu-
ral idea, where the indiscernibility level is extended until indiscernibility
class contains uniform group of objects. After granulation process we
have used random choice for covering of universe of objects and major-
ity voting to create granular reflections of selected granules. The main
advantage of this method is lack of necessity to estimate optimal granu-
lation radius. We have performed experiments on data from UCI reposi-
tory using 5 times cross validation 5 model. First results of homogenous
granulation, in the terms of classification accuracy, are comparable with
the ones of already presented algorithms with significant reduction of
training data size after granulation.

Keywords: Homogenous granulation · Rough sets
Decision systems · Classification

1 Introduction

Granular rough computing is the recent paradigm in which one deals with gran-
ules, the group of objects put together by some form of similarity. There are
many techniques developed in this area in recent years, among other techniques
for approximation of decision systems. The main idea is lowering the size of data
with maintenance of the internal knowledge for classification or regression. In
the era of processing large data sets these techniques can play a significant role.
One of the family of granulation methods was proposed by Polkowski in [6].
In the works, Artiemjew [1,2], Polkowski [5–9], and, Polkowski and Artiemjew
[15–17] we have the presentation of standard granulation, concept dependent and
layered granulation in the context of data reduction, missing values absorbtion
and usage in the classification process.

The motivation to conduct this research was to take into account an idea of
extension of r-insiscernibility ratio around selected object to surround it with a
c© Springer Nature Switzerland AG 2018
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set of homogenous objects in the sense of belongingness to decision class. Our
new results obtained in the paper show a significant difference of this method
in comparison with existing methods. First of all the indiscernibility ratio for
particular central object is chosen in automatic way, by extension of ratio until
the set of objects is homogenous. This particular feature is solving the problem
of optimal radii search and the granulation process is performed only once. The
approximation level for checked data sets is reduced by up to 50 percent in train-
ing data size with satisfactory maintenance of internal knowledge - expressed by
efficiency in the classification process.

In this work we have performed preliminary research and for the sake of
simplicity the results are prepared for nominal data - numeric values are treated
as symbols.

The rest of the paper has the following content. In Sect. 1 we have intro-
duction. In Sect. 2 the theoretical background. In Sect. 3 we show the detailed
description of our new granulation method. In Sect. 4 we present description of
the classifier used in experimental part. In Sect. 5 there are the results of the
experiments, and we conclude the paper in Sect. 6.

The are three basic steps of the granulation process, the granules are com-
puted for each training object, training data set is covered using selected strategy,
and in the last step we use majority voting to get granular reflection of training
system.

In the next Section, we describe the first step of mentioned procedure.

2 Granular Rough Inclusions in the Nutshell

Theoretical background of rough inclusions can be found in Polkowski [3–5],
[8,9], a detailed discussion may be found in Polkowski [10].

The standard rough inclusion µ is defined as

µ(v, u, r) ⇔ |IND(u, v)|
|A| ≥ r (1)

where
IND(u, v) = {a ∈ A : a(u) = a(v)}, (2)

The parameter r is the granulation radius from the set {0, 1
|A| ,

2
|A| , ..., 1}.

2.1 The Process of Training System Covering

In the process of covering - the obejcts of training system are covered based on
chosen strategy. We use simple random choice because it is the most effective
method among studied ones - see [17]).

The last step of the granulation process is a shown in the next section.
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2.2 Granular Reflections

In this step we formed the granular reflections of the original training system
based on the granules from the found coverage. Each granule g ∈ COV (U, µ, r)
from the coverage is finally represented by single object formed using the
Majority Voting (MV ) strategy.

{MV ({a(u) : u ∈ g}) : a ∈ A ∪ {d}} (3)

The granular reflection of the decision system D = (U,A, d) is the decision
system (COV (U, µ, r), the set of objects formed from granules.

v ∈ gcdr (u) if and only if µ(v, u, r) and (d(u) = d(v)) (4)

for a given rough (weak) inclusion µ.

Detailed information about our new method of granulation is presented in
the next section.

3 Homogenous Granulation

The granules are formed as follows,

ghomogenous
ru = {v ∈ U : |gcdru |−|gru | == 0, for minimal ru fulfills the equation}

where

gcdru = {v ∈ U :
IND(u, v)

|A| ≤ ru AND d(u) == d(v)}

and

gru = {v ∈ U :
IND(u, v)

|A| ≤ ru}

ru = { 0
|A| ,

1
|A| , ...,

|A|
|A| }

3.1 Toy Example of Homogenous Granulation

Considering training decision system from Table 1.
Homogenous granules for all training objects:
g0.385(u1) = (u1, u6, u10, u11, u12, u18, u20),
g0.462(u2) = (u2, u3, u4, u5, u9, u23),
g0.539(u3) = (u2, u3, u5),
g0.615(u4) = (u4),
g0.539(u5) = (u3, u5, u21, u23),
g0.462(u6) = (u4, u6, u16, u20, u21),
g0.539(u7) = (u7, u15, u17),
g0.462(u8) = (u7, u8, u13),
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Table 1. Training data system (Utrn, A, d), (a sample from heart disease data set)

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 d

u1 74.0 0.0 2.0 120.0 269.0 0.0 2.0 121.0 1.0 0.2 1.0 1.0 3.0 1

u2 65.0 1.0 4.0 120.0 177.0 0.0 0.0 140.0 0.0 0.4 1.0 0.0 7.0 1

u3 59.0 1.0 4.0 135.0 234.0 0.0 0.0 161.0 0.0 0.5 2.0 0.0 7.0 1

u4 53.0 1.0 4.0 142.0 226.0 0.0 2.0 111.0 1.0 0.0 1.0 0.0 7.0 1

u5 43.0 1.0 4.0 115.0 303.0 0.0 0.0 181.0 0.0 1.2 2.0 0.0 3.0 1

u6 46.0 0.0 4.0 138.0 243.0 0.0 2.0 152.0 1.0 0.0 2.0 0.0 3.0 1

u7 60.0 1.0 4.0 140.0 293.0 0.0 2.0 170.0 0.0 1.2 2.0 2.0 7.0 2

u8 63.0 0.0 4.0 150.0 407.0 0.0 2.0 154.0 0.0 4.0 2.0 3.0 7.0 2

u9 40.0 1.0 1.0 140.0 199.0 0.0 0.0 178.0 1.0 1.4 1.0 0.0 7.0 1

u10 48.0 1.0 2.0 130.0 245.0 0.0 2.0 180.0 0.0 0.2 2.0 0.0 3.0 1

u11 54.0 0.0 2.0 132.0 288.0 1.0 2.0 159.0 1.0 0.0 1.0 1.0 3.0 1

u12 71.0 0.0 3.0 110.0 265.0 1.0 2.0 130.0 0.0 0.0 1.0 1.0 3.0 1

u13 70.0 1.0 4.0 130.0 322.0 0.0 2.0 109.0 0.0 2.4 2.0 3.0 3.0 2

u14 56.0 1.0 3.0 130.0 256.0 1.0 2.0 142.0 1.0 0.6 2.0 1.0 6.0 2

u15 59.0 1.0 4.0 110.0 239.0 0.0 2.0 142.0 1.0 1.2 2.0 1.0 7.0 2

u16 64.0 1.0 1.0 110.0 211.0 0.0 2.0 144.0 1.0 1.8 2.0 0.0 3.0 1

u17 67.0 1.0 4.0 120.0 229.0 0.0 2.0 129.0 1.0 2.6 2.0 2.0 7.0 2

u18 51.0 0.0 3.0 120.0 295.0 0.0 2.0 157.0 0.0 0.6 1.0 0.0 3.0 1

u19 64.0 1.0 4.0 128.0 263.0 0.0 0.0 105.0 1.0 0.2 2.0 1.0 7.0 1

u20 57.0 0.0 4.0 128.0 303.0 0.0 2.0 159.0 0.0 0.0 1.0 1.0 3.0 1

u21 71.0 0.0 4.0 112.0 149.0 0.0 0.0 125.0 0.0 1.6 2.0 0.0 3.0 1

u22 53.0 1.0 4.0 140.0 203.0 1.0 2.0 155.0 1.0 3.1 3.0 0.0 7.0 2

u23 47.0 1.0 4.0 112.0 204.0 0.0 0.0 143.0 0.0 0.1 1.0 0.0 3.0 1

u24 58.0 1.0 3.0 112.0 230.0 0.0 2.0 165.0 0.0 2.5 2.0 1.0 7.0 2

g0.462(u9) = (u2, u4, u9),
g0.615(u10) = (u10),
g0.385(u11) = (u1, u6, u11, u12, u20),
g0.385(u12) = (u1, u11, u12, u18, u20),
g0.615(u13) = (u13),
g0.385(u14) = (u14, u15, u24),
g0.615(u15) = (u15),
g0.539(u16) = (u16),
g0.539(u17) = (u7, u15, u17),
g0.389(u18) = (u1, u2, u6, u10, u12, u18, u20, u21, u23),
g0.615(u19) = (u19),
g0.462(u20) = (u1, u6, u11, u12, u18, u20),
g0.462(u21) = (u3, u5, u6, u21, u23),
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Fig. 1. A simple demonstration of granulation for objects represented by the pairs
of attributes. In the picture we have objects of two classes, circles and triangles.
Granulating the decision system in homogenous way we can obtain g0.5(ob1) =
{ob1, ob5}, g1(ob2) = {ob2}, g0.5(ob3) = {ob3}, g1(ob4) = {ob4}, g0.5(ob1) = {ob5, ob1}.
The set of possible radii is { 0

2
, 1
2
, 2
2
}

g0.615(u22) = (u22),
g0.462(u23) = (u2, u3, u5, u21, u23),
g0.462(u24) = (u7, u15, u24),

Granules covering training system by random choice:
g0.462(u2) = (u2, u3, u4, u5, u9, u23),
g0.539(u3) = (u2, u3, u5),
g0.462(u6) = (u4, u6, u16, u20, u21),
g0.462(u8) = (u7, u8, u13),
g0.385(u12) = (u1, u11, u12, u18, u20),
g0.385(u14) = (u14, u15, u24),
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g0.539(u17) = (u7, u15, u17),
g0.385(u18) = (u1, u2, u6, u10, u12, u18, u20, u21, u23),
g0.615(u19) = (u19),
g0.462(u21) = (u3, u5, u6, u21, u23),
g0.615(u22) = (u22),

Granular decision system from above granules is as follows:
Exemplary visualization of granulation process is presented in Fig. 1.

4 Description Classifier Used for Evaluation
of Granulation

In the experiments we use kNN classifier to verify the effectiveness of approxi-
mation. The procedure is as follows.

Step 1. The training granular decision system (Gtrn
rgran

, A, d) and the test decision
system (Utst, A, d) have been input, where A is a set of conditional attributes, d
the decision attribute, and, rgran a granulation radius.

Step 2. Classification of test objects by means of granules of training objects
is performed as follows.

For all conditional attributes a ∈ A, training objects v ∈ Gtrn, and test objects
u ∈ Utst, we compute weights w(u, v) based on the Hamming metric.
In the voting procedure of the kNN classifier, we use optimal k estimated by
CV5, details of the procedure are highlighted in next section.

If the cardinality of the smallest training decision class is less than k, we
apply the value for k = |the smallest training decision class|.

The test object u is classified by means of weights computed for all training
objects v. Weights are sorted in increasing order as,

wc1
1 (u, vc11 ) ≤ wc1

2 (u, vc12 ) ≤ . . . ≤ wc1
|C1|(u, v

c1
|C1|);

wc2
1 (u, vc21 ) ≤ wc2

2 (u, vc22 ) ≤ . . . ≤ wc2
|C2|(u, v

c2
|C2|);

. . .

wcm
1 (u, vcm1 ) ≤ wcm

2 (u, vcm2 ) ≤ . . . ≤ wcm
|Cm|(u, v

cm
|Cm|),

where C1, C2, ..., Cm are all decision classes in the training set.
Based on computed and sorted weights, training decision classes vote by

means of the following parameter, where c runs over decision classes in the
training set,

Concept weightc(u) =
k∑

i=1

wc
i (u, v

c
i ). (5)



342 K. Ropiak and P. Artiemjew

Table 2. Granular decision system formed from covering granules

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 d

g0.462(u2) 65.0 1.0 4.0 120.0 177.0 0.0 0.0 140.0 0.0 0.4 1.0 0.0 7.0 1

g0.539(u3) 65.0 1.0 4.0 120.0 177.0 0.0 0.0 140.0 0.0 0.4 2.0 0.0 7.0 1

g0.462(u6) 53.0 0.0 4.0 142.0 226.0 0.0 2.0 111.0 1.0 0.0 2.0 0.0 3.0 1

g0.462(u8) 60.0 1.0 4.0 140.0 293.0 0.0 2.0 170.0 0.0 1.2 2.0 3.0 7.0 2

g0.385(u12) 74.0 0.0 2.0 120.0 269.0 0.0 2.0 159.0 0.0 0.0 1.0 1.0 3.0 1

g0.385(u14) 56.0 1.0 3.0 130.0 256.0 0.0 2.0 142.0 1.0 0.6 2.0 1.0 7.0 2

g0.539(u17) 60.0 1.0 4.0 140.0 293.0 0.0 2.0 170.0 1.0 1.2 2.0 2.0 7.0 2

g0.385(u18) 71.0 0.0 4.0 120.0 269.0 0.0 2.0 121.0 0.0 0.0 1.0 0.0 3.0 1

g0.615(u19) 64.0 1.0 4.0 128.0 263.0 0.0 0.0 105.0 1.0 0.2 2.0 1.0 7.0 1

g0.462(u21) 59.0 1.0 4.0 112.0 234.0 0.0 0.0 161.0 0.0 0.5 2.0 0.0 3.0 1

g0.615(u22) 53.0 1.0 4.0 140.0 203.0 1.0 2.0 155.0 1.0 3.1 3.0 0.0 7.0 2

Finally, the test object u is classified into the class c with a minimal value of
Concept weightc(u) (Table 2).

After all test objects u are classified, the quality parameter of accuracy, acc
is computed, according to the formula

acc =
number of correctly classified objects

number of classified objects
.

4.1 Parameter Estimation in kNN Classifier

In our experiments, we use the classical version of kNN classifier based on the
Hamming metric. In the first step, we estimate the optimal k based on 5×CV5
cross–validation on the part of data set. In the next step, we use the estimated
value of k in order to find k nearest objects for each decision class and then we
vote for decision. If the value of k is larger than the smallest training decision
class cardinality then k is mapped on the cardinality of this class.

In Table 3 we can see the estimated values of k for all examined data
sets.These values were chosen as optimal on basis of experiments with various
values of k and results estimated by means of multiple CV5.
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Table 3. Estimated parameters for kNN based on 5×CV5 cross–validation, data from
UCI Repository [19]

Name Optimal k

Australian − credit 5

Car Evaluation 8

Diabetes 3

German − credit 18

Heartdisease 19

Hepatitis 3

Nursery 4

SPECTF Heart 14

5 Experimental Session

We have performed five times cross validation test with k-NN classifier on
selected data from UCI Repository [19] - see the Table 4. In the experiments we
have used k evaluated in our previous works [17]. The list of optimal parameters
k is shown in Table 3. Single test consists of splitting the data on training and test
set, where the training samples are granulated using our homogenous method.
The result of experiments is presented in Table 5. We have shown the comparable
effectiveness in comparison with our best concept dependent granulation method
- see Eq. 6. The new technique is significantly different from existing methods.
Dynamic tuning of radius during granulation results with granules directed on
decisions of their central objects. There is no need to estimate optimal radius of
granulation, because the radius is selected in automatic way during granulation
process. The approximation level depends on objects indiscernibility ratio in the
particular decision classes (Table 6).

Table 4. Data Sets description - see [19]

Name Attr type Attr no. Obj no. Class no.

Australian − credit categorical, integer, real 15 690 2

Car Evaluation categorical 7 1728 4

Diabetes categorical, integer 9 768 2

German − credit categorical, integer 21 1000 2

Heartdisease categorical, real 14 270 2

Hepatitis categorical, integer, real 20 155 2

Nursery categorical 9 12960 5

SPECTF Heart integer 45 267 2
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Table 5. The result for dynamic granulation - 5 times CV5 method with k-NN
classifier; acc 5CV 5 = average accuracy, GS size = granular decision system size,
TRN size = training set size, TRN reduction = reduction in object number
in training size, radii range = spectrum of radii

Data set acc 5CV 5 GS size TRN size TRN reduction Radii range

Australian − credit 0.835 286.52 552 48.1% ru ≥ 0.5

Car Evaluation 0.797 728.5 1382 47.3% ru ≥ 0.667

Diabetes 0.653 488.9 614 20.4% ru ≥ 0.25

German − credit 0.725 513.3 800 35.8% ru ≥ 0.6

Heartdisease 0.833 120.5 216 44.2% ru ≥ 0.461

Hepatitis 0.88 46.16 124 62.8% ru ≥ 0.579

Nursery 0.607 9009.1 10368 13.1% ru ≥ 0.875

SPECTF Heart 0.763 138.75 214 35.2% ru ≥ 0.068

Table 6. Exemplary results for our best previously studied approximation method -
the concept dependent granulation [17], with use of k-NN classifier, granular and non
granular case, acc = accuracy of classification, red = percentage reduction in object
number, r = granulation radius, method = variant of Naive Bayes classifier

Name k − NN(acc, red, r) k − NN.nil(acc)

Australian − credit 0.851, 71.86, 0.571 0.855

Car Evaluation 0.865, 73.23, 0.833 0.944

Diabetes 0.616, 74.74, 0.25 0.631

German − credit 0.724, 59.85, 0.65 0.73

Heartdisease 0.83, 67.69, 0.538 0.837

Hepatitis 0.884, 60, 0.632 0.89

Nursery 0.696, 77.09, 0.875 0.578

SPECTF Heart 0.802, 60.3, 0.114 0.779

6 Conclusions

In this paper we have presented preliminary tests for novel homogenous gran-
ulation method. The novelty lies in approximation process, which is based on
lowering of radius (r-indiscernibility ratio) for central objects until they are sur-
rounded by homogenous objects. The method is forming r-indiscernibility classes
in deterministic way and the radii are individually created for all training objects,
thus there is no need to search for optimal parameters. We have performed a
series of experiments, which shows good effectiveness of the new method in com-
parison with our best concept dependent algorithm. The reduction of training
data size is up to 50 percent of original data with maintenance of internal knowl-
edge in terms of accuracy. In the future works we plan to check the behaviour of
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new homogenous granulation with numerical data using descriptor indiscernibil-
ity ratio and to check the effectiveness of ensemble models. Another direction of
research is to find the best classification methods for new approximation algo-
rithm. And finally we are wondering if tolerating a fixed percentage of objects
from other classes in the granule can improve the quality of classification.
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Abstract. Dental filling is very important material used to fill the cavity in the
tooth, formed after the treatment of caries or as a result of mechanical or other
damage to the tooth in stomatology. In this article we show that dental filling can
be detected using pixels colors of tooth image to evaluate the size and filling
gap. We present an algorithm, which analyzes the size of dental filling and gap
of filling. Presented research results show that the developed method can find
differences between various types of teeth. Also we use Student t-test for
dependent variables, which helps to decide whether there is a difference between
different types of teeth.

Keywords: Pixels color detection � Dental filling � Gap of filling
Student t-test

1 Introduction

Failures occurring in conservative treatment of caries by the usage of light-cured resin
composites are mainly caused by polymerization shrinkage. Each type of a synthetic
composite resin (plastic) composed of methacrylate resins in vulnerable to the poly-
merization contraction that is caused by:

• Decreasing of the distance between particles of monomers in polymer to more or less
1/3 of Van der Waals radius (1,34 Å). Prepolymerization distance between particles
containing carbon-carbon bonds (C-C) due to Van der Waals forces is 3 to 4 Å.

• Free volume while transforming of monomers into cross lined polymer.

The polymerization contraction can take the value of even 20% and strongly depends
on the kind of monomer and the composition of polymerizing mixtures. It can be a cause
of: change of dimensions, forming the empty spaces defects, cracks, bed adhesion of
composite to the tooth surface, delamination, crystals’ symmetry deformation. In short
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time it can lead to marginal gap formation and as a consequence to the part of the tooth
being broken.During the polymerization contraction, the polymerization tension appears.
It is responsible for the specific clinical failures, The nano gap that is formed at the
beginning enlarges and as a consequence themarginal gap between thefillingmaterial and
tooth tissues forms. That gap becomes an entrance place for bacteria that cause secondary
caries and makes the risk of the tooth crack higher. What influences on the marginal gap
formation is also a type of the used adhesive system. If the adhesive force of the used
adhesive system is stronger than the force of the shrinkage tension, the marginal gap
should not form at all and the shrinkagemust be then offset for instance by theflexibility of
the material being polymerized. However, described mechanism of compensation does
not always take place, all the more that the contraction tension may maintain for a long
time. The maintaining contraction tension is a reason of weakening the bonding of
material to the tooth stricter and of the gap formation.

In order to decrease the risk of the described phenomenon occurrence, the pro-
ducers keep modifying both the composites and the adhesive systems. At the same time
the dentists are recommended to fill the cavities with the resin composites by the usage
of different filling techniques:

• Layering technique utilizes composite resin layers, each <2 mm thick, polymerized
separately. That technique does not eliminate the occurrence of the contraction in
the whole body of the filling and what is more there is a risk that the bonding
between layers of composites would not be complete.

• Double density technique, in which it is recommended to use the materials of low
density to fill the bottom of the cavity (2 or 3 layers, each polymerized separately)
and then the conventional composites. There is the same risk as in the previous
technique- both the occurrence of the contraction is not completely eliminated and
the bonding of the layers might not be complete.

• Sandwich technique. In that technique the glass-ionomer is used to replace the
dentin and then the composite resin is used. The contraction occurs only in the layer
of composite.

• The usage of both chemo-mechanical and light-cured composites. First type of
composites is used to replace the dentin.

• The usage of inserts. Small portions of the spherical shaped composites polymer-
ized outside the oral cavity are placed to the portion of not polymerized composite
located in the cavity. Even though the contraction still occur it concerns volumet-
rically small amount of the composite.

• The usage of polymerization lamps with variable power of the light- it does not
influence on the value of the polymerization contraction but causes more favorable
dispersion of tensions that appear during polymerization which proceeds more
orderly.

• Indirect technique. The cavity is completely filled with the composite polymerized
outside the oral cavity.

Nowadays composites are commonly used. That is why there is a need to look for
the new solutions of minimalizing the risk of polymerization shrinkage occurrence.
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1.1 Related Works

There are many different works which present detection of pixels color or special
features encoded in key-points. Some tests of color image segmentation are presented
in [1]. Also we have digital image that includes first and second regions in the pro-
cessed object. An intrinsic color of a given pixel located in an area of interest that is
adjacent to at least one of the first and second regions is estimated by extrapolating
from colors of multiple pixels in one of the first and second regions and multiple pixels
in the other of the two regions [2]. In another works a categorizing of pixel colors into
basic color categories was discussed to simplify the methodology [3]. In [4] was
presented a method, which defines saliency values for image pixels using color
statistics of the input image. Authors of [5] proposed a technique to select key features
from color objects, while in [6] was proposed a methodology to define bacteria from
medical images using their shapes represented in fluorescent screenings. On the other
hand an important part of medical examinations is based on x-ray or computed
tomography. In [7] this type of images were used for evaluation of dental bones
problems, while in [8] was presented a review of computer techniques usable in kidney
examinations from medical images. Other important aspect of using medical images in
examinations is lung disease. In [9] was proposed to use key-points extraction for
automated decision support, while in [10, 11] lung nodule and lymph node were
evaluated by the use of computer methods.

In this article we present an automated technique developed for estimation of dental
fillings. In this method we have developed an algorithm which is used to scan an input
dental image to search for the tooth filling. As an output our method returns an image
with marked regions of the tooth filling and, what is even more important, the exact
border of this filling. Our method can be used for evaluation of the fillings, their
medical accuracy and potential efficiency after tooth surgery at the dentist.

2 How Do We Detect Dental Filling?

The proposed algorithm has been implemented in C# Microsoft Visual Studio 2013.
At first, we load image of tooth and rewrite image in pixels form, also we find size

of image. To facilitate the search of the necessary pixels of the dental filling, first, we
convert the input color image to a grayscale. After that we present the image in RGB
color model, then we check how the RGB values of the dental filling pixels change. We
search on each coordinates for possible locations of the dental filling changes and count
the number of these pixels. For example, if values changes in x; y½ � range, in our
program we rewrite it in the following condition: if (values > = x && values <= y). To
check availability of RGB values in the given position, we choose the range of image
coordinates. For example, this condition is next: (150 < i && i < 350) && (j > 600
&& j < 800), where (i, j) – coordinates of the image, (150, 600) and (350, 800) is range
of coordinates. We use RGB color model, because in Visual Studio it is very easy to
convert the image to RBG model. First, we create Bitmap (it consists of the pixel data
for a graphics image and its attributes) variable and three two-dimensional arrays. In
these we store coordinates values of each color. Next, we create Color structure,
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which represents R, G, B colors and write coordinates of these colors into arrays, for
example the code is

Color c = bmp.GetPixel(i, j);
Color_red[i, j] = Colors[i, j].R;
Color_green[i, j] = Colors[i, j].G;
Color_blue[i, j] = Colors[i, j].B;

In these way, we store R, G, B values. After counting, we analyze how many
percent of the filling takes the whole tooth to present the result to the doctor.

In the next section we discuss the statistics for each tooth. We can see the quantity
of whole tooth filling pixels, it’s filling and the gaps.

3 Experiments

In the research we have tested proposed model on sample images presenting various
objects. Pictures were taken by the usage of Dental Microscope Zumax, with magni-
fication of 20x. We have analyzed 18 examples of teeth (Figs. 1, 2, 3, 4, 5 and 6).

Nine of them polished immediately and the others polished after one day. The main
aim of these tests was to compare which type of the tooth has smaller gap of the filling.
The red selection represents how well the filling adheres to the tooth specially the wall
(we called it gap). The green selection shows the filling of the whole tooth. In Table 1
is presented statistic of each tooth, where we can see quantity of the tooth, the filling
and the gap but also the coverage presented in percentage measure in relation to the
whole object.

We prepared detailed statistical analysis, by Student’s t-test, Wilcoxon and Sign
tests.

Fig. 1. Color and grayscale photos of the tooth 1. (Color figure online)
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Fig. 2. Filling gap of tooth 1.

Fig. 3. Dental filling and the gap of tooth 1.

Fig. 4. Color and grayscale photos of tooth 2. (Color figure online)
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In program “Statistica” we have use Student’s t-test for dependent variables to
check if the difference between these teeth are significant or not. We adopted this level
of significance a ¼ 0; 05 (Fig. 7).

Fig. 5. Filling gap of tooth 2.

Fig. 6. Dental filling and the gap of tooth 2.

Fig. 7. Results of Student’s t-test in “Statistica”.
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When we compare a and p, we can see, that p\a. It means, that there is significant
difference between these types of teeth.

The Wilcoxon and Sign tests also show, that p\a and these types of teeth are
different (Figs. 8 and 9).

The Student t-test showed that differences are significant, because p\0; 05 and
p\a. In Fig. 10 we can see difference between both measured examinations.

Fig. 8. Results of Wilcoxon test in “Statistica”.

Fig. 9. Results of Sign test in “Statistica”.
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Fig. 11. Block scheme diagram of pixel algorithm recognition
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After comparing our results we can see that teeth, which were polished immediately
have smaller gap and that there are significant differences between these types of teeth,
we can see it in Table 1. The results of the Student t-test show that these types are
different.

4 Conclusions

Research results have shown that our method can be used for automated finding of the
dental filling and the gap of the filling. Proposed technique for pixels recognition
helped us to verify the size of the filling and the filling gap. After verification it is easy
to conclude, which type of teeth has smaller or bigger gap.

5 Final Remarks

This method shows that pixel verification can be used not only in informatics, but also
in medicine. Proposed method is based on recognition of pixel colors. This detection is
done using range of RGB values. Each pixel has RGB values, so it easy to find the

Table 1. Statistics in percentage (%) of 18 teeth, where one teeth were polished immediately
after surgery, another were polished 1 day after the surgery.

Teeth statistic in percentage (%)

Number
of tooth

The ratio of the gap to
whole tooth

The ratio of the filling to
the whole tooth

The ratio of the gap
to the filling

Teeth, which polished immediately after surgery
1 0,4091 41,8376 0,97783
2 0,4316 24,395 1,76927
3 0,1912 19,1184 4,935
4 0,840586767 21,625707 3,88697935
9 1,6648 36,5137 4,55948
10 0,094196 28,50235 3,30488
11 0,376775 42,96878 0,63067
12 0,50025 40,95452 1,22148
18 0,218658 21,54832 1,01473
Teeth, which polished after 1 day after surgery
5 1,03934167 22,0328452 4,71723765
6 1,44375 29,3994 4,91081
7 1,27341 36,35302 3,5029
8 12,37258 29,255 4,2307
13 0,26794 36,4043 0,73602
14 0,17631 35,74398 0,49327
15 0,62976 43,98726 1,43169
16 1,10762 48,675231 2,275536
17 0,6267995 32,76589 1,912963
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color of pixels. The novelty of the proposed method is that we can use it in medicine
for detection of dental filling size and it gap. The results of the research show that
proposed method works properly showing differences between teeth, which were
polished immediately and teeth, which polished after 1 day. The result of the research is
that the teeth, which polished immediately after surgery have smaller gap. It means,
that dental filling is closer to the wall of the tooth, so filling will keep better.

From the dentist’s point of view, the problem of polymerization shrinkage is the
biggest worry of contemporary dentists. The gap between the composite and tooth
tissue is not visible immediately after the filling is put. Dentists are able to observe that
after some time when the gap is filled with the dyes coming from food or if there
appears secondary caries.

In future work, we plan to improve the model of search for more complex cases and
other variants of the filling.

Acknowledgments. Authors acknowledge contribution to this project of the Silesian University
of Technology and Silesian Medical University.
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Abstract. Currently data are often acquired by using various remote sensing
sensors and systems, which produce big data sets. One of important product are
digital models of geographical surfaces that include the sea bottom surface. To
improve their processing, visualization and management is often necessary
reduction of data points. Paper presents research regarding the application of
neural networks for bathymetric geodata reductions. Research take into con-
sideration radial networks, single layer perceptron and self-organizing Kohonen
network. During reconstructions of sea bottom model, results shows that neural
network with less number of hidden neurons can replace original data set. While
the Kohonen network can be used for clustering during reduction of big geodata.
Practical implementation of neural network with creation of surface models and
reduction of bathymetric data is presented.

Keywords: Bathymetric data � Neural networks � Interpolation
Reduction � DTM � Big data

1 Introduction

Surface modelling was previously an objects of various researches [5, 10], but more
focused on numerical methods. Mainly in surface reconstruction process were used
some mathematical formulas and sample data set. Created surfaces as raster model are
currently used for many tasks, especially in Geographic Information Systems, which
are based on digital geographical surface processing [11]. Also for this purpose can be
applied neural networks, which are widely used in many applications. Part of this
application can be found in marine application, where they were used for ship posi-
tioning [13], object tracking [12] or bottom model building [8, 14]. Presently for
solving various tasks can be used various type of neural networks, e.g. radial networks,
self-organising networks or multilayer perceptron. One of property of neural network is
function approximation of many variables, what can be adopted for surface modelling.
But now data are collected in the sets of even million points by using the new remote
sensing technology like LIDAR, photogrammetry, radar interferometry or multibeam
echosounder. Even for numerical methods used in surface creation such big data sets
are problems in their processing. It is obvious that this problem could be solved by data
reduction, where some minimum number of points would be enough for surface
reconstruction within limits of tolerance. By application of neural networks, this
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problem could be solved in another way. By proper adjusting their structure can be
reduced number of their elements, like number of layers or neurons. In that way smaller
set of data which represents neural networks structure could replace the bigger data set
of measurement points. Another approach may consist in the physical reduction of the
number of measuring points. This paper shows possibility of use radial network,
multilayer perceptron and the self-organising networks for above aims.

The paper is ordered as follows: Sect. 2 includes specification of artificial neural
network used during the tests and description of test surfaces that reflect the shape of
the bottom; Sect. 3 describes methodology of conducted analysis and the experiments
results and the publication ends with conclusions.

2 Background

2.1 Artificial Neural Network

In the experiment were used three kinds of neural networks. The first one was radial
networks. Properties of radial networks were studied by many researches earlier in the
aspect of surface shape modelling, firstly as numerical methods [3, 4] and later as
widely applied neural networks. A radial network consists of three layers, one input
layer, one hidden layer and one output layer. Multilayer perceptron, beside of one input
and output layer, can have many hidden layers. But on the basis of researchers, also one
hidden layer is enough for surface modelling purpose [1]. It also simplifies network
structure optimisation to estimation number of hidden layers, type of transfer functions,
data normalisation methods and training algorithm. For the aim of data reduction, the
main role plays number of neurons of hidden layer and weights. Less hidden neuron,
less data is required for restoring of network structure. Radial neural network
approximation function can be express according following formulae [2, 6]:

f ðxÞ ¼
XK
i¼1

Wiui x� tik kð Þ; ð1Þ

where: u – radial basis function, K – number of radial basis function, W – networks
weights, x – input vector, t – centre of radial basis function.

Having p data points (x, y, z), weights vector W could be calculated by solving
system of linear equations:

W ¼ H þ z ð2Þ

H þ ¼ ðHTHÞ�1HT ð3Þ

where:

W ¼ W1 W2 . . . Wk½ �T ð4Þ
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H ¼
u x1 � t1k k u x1 � t2k k . . . u x1 � tkk k
u x2 � t1k k u x2 � t2k k . . . u x2 � tkk k

. . . . . . . . . . . .
u xp � t1
�� �� u xp � t2

�� �� . . . u xp � tk
�� ��

2
664

3
775 ð5Þ

z ¼ z1 z2 . . . zk½ �T ð6Þ

When number of hidden neurons is equalled to number of training data, network
can be used as interpolation function. By decreasing number of hidden neurons, neural
network is an approximator, thus we can expect some losses in surface reconstruction.
On the other hand, data loss can be accepted to some tolerance limits. Similar situation
is in the case of multilayer perceptron, where number of hidden neurons decides on
error of surface approximation. For estimation the influence of hidden neurons on that
value in the experiment were used neural networks with structure and training algo-
rithms presented in Table 1.

An important aspect is the optimization of the radius of the radial function, what
was also the subject of researches [7, 15]. For optimization of radial basis function in
the RBF hidden layer was applied algorithm, which automates this process. It is based
on Cross Validation and Leave-One-Out method [9].

In the case of large datasets of bathymetric points, the Kohonen network may be
used during their reduction. Such networks learning there is no relationship between
input and the output of the network. The competition between neurons supplies the
basis for updating values assigned to their weights. It can be assumed that x is the input
vector, p is the number of input samples, w is the weight vector and connected with the
node l.

Table 1. Neural networks structure and training algorithm used for reconstruction of bottom
model

Radial network SLP (Single Layer
Perceptron)

Number of input, hidden, and output
layer

1 1

Number of neurons in input
layer/transfer function type

2/linear 2/linear

Number of neurons in output
layer/transfer function type

1/linear 1/linear

Number of neurons in hidden
layer/transfer function type

various/multiquadric various/sigmoidal

Pre-processing of training set method Min-Max normalisation Min-Max
normalisation

Training algorithm k-means with mechanism of
neuron fatigue

Quasi-Newton

Training epochs number 4000 4000

The Use of an Artificial Neural Network 359



x ¼ x1; x2; x3; . . .; xp
� �0 ð7Þ

wl ¼ wl1;wl2;wl3; . . .;wlp
� �0 ð8Þ

The individual samples of the training dataset are presented to the Kohonen net-
work in the unsystematic order. In the next step, the nearest neuron to the input sources
is a winner for the input dataset. The extent of adaptation depends on the distance of
the neuron from the input dataset. The node l is shifted some proportion of the distance
between it and the training simple. This proportion is depended on the learning rate.
For several objects i, the distance between the weight vector and the input is evaluated.
After the start of the competition the node l with the nearest distance is the winner.
Next, the weights of the winner are updated using the learning rule (Eq. 10). The
weight vector for the lth node in the sth step of training can be described as ws

l and the
input vector for the ith training simple can be presented as X_i. After several epochs, a
training simple is selected and the index q of the winning node is defined:

q ¼ argmin
l

ws
l � Xi

�� �� ð9Þ

The Kohonen updated rule is as follows [18]:

wsþ 1
q ¼ ws

q 1� asð ÞþXia
s ¼ ws

q þ as Xi � ws
q

� �
ð10Þ

where as is the learning rate for the sth step of training [16].

2.2 Test Surfaces

Numerical experiment was based on three surface types, which can represent various
forms of real surface. Various shapes of surfaces allowed assessing this method for
various degree of surface curvature. These surfaces were created by using three test
functions, denoted as TF:

TF1 : f ðx; yÞ ¼ tanhð9x� 9yÞþ 1
9

þ ðcosð5:4yÞÞ2
6ð1þð3x� 1Þ2Þ ; x; y 2 ½0:1; 1� ð11Þ

TF2 : f ðx; yÞ ¼ tanhð9x� 9yÞþ 1
9

; x; y 2 ½0:1; 1� ð12Þ

TF3 : f ðx; yÞ ¼ 1:25þ cosð5:4yÞ
6þ 6ð3x� 1Þ2 ; x; y 2 ½0:1; 1� ð13Þ
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Finally, after rescaling, domain of surface being modelled can be written as:

D ¼ fðx; yÞj 1 m� x� 100 m; 1 m� y� 100 mg ð14Þ

Surfaces heights were also rescaled by multiply value f(x, y) by 100. The aim of
surface value rescaling was to obtain more convergence with topographical surfaces,
which are metric products. Depths of surfaces 1 and 3 change from 5 to 25 m, and for
surface 2 from 5 to 15 m. Surfaces, created by using test functions, are presented in Fig. 1.

In the first part of the experiment four data sets were used. In general, there were
two types of spatial distribution of data points – scattered and regular. They addi-
tionally also differed in the number of points: S1 = {(xi, yi): i = 1,2…100},
S2 = {(xi, yi): i = 1,2…200}, S3 = {(xi, yi): i = 1,2…100}, S4 = {(xi, yi): i = 1,2…
200}. Spatial distribution of data points are presented in Fig. 2.

Surface approximation error was computed for coordinates of nodes of regular
GRID with resolution of 1 m within domain of surface being modelled according to the
formula:

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

ðf ðxi; yiÞ � Gðxi; yiÞÞ2
vuut ð15Þ

where N is the number of points used for error calculation (10000), f(xi, yi) is calculated
value and G(xi, yi) is the real value.

Fig. 1. Shape of test surfaces

Fig. 2. Spatial distribution of data points in S1, S2, S3, S4 datasets.
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In the last part of the research the S5 dataset for each test surface was reduced. The
spatial distribution of S5 dataset is scattered and it contains 200 000 points.

3 The Experiment

Experiment was performed on mathematical test functions. The aim of first part of the
experiments was to study influence of hidden neuron reduction on surface approxi-
mation error. It potentially enables data reduction by replacing the real data by less
number of parameter required to remember neural network structure. In the last step of
the experiment the use of the self-organizing network for reduction and clustering of
spatial data has been presented.

3.1 Interpolation of Bathymetric Data

Experiment with radial networks was conducted for two cases. In the first the number
of neurons in hidden layer was equalled number of data in training set. The next case
was performed for hidden neurons reductions. The initial value of hidden neurons was
equalled number of data points. Results were presented in Fig. 3.

Analysing above results we can stated that more reduction neurons in hidden layer
increase RMS errors values. For exact solution, where number of hidden neurons is the
same as number of data points, RMS errors have the smallest values. By increasing
neurons reduction, RMS errors increased, but a bit different for each surface type and
data set. Biggest values are for TF1 and for data sets with less data density – S1 and S3.
These results confirms the rule that less data in surface creation process and more
irregular surface shape will lead to worse results. Dependence of RMS error on hidden
neuron reduction for all studied cases was illustrated in Fig. 4.

As we can note, the values of RMS errors are relatively low for even 60% reduction
of hidden neuron (0.22 m). For more surface generalization the tolerance value as a
rule is bigger, so can be applied even reduction on the level of 90%.

Fig. 3. Influence of neuron reduction in hidden layer on RMS error of research cases for radial
neural networks
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The same examinations path was performed for multilayer perceptron. The initial
value of hidden neurons was equalled 50. Values of RMS errors were presented on
Fig. 5. In the case of test function 2 the RMS was equalled almost 0 due to its
sigmoidal shape.

Comparing this results to neuron reduction in RBF networks, can be noted, that
RMS values till 60–80% reduction generally have similar values. Beyond these
thresholds they can rapidly increase. Also noticeable is less influence of surface shape
and spatial data distribution. Dependence of tolerance RMS error on hidden neuron
reduction for all studied cases was illustrated in Fig. 6.

The next difference is almost equaled values in the reduction range of 0–60%.
For RBF networks less hidden neuron reduction successive decreases RMS error
values. Overall better results can be achieved by using radial networks. The next
advantage is that knowing this functional relation is easiest to assess the surface
approximation error by analyzing hidden neuron reduction. For SLP, to shorten

Fig. 4. Dependence of RMS error on hidden neuron reduction.

Fig. 5. Influence of neuron reduction in hidden layer on RMS error of research cases for MLP
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training process, rational choice is less number of hidden neurons. On the other hands,
by increasing their number, RMS error is not significantly improved.

Reduction of hidden neurons allows decreasing data, which are required for surface
reconstruction. Comparing digital numbers required to remember neural networks
weights and real data set, the data reduction can be quite big (Fig. 7). E.g. for 30 hidden
neurons reduction for SLP is 80% and for RBF – 70%.

It should be remembered, however, that in this case the reconstructed surface is
approximated and does not retain the real points. The next section describes the use of
neural networks for the physical reduction of a data point set using the Kohonen
network. This means that this method preserves real measuring points.

Fig. 6. Dependence of RMS error on hidden neuron reduction.

Fig. 7. Assessment of data reduction depending on the number of neurons for the research cases
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3.2 Reduction of Bathymetric Data

The next stage of experiment was to use of artificial neural networks during the
reduction of large bathymetric data sets. The research related to the reduction was
carried out on the of S5 dataset.

At this stage the original reduction method was used [18]. The created method of
bathymetric geodata reduction is composed of three basic stages. The first stage of the
reduction method is initial data preparation for their preprocessing. This stage is
composed of two steps: preliminary division and division into grid square. The first
step- the preliminary division is necessary in case of large measuring areas and consists
of creating the sets of data which would be divided into the grid square. The grid square
is based on the quad tree [17]. During the initial processing the bathymetric data are
prepared for the next stage, known as data clustering with the usage of the artificial
neural network. During the research all the parameters of the self-organizing network
were analyzed: neighborhood topology and its initial size, category of distance, number
of epochs and the type of the rule used for trainings neurons. The optimal values of
parameters were chosen, the usage of which fulfils the assured criteria. The obtained
number of clusters would be dependent on both the scale of the map and the outline for
the position of each element of the geodata set [19]. Measuring points from the par-
ticular clusters will undergo the process of reduction. The most important would be the
points of the smallest depth. A circle around each point will be delineate, a size of a
circle is strongly dependent on the characteristic of the tested sample. Around the
objects of greater importance bigger circles are created- the smaller the depth the bigger
the circle. Next step is the reduction of the points located in the circle round the point of
the higher importance, so the one of the smaller depth. The process will be repeated
until only the circles for the objects of the higher importance are left.

During the second stage of method, based on previous studies, for each trainings
the number of epochs at 200 was set. The number of training steps for initial coverage
of the input space was set at 100. Network applies the rule Winner Take Most and
distances from a particular neuron to its neighbors were calculated as Euclidean dis-
tance. The hexagonal topology and initial neighborhood size equal to 10 were used.

The test dataset was reduced for three scales: 1:500, 1:1000 and 1:2000. To
evaluate how the created method of bathymetric geodata reduction works, the fol-
lowing criteria were taken into consideration: visual assessment of obtained points’
distribution and surfaces, calculation of the percentage decrement of data after
reduction (how much is the set of points smaller after reduction) and statistics related to
the depth value.

After implementation of the assumed parameters for each scales, we obtained nine
datasets after reduction. From all the collections using the Triangulation with Linear
Interpolation method (implemented in ArcGIS software), the surfaces were modeled.
The surfaces with spatial distribution of bathymetric data points for each scale are
presented in Fig. 8.

Visualization of depth points with their description fulfils the assumed criteria of
evaluation. The points have been significantly reduced and their distribution is regular.
The position and depth values have not been interpolated. Surfaces obtained from the
redundant points built by the usage of method in 1:500 scale almost perfectly illustrate
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the shape of tested area. For other scales on surfaces, you can determine their
roughness, which is associated with the number of points in the set. However, they do
not differ much from the reference surface.

During the usage of created method for the 1:500 scale, 97.9% of points were
reduced. For scale 1:1000, the number of points decreased by 99.3% and for scale
1:2000 the reduction covered as much as 99.8%. Analyzing and processing of geodata
sets is easier and more effective. A summary of statistics for received sets of samples is
given in Table 2, which contains minimum depth, maximum depth and mean depth.

For all reduced sets, the smallest depth of test dataset has been preserved. As the
scale decreases, the maximum and mean values of depth decrease slightly. It is asso-
ciated with the number of points in the output sets. The created method is mostly
concentrated on the smallest values of depth, that are associated with the navigation
safety. The usage of created reduction method makes it possible to preserve their actual
100% characteristics.

Fig. 8. The surfaces with spatial distribution of geodata points for each scale
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4 Conclusions

In this paper we presented application of neural networks for sea bottom surface
modelling. Nowadays this problem is important due to application of modern sensor in
remote sensing, which are able to collect big datasets. Neural networks, besides their
possibility to create surface model, can also reduce data required for surface recon-
struction. This kind of reduction is based on replacement of sample data by neural
network structure, which can require less data to be remembered to reconstruct surface.
Another approach may be to use the networks for a clustering, which can be part of the
reduction process. Research does not consider informatics methods of data storing and
algorithm implementation, what will decide on physical data size in files.

Based on study can be stated that the RBF neural network are more flexible in
surface reconstruction, because they can be used as an interpolators or approximators.
But in the first case, due to exact solution, is not possible data reduction. SLP can only
be used as approximator, but is more efficient in data reduction. Reduction of neurons
depends also on tolerance threshold, which value should decide on hidden neuron
number. The Kohonen network used in the second stage of the original reduction
method also fulfills a well-established role. Created method of reduction makes it
possible to preserve the real value of depth in the real location of the measuring point.
The geodata set is much reduced in a strict connection to a scale of bathymetric
map. Obtained data are characterizes by the lower surface projection failure what is a
result of preserving the real value of the depth without its interpolation. Bathymetric
geodata obtained in the process of reduction may be implemented in the process of
creation the bathymetric maps.

Studies were performed on test functions. We used low-density data and those with
very high density. The first one was used to reconstruction the bottom surface, while
the second one was used during the reduction. Some important notice is that neural
networks need additional method, which allows implementing them for large surface

Table 2. Comparison of statistics related to the depth value for test scenarios.

MIN depth MAX depth MEAN depth

TF1 - test 5.00 m 29.79 m 15.19 m
TF1 - scale 1:500 5.00 m 29.73 m 14.92 m
TF1 - scale 1:1000 5.00 m 29.55 m 14.69 m
TF1 - scale 1:2000 5.00 m 29.56 m 14.27 m
TF2 - test 4.52 m 15.11 m 9.81 m
TF2 - scale 1:500 4.52 m 15.11 m 9.71 m
TF2 - scale 1:1000 4.52 m 15.11 m 9.60 m
TF2 - scale 1:2000 4.52 m 15.11 m 9.37 m
TF3 - test 4.88 m 30.35 m 12.39 m
TF3 - scale 1:500 4.88 m 30.27 m 12.13 m
TF3 - scale 1:1000 4.88 m 30.15 m 11.88 m
TF3 - scale 1:2000 4.88 m 29.44 m 11.55 m
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modelling. This can cause less data reduction ability. This ability can varied due to
implemented methods and should be considered individually.
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Abstract. In this paper procedure for solving inverse heat conduction problem
with fractional derivative is presented. Authors present time fractional heat
conduction model with Caputo derivative and Neumann, Robin boundary
conditions, which can be applied to describe process of heat conduction in
porous media. Based on temperature measurements, functional describing error
of approximate solution is created. Considered inverse problem is transform to
find minimum of created functional. In order to solve inverse problem (find
unknown parameters of model) authors applied an Ant Colony Optimization
(ACO) algorithm. Finally, experiment with data from porous aluminum was
carried out to check effectiveness of proposed algorithm. Goal of this paper is
reconstruction unknown parameters in heat conduction model with fractional
derivative and show that ACO is effective algorithm and works well in these
type of problems.

Keywords: Fractional heat conduction equation � Identification
Ant colony algorithm � Inverse problem

1 Introduction

In this paper we present an algorithm to solve heat conduction inverse problem based
on Ant Colony Optimization algorithm [1]. Proposed model is time fractional heat
conduction equation with Caputo derivative and Neumann, Robin boundary condi-
tions. Fractional calculus can be applied to many problems in science [2–11] and to
describe phenomena of subdiffusion and superdiffusion. In paper [6] authors studies the
design of PID controllers for linear dynamical systems based on fractional derivative.
They also used particle swarm optimization algorithm to find optimal parameters of the
controllers. Fractional derivatives are widely used in describing phenomena in nature,
for example paper [8] presents application of fractional calculus in biomedicine and
biology. Authors show that process of diffusion of substance in human body e.g. drug
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diffusion can be described within fractional derivative. In paper [11] authors present
Quasi Gamma Curve (QGM) model based on fractional derivative and applied it to
image enhancement. Next, authors compared proposed algorithm to the Gamma cor-
rection and Retinex algorithm.

In this paper we focus on fractional heat conduction equation with Caputo
derivative. In order to solve inverse problem (find unknown parameters), firstly we
need to solve direct problem. To do this implicit finite difference scheme was applied
with approximation of Caputo derivative [12]. More about numerical solutions of
fractional partial differential equation and fractional calculus can be found in [13, 14].

Considered inverse problem consist in identification order of derivative and heat
transfer coefficient (boundary condition of third kind) in proposed model based on
additional information, which in this case is temperature measurements from porous
aluminum. To find sought parameters, functional describing error of approximate
solution was created and minimized. The inverse problem was transformed into opti-
mization problem. In papers [15–19], we can find an examples of heat conduction
inverse problems. For example, in paper [16], authors used homotopy perturbation
method to find solution of heat conduction inverse problem with Neumann boundary
condition. The problem consist in reconstruction of the function describing heat flux on
the boundary. Paper [15] present a Levenberg-Marquardt algorithm to solve inverse
heat conduction problem. Authors show new approach to determine dumping factor,
which is a significant parameter in Levenberg-Marquardt algorithm. They applied a
new approach to identifying temperature-dependent thermal conductivities. In case of
inverse heat conduction problems with fractional derivative, Mrurio [19] presents a
simple algorithm based on space marching mollification techniques. Author recovered
the boundary temperature and heat flux functions from data temperature at some
interior point. In presented model Riemann-Liouville derivative is used.

To find minimum of created functional in inverse problem authors used the Ant
Colony Optimization (ACO) algorithm [1], which belongs to swarm intelligence group
of algorithms. ACO algorithm is inspired by behavior of swarm of ants, which are
regarded as intelligent community. Generally, swarm intelligence algorithms have wide
range of application [1–7, 20–28].

This paper is organized as follows. In Sect. 2 authors present model – time frac-
tional heat conduction equation with Neumann and Robin boundary conditions and
Caputo fractional derivative. Inverse problem consist on determining heat transfer
coefficient and order of fractional derivative based on temperature measurements from
porous aluminum. The problem under consideration is reduced to the optimization
problem. Short description of finding solution of direct problem is presented in Sect. 3.
More about solution of direct problem is presented in [12]. Section 4 presents
numerical example with conclusions.
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2 Problem Statement

In this section we present a model which describe process of heat conduction in porous
media. Let us consider the following time fractional heat conduction equation:

c.
@au x; tð Þ

@ta
¼ k

@2u x; tð Þ
@x2

; ð1Þ

where x 2 0; Lxð Þ, t 2 0; Tð Þ, a is an order of fractional derivative and c; .; k denotes
specific heat, density and thermal conductivity coefficient. State function u describes
distribution of the temperature. To the Eq. (1) an initial-boundary conditions are added:

u x; 0ð Þ ¼ f xð Þ; x 2 0; Lx½ �;
�k @u 0;tð Þ

@x ¼ q tð Þ; t 2 0; Tð Þ;
�k @u Lx;tð Þ

@x ¼ h tð Þ u Lx; Tð Þ � u1ð Þ; t 2 0; t�ð Þ;

where function q is a heat flux, function h is heat transfer coefficient, function f defines
the initial condition and u1 is ambient temperature. Fractional derivative occurring in
left side of Eq. (1) is defined in Caputo sense as follows (for a 2 0; 1ð Þ):

@au x; tð Þ
@ta

¼ 1
C 1� að Þ

Z t

0

@u x; sð Þ
@s

t � sð Þ�a ds; ð2Þ

where C is the Gamma function.
Function h and order of derivative a in presented model are unknown parameters,

which will be identifying. Heat transfer coefficient h is searched in form:

h tð Þ ¼ a1t
2 þ a2tþ a3; ð3Þ

and a ¼ a4 is a constant from interval 0:01; 0:99ð Þ. Considered inverse problem is
consist on restore the parameters ai (i ¼ 1; 2; 3; 4) (and therefore thermal conductivity
coefficient and order of fractional derivative). Additional information for inverse
problem are temperature measurements from boundary of porous aluminum sample
(input data) and denoted:

u xp; tk
� � ¼ bUk; k ¼ 1; 2; . . .;N;

where xp is a point from boundary of the sample and N denotes number of measure-
ments. Solving the direct problem for fixed values of the parameters ai, we obtain an
approximate values of function u in point xp. These values will be denoted by Uk h; að Þ.
Direct problem is solved using finite difference method, approximation of boundary
conditions and Caputo fractional derivative. More information about numerical scheme
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and solution of direct problem can be found in [12]. Therefore, based on computed
temperature and input data, we create functional defining the error of approximate
solution:

F h; að Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

k¼1
Uk h; að Þ � bUk

� �2
:

r
ð4Þ

Sought parameters is searched by minimizing function (4) using Ant Colony
Optimization algorithm.

3 Ant Colony Optimization Algorithm

In this section, we discuss the Ant Colony Optimization algorithm, which is used to
find minimum of functional (4). The swarm of ants as a smart society communicates
with each other by leaving a pheromone spots in order to find the source of food in
most effective way. In presented algorithm points from R

n space (where n is number of
sought parameters ai) are played role of pheromone spots. Ants leave stronger pher-
omone spots in points where functional (4) has lower values. More information on the
described algorithm can be found in the papers [1, 3]. In addition, the presented
algorithm has been adapted to calculations on many threads.

To describe ACO algorithm we assume following symbols:
F – minimized function (objective function),
nT – number of threads,
M ¼ nT � k – number of ants (k 2 Z),
L – number of pheromone spots,
I – number of iterations,
n ¼ 1:0; q ¼ 0:9 – parameters of algorithm.

ACO algorithm
Initialization of the algorithm

1. Setting parameters of the algorithm L;M; I; nT .
2. Generating L pheromone spots (solutions) in random way and creating the initial

archive solutions T0.
3. Computing values of minimized function for every pheromone spot (solution) and

assigning rank to the solutions referring to the value of the minimized function.
Sort elements in T0, according to their qualities (descending).

Iterative process

4. Assigning the probabilities to the pheromone spots (solutions) according to the
formula:

pl ¼ xlPL
l¼1 xl

l ¼ 1; 2; . . .; L;
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where xl is the weight associated to the l-th solution (solution which rank is l) and
expressed by the formula

xl ¼ 1

qL
ffiffiffiffiffiffi
2p

p e
� l�1ð Þ2
2q2L2 :

5. The ant chooses the l-th solution according to probabilities pl.
6. The ant transforms the j-th (j = 1,2, …, n) coordinate of the l-th solution sj

l by
sampling the neighborhood using the probability density function (Gaussian
function):

g x; l; rð Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p e
� x�lð Þ2

2r2 ;

where l ¼ slj; r ¼ n
L�1

PL
p¼1 spj � slj

��� ���:
7. Steps 5–6 are repeated for each ant. Hence, we obtain M new solutions (pheromone

spots).
8. Dividing the population on nT groups (groups will be calculated in parallel way).
9. Determination the value of minimized function for each new solution in population

(parallel calculation).
10. Assign rank to the elements from Ti and sort it.
11. Repeating steps 4–10 I times.
12. Return best solution from last archive Ti.

For fixed values of parameters L;M; I number of calculation of minimized function
F is equal to LþM � I.

4 Numerical Experiment

Input data for inverse problem bUk (measured temperatures) is obtained from sample of
porous aluminum. The sample was made by pressure the powders’ of aluminum in the
plate hydraulic press at 150 bar. Sample was heated to 573 K at speed of 1 K/s and
then cooled to ambient temperature. During that time, sample temperature measure-
ments were done. Heat transfer coefficient and order of derivative are unknown
parameters, other data has values as follows:

t 2 0; 71:82½ �; x 2 0; 3:825½ �; c ¼ 900; . ¼ 2106; u1 ¼ 298; f xð Þ ¼ 573, q tð Þ ¼
0; k ¼ 184:806: Heat transfer coefficient h is sought in the form:

h tð Þ ¼ a1t2 þ a2tþ a3;

while order of derivative a ¼ a4 is constant from interval 0; 1ð Þ. Grid used to calcu-
lations has size 100� 3990 (Dx ¼ 0:03825;Dt ¼ 0:036Þ:
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The following parameters were initialized in the ACO algorithm:

a1 2 �10; 10½ �; a2 2 �5; 5½ �; a3 2 70; 200½ �; a4 2 0:01; 0:99½ �;
L ¼ 12; M ¼ 16; I ¼ 55; nT ¼ 4

The ACO algorithm is probabilistic, so we decide to execute it ten times to check
the stability. Parameters for the ACO algorithm were selected experimentally.

Table 1 presents values of identified parameters ai i ¼ 1; 2; 3; 4ð Þ: Order of
derivative has value 0.16. In Table 2 we can see errors of reconstructed temperature in
measurement point. Average relative error is equal 1.02%, while maximal relative error
is equal 3.46%.

Figure 1 shows how computed temperature from presented model fit to measured
data and in the Fig. 2 distribution of errors is presented. Presented model fit well to the
measured data. Maximal error is equal approximately 12 K in beginning and end of the
process.

Table 1. Results of identification parameters ai; ðrai - standard deviation i ¼ 1; 2; 3; 4)

a1 1.87
ra1 1.65
a2 4.99
ra2 2.59
a3 192.71
ra3 51.19
a4 0.16
ra4 0.05
value of function F 357.65

Table 2. Errors of temperature reconstruction (Davg—average absolute error, Dmax—maximal
absolute error, davg—average relative error, dmax—maximal relative error)

Davg K½ � 4.77
Dmax K½ � 12.38
davg %½ � 1.02
dmax %½ � 3.46
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5 Conclusions

Paper presents model of heat conduction with Neumann, Robin boundary conditions
and Caputo fractional derivative. This type of model can be used to modelling process
of heat transfer in porous media. Authors present algorithm to solve inverse heat
conduction problem based on swarm intelligent algorithm – ACO. The reconstructed
temperature distribution fits sufficiently well to the measured data from porous alu-
minum sample The authors, in future scientific papers, plan to compare different
models of heat conduction based on different fractional derivatives. In particular,
models with Riemann-Liouville fractional derivative and classical derivative will be
investigated.

Fig. 1. Measured data (black line) and reconstructed temperature (blue line) (Color figure
online)

Fig. 2. Distribution of errors of reconstructed temperature
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Abstract. In the paper the Taylor transformation is applied to systems of
ordinary differential equations, including nonlinear differential equations. Apart
from the description of the method, its computational effectiveness is demon-
strated on example. Efficiency of the proposed method is confirmed it with the
selected classical methods devoted to problems of considered kind. The present
paper is an introduction to some further research in this area, which is very
important for a wide range of problems described by means of the systems of
ordinary differential equations.

Keywords: Taylor transformation � System of ordinary differential equations

1 Introduction

Due to the development of electronic computational technique, including the technique
of symbolic computations, some new possibilities for solving the initial problems for
ordinary differential equations have been achieved. Some importance is gained by the
specific methods which earlier, without the possibility of symbolic computations, could
be considered only theoretically. Group of such methods includes the approach based
on one of the fundamental theorems in mathematical analysis, known in the profes-
sional literature as the Taylor formula [4, 6, 8, 15, 17]. Idea of this method is very
simple, but its application requires calculation of the higher order derivatives of the
objective function which lead to a problem of symbolic computations with the use of
digital machines not available yet. The symbolic computational techniques for many
years were used in solving the differential equations [2, 14], but the approach applied in
this elaboration is a little bit different than in other procedures. The approach presented
in this paper has one very strong advantage - by regulating the number of terms in the
series we can obtain the approximate solution arbitrarily close, within the numerical
precision, to the exact solution. In our days, when we have highly developed computer
techniques at our disposal, such a problem can be resolved. There exist many methods
devoted to the discussed initial problems, like, for example, the well known group of
Runge-Kutta methods [3, 7, 12, 15], or the less known Adomian’s decomposition
method [1, 10–13]. In this paper we compare the effectiveness of the investigated
method based on the Taylor formula with the effectiveness of the sixth order Runge-
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Kutta method and the numerical method implemented in Mathematica software [5, 18]
for the systems of ordinary differential equations. Efficiency of this method for single
ordinary differential equations was demonstrated in [9]. Presented paper introduces the
foundations for further research in this field, which is already in progress and the results
will be published in the nearest future.

2 Theoretical Backgrounds

We consider the following system of differential equations

u0i xð Þ ¼ fi x; u1 xð Þ; u2 xð Þ. . .; up xð Þ� �
:¼ fi x; up xð Þ� �

; i ¼ 1; 2; . . .; p ð1Þ

with initial conditions

ui x0ð Þ ¼ u0i ; i ¼ 1; 2; . . .; p; ð2Þ

in which the variable x belongs to the interval hx0; x0 þ di, x0 2 R, 0\d 2 R, ui 2 R,
i ¼ 1; 2; . . .; p, whereas the functions u i and fi are of class C1 and Cn, respectively (C1

is the class of continuous functions with the continuous first derivative and Cn is the
class of continuous functions with the continuous partial derivatives of orders 1 to n).

Under the taken assumptions we have from the Taylor formula

fi x; up xð Þ� � ¼ Pn�1

k¼0

Fik x0;up x0ð Þð Þ
k! ðx� x0Þk

þ Fin x0 þ h x�x0ð Þ;up x0 þ h x�x0ð Þð Þð Þ
n! ðx� x0Þn; i ¼ 1; 2; . . .; p;

ð3Þ

where h 2 0; 1ð Þ, and the functions Fik, i ¼ 1; 2; . . .; p, k ¼ 0; 1; . . .; n, are determined
by relations

Fik x; up xð Þ� � ¼ d
dx

Fik�1 x; up xð Þ� �� �

u0l xð Þ¼fl x;up xð Þð Þ;l¼1;2;...;p

( )
; ð4Þ

i ¼ 1; 2; . . .; p; k ¼ 0; 1; . . .; n: For example, if fi ¼ fi x; u1 xð Þ; u2 xð Þð Þ, i ¼ 1; 2, then
we have

F10 ¼ f1;F20 ¼ f2;

F11 ¼ f2f
0;0;1ð Þ

1 þ f1f
0;1;0ð Þ

1 þ f 1;0;0ð Þ
1 ;F21 ¼ f2f

0;0;1ð Þ
2 þ f1f

0;1;0ð Þ
2 þ f 1;0;0ð Þ

2 ;
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F12 ¼ f 0;1;0ð Þ
1 f2f

0;0;1ð Þ
1 þ f1f

0;1;0ð Þ
1 þ f 1;0;0ð Þ

1

� �
þ f2 f2f

0;0;2ð Þ
1 þ f1f

0;0;1ð Þ
1 þ f 1;0;1ð Þ

1

� �

þ f1f
1;0;1ð Þ

1 þ f 0;0;1ð Þ
1 f2f

0;0;1ð Þ
2 þ f1f

0;1;0ð Þ
2 þ f 1;0;0ð Þ

2

� �
þ f2f

1;0;1ð Þ
1

þ f2 f2f
0;0;2ð Þ

1 þ f1f
0;0;1ð Þ

1 þ f 1;0;1ð Þ
1

� �
þ f1f

1;0;1ð Þ
1

þ f1 f2f
0;1;1ð Þ

1 þ f1f
0;2;0ð Þ

1 þ f 1;1;0ð Þ
1

� �
þ f 2;0;0ð Þ

1 ;

F22 ¼ f 0;1;0ð Þ
2 f2f

0;0;1ð Þ
1 þ f1f

0;1;0ð Þ
1 þ f 1;0;0ð Þ

1

� �
þ f 0;0;1ð Þ

2 f2f
0;0;1ð Þ

2 þ f1f
0;1;0ð Þ

2 þ f 1;0;0ð Þ
2

� �

þ f2f
1;0;1ð Þ

2 þ f2 f2f
0;0;2ð Þ

2 þ f1f
0;1;1ð Þ

2 þ f 1;0;1ð Þ
2

� �
þ f1f

1;1;0ð Þ
2

þ f1 f2f
0;1;1ð Þ

2 þ f1f
0;2;0ð Þ

2 þ f 1;1;0ð Þ
2

� �
þ f 2;0;0ð Þ

1 ;

and so on, where

f a;b;cð Þ
i ¼ @f aþbþ c

i x; u1 xð Þ; u2 xð Þð Þ
@xa@ub1@u

c
2

; i ¼ 1; 2;

for a; b; c 2 0; 1; . . .; nf g and aþ bþ c� n.
The presented calculations do not look too much encouragingly, indeed, especially

for the higher values of n. However in practice having at disposal some computer tool
for symbolic calculations, like for instance the computational platform Mathematica 8,
the derivation of the functions Fik, i ¼ 1; 2; . . .; p, k ¼ 0; 1; . . .; n, becomes very simple.
We may realize this with Program 1. The corresponding source code is presented
below.

The above program for: functions fi x; up xð Þ� �
, i ¼ 1; 2; . . .; p, point x0 and condi-

tions ui x0ð Þ ¼ u0i , i ¼ 1; . . .; p, k ¼ 0; 1; . . .; n, determines the values F0
ik ¼ Fik x;ð

up x0ð ÞÞ, i ¼ 1; 2; . . .; p, k ¼ 0; 1; . . .; n. The procedure is illustrated by Example 1.

Example 1. For functions f1 x; u1 xð Þ; u2 xð Þð Þ ¼ �1� 3x� u1 xð Þu2 xð Þ and f2 x; u1 xð Þ;ð
u2 xð ÞÞ ¼ x� 1þ u1 xð Þ sin2 x2 � u2 xð Þ cos x, and conditions u1 0ð Þ ¼ 1, u2 0ð Þ ¼ �1 for
n ¼ 9, by referring to Program 1 with instructions
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we obtain the following values of the functions F1k and F2k, k ¼ 0; 1; . . .; 9:

k 0 1 2 3 4 5 6 7 8 9

F1k 0 −3 −3 −4 14 91 194 −2730 −17810 −28311
F2k 0 1 0 −37 −43 299 632 2713 1817 �372061

Using (1) and (2) we obtain:

u0i xð Þ ¼ Pn�1

k¼0

F0
ik
k! ðx� x0Þk

þ Fin x0 þ h x�x0ð Þ;up x0 þ h x�x0ð Þð Þð Þ
n! ðx� x0Þn; i ¼ 1; 2; . . .; p:

ð5Þ

If we divide the interval hx0; x0 þ di into m equal parts, that is we discretize this
interval according to the formula

xj ¼ x0 þ jh; j ¼ 0; 1; . . .;m; ð6Þ

where h ¼ d
m, then by integrating both sides of relation (5) in subinterval hx0; x1i of

interval hx0; x0 þ di, we get

Rx1

x0
u0i tð Þdt ¼ Pn�1

k¼0

F0
ik
k!

R x1
x0
ðt � x0Þkdt

þ R x1
x0

Fin x0 þ h x�x0ð Þ;up x0 þ h x�x0ð Þð Þð Þ
n! ðt � x0Þn;

i ¼ 1; 2; . . .; p:

ð7Þ

If we assume that the functions fi, i ¼ 1; 2; . . .; p, and their partial derivatives in the
considered closed region are bounded, then we have

8n 2 N9Min 2 R
þ 8x 2 hx0; x0 þ di : Finj j �Min;

which leads to the conclusion that the relation (7) yields

u1i � u0i �
Xn�1

k¼0

F0
ik

kþ 1ð Þ! h
kþ 1

�����

������
Minhnþ 1

nþ 1ð Þ! ; i ¼ 1; 2; . . .; p: ð8Þ

From relation (8) it follows immediately that we can determine the approximate

values u1i of functions ui, i ¼ 1; 2; . . .; p within the accuracy of Di1 ¼ Minhnþ 1

nþ 1ð Þ! . Thus we
have
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u1i ¼ u0i þ
Xn�1

k¼0

F0
ik

kþ 1ð Þ! h
kþ 1; i ¼ 1; 2; . . .; p: ð9Þ

Applying the same arguments in formula (9) for each subinterval hxj; xjþ 1i,
j ¼ 0; . . .;m� 1, of interval hx0; x0 þ di, we get

ujþ 1
i ¼ u j

i þ
Xn�1

k¼0

F j
ik

kþ 1ð Þ! h
kþ 1 i ¼ 1; 2; . . .; p; j ¼ 0; 1; . . .;m� 1; ð10Þ

where F j
ik ¼ Fik xj; up xj

� �� �
, and u j

i , j ¼ 1; 2; . . .;m, i ¼ 1; 2; . . .; p, are the approximate
values of functions ui, i ¼ 1; 2; . . .; p, at points xj, j ¼ 1; . . .;m, and these values are

determined with the error not greater than Dij ¼ jMinhnþ 1

nþ 1ð Þ! , i ¼ 1; 2; . . .; p, j ¼ 1; 2; . . .;m.

Parameter n, deciding about the precision of the results, can be treated as the order of
investigated method.

3 Example

In order to demonstrate the efficiency of the proposed method we present now an
example of the problem (1) and (2). The solution obtained will be compared with the
exact solution and also with the other approximate solutions, that is with the solution
obtained by using the sixth order Runge-Kutta method and the method built in
Mathematica platform (and executed by calling the instruction NDSolve).

We consider the system of Eqs. (1) in which f1 ¼ 1� 3xsinx� u1 � u2; f2 ¼
u2 � x2cosxþ u1; for x 2 0; p½ �, with conditions (2): u1 0ð Þ ¼ 0, u2 0ð Þ ¼ 0. Analytical
solution of such defined problem is as follows

u1 xð Þ ¼ 1
2 �x2 � 2x2cosxþ 2xþ 2xsinx� 6sinxþ 6xcosxð Þ;

u2 xð Þ ¼ 1
2 x2 � 2x2sinxþ 2x2cosx� 2xsinxþ 4sinx� 4xcosxð Þ:

Dividing the interval 0; p½ � into m ¼ 10 equal parts and taking to the sum given in
(10) seven elements (n ¼ 6), we obtain the results presented in Figs. 1, 2 and 3. The
first figure displays the following solutions: the exact one (solid line), obtained by using
the sixth order Runge-Kutta method (squares), obtained by applying the Mathematica
platform (diamonds) and finally obtained by using the examined method (stars), for
function u1 xð Þ – left figure and for function u2 xð Þ – right figure. Figure 1 shows the
comparison of the absolute errors D of results obtained by applying all the methods
(analogous notation and arrangement of plots is used as before).

Since the errors obtained by using the Runge-Kutta method are significantly greater
than the errors generated by other methods, we present in Fig. 1 the comparison of only
three methods except at the Runge-Kutta method.

It is obvious that the method should give better results for the increasing value of
parameter m as well as for the increasing value of parameter n. We illustrate this trend

Application of the Taylor Transformation to the Systems 383



in the next two figures – in the first one we increase m without changing n and in the
second one, inversely, we increase n without changing m (Figs. 4 and 5).

As we can see, in both cases, that is by increasing the dense of discretization as well
as by increasing the order of discussed method, we obtain much better reconstruction of
the exact solution than by using the classical Runge-Kutta method or the method
implemented in Mathematica platform.

Fig. 1. Solutions (exact – solid line, sixth order Runge-Kutta method – □, procedure from
Mathematica – }, examined method – *) for function u1 xð Þ (left figure) and u2 xð Þ (right figure)

Fig. 2. Absolute errors for the case of m ¼ 10 and n ¼ 6 for function u1 xð Þ (left figure) and
u2 xð Þ (right figure)

Fig. 3. Absolute errors for the case of m ¼ 10 and n ¼ 6 for function u1 xð Þ (left figure) and
u2 xð Þ (right figure)
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The other executed tests confirmed that the Runge-Kutta method is the least
effective method from all the methods taken here into account, therefore we will
compare in the future investigations only the examined method and the Mathematica
build-in method.

4 Conclusions

The example, presented in this work, shows that the discussed method is effective and
the solution obtained by using the proposed approach based on the Taylor transfor-
mation is significantly better, not only than the solutions obtained by applying the
classical Runge-Kutta method (of the, most commonly used, fourth order but even of
the sixth order), but also than the solutions received by applying the numerical method
from the Mathematica software. Additionally, the examined method is universal. We
are able to solve the systems of any reasonable number of differential equations (linear
or nonlinear as well).

This paper finds its place in the branch of theoretical informatics because it allows
to create the effective models operating on the basis of symbolic computations. In
relation to this, the programming of applications, which models and simulates the
technical and economical problems, in various programming languages can become

Fig. 4. Absolute errors for the case of m ¼ 15 and n ¼ 6 for function u1 xð Þ (left figure) and
u2 xð Þ (right figure)

Fig. 5. Absolute errors for the case of m ¼ 10 and n ¼ 7 for function u1 xð Þ (left figure) and
u2 xð Þ (right figure)
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much more simple. For preparing this paper the Mathematica language was used,
however in future, in order to improve the effectiveness and usefulness in consequence,
of the described methods we plan the hybridisation - that is the connection of possi-
bilities given by Mathematica language (symbolic computations) and other classical,
high efficient languages (for example, C++, C#) as well as the parallelization (which is
possible for all programming languages mentioned here).

The presented paper is just the introduction to further research concerning systems
of ordinary differential equations and validity of such investigations is confirmed by the
wide range of applications of differential equations. In our next research we intend to
discuss some systems of differential equations more advanced with respect to the
number of equations as well as to their complexity. The next step of the undertaken
research will be application of the proposed method to systems of algebraic-
differential-integral equations and to the differential equations with delayed arguments.
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Abstract. Signatures are one of the most important behavioral biometric fea-
ture which are used to recognize an individual identity. These handwritten
signatures are captured as actual input signals that are written on some electronic
gadgets by the user. The divergent writing patterns of individuals primarily due
to variation in style, shape and steadiness create real time challenges in differ-
entiating real signatures from the fake ones. In order to overcome the said
challenge of signature recognition, this article introduces model driven approach
for dynamic signature verification. Particularly, a UMLPDSV (Unified Model-
ing Language Profile for Dynamic Signature Verification) has been proposed to
specify the signature verification requirements at high abstraction level. This
provides the basis to automatically generate target models of different machine
learning tools (e.g. RapidMiner process, Matlab code etc.) to perform dynamic
signature verification. The applicability of UMLPDSV has been validated
through internet banking case study.

Keywords: UMLPDSV � MDA � Model-driven
Dynamic signature verification

1 Introduction

Nowadays, there is a growing demand for the security of information as well as identity
verification. Such verification cannot be achieved merely by use of password protection
only. Biometrics are the most popular and reliable alternative to password based
security systems [1].The online verification of signatures is generally one amongst the
most appropriate technologies for undertaking any biometrics because manual signa-
tures have been used as a common mean of personal authentication as every individual
has special characteristics which distinguishes him/her from others. These character-
istics play a crucial role in recognizing and authorizing an individual. A substantial
amount of research had already been conducted in biometrics area by using those
specific characteristics of each individual for authorization as they provide the most
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efficient and reliable verification system to the users. The research in the biometric field
includes face and fingerprints recognition, voiceprints, signatures validation etc.

Signatures are behavioral biometric characteristics for personal identification.
Various electronic devices such as smartphones, PDAs (Personal Digital Assistants)
and pen tablets are used to easily capture the signatures [2]. Thus due to this flexibility;
the popularity of this biometric trait has increased rapidly in previous years, particularly
in the domain of banking. Different methodologies using digitizer tablets have been
adopted in literature for resolving the challenge of dynamic signature verification due
to numerous problems such as variations between same user signatures, vari-
ous shapes of signatures etc. The aim of this research is to introduce model driven
approach to address the problem of real time dynamic signature verification.

This article presents a novel UML profile to simplify the process of dynamic
signature verification. Particularly, the proposed profile comprises Data Acquisition,
Pre-Processing, Feature Selection and Classifier Stereotypes to model the feature
selection (Writing Speed, Speed Time, Pressure, Pen Status, Stroke, Velocity, Signing
Time, Total dots etc.) attributes of system under consideration. This leads to transform
the developed model into target models of several machine learning tools (e.g.
Rapidminer process, Matlab code etc.) to perform the real time dynamic signature
verification. The application of the proposed profile is validated through internet
banking case study.

The remaining paper is organized as follows. Section 2 provides background and
literature review. Section 3 introduces the proposed UMLPDSV profile for dynamic
signature verification. Section 4 deals with the validation of the proposed UMLPDSV
applied on internet banking application. The discussion is made in Sect. 5 and Sect. 6
provides the conclusions and future work.

2 Background and Related Work

In general, signature verification is classified into two types: static (offline signature
verification) and dynamic (online signature verification). Static or offline signature
authentication normally uses static graphic information to verify the user. On the other
hand, online signatures are captured in real time through electronic equipment. It make
use of more dynamic information, such as speed, velocity, acceleration and pressure of
writing a signature, which is more difficult to imitate. Hence dynamic signature veri-
fication generally has higher accuracy rate than static verification [3].

Dynamic Signature Verification is categorized into two stages i.e. Enrollment and
Verification. Enrollment phase enrolls a number of reference signatures to measure
variations in signature [4]. Verification phase verifies the input test signature with the
set of enrolled signatures. For signature verification, the first and foremost thing is to
extract features from signature data, which consist of global features and local ones.
Global features describe characteristics of the entire signature, such as total signature
time, strokes count, and size of signature, writing speed, pen position etc. Local fea-
tures show the signature trait at a time point or during a short period, such as the local
velocity and stroke angle.
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The block diagram for online signature verification [5] is shown in Fig. 1, where
the process starts with enrollment phase in which multiple genuine signatures are
collected and pre-processing is carried out on these signature samples, then features are
extracted and stored in knowledge base. The verification phase consists of data
acquisition, pre-processing, feature extraction and classification. Classification is done
by matching input signature features with the genuine signature features available in
the knowledge base. Finally, the decision is made regarding the originality of the given
signature.

The major requirements in dynamic signature verification are summarized below:
Data Acquisition captures the signature dynamically through a digitized device

(Tablet, PDA etc.) using a stylus pen in real time. The overall signature shape is read as
the sequence of points in the x-y coordinate stream. The pen enables us to gather
various aspects of the signature in the form of coordinate stream in real time.

The purpose of the pre-processing step is to improve the performance of the
authentication system. This can be achieved by size normalization, Resampling

Fig. 1. Dynamic signature verification block diagram
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distance and Resampling time. An individual signature always varies in dimension
whenever he/she signs on some paper, document or any material. Thus, there is a need
to normalize the signature size in order to make an individual signature the same in size
before its features are extracted. Size normalization is required to make the signatures
uniformly smoothed. This will be achieved by scaling each character in horizontal and
vertical direction.

In feature extraction stage, corresponding features of the signature are extracted
which shows the length, orientation, stroke, width and height, pen up and down
information etc. These features which are the global features of the signatures can help
to validate the signature and are directed as follows.

(1) Average pressure monitors the pressure level which pen is leaving on signature
area. (2) Strongest pressure is a local distinctive feature of the signature that can be
global & unique in entire signature. (3) Average writing speed determines the average
speed for signature. (4) Maximum writing speed determines the maximum speed at
which user sign in. (5) Minimum horizontal writing speed determines the minimum
writing speed from a person’s signature. (6) Time of maximum speed represents the
time required to get an individual to sign at a maximum speed. (7) Time of minimum
horizontal writing speed is the time required by the user to sign at a minimum speed.
(8) Total signing duration characterizes entire time required for getting user’s sign, at
start of signature and thus expressed in milliseconds. (9) Signature length is the length
related to all lines which are drawn in signature and can be measured in pixels.
(10) Strokes count is the existing lines in signature that would be measured through
this feature. (11) Pens-down count shows the number of times the user put down the
pen while signing. (12) Pen Tilt count counts the average pen’s tilt, once the user signs
on signing area. (13) Time up ratio determines the total signing duration when the pen
was separated from the signing region. (14) Time down ratio defines the ratio with
respect to the total signature time, once the pen had been touching the base at signature
surface. (15) Total dots recorded expresses the total dots in signing. (16) Average dot
execution time describes how much execution time is required for an average dot.
(17) Velocity (along x-axis) feature shows how rapidly a person signs if only x
coordinate is considered. The speed is generally expressed in total pixels in every
millisecond. (18) Velocity (along y-axis) illustrates how rapidly a person signs if only
y coordinate is considered. The speed is expressed in number of pixels per millisecond.
(19) Signature aspect ratio describes ratio of width and height of the signature
dimension expressed in pixels. These nineteen different features [6–9] are usually
extracted from the signature and further classified for similarity computation.

Once all the features are extracted the final step is classification i.e. to make the
decision on whether the signatures are real or not. For decision boundary, the classifier
is trained on the signature images. Various classifiers such as Support Vector Machine
(SVM), Decision trees, K means etc. are used for classification.

2.1 Related Work

Dynamic signatures are acquired as real time signals and are expressed as series of
time. The variabilities in size, position and angle rotation of the same user signatures at
multiple inputs could deteriorate the performance of the signature verification.
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Therefore, it is very essential to align the test signatures to references before they are
verified. Numerous approaches exists in literature for signature verification. Biswajit
kar et al. [10] propose a new strategy for reference selection for signature authenti-
cation through SPW method. Once the feature has been selected, they evaluated it with
SVM (Support Vector Machine) based verification. Chaithra and Indira [11] develop a
database and recognized single stroke dynamic handwritten Kannada characters. They
use K nearest neighbor classifier technique for recognizing characters. Song et al. [12]
analyze the stable spectral information which is in-built in the signatures. They select
the information mainly dependent on an individual for reconstructing stable spectral
characteristics. Philip and Bharad [13] propose a new group of features for verification
of dynamic signature. The methodology they used in their research is Webber Local
Descriptor (WLD) which helped the signature verification applications to detect the
forged signatures. The authors in [14] analyze the device compatibility issue for ver-
ification of dynamic signature primarily because of versatile number of different
electronic devices which are being utilized nowadays. Their proposed approach was the
fusion of both global and local features and the result showed the improvement for the
device interoperability challenge.

In some studies, researchers have used shape context for signature verification. For
example, Shin et al. [15] propose a method for verification dependent on the context of
shape for inter-stoke information. They incorporate an evaluation based on average
amount of pressure exerted during each stroke for signature. Results showed the
effectiveness of their proposed approach. Wada and Hangai [16] introduce a method for
seeking information with respect to the gripping power and position such as gripping
habits which depend mainly on pen stroke direction, gripping shape of hand and so on.
Julita et al. [17] discuss how to develop the dynamic signature verification process
using pen and digitizer tablet and used Support Vector Machine classifier to verify that
the signature is genuine or not. Fernando et al. [18] discuss a secure web based user
account access and encrypted electronic documents. They design prototypes for these
on windows tablet where users are enrolled by providing their signatures on tablets.
They verify these on two different tablets i.e. HP and Toshiba Tablet. However,
Toshiba Tablet results in better performance.

From the aforementioned literature review, it is analyzed that the dynamic signature
verification is a complex process. Particularly, the selection and representation of
features is difficult. Furthermore, the low level implementation is very complex. In this
context, existing studies do not provide the solution to simplify the low level imple-
mentation. Therefore, there is a need to develop some solution that simplify the process
of features representation and also streamline implementation complexity. To manage
such limitations of existing studies, this article presents UMLPDSV. The details are
given in next section.
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3 UMLPDSV - UML Profile for Dynamic Signature
Verification

Model Driven Architecture (MDA) is a renowned methodology that simplifies the
design and verification of software applications. Therefore, it is commonly applied in
different domains like embedded systems [19] etc. In MDA, a UML profile is generic
extension through which models can be customized for specific domains and platforms.
The profile is defined using stereotypes, tag definitions, and constraints which are
applied to specific model elements, like Classes, Attributes, Operations, and Activities.
Stereotypes are specific metaclasses, tagged values are standard metaattributes,
and profiles are specific kinds of packages. This section represents the stereotypes and
tagged value definitions for the real time dynamic signature verification profile. The
proposed UMLPDSV (UML profile for Dynamic Signature Verification) is shown in
Fig. 2 consisting of stereotypes and tagged values.

In this metamodel, a stereotype “DataAcquisition” is defined in order to capture x,y
coordinate and pressure values (pen is leaving on the signing area) of the signature.

Fig. 2. Proposed UMLPDSV - UML profile for dynamic signature verification
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This stereotype has three tag values namely x-coordinate, y-coordinate and pressure.
Another stereotype is Pre-Processing which represents all the values required for the
size normalization, re-sampling time and distance which are x-max, x-min, y-max, y-
min (maximum and minimum values of x and y coordinates), distance, width and
height. These values are used to normalize the signature. Since human signature have
different variability patterns so normalization is important to make the signature uni-
form and smooth. There are two more stereotypes. The stereotype “FeatureSelection”
defines different attributes for feature selection which are of enumeration datatype.
These are: SpeedCalc, Time Calc, PressureCalc, Stroke, penposition, signature length,
velocityaxis, total_dots. Another stereotype “Classification” selects the desired clas-
sifier for classification which is the most important step of dynamic signature verifi-
cation. The various types of classifiers such as SVM (Support Vector Machine), DT
(Decision trees), kNN (K nearest neighbor), RF (Random Forest) and Naïve Bayes etc.
can be specified in “Classification” stereotype. Each of aforementioned stereotypes
extends metaclass Class.

Six enumeration classes have been defined for feature selection. Enumeration class
“Writing Speed” specifies the writing speed. The writing speed can be one of these
three types: Average, Maximum, and Minimum. The second enumeration class defined
in this metamodel is “Writing Speed Time”. This class represents the writing speed time
in terms of Minimum and Maximum speed time. Similarly, enumeration class “Pen
Status” define the pen position which are Pen up, Pen down and Pen tilt. Another
enumeration is “velocity” which defines the velocity along x and y axis (speed
expressed in no of pixels per milliseconds). The enumeration “Pressure” specifies the
pressure moment as Average and Strongest pressure. Finally, “Signing time” is another
enumeration having three values Total time, TimeUp ratio and Timedown ratio.
Another attribute is stroke information which is identified when the pen velocity,
pressure and angle decreases. These values are obtained in real time. These enumer-
ation belongs to Feature selection. Similarly, there is one more enumeration class
named “Classification Method” which supports different classifier techniques for real
time signature verification such as SVM, DT and so on.

There are seven more stereotypes which extends metaclass Operations.
“ReadSignature” stereotype is responsible for acquiring signature values such as x,y
and pressure. The “Normalization” stereotype normalizes the signature size by scaling
characters in horizontal and vertical direction. The values x_opoint and y_opoint
represent the original points and x_tpoint, y_tpoint are the points after transformation.
Stereotype “Resampling” is used to make raw data equidistant in time. Stereotype
“Addfeature” is used to select the features and stereotype “AddClassifier” selects the
classifier. Finally, stereotype “Validation” use to represent the different aspects of
classification results.

4 Validation

The proposed UMLPDSV is validated through Internet Banking case study. The
popularity of Internet Banking has increased many fold globally since last two decades.
Leaving behind the traditional way of banking, the customers are encouraged to adopt
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this modern way of banking which not only save efforts for the customer but also save
some basic expenditure on normal banking. Online Banking is an electronic payment
system through which bank customers conduct a range of financial transactions. The
type of transaction includes electronic bill payments, funds transfer, e-cheque payments
between a customer and other account. So, personal identification is very important for
the customers when using online banking and biometric systems are ways for providing
efficient and reliable verification system to the users.

The proposed UMLPDSV is applied to the internet banking application where the
application uses signature based authentication profile to verify the user. Figure 3
shows the internet banking application that uses real time dynamic signature
verification.

The Internet Banking application captures the signatures from the GUI using the
electronic device and pen, so the stereotype <<DataAcquisition>> is applied to acquire
the signature values in real time in the form of coordinate stream. Also <<ReadSig-
nature>> stereotype is applied to the operation “ReadSig()” that takes x, y and pressure
values in real time. For signature processing, <<Pre-Processing>> stereotype is map-
ped to it. This stereotype has two operations “normalize()” and “Resampling”. The
stereotype “Normalization” is mapped to “normalize()” operation and “Resampling”
stereotype is applied to “Resampling” operation. The <<featureSelection>> stereotype
is applied to “selectfeatures” class. User can add multiple features. The “SelectClas-
sifier” class is mapped to <<Classifier>> stereotype. The “addClassifier” operation is
mapped to the <<AddClassifier>> stereotype. This stereotype is responsible for
selecting the technique for classification to distinguish the real signatures from forged
ones. Finally “Signature Validation” class uses <<Similarity Computation>> stereo-
type to indicate whether the signature is accepted or rejected. The operation “vali-
datesig()” is mapped to the <<Validation>> stereotype.

Fig. 3. UMLPDSV in internet banking application
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5 Discussion

Real time dynamic signature verification is a complex process which is based on the
time domain characteristics of the signature. In this research, we have proposed a
UMLPDSV for real time dynamic signature verification. The proposed UMLPDSV is
the first attempt towards the dynamic signature verification through model-driven
approach. Consequently, UMLPDSV provides several benefits as compared to the
other state-of-the-art approaches (e.g. [1, 4, 8, 10] etc.). The key advantages of
UMLPDSV are: (1) it simplifies the specification/representation of requirements for
dynamic signature verification process. (2) It provides strong basis to automatically
transform the source models into different target models like Matlab and Python code
to perform dynamic signature verification. Consequently, UMLPDSV significantly
reduces the low level implementation complexity. (3) It provides foundation to inte-
grate particular business process with dynamic signature verification. For example, it is
fairly possible to extend UMLPDSV to incorporate banking applications requirements
along with dynamic signature verification.

The work is still under progress and we are working on its enhancement as follows:
(1) Currently, UMLPDSV doesn’t provide any transformation capabilities to generate
desired target models for signature verification. Consequently, we are working on
transformation tool to automatically generate target models of several machine learning
tools like Matlab code, Python, Weka, Rapidminer process etc. from the source
UMLPDSV models. (2) At the moment, we apply UMLPDSV on relatively small case
study. In this regard, we are working on different complex case studies to demonstrate
the real application of UMLPDSV profile.

To summarize, the biggest benefit of UMLPDSV is the simplicity as the devel-
opment and understanding of models is easy for different stakeholders because models
neglect the implementation details that are not relevant to understand the logical
behavior of a system. Furthermore, UMLPDSV models are too close to the problem
domain and decrease the semantic gap amongst the ideas understandable by stake-
holders and the language through which the solution is implemented. For example,
UMLPDSV models can be automatically transformed to machine learning tools (e.g.
RapidMiner process, Matlab code etc.). Therefore, user don’t need to understand the
complex low level implementation details regarding feature selection and classification
for dynamic signature verification. Moreover, these models are easily extendible and
used for workflow automation, document management and for electronic transactions
in financial, healthcare, retail and other sectors.

6 Conclusions and Future Work

In this paper, the main idea is to resolve the challenges of real time dynamic signature
verification mainly related to the signature variability patterns. In this context, a
UMLPDSV (Unified Modeling Language Profile for Dynamic Signature Verification)
has been proposed to specify the signature verification requirements at high abstraction
level. Particularly, several stereotypes have been proposed to model dynamic signature
verification requirements. It provides the basis to automatically generating target
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models of various machine learning tools from source UMLPDSV models. The pro-
posed UMLPDSV is capable of acquiring signature data in real time. Furthermore, it is
able to represent complete dynamic signature verification requirements in models that
are understandable to all stakeholders, thus, providing a significant level of simplicity
in signature verification process.

This is ongoing work and we are working on transformation engine for automat-
ically generating target models of various machine learning tools such as Matlab code,
Rapidminer process etc. from source models. Therefore, we intend develop a complete
transformation tool and apply UMLPDSV on complex case studies in our next article.
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Abstract. In this paper a particular problem related to transformation of AC
voltage into DC voltage used in tram supply is considered. Variable component
is always present in rectified voltage. Pulsation of rectified voltage is influenced
by different factors. In 12-pulse system, where two secondary transformer
windings are used (one delta-connected, the other star-connected), an additional
factor increasing the pulsation is the unbalance of the output voltages at these
windings. Tap changer may be used to compensate (equalize) those voltages and
its setting is optimized here by applying ant colony algorithm. Different supply
voltage variants have been considered, with particular attention paid to distorted
voltage, containing 5th and 7th harmonic. The effects of applying ACO algo-
rithm are demonstrated.

Keywords: Swarm optimization algorithm � Ant colony optimization
Traction voltage � Tram traction � Voltage transformation � Tap changer
Distorted voltage � Voltage unbalance � Multi-winding transformer

1 Swarm Intelligence Algorithm Used in Solving
Optimization Problems

Demand for numerical optimization of issues arising in different branches of science
and engineering has led to emergence of new, diversified algorithms, including
metaheuristic ones. The heuristic approach is characterized by application of a practical
method, which is not necessarily optimal, but it is sufficient, since it speeds up the
process of finding a satisfactory enough solution.

Algorithms based on swarm intelligence are inspired by behaviour of large group of
individual belonging to one species. This behaviour is co-ordinated even though central
control is absent. An individual belonging to the group (swarm) is called a particle.
Each individual is equipped with information on its current state (actions) and what was
the previous state (actions) which awarded the best effects. Each individual is also able
to inform other individuals (in some way particular to a given species) on what was the
optimum way of action (which brought the best possible effects). Each individual is a
sender and recipient of information. The system (swarm) evolves dynamically as a
whole. Individuals which simulate this particular behaviour of other individuals which
was most effective in the past, cause concentration of different individuals in some
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regions of search areas; in this way a solution of the problem is reached [1]. Animal
behaviour patterns such as communication, task allotment, decision making, localiza-
tion of HQ, choice of partners, mating, propagation are mirrored in population
algorithms.

Ant Colony Optimization [2, 14, 16, 17] is one of algorithms motivated by animal
behaviour. This algorithm mimics social behaviour of ants, in particular localization of
food source. Extensive list of other algorithms inspired by animal (including swarm)
intelligence may be found e.g. in [3].

Population-based algorithms are steadily becoming more and more popular in
electrical engineering. Different and diverse problems are nowadays solved, e.g.
optimization of energy storage devices in a system containing wind power stations [4],
placing of capacitor banks in distribution system [5], optimization of charging
infrastructure in distribution system [6], estimation of three-phase asynchronous motor
parameters [7], problems associated with railway transport [8], optimization of current
balance in railway system [9]. In this paper we have applied ant colony algorithm
(ACO) to the problem of “tuning” the output voltage of multi-phase traction rectifier
transformer used in supply of DC tram traction lines.

Demand for numerical optimization of issues arising in different branches of sci-
ence and engineering has led to emergence of new, diversified algorithms, including
metaheuristic ones. The heuristic approach is characterized by application of a practical
method, which is not necessarily optimal, but it is sufficient, since it speeds up the
process of finding a satisfactory enough solution.

2 Rectification of AC Voltage in Tram Traction Substations
in Poland

Rail vehicles such as locomotives, EMUs, tram cars and metro are supplied with DC
voltage in Poland. The supply circuit consists of traction substation, traction network
(catenaries and contact wires) and return feeders (see Fig. 1).

(6) 15 (20) kV AC

a
b

c d

GROUND

b

+600V (DC)
c

Fig. 1. Simplified scheme of tram traction substation: a – transformer supplying loads other than
traction network, b – rectifier transformer, c – rectifiers, d – return cables
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Traction substation consists of high voltage switching station, devices transforming
ac three-phase energy into DC energy and DC switching station. Tram traction sub-
stations are supplied with 6, or 15 or 20 kV voltage.

Design of 12-pulse system is possible only when transformer’s secondary side
voltages are shifted in relation to each other by 30° (Fig. 2b). Such shift may be
achieved by different means; a common solution is to use a three-winding transformer
with two secondary windings, where one winding is delta-connected and the other is
star-connected (Fig. 2a). Use of differently connected windings is due to the necessity
of eliminating 3n magnetic flux harmonics and it is a standard rule applied in trans-
former design [10, 11]. Design of such transformer is relatively simple and transformer
is practically batch-manufactured.

3 Rectified Voltage Waveforms

Let us consider a theoretical case, where transformer’s secondary side voltages are
identical as to value and shifted in phase by 30°. When these voltages are rectified by
means of uncontrolled diode rectifiers, then pulses in output voltage will be identical in
shape (Fig. 3a). When we consider a more realistic case, when voltages start to differ in
value, even though their distribution in space remains unchanged (the shift of voltages
depends on spatial distribution of windings in transformer), then the output voltage
waveform will show increased pulsations – see Fig. 3b.

If transformer’s supply voltage is additionally distorted, then the increased pulsa-
tions in the rectified voltage will be further enhanced by the secondary side voltage
unbalance. The pulsation magnitude will depend on supply voltage waveform shape.

Let us consider a case, when supply voltage contains additional 5th and 7th harmonic.
We shall assume that RMS values of these harmonics are equal to 6% and 5% of RMS
value of fundamental harmonic (u5 % = U5/U1 = 0.06, u7 % = U7/U1 = 0.05 – these are
relative values, hence “%” in the subscripts). This gives an overall THD coefficient of

Fig. 2. Six-phase transformer winding configuration (a) and phase-to-phase voltage vectors (b)
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supply voltage equal to 7.81%, which is less than mandatory limit of 8% prescribed by
appropriate Polish regulations [12]. Let us further consider four following variants of
harmonic phase shifts: a – u5 = 0°, u7 = 0°, b – u5 = 0°, u7 = 180°, c – u5 = 180°,
u7 = 0°, d – u5 = 180°, u7 = 180°. When voltage with harmonic content is rectified,
waveforms obtained display different shape and increased pulsations in relation to the
sine wave supply – Fig. 4. Issues related to operation of rectifier transformers supplied
with distorted voltage have been previously discussed e.g. in [13].

4 Optimization Problem

Let us first discuss the case of distorted supply in accordance with variant a
(U5 = 0.06 U1 and U7 = 0.05 U1, u5 = 0°, u7 = 0°). The DC waveform for this supply
voltage is shown in Fig. 5.

Fig. 4. Examples of rectified voltage waveforms: supply conditions are sine voltage wave
(marked with thick black line) or voltage distorted by adding 5th and 7th harmonic in accordance
with following variants: a – u5 = 0°, u7 = 0°, b – u5 = 0°, u7 = 180°, c – u5 = 180°, u7 = 0°, d
– u5 = 180°, u7 = 180°, u5 = 6%, u7 = 5%. The windings are ideally balanced.

Fig. 3. Transformer voltage waveforms: secondary side phase-to-phase voltages are marked
with dashed lines; rectified voltage is marked with thick continuous line (commutation impact
has been neglected); (a) star - and delta winding voltages are identical, (b) star - and delta
winding voltages differ (UD = 0.95UY, where UD, UY – RMS-values of phase-to-phase delta and
star winding voltages, respectively).
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Now let us assume a slight disproportion in delta and star winding turns, e.g.
difference equal to 8% (phase-to-phase induced voltage, fundamental harmonic). The
rectified voltage obtained may be seen in Fig. 6.

There are different ways of defining the “quality” of rectified voltage (uDC), one of
them is by defining pulsation level, thus:

p ¼ uDCmax � uDCmin

2uDCav
; where uDCav ¼ uDCmax þ uDCmin

2
: ð1Þ

Fig. 5. Example of rectified voltage waveform: supply voltage is distorted by adding 5th and 7th

harmonic: U5 = 0.06 U1 and U7 = 0.05 U1 (U1, U5, U7 – RMS values of respective harmonics),
harmonic phase angles are u5 = 0°, u7 = 0°. Phase-to-phase voltages of delta and star windings
are marked with dashed lines and thick black line marks the output (DC) voltage

Fig. 6. Example of rectified voltage waveform: supply voltage is distorted by adding 5th and 7th

harmonic: U5 = 0.06 U1 and U7 = 0.05 U1 (U1, U5, U7 – RMS values of respective harmonics),
overall THD = 7.81%, harmonic phase angles are u5 = 0°, u7 = 0°. Phase-to-phase voltages of
delta and star windings are marked with dashed lines and thick black line marks the output
(DC) voltage. Unbalance in star and delta winding turns (and voltages) is described in the text.
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Pulsation calculated for different DC voltages waveforms is shown in Fig. 7. The
curves are plotted against “voltage unbalance”, defined as the difference between
phase-to-phase induced voltages of transformer’s secondary delta fand star windings.
Unbalance coefficient equal to 1 corresponds to equality of delta and star voltages (in
case of sinusoidal supply).

Obviously for different waveforms of supply voltage, the influence of unbalanced
turns (and, therefore, induced voltages in the delta and star secondary windings of the
transformer) varies. If we assume that current in traction line is constant (which is
justifiable), then pulsation in rectified voltage is reflected by pulsation in instantaneous
power supplied to traction line.

Now, if we should compensate the inequality in the voltages by introducing the
online tap changer to adjust voltage of particular winding, the resulting DC waveform
could exhibit less ripple. The question is, how to calculate some “optimum” setting of
the tap changer in view of varying harmonic content in the supply voltage, as defined
by different voltage waveforms depending on THD and, more particularly, on the phase
shifts of 5th and 7th harmonic? To extend the calculation range, we considered RMS-
values of 5th and 7th harmonic and the same THD value (7.81%), but the phase angles
of higher harmonics (n = 5 and n = 7) were changed continuously in the range of (0°;
360°).

We must note here that only the theoretical aspects of the problem have been
analysed – we have not addressed a practical issue of how often the tap changer should
be reset.

This issue is addressed with optimization procedure utilizing swarm population
algorithm. The details are presented in subsequent section.

Fig. 7. Pulsation of DC voltage against turn and voltage unbalance of star- and delta-connected
windings, for different supply voltage waveforms: sine means pure sinusoidal supply, variants
a-d correspond to THD = 7.81% (U5 = 0.06 U1 and U7 = 0.05 U1, where U1, U5, U7 – RMS
values of fundamental, 5th and 7th harmonic) and differ by respective phase shifts of 5th and 7th

harmonic (a – u5 = 0°, u7 = 0°, b – u5 = 0°, u7 = 180°, c – u5 = 180°, u7 = 0°, d – u5 = 180°,
u7 = 180°).

404 B. Kulesz et al.



5 Optimization Procedure – Application of Ant Colony
Algorithm

Marco Dorigo in his Ph.D. thesis [2] noted several ant behaviour patterns and he
transferred these to algorithm solving travelling salesman problem. This approach
inspired other uses of ant colony behaviour, for instance in the process of functional
minimization; algorithm used here was first proposed by Taksari and used to minimize
a function [14]. The crux of the problem is how to minimize the function, if we do not
have any information on function properties; we can only determine values of this
function at selected domain points:

f ðx1; x2; . . .; xmÞ ! min; where ðx1; x2; . . .; xmÞ 2 D � Rm: ð2Þ

At introductory stage, i.e. initialization of algorithm, we start with determining
algorithm parameters:

• population density N,
• maximum number of iterations I
• neighbourhood parameter a should be “large enough” at first, c. 60% of the variable

range length.

Before iteration process starts, it is necessary to:

• generate randomly initial population of N ants xi, i ¼ 1; 2; . . .;N; ants are located in
the region of discussed problem D � Rm

• determine value of objective function (intensity of pheromone trail) for all N ants:
f ðxi1; xi2; . . .; ximÞ; for i ¼ 1; 2; . . .;N:

• from the ant population one with best location must be selected (with smallest value
of objective function xbest).

Basic part of algorithm:

• Starting with best-located ant (xbest), we generate a new ant population; these ants
are randomly placed in the neighbourhood of best-located ant, i.e. with the most
intensive pheromone trail:

xi ¼ xbest þ dx; i ¼ 1; 2; . . .N; ð3Þ

where �a� dxj � a, j ¼ 1,2,. . .m is a value chosen at random.
• We choose a best located ant in this new population – i.e. we update xbest.
• Points 1–2 must be repeated I2 times.
• We constrain the neighbourhood parameter a ¼ 0:1 � a
• Points 1–4 must be repeated I times.

The flow diagram of this algorithm has been described in [15].
The xbest obtained in this way is treated as the solution of the problem. It must be

pointed out that the algorithm is metaheuristic, and therefore it should be run several
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more times (with identical input data) and the best result should be selected as the final
solution.

In our problem, we first had to choose the objective function.
The function is total area under the pulse curves, calculated for one/sixth of supply

voltage period, i.e. for 20/6 ms or 60° (el), frequency of line voltage is 50 Hz. The area,
which depends on the waveform shape, will depend on the gain coefficients (corre-
sponding to tap changer position or, more precisely, to voltage added or subtracted
from particular winding by means of additional winding turns). These should be
selected in such a way that sum of areas of two consecutive pulses is minimum. It must
be noted that in this particular case the solution may be verified by a simple calculation.

In order to define objective function, let us first define the phase voltages of the
fundamental harmonic of transformer’s secondary voltage at one winding (delta-
connected) (see Fig. 2b):

ua1 1ðtÞ ¼ Aph 1 sinðxtÞ
ub1 1ðtÞ ¼ Aph 1 sinðxtþ 2

3
pÞ

uc1 1ðtÞ ¼ Aph 1 sinðxtþ 4
3
pÞ;

ð4Þ

where Aph_1, ph = a1, b1 or c1 is maximum value of phase voltage, fundamental
harmonic.

Phase voltages of 5th harmonic are expressed as:

ua1 5ðtÞ ¼ Aph 5 sin 5ðxtþu5Þð Þ

ub1 5ðtÞ ¼ Aph 5 sin 5ðxtþ 2
3
pþu5Þ

� �

uc1 5ðtÞ ¼ Aph 5 sin 5ðxtþ 4
3
pþu5Þ

� �
;

ð5Þ

where Aph_5 is maximum value of phase voltage, harmonic n = 5.
Phase voltages of 7th harmonic are expressed as:

ua1 7ðtÞ ¼ Aph 7 sin 7ðxtþu7Þð Þ

ub1 7ðtÞ ¼ Aph 7 sin 7ðxtþ 2
3
pþu7Þ

� �

uc1 7ðtÞ ¼ Aph 7 sin 7ðxtþ 4
3
pþu7Þ

� �
;

ð6Þ

where Aph_7 is maximum value of phase voltage, harmonic n = 7.
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Total phase voltages are expressed as:

ua1ðtÞ ¼ ua1 1ðtÞþ ua1 5ðtÞþ ua1 7ðtÞ
ub1ðtÞ ¼ ub1 5ðtÞþ ub1 5ðtÞþ ub1 7ðtÞ
uc1ðtÞ ¼ uc1 1ðtÞþ uc1 5ðtÞþ uc1 7ðtÞ

ð7Þ

These are voltages at delta-connected winding; phase voltage is therefore equiva-
lent to phase-to-phase voltage.

Other three phase voltages (i.e. voltages at the star-connected secondary winding)
are obtained basing on phase-to-phase voltages of the first winding:

ua2ðtÞ ¼ ka ua1ðtÞ � ub1ðtÞð Þ= ffiffiffi
3

p
ub2ðtÞ ¼ kb ub1ðtÞ � uc1ðtÞð Þ= ffiffiffi

3
p

uc2ðtÞ ¼ kc uc1ðtÞ � ua1ðtÞð Þ= ffiffiffi
3

p
:

: ð8Þ

Parameters ka, kb, kc are directly related to correction of used number of turns of the
second secondary winding. In other words, they describe the adjustment of taps.

We define the objective function as:

f ðka; kb; kcÞ ¼ min
ZT=6

0

ðuphðtÞ � uphminÞdt; ð9Þ

where uph(t) is appropriate phase voltage for a given calculation interval (ua1 or ub1 or
uc1 and so on) and uphmin is minimum voltage value for the same time interval (cf.
Fig. 8).

In the discussed case we have adopted the following parameters of ant colony
algorithm: N = 5 (number of ants), I = 6 (number of iterations), and neighbourhood
parameter a = 0.2.

The gain coefficients ka, kb, kc range from 0.85 to 1.15 (k < 1 – decrease and k > 1
– increase in number of turns, respectively).

We have tried running the algorithm with greater number of ants. The obtained
results did not significantly differ from those achieved with N = 5 (and therefore we do
not specify them here), but computation time was substantially longer. The calculations
have been run on PC with Intel Core i5-2300, CPU 2.8 GHz. Computation time ranged
from c.2100 to c.5800 s, depending on value of parameter N.

Numerical integration has been applied to calculus shown in Eq. (9), trapezoidal rule
has been used, with number of nodes equal to 50. Integration interval is equal to 1/6 of
fundamental harmonic period, since basic frequency of AC component in DC voltage is
equal to 12f (f = 50 Hz) and two neighbouring pulses are compared (see Fig. 8).

Figure 8 shows the principle of the objective function. Areas marked as S1 and S2
are limited by the instantaneous value of delta- or star- phase voltage, respectively, and
the average value of voltage ripple. Now, we take the integral of difference of these
voltages: it is calculated as integral (Eq. 9) and then minimized. In this way the areas
S1 and S2 are somewhat equalized.
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The results of applying the algorithm are shown in Figs. 9 and 10. The ripple has
been decreased (in accordance with proposed method) by 27% on the average.

Fig. 8. Illustration of the compensation principle: (a) areas S1 and S2 under curves belonging to
voltages of different windings (star- and delta-connected, respectively, marked here by
continuous and dotted lines) differ; (b) tap-changer is applied, number of turns is slightly
changed and so areas S1 and S2 are similar. Thick dashed line marks minimum of the voltage
ripple.

Fig. 9. Calculated area S1 + S2 (cf. Fig. 9) before and after optimization; area averaged over
the entire range of phase shift of 7th harmonic of rectified voltage; before optimization (light-
coloured line) and after optimization (dark-coloured line)

408 B. Kulesz et al.



6 Conclusion

Population algorithms (swarm intelligence algorithms) have been lately used for
solving more or less complex technical problems. In the current paper we have con-
sidered a problem related to transformation of AC voltage into DC voltage used in tram
supply (Fig. 1). On account of transformation circuit configuration (use of uncontrolled
rectifiers and transformer with different winding connections), a variable (AC) com-
ponent is always present in rectified voltage (Fig. 3). The magnitude of AC component
is influenced by different factors such as configuration of rectifier circuit, shape of
supply voltage waveform, load (Fig. 4). In 12-pulse system, where two secondary
transformer windings are used (one delta-connected, the other star-connected), an
additional factor increasing the pulsation is the unbalance of the output voltages at
these windings (Fig. 6). We have demonstrated that in steady-state this AC component
may be balanced by adjustment of voltage at one of these windings with the help of on-
load tap changer. We investigated the case, when transformation circuit was supplied
with distorted voltage, characterized by THD coefficient confined within limits set by
appropriate legal regulations (� 8%). Application of ant colony algorithm to the
defined problem lets us determine the adjustment of tap changer at one secondary
winding, and in this way the AC component between successive pulses becomes more
balanced (in absolute values the difference may be as high as 27%) (Figs. 9 and 10).

Fig. 10. Example of tap-changer correction of turn unbalance: phase-to-phase voltages of 6-
phase transformer, black and red lines mark voltages of secondary delta- and star-connected
winding, respectively; supply voltage is distorted by adding 5th and 7th harmonic: U5 = 0.06 U1

and U7 = 0.05 U1 (U1, U5, U7 – RMS values of respective harmonics), overall THD = 7.81%,
harmonic phase angles are u5 = 5°, u7 = 110°; (a) gain coefficient ka, kb, kc is 1; (b) gain
coefficient is corrected in accordance with ACO calculation results and is equal to 1.08747 (Color
figure online)
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Abstract. We consider tools for developing information systems with
use of Model Driven Architecture (MDA) and Linked Open Data
technologies (LOD). The original idea of LOD is to allow the software
designers to develop program systems integrated by means of common
ontologies and web protocols. MDA Platform Independent Model (PIM)
is expressed as set of UML diagrams. PIM forms a LOD graph and its
namespace. All the PIM entities are defined as ontology resources, i.e.
with URI references to LOD terms. This allows us to translate PIM
UML model to a set of triples and store them in an ontology ware-
house for further transformation into a Platform Specific Model (PSM).
The ClioPatria ontology server and the SWI Prolog language are used
as tools of PIM and PSM storage, querying and processing. The tools
will allow us to mediate the MDA static means of code generation and
configuration at development stage with the techniques of flexible data
structure processing at run time, thus, producing even more produc-
tive information system development and maintenance techniques. This
research corresponds to nowadays direction of Semantic Web Software
Engineering.

Keywords: Model driven architecture · Linked open data
Logic programming · Knowledge based systems

1 Introduction

Model Driven Architecture (MDA) is a software development methodology based
on transformations of models of the software under development. The input
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models are to be more abstract than generated output ones, as well as main
aim of MDA is technological support of special cases of software development
techniques.

Linked Open Data (LOD) [1] technology has been suggested by W3C con-
sortium to represent the semantic information in the published web content in a
way that provides not only the possibility of its processing with software agents
(Semantic Web), but also to link all available information into a single semantic
graph using relations and global universal identifiers (URIs) of resources. The
descriptive capabilities of semantic web technologies, HTML5 document publish-
ing tools, and LOD technologies form an infrastructural basis for, e.g., authoring
and publishing documents [2]. The LOD provide a logical markup for the infor-
mation presented in a document, informative basis for the different variants of
visual representation and interpretation, logical connections with other docu-
ments, export information into other documents, procedural processing, etc. An
important advantage of LOD usage in information environments is weakening of
the requirements to the information warehouses: the document itself is a formal-
ized data warehouse [3]. In some extent, this allows reallocation of the time spent
on designing the database structure for storage of partially formalized documents
to the process of solving a domain problem: the user (developer) markups the
document text data with semantic meaning.

From the software designer point of view, LOD technologies allow develop-
ment of program systems represent common and frequently used structures and
data via common ontologies and web protocols [3]. An application of semantic
models at run time [4] allowed software designers to partially cope with problem
of requirements and data structure evolution in lifespan of information systems.
A part of system configuration (static or dynamic) is built on domain ontology
model interpretation, thus modifying information system behavior, resulting in
a wider flexibility of system functioning. LOD data can be used for description
of various contexts and aspects, interface elements, their behavior, user access
regulation, transactions, and so on.

We distinct four popular approaches of implementing Platform independent
model (PIM) to Platform specific model (PSM) transformation, taking into
account the runtime and other implementation platform features. The first app-
roach is model-to-model transformation with a model transformation language,
such as QVT-X, ATL, etc. In this case PIM and resulting PSM are represented
as XMI files. Model transformation language rules recognizes structures in PIM
and construct structures of PSM, having account various boolean conditions cal-
culated with helper rules. The second variant of transformation is realized with
Domain Specific Language (DSL) infrastructure [5]. The transformation proce-
dure is presented as translation of one DSL instance, i.e. PIM, to an instance in
another language.

The third approach is a library-based one, it allows designing the resulting
PSM and the source code with functions from a library that are applied to
predicates or complex structures as subtasks. Usage of interpreted or ahead-of-
time-compilation languages as Python, Perl, PHP, ASP.NET, JavaScript, HTML



414 E. Cherkashin et al.

as a target language for PSMs decreases the development time and make it less
complex. Thus, application of the libraries is the direct interaction of PIM as a
superposition of applied function. The fourth approach is the multistage transfor-
mation of the source PIM [6] on the base of logical inference. The transformation
is declared as a logical theory and a scenario of subgoals to be achieved.

The present research deals with developing software instrumental tools for
general design of information systems using both Model Driven Architecture
(MDA) and LOD [7]. MDA PIM is expressed as a set of UML diagrams (Class
Diagram, State Diagram, etc.) logically connected with rules of transformations.
PIM forms an RDF graph instance that can be assigned a namespace. All the
PIM elements are defined as A-Box ontology resources, i.e. with URI references
to LOD terms in a namespace of XMI standard. The graph is stored in an ontol-
ogy warehouse for further transformation into a PSM. The ClioPatria ontology
server and the SWI Prolog language [8] are used as tools of PIM and PSM
storage, querying and processing.

The direct way of a transformation implementation is to use Prolog or
a functional language, and we use Logtalk, a macro package of Prolog. The
main advantage of the language usage is knowledge structuring thanks to its
object-orientation. Objects are used for representation of the source PIM model
and the resulting PIM structures as well as source code generators. Moreover,
the transformation rules are easily integrated with libraries processing LOD and
LOD warehouses.

The aim of this research is to construct tools for developing information
systems with joint of MDA and LOD technologies in an indivisible cooperation.

2 Related Technologies and Standards

The most widely used technology of model transformation is ATL (ATLAS
Transformation Language) [9] and its predecessor QVT, a OMG standard [10].
The language and its engine supports conversion from one XMI model to another
one in the same format. The language structures describe recognition of proper-
ties of compositions of the source model and direct construction of new structures
in the target model accounting the property values.

The ATL is supported with visual tools for rule construction. The tools are
integrated in Eclipse IDE. Similar to ATL, Transformation Model Representa-
tion Language (TMRL) is developed in [11] but oriented on knowledge visual
representation with following conversion in various production rules in CLIPS
and OWL. The visual presentation of transforming rules are used also in [12],
where a general approach is adopted for the purpose. In a recent paper [13], ATL
is used to transform Computational Independent Model (CIM) represented as
BPMN diagram into set of UML diagrams, defining PIM. Paper [14] proposes
a model transformation CIM to PIM for web-applications, where CIM is repre-
sented with State and Use case UML-Diagrams logically connected with ATL
rules. In [15] is proposed an evaluation of security aspects of distributed applica-
tions using MDA description; the evaluation is implemented a logical inference
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over the MDA synthesized logical security models. The paper [16] considers a
highly decoupled distributed event-driven application environment, whose design
and functioning is dynamically controlled by its three-level DSL description and
MDA transformations, which support change propagation.

Paper [17] presents a practical approach with four-level ATL-description from
HTML-page to a LOD structure (via stage of an MDA PIM). In [18], a converter
of UML package structures represented in XMI was developed as a XSLT trans-
formation. A wide overview of Western approaches to program transformation
is given in [19,20], a transformation language PROMOL is suggested as well as
its logical semantics. The book [19], together with John McCarthy’s and Steve
Russell’s LISP technologies and Enn Tyugu’s conceptual programming, covers
the problem space history almost completely. OMG proposed ODM standard
[21] for knowledge modeling. A Visual Ontology Modeler [22] is being developed
for building and verifying OWL ontologies for ODM 1.0, as well as in the reverse
direction, ontologies are represented as UML Class Diagrams [23].

An XML based specifications are used in representing metadata about web
services, WSDL [24], and the WS-BPEL language [25] for describing orchestra-
tion of web services within execution of an instance of a business process. The
idea of the language is to describe complex systems down to Web Services units,
their internal and external structure and behavior, as well as services interaction
in the script instance.

In our approach we use the structurally simplest language, Prolog, and its
infrastructure, which is capable to load various model sources, including XMI,
semantic graphs, etc. with corresponding import module, as well as their pro-
cessing em masse, organizing multi-stage modular transformations. We also con-
centrate our efforts on programming in the small aspect of information system
development, dealing with modeling and implementation software components
composing software components.

3 Transformation Software Architecture

The architecture of the system is presented in Fig. 1. The PIM is designed with
an UML editor as a set of diagrams. We use Modelio [26] as it contains means for
formal definition of structured stereotypes, and it is open-sourced. The model of
an information system is converted in a RDF graph encapsulated in a Logtalk
object. The set of such objects are passed to the Transformation subsystem that
is represented as a hierarchy of modules. The subsystem queries server storage of
ontologies and library rules stored on the server via Pengines interface module.
Library rules represent query helpers, which allow server-side preprocessing of
the queries in its Inference machine.

The server is being implemented on the base of ClioPatria ontology stor-
age, which in turn is realized with SWI-Prolog programming system with some
C language subroutines. The ontology database supports durable storage and
transactional querying as well as text search facility. ClioPatria SPARQL queries
execution subsystem operates in a federated regime out of the box. The usage of
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Fig. 1. A general architecture of the PIM transformation system

Prolog based infrastructure for triple processing significantly reduces the struc-
tural and semantic complexity of whole system. It supports several formats of
compact storage of RDF data. The Pengines regulates access to the triples from
clients, it is implemented as a simple protocol on top of HTTP.

Ontologies are loaded into ClioPatria via its web interface, or by means of
startup script with a library predicates. ClioPatria has a simple interface for
ontology browsing, transaction management, triple search by its literal values,
and triple graph visualization for subset of triples. The system has tools for
SPARQL query testing and debugging.

4 Implementation of Transformation

The transformation is implemented as a Logtalk library integrated with a RDF
storage. All the data processing is under control of SWI-Prolog. No special DSL
languages like ATL are needed, as we can do generalizations in LogTalk. PIM
logical structure is defined as a set of sources: UML-diagrams, ontologies and
data stored in the warehouse of ontologies as well as other databases. Logical
connections of the elements of the sources are defined in a transformation pro-
gram as well as the scenario of transformation. The output of the transformation
is a set of configured interlinked Logtalk objects representing PSM. The source
codes of the subsystems and the initial states of databases are generated from
these object complexes.

At this stage of the research we implemented a processor of input XMI-
2.0 files, which contain the UML-model of an information system, instances of
transaction classes. The XMI files exported by Modelio UML designer consist of
a model of the system as a set of top packages, and two profile packages. One
profile package describes local definitions, and another represents the system and
code generation configuration. The import processor converts their DOM trees
into corresponding graphs of RDF triples. Each triple represents one relationship
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between two structural elements of an UML diagram. The instances have public
interface used to query their graphs for the structural element compositions.

Platform model (PM) in a broad sense is the transformation procedure imple-
mented as Logtalk components (instances) organized in an hierarchy of transfor-
mation modules (Fig. 2) in the image and likeness of our earlier work [6]. Each
component (module) queries the sources and constructs two classes of data: own
state of private data and structures of external objects. The states, in particular,
contain type mappings between the source and target attributes, the implemen-
tation of designer decision on the general way of structure transformation.

Fig. 2. A hierarchy of transformation modules representing PM

External objects are structures constructing PSM, i.e., the set or a category
of configured objects reflecting PIM structures and target sources and data.
Transformation modules generate the objects as a results of general decisions.
Their configurations are also inferred from the properties of structural elements
of PIM and the profile configurations. The leaf nodes of the hierarchy is the
scenario of PSM generation. The usage of pure logical approach instead of two
languages allowed us to reduce the size and diversity of the PM description.

As soon as the scenario is fulfilled the PSM is converted into source codes
and data. The conversion in [6] was made by means of partial application of text
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templates. In this case we do not use templates and generate the source code
with simple procedures. SWI-Prolong module index contains a simple template
engine module simple-template intended for generation of static HTML pages.
The Prolog system also contain a dictionary-like structures and predicates for
dictionary data manipulation, which can be used to represent data to be filled
in the templates. So open-source SWI-Prolog infrastructure is well equipped for
developing MDA instruments.

4.1 Inference of the Class Structure

Target class hierarchies in nowadays information system is diversified. In web-
applications, a PIM class or structure is mapped to a table or a SQL-query,
an input form, an JavaScript object at user’s browser, it can be a part of data
transfer protocol like a JSON or XML object. Some frameworks allow one to
define structures and their relations and map them to rational databases, e.g.,
Django [5] or Entity framework. Most of the CASE-subsystems in UML composi-
tion tools do not support export of Class Diagram into ORM (Object-Relational
Mapping) structures.

The main difference of MDA with respect to CASE technologies is the pos-
sibility of adaptation of PM to the special way of software development used
in a particular software development group. To put it on another way, MDA
implements the standard transformations, and there is tools for modification of
the standard procedures to implement own special techniques. For example, if
a programmer wants to define a storage class for structures, the corresponding
modification of standard transformation must be carried out. Similarly a whole
UML class hierarchy can be immersed into an ORM by means of a programmer-
defined stereotype and its implementation. Even an ORM itself may be imple-
mented by means of a special transformation.

4.2 Inference of the Properties

One of the interesting application of the Semantic WEB technologies, namely
Linked Open Data, is the inference of the properties of the generated structural
elements. The properties of PSM elements, e.g., instance attributes, are derived
from PIM UML structure elements, i.e., their standard UML definitions, anal-
ysis of relations being involved elements, features of combinations of associated
stereotypes and tag values, as well as knowledge and data obtained from local
ontology warehouse and SPARQL queries to other servers (cached for a better
performance), for example, to DBPedia.org.

Consider the user interface template generation for a web or desktop applica-
tion. The model of the interface has a description of the structure and a specifi-
cation of the properties of the constituent widgets. If we refer from PIM with tag
values rdf:object and rdf:type of a special stereotype «DBPedia» to a corre-
sponding DBPedia resource we can use the DBPedia subgraph for constructing
title and placeholder attributes of an input field. In principle, we can figure
out a label for user’s locale. Some UML-structures (OCL) and relations may be
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interpreted constructively as methods of objects: events, handlers, subscribers,
database triggers and selectors (lookup widgets).

Consider some transformation rules. In order to import PIM we need to
create holding instance sample and initialize it. In this a very simple example
we represent a class Person in a Class diagram, server access code is omitted.

At the import stage, the source XMI converted into a graph. We show its
small part in the turtle format.

Construction of the target class is realized by querying the graph with a
parametric object query(_Graph).

Target structures constructed by blocks of elements and other blocks like in
llvmlite library. New items are appended or prepended in a block. Rendering
the sources is realized with methods of construction classes.
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As a result we obtain the following Python code.

5 Applications

The described MDA tools are used in a number of interesting projects. The first
project was to synthesize a Python interface driver of a cash register for a ticket
system in a private cinema.

In the only Russian commercial planetary, a problem of connecting new cash
register to a ad hoc ticket and billing system arose. The resources were limited by
two weeks for main development and one programmer. There was an old version
of a program for the previous cash machine, a documentation to the new one, as
well as test utility implementing the protocol obtained from vendor driver pack.
The description of the protocol in the manual was not precise: the sense of some
fields were not understandable, the description of the automatons modeling the
behavior in communications was too abstract, the documentation described two
versions of the protocol, programmer has no experience related cash machines.

The decision of application of the MDA was made after the first investigation
of the situation. The protocol commands and the automatons were represented
as UML Class and State diagrams. After the application of the transforma-
tion adapted modules an interface component was generated. The component
encoded API call of a command into the bytes of protocol string and decoded
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the answer byte string from the cash machine into the answer object. The inter-
action automaton of the computer and the cash device converted to a state
machine with special states denoting exceptions related to undocumented and
faulty behavior. Tree levels of the interaction has been implemented: low-level
protocol for message exchange, middle-level automaton cash machine state con-
trol and computer synchronization, and high-level algorithm implementing cash
machine usage in fiscal operations within internet ticket booking system.

The low- and middle-level interaction were tested on dumped data of the test
tool. The tests showed the protocol documentation mistakes and version variant.
It also helped in PM and PIM refinement. The first two levels of interaction
started functioning in two weeks. Another reserved two weeks was devoted to
refinement of the fiscal operation, ticked printing design and deployment.

The second active project is a technological support of the development of
New Generation Sequencing computation infrastructure for investigation of lake
Baikal microbiome. The investigation is a composition of elementary bioinfor-
matic operations implemented by external software like Mothur and R. The
developed tools are used to describe the operations as elements of a dataflow
graph [27]. Each operation communicates other ones with connections of ports.
The internal structures of its ports and parameters are represented with classes
of UML Class Diagram. The PM adopted to generate set of stub Java classes
reflecting Mothur operations of Rapidminer Studio. LOD is used to supply user
descriptions in user interface for the operations.

6 Conclusion

We considered an implementation and applications of usage of Model Driven
Architecture and Linked Open Data, a Semantic Web, technologies in developing
software [28] on the base of model transformation. The transformation is realized
as a hierarchy of objects represented in LogTalk. Results of analysis of the source
model and synthesis of the target one are obtained with logical inference.

Usage of logical programming language simplifies the transformation proce-
dure programming, the programmer is allowed to express semantics of recognized
structures as properties of objects, manipulate object properties further. It also
allows us to integrate the transformations with other Prolog libraries and services
without usage of special language structures. The transformation logically con-
nect elements of source objects: UML diagrams, RDF A- and T-boxes, LogTalk
modules, which are just structures to be processed accounting to a scenario.

The approach is being tested in software development processes for synthesis
of business-objects of information systems carcasses, interface modules for a pro-
tocol, as an ontology development tool, etc. Further development of the software
is aimed at extending transformation modules, creating libraries of platform
descriptions for open-source frameworks, develop techniques of change propa-
gation, and developing open-source UML editors to support UML 2.5 profile
specification [29] and XMI export.



422 E. Cherkashin et al.

Acknowledgment. The results are obtained with the partial support of the various
projects: Irkutsk scientific center of SB RAS No 4.2; The Council for grants of the Pres-
ident of Russian Federation, state support of leading scientific schools of the Russian
Federation (NSH-8081.2016.9); Russian Foundation for Basic Research, grants 17-07-
01341, 18-07-00758 and 17-47-380007. The results obtained with the use of the network
infrastructure of Telecommunication center of collective use “Integrated information-
computational network of Irkutsk scientific-educational complex” (http://net.icc.ru).
The authors are grateful to the community of Linked Open Vocabularies (http://lov.
okfn.org/dataset/lov/) resource for assistance in the search for domain ontologies and
github.com for hosting sources at https://github.com/isu-enterprise/icc.xmitransform.

References

1. Bizer, C., Heath, T., Berners-Lee, T.: Linked data - the story so far. Semant. Web
Inf. Syst. 5(3), 1–22 (2009)

2. Capadisli, S., Guy, A., Verborgh, R., Lange, C., Auer, S., Berners-Lee, T.: Decen-
tralised authoring, annotations and notifications for a read-write web with dokieli.
In: Cabot, J., De Virgilio, R., Torlone, R. (eds.) ICWE 2017. LNCS, vol. 10360, pp.
469–481. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-60131-1_33

3. Cherkashin, E., Orlova, I.: Instrumental tools for construction of the digital archives
of the documents based on Linked Data. Modern Technol. Syst. Anal. Model.
4(56), 100–107 (2017). https://doi.org/10.26731/1813-9108.2017.4(56).100-107.
http://stsam.irgups.ru/sites/default/files/articlespdffiles/100-107.pdf. (in Rus-
sian)

4. Kopaygorodsky, A.: Use of ontologies in semantic information systems. Ontol. Des.
4(14), 78–89 (2014). (in Russian)

5. Annenkov, D., Cherkashin, E.: Generation technique for Django MVC web frame-
work using the stratego transformation language. In: Proceedings of 36th Interna-
tional Convention on Information and Communication Technology, Electronics and
Microelectronics (MIPRO), 20–24 May, Opatija, Croatia, pp. 1084–1087 (2013)

6. Cherkashin, E., Larionov, A., et al.: Logical programming and data mining as
engine for MDA model transformation implementation. In: Proceedings of 36th
International Convention on Information and Communication Technology, Elec-
tronics and Microelectronics (MIPRO), 20–24 May 2013, Opatija, Croatia, pp.
1029–1036 (2013)

7. Frankel, D.: Model Driven Architecture: Applying MDA to Enterprise Computing,
1st edn. Wiley, New York (2003). 352 p

8. Wielemaker, J., Beek, W., Hildebrand, M., Ossenbruggen, J.: ClioPatria: A SWI-
prolog infrastructure for the semantic web. Semant. Web 7(5), 529–541 (2016).
https://doi.org/10.3233/SW-150191

9. Jouault, F., Allilaire, F., Bezivin, J., Kurtev, I.: ATL: a model transformation tool.
Sci. Comput. Program. 72(1–2), 31–39 (2008)

10. The MOF Query/View/Transformation Specification Version 1.1. http://www.
omg.org/spec/QVT/1.1

11. Berman, A., Grishchenko, M., Dorodnykh, N., Nikolaychuk, O., Yurin, A.: A
model-driven approach and a tool to support creation of rule-based expert systems
for industrial safety expertise. In: Proceedings of the 12th International Forum
on Knowledge Asset Dynamics (IFKAD-2017) - Russia, Graduate School of 16
Management of St. Petersburg University, St. Petersburg, pp. 2034–2050 (2017)

http://net.icc.ru
http://lov.okfn.org/dataset/lov/
http://lov.okfn.org/dataset/lov/
https://github.com/isu-enterprise/icc.xmitransform
https://doi.org/10.1007/978-3-319-60131-1_33
https://doi.org/10.26731/1813-9108.2017.4(56).100-107
http://stsam.irgups.ru/sites/default/files/articlespdffiles/100-107.pdf
https://doi.org/10.3233/SW-150191
http://www.omg.org/spec/QVT/1.1
http://www.omg.org/spec/QVT/1.1


Model Driven Architecture Implementation Using Linked Data 423

12. Belghiat, A., Bourahla, M.: UML class diagrams to OWL ontologies: a graph trans-
formation based approach. Int. J. Comput. Appl. 41, 41–46. https://doi.org/10.
5120/5525-7566

13. Rhazali, Y., Hadi, Y., Mouloudi, A.: Model transformation with ATL into MDA
from CIM to PIM structured through MVC. Procedia Comput. Sci. 83, 1096–1101
(2016). https://doi.org/10.1016/j.procs.2016.04.229

14. Rhazali, Y., Hadi, Y., Chana, I., Lahmer, M., Rhattoy, A.: A model transforma-
tion in model driven architecture from business model to web model. IAENG Int.
J. Comput. Sci. 45(1), 104–117 (2018). http://www.iaeng.org/IJCS/issuesv45/
issue1/IJCS45116.pdf

15. Hamid, B., Weber, D.: Engineering secure systems: models, patterns and empirical
validation.Comput. Secur.77, 315–348 (2018). https://doi.org/10.1016/j.cose.2018.
03.016. https://www.sciencedirect.com/science/article/pii/S0167404818303043

16. Tragatschnig, S., Stevanetic, S., Zdun, U.: Supporting the evolution of
event-driven service-oriented architectures using change patterns. Inf. Softw.
Technol. 100, 133–146 (2018). https://doi.org/10.1016/j.infsof.2018.04.005.
https://www.sciencedirect.com/science/article/abs/pii/S0950584916303251

17. Bouougada, B., Bouchiha, D., Malki, M.: A framework for reengineering web appli-
cations into linked data based on MDA. In: ACM International Conference Pro-
ceeding Series, 23–25 November 2015. https://doi.org/10.1145/2816839.2816880

18. UMLtoOWL: Converter from UML to OWL. http://www.sfu.ca/~dgasevic/
projects/UMLtoOWL/

19. Štuikys, V., Damaševičius, R.: Meta-program development as a model transforma-
tion process (2013). https://doi.org/10.1007/978-1-4471-4126-6_11

20. Štuikys, V., Damaševičius, R., Targamadze, A.: A model-driven view to meta-
program development process. Inf. Technol. Control 39(2), 89–99 (2010).
http://itc.ktu.lt/index.php/ITC/article/download/12302/6838

21. Odm, UML profile for OWL. http://www.omg.org/spec/ODM/1.0/PDF/
22. Ontology Domain Modeling example. https://thematix.com/tools/vom/
23. Owl, UML Visualizer. http://owlgred.lumii.lv/
24. Web Services Description Language - Wikipedia, the free encyclopedia. https://

en.wikipedia.org/wiki/Web_Services_Description_Language
25. Business Process Execution Language - Wikipedia, the free encyclopedia. https://

en.wikipedia.org/wiki/Business_Process_Execution_Language
26. Modelio Open Source - UML and BPMN free modeling tool. https://www.modelio.

org/
27. Johnston, W.M., Hanna, J.R.P., Millar, R.J.: Advances in dataflow programming

languages. ACM Comput. Surv. 36, 1–34 (2004)
28. Semantic WEB Software Engineering. http://www.webist.org/Documents/

Previous_Invited_Speakers/2012/WEBIST2012_Pan.pdf
29. Unified Modeling Language, ver. 2.5 standard description. http://www.omg.org/

spec/UML/2.5/PDF

https://doi.org/10.5120/5525-7566
https://doi.org/10.5120/5525-7566
https://doi.org/10.1016/j.procs.2016.04.229
http://www.iaeng.org/IJCS/issuesv45/issue1/IJCS45116.pdf
http://www.iaeng.org/IJCS/issuesv45/issue1/IJCS45116.pdf
https://doi.org/10.1016/j.cose.2018.03.016
https://doi.org/10.1016/j.cose.2018.03.016
https://www.sciencedirect.com/science/article/pii/S0167404818303043
https://doi.org/10.1016/j.infsof.2018.04.005
https://www.sciencedirect.com/science/article/abs/pii/S0950584916303251
https://doi.org/10.1145/2816839.2816880
http://www.sfu.ca/~dgasevic/projects/UMLtoOWL/
http://www.sfu.ca/~dgasevic/projects/UMLtoOWL/
https://doi.org/10.1007/978-1-4471-4126-6_11
http://itc.ktu.lt/index.php/ITC/article/download/12302/6838
http://www.omg.org/spec/ODM/1.0/PDF/
https://thematix.com/tools/vom/
http://owlgred.lumii.lv/
https://en.wikipedia.org/wiki/Web_Services_Description_Language
https://en.wikipedia.org/wiki/Web_Services_Description_Language
https://en.wikipedia.org/wiki/Business_Process_Execution_Language
https://en.wikipedia.org/wiki/Business_Process_Execution_Language
https://www.modelio.org/
https://www.modelio.org/
http://www.webist.org/Documents/Previous_Invited_Speakers/2012/WEBIST2012_Pan.pdf
http://www.webist.org/Documents/Previous_Invited_Speakers/2012/WEBIST2012_Pan.pdf
http://www.omg.org/spec/UML/2.5/PDF
http://www.omg.org/spec/UML/2.5/PDF


Relationship Between Cohesion and
Coupling Metrics for Object-Oriented

Systems

Samuel António Miquirice(B) and Raul Sidnei Wazlawick

Universidade Federal de Santa Catarina, Florianópolis, Brazil
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Abstract. Cohesion and coupling are regarded as fundamental features
of the internal quality of object-oriented systems (OOS). Analyzing the
relationships between cohesion and coupling metrics plays a significant
role to develop efficient techniques for determining the external quality
of an object-oriented system. Researchers have proposed several metrics
to find cohesion and coupling in object-oriented systems. However, few of
them have proposed an analysis of the relationship between cohesion and
coupling. This paper empirically investigates the relationships among
several cohesion and coupling metrics in object-oriented systems. This
work attempts to find mutual relationships between those metrics by
statistically analyzing the results of experiments. Three open-source Java
systems were used for experimentation. The empirical study shows that
cohesion and coupling metrics are inversely correlated.

Keywords: Cohesion metrics · Coupling metrics
Object-oriented system

1 Introduction

Cohesion and coupling are regarded as fundamental features of the internal qual-
ity of object-oriented system (OOS). Class cohesion, according to [3] can be
defined as being the degree of relationship between the members (attributes and
methods) of a class. Class coupling, on the other hand, can be defined as the
degree in which a class is related to other classes.

To ease the evolution of object-oriented systems, good designers should maxi-
mize cohesion (because cohesion promotes encapsulation) and minimize coupling
(because coupling hinders encapsulation).

Researchers have proposed several metrics to find cohesion and coupling in
object-oriented systems. However, few of them have proposed an analysis of the
relationship between cohesion and coupling.

Studying the relation between internal quality attributes helps explaining
some practical issues and results of the relation between internal and external
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quality attributes. This study may help software engineers and practitioners to
figure out the quality factors that must be considered and focused on during the
quality assessment process [3].

This paper empirically investigates the relationships among several cohesion
and coupling metrics in object-oriented systems. The study involves three Java
open-source systems.

In this paper, fourteen cohesion metrics are considered: CBMC [15], ICBMC
[33], OLn [34], PCCC [1], LCOM1 [16], LCOM2 [17], LCOM3 [26], LCOM4 [23],
LCOM5 [22], TCC [10], LCC [10], LSCC [4], SCOM [18], and CC [12]. Addi-
tionally, eight coupling metrics are considered: CBO [16], CBO U [24], CBO IUB
[24], RFC [16], MPC [27], DAC [27], DAC2 [27], and OCMEC [13]. We selected
those cohesion and coupling metrics because they are widely theoretically and
empirically studied by different researchers.

Results show that the selected metrics are negatively correlated. It means
that cohesion and coupling metrics are inversely correlated.

The paper is organized in four additional sections. Section 2 presents related
works including an overview of the selected cohesion and coupling metrics.
Section 3 describes the considered systems and the data collection process.
Section 4 reports the correlation study analysis and discusses its results. Section 5
present conclusions and future work. Appendixes B and A respectively present
the definition of the cohesion and coupling metrics used in this study.

2 Related Works

Cohesion and coupling are internal quality attributes. They can be measured by
means of the source code only, whereas the external quality attributes.

In the software engineering community, some researchers intuitively believe
that, high cohesion is related to low coupling and vice versa. However, the rela-
tionship between the cohesion and coupling metrics was not sufficiently studied
to support this intuition. Research carried out in the analysis of the relationship
between cohesion and coupling metrics did not cover a representative number of
metrics to guarantee the generalization of results.

Researchers have proposed several metrics to find cohesion and coupling in
object-oriented systems. However, few of them have proposed an analysis of the
relationship between cohesion and coupling. Mateos et al. [28] and Anabalon
et al. [5] report the research they performed to analyze the correlation between
cohesion and coupling metrics (CBO, RFC, and LCOM) with complexity metrics
(DW, DMR, ME, and MRS). On the other hand, Kumar et al. [25] analyzed the
correlation between cohesion and coupling metrics (CBM, IC, CAM, LCOM3,
CE, CA, LCOM, RFC, and CBO) with fault proneness. However, the focus of the
present work is on the analysis of the correlation between cohesion and coupling
metrics.

In [2,3,9], the authors analyzed the correlation between cohesion and cou-
pling metrics, but conclusions were hard to generalize because a small number
of metrics were used.
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Linda Brad et al. in their research use four cohesion metrics and only one
coupling metric [9]. Al Dallal in her research used five cohesion metrics and eight
coupling metrics [2], two years later in a new research she used four cohesion
metrics and eight coupling metrics [3].

This work analyzes fourteen cohesion metrics (LCOM1, LCOM2, LCOM3,
LCOM4, LCOM5, CBMC, ICBMC, OLn, PCCC, LSCC, CC, SCOM, TCC, and
LCC) and eight coupling metrics (CBO IUB, CBO U, CBO, RFC, MPC, DAC,
DAC2, and OCMEC).

The LCOM1 metric counts the number of pairs of methods that do not share
instance variables [16]. Chidamber and Kemerer [17] propose another version of
the LCOM metric (LCOM2), which calculates the difference between the number
of pairs that do and do not share instance variables.

Li and Henry [26] use an undirected graph that represents each method as
a node and the sharing of at least one instance variable as an edge. They define
LCOM3 as the number of connected components in the graph. The graph is
extended in [23] by adding an edge between a pair of methods if one of them
invokes the other.

Hitz and Montazeri [23] introduce connectivity metrics to apply when the
graph has one component (LCOM4). Henderson-Sellers [22] propose a LCOM5
metric that considers the number of methods referencing each attribute.

Fernández and Peña [18] propose a class cohesion metric called Sensitive Class
Cohesion Metric (SCOM), which considers the cardinality of the intersection
between each pair of methods.

In the Class Cohesion (CC) metric proposed in [12], the degree of similarity
between methods is used as a basis to measure class cohesion. The similar-
ity between a pair of methods is defined as the ratio of the number of shared
attributes to the number of distinct attributes referenced by both methods.
Cohesion is defined as the ratio of the sum of the similarities between all pairs
of methods to the total number of possible pairs of methods.

In [4], the authors proposed a different formula for the similarity between a
pair of methods, calculated as the ratio of the number of shared attributes to
the total number of attributes in the class. They defined their Low-level design
Sensitive Class Cohesion metric (LSCC), to be the relative similarities among
the pairs of methods in the class. Chae et al. [15] proposed Cohesion Based
on Member Connectivity (CBMC) to be the connectivity factor of its reference
graph, scaled by the structure factor of its reference graph;

Xu and Zhou [33] proposed an Improved Cohesion Based on Member Con-
nectivity (ICBMC) as a way to improve the CBMC metric. Yang [34] proposed
OLn, as the common strength of attributes.

Al Dallal [1] proposed Path Connectivity Class Cohesion (PCCC) for the
connectivity pattern of the class reference graph, as the ratio of the number
of simple paths in reference graph G to the number of simple paths in the
corresponding graph FG. To evaluate class coupling in [24] it was proposed
CBO IUB, which counts the number of classes, excluding the inherited classes
that use the attributes or methods of a class of interest.
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CBO U [24] counts the number of classes, excluding the inherited classes
that are used by the methods of the class of interest. Coupling Between Objects
(CBO) [16] can be calculated as CBO U + CBO IUB.

Response For a Class (RFC) [16] is measured by counting the number of
methods in the class of interest and the number of distinct methods of the other
classes directly invoked by the methods of the class of interest.

Message passing coupling (MPC) [27] is measured by counting the number
of method invocations in the class of interest.

Data abstraction coupling (DAC) [27] counts the number of attributes in a
class of interest whose types are of other classes, while DAC2 [27] count the
number of distinct classes used as types of the attributes of the class of interest.

The OCMEC metric [13], counts the number of distinct classes used as types
of the parameters of the methods.

Appendices B and A give the definitions of the fourteen cohesion metrics
(LCOM1, LCOM2, LCOM3, LCOM4, LCOM5, CBMC, ICBMC, OLn, PCCC,
LSCC, CC, SCOM, TCC, LCC) and eight coupling metrics (CBO IUB, CBO U,
CBO, RFC, MPC, DAC, DAC2, OCMEC).

3 Selected Systems

We collected some data in [2,3] where a Java tool was developed by Al Dal-
lal [3] and the Borland Together Tool was used to automate the extraction of
cohesion and coupling metrics. The data was obtained in three Java open-source
systems from different domains: Art of Illusion, JabRef, and FreeMind, all this
being open source systems randomly selected from SourceForge.

The choice of the three systems was motivated by their application in some
related works [2,3], which facilitated the comparison of the results obtained.

Art of Illusion, JabRef, and FreeMind consist of 430, 306 and 363 concrete
classes (not abstract classes or interfaces), respectively. The descriptive statistics
for each of the selected cohesion and coupling metrics including the minimum,
25% quartile, mean, median, 75% quartile, maximum value, and standard devi-
ation (adapted from [2,3]), is shown Tables 1 and 2.

4 Correlation Analysis and Results

The correlation analysis aims to find the relationships between cohesion and
coupling metrics for object-oriented systems (OOS). The goal of this correlation
analysis is to answer the following questions:

– Is there a correlation between the cohesion and coupling metrics?
– Which correlation exists between the cohesion and coupling metrics?

To answer the questions above, the non-parametric Spearman’s correlation
coefficient between the considered cohesion and coupling metrics was calculated.

http://www.borland.com/us/products/together/index.html
https://sourceforge.net/projects/aoi/
https://sourceforge.net/projects/jabref/
http://freemind.sourceforge.net/
http://sourceforge.net
https://sourceforge.net/projects/aoi/
https://sourceforge.net/projects/jabref/
http://freemind.sourceforge.net/


428 S. A. Miquirice and R. S. Wazlawick

Table 1. Descriptive statistics for the cohesion metrics

N. Metric Min Max 25% Median Mean 75% Std. Dev

01 LCOM1 0 7875 1 10 45 64.00 301.73

02 LCOM2 0 7875 0 3 32 46.98 278.44

03 LCOM3 0 25 1 1 2 1.64 1.77

04 LCOM4 0 25 1 1 2 1.64 1.77

05 LCOM5 0 2 1 0.82 0.97 0.77 0.47

06 CBMC 0 1 0 0 1 0.286 0.439

07 ICBMC 0 1 0 0 1 0.274 0.438

08 OLn 0 1 0 0 1 0.286 0.439

09 PCCC 0 1 0 0.019 1 0.375 0.463

10 LSCC 0 1 0.032 0.162 1 0.372 0.407

11 CC 0 1 0.072 0.223 1 0.407 0.390

12 SCOM 0 1 0.072 0.298 1 0.450 0.403

13 TCC 0 1 0.005 0.400 1 0.472 0.409

14 LCC 0 1 0.005 0.577 1 0.535 0.426

Table 2. Descriptive statistics for the coupling metrics

N. Metric Min Max 25% Median Mean 75% Std. Dev

01 CBO IUB 0 287 0 1 2 4.446 16.195

02 CBO U 0 58 1 2 5 3.980 4.797

03 CBO 0 298 2 4 8 8.426 17.658

04 RFC 0 413 7 12 31 23.489 29.264

05 MPC 0 1739 9 22 60 53.651 102.631

06 DAC 0 131 1 2 4 3.676 6.855

07 DAC2 0 22 1 2 3 2.440 2.849

08 OCMEC 0 22 2 3 5 3.601 3.50

The result of correlation between cohesion and coupling metrics for all three
systems is illustrated in Table 3 and the statistically significant (p-value <
0.0001) results are underlined. They lead to the following observations (in con-
cordance with [2,3]):

1. In CBMC, ICBMC, OLn, PCCC, LSCC, CC, and SCOM, the coupling is
always (100%) negatively correlated to cohesion. This observation is indi-
cated by the negative signs of the results. Therefore, the results indicate that
coupling and cohesion are negatively correlated.

2. Only in LCOM1 and LCOM2, the coupling is always (100%) positively cor-
related to cohesion. LCOM5 and coupling metrics are 87.5% positively cor-
related. LCOM3 and coupling metrics are 62% positively correlated and 25%
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Table 3. Correlation analysis results

Metric CBO IUB CBO U CBO RFC MPC DAC DAC2 OCMEC

LCOM1 0.33 0.36 0.44 0.52 0.53 0.43 0.44 0.60

LCOM2 0.27 0.23 0.28 0.34 0.34 0.29 0.31 0.36

LCOM3 0.07 0.06 0.08 0.07 0.06 −0.10 −0.08 0.03

LCOM4 0.07 0.06 0.08 0.06 0.05 −0.11 −0.09 0.02

LCOM5 0.13 0.10 0.11 0.13 0.13 0.08 0.07 0.02

CBMC −0.141 −0.329 −0.309 −0.474 −0.486 −0.401 −0.407 −0.453

ICBMC −0.141 −0.329 −0.309 −0.474 0.485 −0.401 −0.407 −0.452

OLn −0.141 −0.329 −0.309 −0.474 −0.486 −0.401 −0.407 −0.453

PCCC −0.199 −0.353 −0.368 −0.552 −0.572 −0.372 −0.370 −0.445

LSCC −0.287 −0.284 −0.330 −0.372 −0.362 −0.597 −0.599 −0.375

CC −0.241 −0.265 −0.290 −0.334 −0.323 −0.559 −0.557 −0.345

SCOM −0.282 −0.250 −0.298 −0.350 −0.339 −0.534 −0.544 −0.370

TCC −0.106 −0.119 −0.134 −0.086 −0.081 −0.009 −0.016 −0.086

LCC −0.068 −0.082 −0.083 −0.031 −0.025 0.065 0.053 −0.036

negatively correlated. While LCOM4 and coupling metrics are 50% positively
correlated and 25% negatively correlated.

3. The correlations between each of LSCC, CC, and SCOM, which are the
similarity-based measures, and the coupling measures are higher than the
correlations between each of TCC and LCC and the coupling measures. TCC
and coupling metrics are 75% negatively correlated. While LCC and coupling
metrics are 37.5% negatively correlated and 12.5% positively correlated. This
result is expected because the similarity based measures quantify cohesion
more precisely than the metrics that ignore the degree of cohesion between a
pair of methods.

4. Among all pairs of the considered cohesion and coupling metrics, the LCOM1
and OCMEC, PCCC and MPC, PCCC and RFC, LSCC and DAC1, LSCC
and DAC2, CC and DAC1, CC and DAC2, have higher correlation than other
considered pairs of metrics. This gives a sign that those metrics indicate
cohesion or coupling more precisely and accurately than any of the other
cohesion or coupling metrics considered.

5. Among all (112) relationships between the pairs of cohesion (14 metrics) and
coupling metrics (8 metrics) studied on this research, 61.61% (69 pairs) were
negatively correlated, 29.46% (33 pairs) were positively correlated and only
8.93% (10 pairs) were not correlated significantly. Therefore, these results
indicate that cohesion and coupling in object-oriented system are negatively
correlated.
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The results obtained in this work are different from those obtained by Kabaili
et al. ([24]), which stated that there was no correlation between cohesion and
coupling. On the other hand, the results of the present work are similar (empha-
sizing) to the results obtained by Badri et al. ([9]), Rathore and Gupta ([32]),
Al Dallal ([2]), and Al Dallal ([3]).

5 Conclusion and Future Work

In this paper, we performed an empirical study on three java open-source sys-
tems to find the correlation between cohesion and coupling metrics. In our exper-
iments, several hundreds of classes were analyzed.

The obtained results showed that, there is in fact a negative correlation
between cohesion and coupling for the studied systems. That is, if you increase
the cohesion of a class (which is good), there is a greater likelihood of reducing the
coupling (which is also good), and vice versa. The results also seem to indicate
that the majority of classes in a system is high, the most dependence relation
between cohesion and coupling is confirmed.

This research needs to expand to get a better confident generalization about
the relationship between cohesion and coupling metrics, because we had some
limitations to find tools for collecting several metrics. However, there are some
other cohesion and coupling metrics (for example: DCO [31], Fcoh [29], ODC
[20], Pcoh [21], SFC [11], CDC [19], DFC [6], EC [14], IC OC [7,8], and RDE
[30] ) for which no tools were found to automate their calculation, and therefore
were not included in this study.

For future work, we aim to analyze the relationship between all types of
cohesion and coupling metrics. In addition, we will analyze the implications
of this relation on the external quality of the system such as maintainability,
reusability, and testability.

Acknowledgement. We thank Professor Jehad Al Dallal of Kuwait University, for
the authorization given to make use of the tool (Quality Measuring Tool) developed
by him.

Appendix

A Definitions of Cohesion Metrics:

Metric (Definition)

LCOM1, (Lack of Cohesion in Methods 1), [16].
The number of pairs of methods in the class using no instance variables in

common.

http://www.isc.ku.edu.kw/drjehad/research.htm
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LCOM2, (Lack of Cohesion in Methods 2), [17].

LCOM2 =
{

P − Q, if P − Q ≥ 0
0, otherwise

where, P = number of pairs of methods without shared instance variables.
Q = number of pair of methods with shared instance variables.

LCOM3, (Lack of Cohesion in Methods 3), [26].
Consider an undirected graph G, where the vertices are the meth-

ods of a class, and there is an edge between two vertices if the corre-
sponding methods share at least one instance variable. Then LCOM3 =
|connected components of G|.

LCOM4, (Lack of Cohesion in Methods 4), [23].
LCOM4 is similar to LCOM3, where graph G additionally has an edge

between vertices representing methods Mi and Mj , if Mi invokes Mj or vice
versa.

LCOM5, (Lack of Cohesion in Methods 5), [22].
Consider a set of methods {Mi}(i = 1...m) accessing a set of instance vari-

ables {Aj}(j = 1...a). Let μ(Aj) be the number of methods that reference Aj .

Then LCOM5 =
1
a×∑

1≤j≤a × μ(Aj)−m

1−m .

CBMC, (Cohesion Based on Member Connectivity), [15].
The CBMC for a class C, CBMC(C), is defined to be the connectiv-

ity factor of its reference graph, Fc(Gr(C)), scaled by the structure factor
of its reference graph, Fs(Gr(C)). CBMC(C) = Fc(Gr(C)) × Fs(Gr(C)) =
Fc(Gr(C)) × 1

n

∑n
i=1 CBMC(Gr

i(C)) The connectivity factor of a reference
graph Gr, Fc(Gr), represents the degree of the connectivity among the mem-
bers, and is defined to be the ratio of the number of glue methods |Mg(Gr)| to
the number of normal methods |Mn(Gr)|: Fc(Gr) = |Mg(Gr)|

|Mn(Gr)| .
The structure factor for a reference graph Gr, Fs(Gr), is defined to be

the average cohesion of its children in the structure tree: Fs(Gr) = 1
n ×∑n

i=1 CBMC(Gr
i) where Gr

i is one of the n children of Gr in the structure
tree, and CBMC(Gr

i) denotes the cohesion of a component Gr
i.

ICBMC, (Improved Cohesion Based on Member Connectivity), [33].
The cohesion for the reference graph Gc = (Nc, Ec) of a class c is defined:

ICBMC(Gc) =
{

|Mg|
|Nm(G(c))|×|Nv(G(c))| × 1

2 × ∑2
i=1 ICBMC(Gi

Mg
) | Q ∈ CS(G),

}
(1)

where Nm and Nv denote the set of vertexes representing methods and the set
of vertexes representing instance variables of class c, respectively; G is called an
elementary component of Gc. If a graph G′ = (N ′, V ′) is a sub graph of the ref-
erence graph Gc and its non-spanning graphs contain elementary components,
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then G′ is called a non-elementary component of Gc. Gc = (Nc, Ec) is the refer-
ence graph of a class c. Q is the minimum set of edges.

OLn, [34].
This metric can be defined as the common strength of attributes. The

strength of the attribute can be defined as the common strength of the methods
that approach that attribute. Where n are the numbers of iteration which are
used to calculate OL. COM(m) and COV (v) are used to represent the strength
of method m and instance variable v respectively in Yang’s cohesion measure. For
a given class c, Yang first constructs a corresponding reference graph Gc. If Gc is
disjoint, then let its cohesion be 0, otherwise computes its cohesion value by the
following steps: (1) Initialize the iteration count variable count to 0, i.e., let count
= 0; (2) For every method mi, set its initial strength to 1, i.e., let COM(mi) = 1;
(3) For every instance variable vi, let COV (vi) = 1

Nm(Gc)
× ∑l

j=1 COM(mj)
where Nm(Gc) denotes the number of method vertexes in Gc and λ(mj , c);
(4) For every method mi, let COM(mi) = 1

Nv(Gc)
× ∑m

k=1 COM(vk), where
Nv(Gc) denotes the number of instance variable vertices in Gc and vk∈λ(mj ,c);
(5) count = count + 1, if count < n then Go to (3) (6) Compute the cohesion of
class c, i.e., let OLn(c)= 1

Nv(G) × ∑Nv(G)
r=1 COV (vr).

PCCC, (Path Connectivity Class Cohesion), [1].

PCCC(C) =

⎧⎨
⎩

0, if l = 0 and k > 1
1, if l > 0 and k = 1

NSP (Gc)
NSP (FGc)

, otherwise

Where l is the number of attributes, k is the number of methods and NSP is
the number of simple paths in graph Gc; FGc = corresponding fully connected
graph.

LSCC, (Low-level design Similarity-based Class Cohesion), [4].

LSCC(C) =

⎧⎪⎨
⎪⎩

0, if k = 0 or l = 0
1, if k = 1

∑l
i=1 xi(xi−1)

lk(k−1) , otherwise

Where l is the number of attributes, k is the number of methods and xi is
the number of methods that referenced.

CC, (Class Cohesion), [12].
CC = Ratio of the summation of the similarities between all pairs of meth-

ods to the total number of pairs of methods. The similarity between methods i
and j are defined as: Similarity(i, j) = |Ii∩Ij |

|Ii∪Ij | where Ii and Ij are the sets of
attributes referenced by methods i and j, respectively.
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SCOM, (Sensitive Class Cohesion Metric), [18].
SCOM = Ratio of the summation of the similarities between all pairs of

methods to the total number of pairs of methods. The similarity between meth-
ods i and j is defined as: Similarity(i, j) = |Ii∩Ij |

(|Ii|,|Ij |) × |Ii∪Ij |
l , where l is the

number of attributes.

TCC, (Tight Class Cohesion), [10].
Consider a class with N public methods. Let NP be the maximum number

of public method pairs: NP = [N × (N − 1)]/2. Let NDC be the number of
direct connections between public methods. Then TCC is defined as the relative
number of directly connected public methods. Then, TCC = NDC/NP .

LCC, (Loose Class Cohesion), [10].
Consider a class with N public methods. Let NP be the maximum number of

public method pairs: NP = [N ×(N −1)]/2. Let NIC be the number of direct or
indirect connections between public methods. Then LCC is defined as the relative
number of directly or indirectly connected public methods. LCC = NIC/NP .

B Definitions of Cohesion Metrics:

Metric (Definition)

CBO IUB, (CBO Is Used By), [24].
(CBO Is Used By: the part of CBO that consists of the classes using the tar-

get class): the definition of CBO merges two coupling directions: classes using
the target class and classes used by the class. For changeability purposes, the
former seems more relevant than the latter one, hence the split.

CBO U, (CBO Using), [24].
(CBO Using: the part of CBO that consists of the classes used by the target

class): introduced as a consequence of CBO IUB, to cover the part of CBO not
considered by CBO IUB.

CBO, (Coupling between Object Classes), [16].
CBO for a class is the count of the number of other classes to which it is

coupled. A class is coupled with another class if the method declared in one
class uses method or instance variable defined by another class. CBO includes
inheritance-based coupling (i.e. coupling between classes related via inheritance).
For good software quality, high CBO is undesirable.

RFC, (Response for a Class), [16].
RFC can be defined as the set of methods that can potentially be executed

in response to a message received by an object of that class. RFC = |RS| where,
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RS = the response set for the class. The response set for the class can be defined
as: RS = {Mi}

⋃
all n{Ri} where, {Ri} is set of methods called by method Mi

and {Mi} is set of all methods in the class. RFC of class A = Number of methods
in class A + Number of distinct methods of other classes directly invoked by the
methods of class A.

MPC, (Message Passing Coupling), [27].
The MPC metric gives an indication of how many messages are passed among

objects of the classes: MPC = number of sent statements defined in a class. The
number of messages sent out from a class may indicate how dependent the imple-
mentation of the local methods is on the methods in other classes. This may not
be indicative of the number of messages received by the class.

DAC, (Data Abstraction Coupling), [27].
DAC or DAC1 is the number of attributes whose types are of other classes.

DAC = number of ADTs (abstract data type) defined in a class. The number
of variables having an ADT type may indicate the number of data structures
dependent on the definitions of other classes. The more ADTs a class has, the
more complex the coupling of that class with other classes. The goal in designing
individual software components is to represent a concept in what will eventu-
ally be an executable form. The Abstract Data Type (ADT) is the object-based
paradigm’s technique for capturing this conceptual information.

DAC2, (Data Abstraction Coupling 2), [27].
DAC2 is the number of distinct classes used as types of the attributes of the

class.

OCMEC, (Cohesion Based on Member Connectivity), [13].
OCMEC is a number of distinct classes used as types of the parameters of

the methods in the class.
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Abstract. This paper presents an analytical system designed to detect click
fraud on the Internet. The algorithm works with the data collected from an
advertiser’s website to which the Pay-Per-Click traffic is directed. This traffic is
not entirely carried out by humans, as a large part of it is carried out by bots –
software running automated tasks. The purpose of the proposed algorithm is to
analyze the data of individual clicks coming from advertisements and to auto-
matically classify them as suspicious or correct. The paper presents the mech-
anisms of comparing different types of data, their classification and the tuning of
particular elements of the algorithm. Results of the experimental research con-
firming the effectiveness of the proposed methods are also presented.

Keywords: Click fraud � Classification � Ad fraud detection

1 Introduction

Pay-Per-Click (PPC or Cost Per Click, CPC) is by far the most popular model used in
online advertising. It is used by giants such as Google, Facebook, Bing and others.
Despite its great popularity and security features, this model can be still abused in a
number of ways. These frauds involve fabricating large numbers of clicks on online
adverts. This is done either directly by organic users or by non-organic users, for
example special bot software. Fake clicks generate additional costs to be charged to
advertisers. It is estimated that only in 2017 every fifth click was fraudulent [3], and
their number is increasing with every month. Such unfair practices are most often
carried out by competitors. Quickly “clicking” on an advertisement makes it disappear
and a fraudulent competitor has a better chance of showing their advertisement in
subsequent editions instead of the targeted victim’s advertisement. Publishers can also
make additional clicks in order to earn more money in a shorter time from the
advertisement on their website.

This type of fraudulent activity falsifies the analytical data on which the advertiser’s
marketing decisions are based. When an advert is displayed and subjected to fake
clicks, analytical data clearly indicates that the click-through rate is very high and the
conversion rate is very low. Since there is a chargeable fee per click, the cost of
advertising will be higher than the profit. In such a case, such form of advertising
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should be abandoned. However, if it is possible to obtain additional data which is being
monitored on an ongoing basis, then it is quite likely that a changeable behaviour of the
clicks on an advertisement will be noticed. One of the features that can be observed is a
certain repeatability in the data of a customer from whom there has been multiple
connection with the advertiser’s website.

This article presents possibilities of monitoring and analyzing data after clicking on
a given advertisement and switching to its advertiser’s target website. As a result of the
operation of the presented algorithm, information about a given click is obtained - the
click is either confirmed as valid or treated as suspicious. The statistics collected in
such a way about all clicks allow to settle accounts with the company organizing the
advertising campaign and to make an appropriate complaint. An example is Google,
which did recognize the problem of click fraud despite application of security features.
Hence, they have decided to return some of the payments to advertisers for the losses
caused by bots aiming at generating fake traffic [5].

The analytical activities described are based on an appropriate method of moni-
toring and obtaining relevant data enabling identification of the user or bot. For this
purpose, a special JavaScript is inserted on the advertiser’s website, which collects
information about the equipment, browser used, user behavior, connection parameters
and detects irregularities related to the operation of the browser and the JavaScript
language already at the very time of creating the website by the browser. These data are
sent to a server, where they are analyzed later.

During the development of an appropriate analytical algorithm, it proved very
difficult to develop a method for comparing the data obtained during the monitoring of
users as the data comes in different types - text, number, index and others. For this
purpose, an algorithm known for text search, TF-IDF (Term Frequency – Inverse
Document Frequency), was chosen. The TF-IDF algorithm is used to create an index
and to quickly search for text documents. The algorithm is also used as a method to
assess the relevance of a document, for example, in search engines. In the case being
discussed, terms will be the values of particular features obtained from the website after
clicking, and the information about a single entry to the website will be treated as a
document. Analyzing the main assumptions of the TF-IDF algorithm, it can be noticed
that the greater the number of similar terms in documents, the less important they are
for the final comparison of two documents. In this case, there will always be one term
in a single document in a given feature. This term corresponds to the value of this
feature (e.g. the user’s IP number, the value of fingerprint or the number of pages
visited previously in the browser’s history). However, it is possible to artificially
increase the number of occurrences of such term in a single document. The number of
occurrences of the term can be used to assign weights to individual features. If we
assume that a given value of a feature is more frequent (i.e. its weight is greater), it will
be treated as equivalent to the fact that the TF-IDF algorithm recognizes this feature as
being of a lesser significance. Conversely, a smaller value for the weight of a feature
will give it a greater significance. In the proposed approach, the choice of these weights
is made by the Differential Evolution (DE) algorithm.
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The value of the comparison obtained with the use of the TF-IDF algorithm allows
us to use e.g. clustering or classification algorithms, where one of the operations is to
make comparisons between individual input data. For the presented analysis, a simple
but effective k-NN algorithm (k-nearest neighbors algorithm) has been proposed. The
operation of this algorithm depends on finding k closest (most similar) data to the tested
sample. The sample tested is given the label which is the most numerous of the labels
belonging to the nearest k data.

The issue of click fraud is discussed rather rarely in the literature. The study
analyzing the operation of non-organic user clicking on advertisements on the Internet
is available in [9]. It studied the behavior of bots for four different advertising systems
offered by Google, Facebook, LinkedIn and Yahoo. The book [10] comprises most of
the available information about abuse found in online advertising, including the
mechanisms of fraud in the PPC model. A lot of work, e.g. [11, 12] uses server logs
obtained directly from web servers and analyzes them in search of bot farms or botnets.
In [15] the FCFraud system is presented. FCFraud tries to detect programs that execute
in the background, implement browser functionalities and perform click-fraud
stealthily. Paper [16] studies interesting problem of detecting frauds in comparison-
shopping services – patterns and anomalies in user click behaviors. However, it still
remains difficult to find real algorithms that can help in organic versus non-organic user
classification.

The paper has been divided into several sections. After the introduction and brief
description of the algorithms used (Sect. 2), Sect. 3 describes in detail the algorithm,
the course of the analysis and optimization of the process. The experimental studies
showing the effectiveness of the presented method are discussed in Sect. 4. The last
Section contains conclusion and suggestions for further work on the algorithm.

2 Algorithms Used in the Proposed Solution

2.1 TF-IDF

The TF-IDF [1] algorithm is a dedicated algorithm for quick document searching. In
the proposed algorithm, it is used to calculate the measure of similarity between the
data describing accessing a given website. The TD-IDF algorithm is designed to cal-
culate the frequency of occurrence of specific words in a given document, taking into
account its occurrence in all documents. This value is computed from the following
formula:

tf-idfð Þi;j ¼ tf i;j � idf i ð1Þ

On the left side of the equation you can see two components i.e. tf and idf. The first
is the frequency of occurrence of the word expressed by the formula:

tf i;j ¼ ni;jP
k nk;j

ð2Þ
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where ni;j is the number of occurrences of term ti in document dj. The denominator, on
the other hand, contains the sum of the number of occurrences of all the words in the
selected document i.e. document dj. The second value - idf i - from Eq. (1) is expressed
by the following formula:

idf i ¼ log
Dj j

d : ti 2 df gj j ð3Þ

where Dj j it is the total number of documents, and d : ti 2 df gj j is the number of
documents containing at least one occurrence [1, 2].

2.2 Differential Evolution

Differential Evolution is an optimization algorithm that belongs to the group of evo-
lutionary algorithms [6]. The DE algorithm is very simple; however, it works sur-
prisingly effectively. DE operates on population XG of individuals XG

i , where
i ¼ 1; . . .;NP; NP – population size, and xGi ¼ xG1 ; x

G
2 ; . . .; x

G
D

� �
, G is the number of the

generation. In the algorithm, all the individuals are D – dimensional vectors of the real
numbers, where the phenotype is identical to the genotype. Mutation in this method is
based on random permutation of each vector xGi by differencing two other vectors from
population XG multiplying them by a constant value. For each vector xGi mutant vector
vGþ 1
i is generated according to:

vGþ 1
i ¼ xGr1 þF � xGr2 � xGr3

� � ð4Þ

with random indexes r1; r2; r3 2 1; 2; . . .;NPf g, r1 6¼ r2 6¼ r3 6¼ i and F 2 0; 2½ � is a
parameter to control the mutation and it is real and constant factor.

A crossover operator is introduced to mix random elements of parent vector xGi and
elements of the vector vGþ 1

i after mutation, whereas the output receives a trial vector:

uGþ 1
ji ¼ vGþ 1

ji if rndj �CR or j ¼ di

xGþ 1
ji if rndj [CR or j 6¼ di

(
; j ¼ 1; . . .;D ð5Þ

where CR 2 0; 1½ � is the crossover constant, rndj is a uniform random number generator
with outcome 2 0; 1½ � and di 2 1; 2; . . .;D is a randomly chosen index. The crossover
operation refers to optimization process. Update the value of xGþ 1

i in the next
generation:

xGþ 1
i ¼ uGþ 1

i if f uGþ 1
i

� �
\f xGi

� �
xGi if f uGþ 1

i

� �� f xGi
� ��

ð6Þ
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where f �ð Þ is a fitness function. The description in pseudo-code of applied DE is
presented below:

1. Initiate the algorithm:
a. Define all coefficients: NP, F, CR.
b. Define fitness function f �ð Þ
c. Create random population xGi in the solution space.
d. Set the generation number G ¼ 0.

2. Repeat steps 3 and 4 until G � generation.
3. For each vector xGi from population XG:

a. Generate mutant vector vGþ 1
i according to (4).

b. Crossover vectors within the population according to (5).
c. Change the values xGþ 1

i according to (6).
4. Next generation G ¼ Gþ 1.

The values from the last population with the best fitness are an optimal solution.

2.3 k-Nearest Neighbors

The k-Nearest Neighbors (k-NN) method belongs to the group of lazy algorithms, i.e.
those that do not create an internal representation of the teaching data, but seek a
solution only when a testing standard appears. This algorithm stores all the teaching
patterns for which it determines the distance of the test pattern. The classification
process consists in determining k neighbors to whom the tested element (asterisk) is
closest to the selected metric, and then determining the result based on the majority
vote.

3 Proposed Algorithm

The presented algorithm has been prepared for the purpose of analyzing data collected
during the process of making clicks on advertisements and price comparison engines.
The result of the algorithm is information about whether the behavior on the website is
natural, generated by man or generated artificially by a computer program (bot). A data
flow diagram is presented in Fig. 1. By clicking on an advertisement on a publisher’s
website, the user is taken to the advertiser’s website. When the website opens in the
client’s browser, the algorithm instantaneously starts a script monitoring the client’s
behavior. The downloaded data collected in this process are then sent to a database
where it is analyzed and the algorithm that performs this analysis is the one presented in
this paper. The result of the analysis is sent to the advertiser.

The data is collected by the JavaScript installed on the advertiser’s website. All
publicly available information that can be downloaded from the browser is collected.
The most important downloaded data include the following:

– the class of the IP address,
– the internet service provider,
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– the fingerprint - an identifier based on various parameters available from the
JavaScript language in the browser [4],

– the features of the visit:
• the number of pages visited,
• number of pages in the browsing history,
• number of visits,
• the header of the http User-agent,
• the heading http Referrer,

– the parameters of the browser or of the computer equipment:
• screen resolution,
• screen orientation (vertical, horizontal),
• information on the language,

– traps to detect anomalies in the browser or in the equipment,
– user behavior:

• mouse movements monitoring data,
• monitoring page scrolling,
• keystroke data.

The data are collected from each of the websites visited by the user and are then
linked to each other in order to obtain a complete picture of the behavior of a human or
a bot (organic or non-organic user) when visiting the advertiser’s website during one
session.

The algorithm performing the analysis can be presented in several steps:

1. Preparation of the TF-IDF matrix on the basis of the data collected so far. In
addition, any existing data are marked by the expert as correct or suspicious.

2. The algorithm is adapted by weighting each characteristic feature. The DE algo-
rithm is used for optimization. The result of the classification of the k-NN algorithm
and the comparison with the expert opinion shall be considered as a fitness function.

3. The tuned analysis algorithm is run for each new sample that enters the system.

Customer Adver ser

Start of the opera on of Javascript

Webpage opens

Dedicated code to be 
installed on the website

Data send from the browser

Analysis result

Webpage

Analysis

Advert

A click

Service Database

Fig. 1. Data flow diagram for fraud click analysis.
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Each of the parameters sent from the customer is treated as separate feature ck,
where k ¼ 1; . . .K, K – the number of all features. Parameters make up the description
of whole document dj. Each feature has a value – term tim;ck , where im – are m-th term
belonging to feature ck , m� 1; . . .; Tck½ �; Tck – the number of terms in feature ck . Hence,
the document is vector K of terms dj ¼ ti1;c1 ; ti2;c2 ; . . .; tiK ;cK

� �
. The TF-IDF algorithm

needs to be a little adjusted for the sake of the features occurring in the document.
Coefficient tfim;ck ;j for each term im belonging to feature ck in document j is calculated in
the following way:

tfim;ck ; j ¼
nim;ck ; jP
v;w niv;cw; j

ð7Þ

where nim;ck ; j is the number of occurrences of term tim;ck in document dj. Then, idf needs
to be calculated according to the formula:

idf im;ck ¼ log
Dj j

d : tim; ck 2 d
� �		 		 ð8Þ

Since nim;ck ; j takes the value of 1, for each of the features ck it is possible to use
weight, which will determine the significance of each of the weights in the final
calculations of TF-IDF algorithm. Formula (7) can thus be modified as follows:

tfim;ck ; j ¼
nim;ck ; j � wkP

v;w niv;cw; j � wk
� � ; ð9Þ

where wk is a weight of k-th feature. The comparison of the two documents is made by
a cosine similarity measure according to the following formula:

sim dj1 ; dj2
� � ¼ PK

k¼1 tfik ;ck ; j1 tfik ;ck ; j2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1 tfik ;ck ; j1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK
k¼1 tfik ;ck ; j2

q ð10Þ

The selection of weights wk is made by applying the DE algorithm (Sect. 2.2). The
fitness function is based on the accuracy rating [8]. Accuracy is the ratio between data
that are correctly classified and the total number of samples, as calculated using the
equation:

Accuracy ¼ TPþ TN
TPþ TN þFN þFP

ð11Þ

where: TP, TN, FN and FP are True Positive, True Negative, False Negative and False
Positive, respectively. After weight optimization, the algorithm can work automatically
and rate subsequent links to the advertiser’s website made by clicking.

Data Analysis Algorithm for Click Fraud Recognition 443



4 Experimental Results

As test data, authentic data were collected from the website of a large online shop
operating in Poland (approx. 30 thousand data). In the PPC model, the online shop
settles the clicks coming from a price comparison engine. The aim of the research was
to analyze clicks and test the work of the algorithm to automatically make decisions
about who the click comes from - from an organic or non-organic user.

The data is divided into 3 parts - a teaching part (80% of all samples), a validation
part (10% of the total), used during the operation of an evolutionary algorithm to
calculate the accuracy value as a fitness function, and a test part (10%) for the final
verification of the whole algorithm. Each of the data was labelled (‘ok’, ‘suspect’)
during a manual evaluation by an expert. The results obtained during the following
algorithm operation points are presented in Table 1 as percentage values. It is clear that
assigning a weight to each individual attribute gives much better classification results
than using the pure TF-IDF algorithm alone.

The next step is to select the appropriate value of k in the k-NN algorithm. Sub-
sequent tests for the weights obtained earlier are presented in Table 2. The following
rows show the percentage accuracy values obtained for various values k. The diagram
depicting the accuracy efficiency for different data type (training, validating and testing)
in relation to values k. are presented in Fig. 2.

Table 1. Results obtained during the operation of the analytical algorithm before and after
optimization.

Training
data

Validating
data

Testing
data

Before optimization 82.71 82.71 82.71
After optimization 97.09 97.11 97.19

Table 2. Change of the accuracy parameter value depending on the k-NN algorithm value.

Value k Training data Validating data Testing data

5 97.87 97.68 97.71
10 97.09 97.11 97.19
15 97.27 97.16 97.16
20 96.83 96.75 96.73
25 96.85 96.75 96.73
30 96.57 96.39 96.33
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5 Conclusions

The article presents an analytical algorithm designed to evaluate a click on the
advertiser’s website as a click made by a man or a bot (an organic or non-organic user).
A special JavaScript was installed on the advertiser’s website which collected data
from various customers for a month. The operator/expert can evaluate subsequent
clicks manually. However, it requires tedious work and does not ensure on-line action
in response to the traffic on the advertiser’s website.

The data that is downloaded from the website when displayed and used are of
different types. In order to be able to compare them with each other, it is necessary to
develop an algorithm and use an appropriate method of comparison. The article pre-
sents a modified TF-IDF algorithm, whose work is adjusted by an evolutionary algo-
rithm. The results, combined with the application of the k-NN classifier, turned out to
be very good. In the future, the presented algorithm can be extended by other elements,
such as revealing time relationships between clicks, regularity in behavior which is
unusual for human users or other classifier described in [13, 14, 17].
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Abstract. In selecting teachers for courses, effort is always made to ensure
sound use of competences to achieve the desired instructional quality under the
assumed cost conditions. The present study is a review of the state of the art in
research on competence management problems, in particular, the Teacher
Assignment Problem (TAP). The article focuses methods of modelling TAP,
competence models, and level of competence as a function of time.
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1 Introduction

Everyday practice and the available literature of the subject [1–3] show that the
organization and planning of teaching that takes place every year in higher education
institutions is associated with the problems of assignment of teachers to courses and
scheduling/timetabling of those courses. Usually, teachers are assigned to courses
before scheduling [2–7]. A few studies [8], however, suggest that a reverse approach
can also be applied. In this case, the main difficulty lies in matching teachers’ pref-
erences regarding courses, contact hours, etc., and their teaching competences to the
existing schedule. There are also numerous approaches in which teacher assignment
and scheduling are done simultaneously [8–12]. The schematic in Fig. 1 illustrates the
ideas behind each of the three approaches.

This paper focuses on the problems of teacher assignment associated with stage 1
of approach A (Fig. 1). One of the key criteria for teacher assignment are teachers’
competences. Competences are understood as a set of elements that allow an instructor
to teach classes within a specific field of instruction; they include knowledge, expe-
rience, and skills. The individual competences of individual teachers make up the
competence structure of a university’s academic staff. The staff’s competences natu-
rally determine what type of courses can be taught at the given institution and the costs
of running those courses.
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In this context, models which take account of competence structures of academic
staff allow to answer typical questions in the area of analysis of competence structures
related to the assessment of the human resource potential of a given organizational unit
(institute/faculty/university) and estimation of the costs of teacher assignment, e.g.:

Does a given set of teachers who have specific competences ensure assignment of teachers to
courses at the same time satisfying the assumed constraints? If so, what is the cost of such an
assignment?

These models also allow to answer questions in the area of synthesis of competence
structures related to the possibility of strengthening an institution’s human resource
potential (the literature offers only a few publications in this topic area), e.g.,

Will teacher refresher training ensure a teacher assignment that will satisfy the assumed con-
straints? If so, which teachers should be trained in what competences?

Acquisition of competences takes time and can generate costs. This means that
questions related to the enhancement of the teaching potential of the available staff can
take the following form:

How long will the refresher training last and/or how much will it cost? Which employees should
be additionally trained to achieve the desired teacher assignment in the shortest possible time
and/or at the lowest possible cost?

It is assumed that each employee acquires competences at a different rate and with a
different effectiveness. This is associated with the fact that each person has a different
temperament and personality, etc. Besides, the pace of learning is influenced by what
competences a person already has. In other words, employees with competencies in a
given area acquire new competences in this area easier/faster than employees who do
not have any competences in this field. This phenomenon has so far been investigated
in research on the acquisition of competences by employees in the area of production
[13] and in project-oriented organizations [14]. Discussions of this topic are necessary
to fill in the substantial gap in teacher assignment research.

From this angle, the purpose of the present review of selected models and methods
used in solving teacher assignment problems is to analyze the ways in which the
development of professional competences of academic staff can be modelled and
planned.

Teacher assignment Scheduling  
Start date 
of courses

Start date 
of courses

[2, 3, 4, 5, 6, 7]

[8]

[8, 9, 10, 11]

Scheduling Teacher assignment 
Start date 
of courses

Approach A

Approach B

Approach C

Stage 1 Stage 2

Scheduling with simultaneous teacher assignment 
t

Fig. 1. Different approaches to the organization of academic courses
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The next section presents a formulation of the teacher assignment problem. The
main part of the article is Sect. 3, which presents the state of the art as documented in
the literature of the subject. The last part of the review (Sect. 4) contains conclusions
and suggestions for future research.

2 Formulation of the Teacher Assignment Problem

In the general case, the teacher assignment problem boils down to allocating resources
(teachers) to activities (classes). A well-prepared assignment must guarantee the sat-
isfaction of constraints related to the specific contact hour limits, minimum academic
staff complement, courses taught by instructors with an appropriate academic degree or
title, etc. In further discussion, the following formal definition of the Teacher
Assignment Problem (TAP) is adopted, which accents the role of the competence
structure of the available teaching staff.

Given is a Set of Courses to be Taught in a Given Academic Year. The courses
are run in the winter or the summer semester. There are various course formats (lec-
tures, tutorials, labs, workshops, seminars). Each course (taught in a specific format)
has a fixed number of course sections or classes. Students in each course section have
to attend a fixed number of course meetings (colloquially called classes). Each course
meeting has an assigned number of teaching credits.

Given is a Set of Teachers. Each teacher (instructor) has a set of competences
(skills, qualifications) to teach specific courses/course meetings. The set is described in
a binary way (can/cannot teach a specific course). The competences of individual
teachers make up the competence structure of the entire staff (set of teachers).

The staff members’ competences can change. The resulting change in the struc-
ture is understood as the acquisition by at least one staff member of new competences
allowing them to teach a specific course (group of courses).

In addition, each teacher has a professional degree/title (professor, doctor, master,
engineer) and is assigned a specific number of teaching credits (teaching load, credit
hours) per academic year.

A permissible teacher assignment is understood as an assignment of teachers to
course meetings which satisfies the following constraints:

• each course meeting can be conducted by only one competent teacher,
• the set of all course meetings for a specific course section (group) can be run by no

more than three teachers,
• lectures and seminars can only be delivered by professors and doctors,
• each teacher should have a guaranteed teaching quota,
• all course meetings must be assigned to teachers,
• others (following from the individual needs of a university/organizational unit).

This list, of course, does not include all possible constraints, such as constraints on
daily/weekly/monthly working hours (which are relevant to the scheduling problem,
stage 2, approach A from Fig. 1).
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Given this model, the following questions can be formulated:

1. Does there exist a permissible teacher assignment?
2. Does there exist a competence structure that guarantees a permissible assignment of

teachers to courses?
3. Does the given number of changes to the competence structure guarantee a per-

missible assignment of teachers to courses?
4. What minimum number of changes to the competence structure guarantees a per-

missible teacher assignment?

A TAP formulated for these assumptions may have a decision-making character
(questions 1–3) or an optimization character (question 4). It should be noted that
questions 2–4 are associated with the synthesis of the competence structure.

In the next section, a comparison is made among the existing models of the
problem of assigning teachers to courses. Similarities and differences between them
and the TAP model are shown. Attention is focused on ways of modelling the com-
petences of academic staff.

3 State of the Art

The TAP defined in the previous chapter is a problem that relates to stage one of
approach A (Fig. 1). Different variants of this problem are subject of intensive research
both in the area of management [15, 16] and IT [2, 4, 5, 8, 10, 17]. TAP [2, 5, 6, 8, 18]
is also, less often, referred to as the Teaching Service Distribution (TSD) problem [4].
There are also studies in which teacher assignment is treated as a synonym of time-
tabling or scheduling. Moreover, there are many publications which classify the
problems of teacher assignment as scheduling problems. In this light, it seems nec-
essary to make a systematic review of concepts and locate the TAP in the above-
mentioned classifications.

One example of taxonomy of teacher assignment problems has been proposed in
paper [20], which is a review of approaches to the University Course Timetabling
Problem (UCTTP). The general UCTTP has been defined there as the problem of
allocating course meetings (taking into account data regarding teachers, students, and
courses) to time windows (day and/or week) and rooms (taking into consideration the
required equipment, seating capacity, etc.), assuming that teacher assignment to courses
is already known (the planner who makes the timetable works with a ready teacher
assignment). This means that TAP is solved before UCTTP (Fig. 2).

TAP [13] UCTTP [20]; subproblem 
„class-teacher timetabling” [19]

Start date 
of courses t

Approach A

Stage 1 Stage 2

[2, 3, 4, 5, 6, 7]

Fig. 2. TAP and UCTTP on the academic timetabling courses approaches shown in Fig. 1
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A classification of UCTTP is shown in Fig. 3a. It is easy to notice that TAP is not
included in it. However, to the classification given in [19], where TAP figures in the
class of scheduling problems, it is immediately clear that it is possible to extend the
classification presented in Fig. 3a to take into account the classification from Fig. 2
(see Fig. 3b). In other words, TAP can be included in the class of university course
scheduling problems, but unlike the problems encountered in the literature, it offers the
possibility of both analysis and synthesis of competence structures of the teaching staff.
These possibilities are described more broadly in Subsects. 3.1 and 3.2.

3.1 Models of the Teacher Assignment Problem

TAP emphasizes the role of the structure of competences of the available teaching staff,
i.e. the role these competences play as constraints on selecting teachers for particular
courses. As the literature of the subject shows, there are TAP/TSD models which do
not take into account the competences of teachers [2, 3, 6, 10, 21], as well as those
which treat competences as the key condition for assigning instructors to courses [4, 5,
8, 18]. It should be noted that the most frequently chosen modelling method uses just
binary competence structures, in which the instructor is assumed to either have the
necessary competences to teach particular courses (logical value “1”) or not (logical
value “0”). The approach under discussion is also seen in models in which compe-
tences of teachers are described in the following way: a given teacher can/cannot teach
a specific group of courses. So modelled, competences determine an instructor’s eli-
gibility for teaching a given course.

Some models [2–4, 8, 10, 18, 22–24], take into account teachers’ preferences for
specific courses (e.g., John Smith wants to teach Mathematical Analysis, but he does
not want to run a course in Functions of a Complex Variable) and the number of hours
he/she wants to teach (e.g. Smith wants to teach not more than 300 h in the academic
year). It is intuitively obvious that the fulfilment of a teacher’s preferences affects the
level of their satisfaction. Hence, most research is focused on models and methods that
allow to maximize teacher preferences [2–4, 8, 10, 18, 23, 24]. In this context, it is

a)  b)Scheduling problem

Timetabling problem 
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timetabling problem 

School timetabling 
problem 

University timetabling 
problem 

Exam timetabling 
problem
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timetabling problem 
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… 

…
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… 

TAP UCTTP Start 
date

Start 
date
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Fig. 3. An extended UCTTP classification diagram
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worth noting that models of TAP/TSD are, generally, dedicated to many different
goals, such as minimizing the number of courses assigned to an instructor [6],
assigning a balanced number of contact hours to each teacher [5, 8, 18, 21], etc.

In general, TAP/TSD models incorporate data on:

– course structure:
• course type/form: lecture, seminar, problem-solving class, tutorial, lab session,
• number of course sections,
• number of contact hours for a course section,
• non-teaching projects (counted as additional contact hours),

– teachers:
• academic degree/academic title: professor, assistant professor, doctor, junior

lecturer, trainee, etc.,
• a teacher’s “importance index” based on the position he/she holds,
• teaching credits – number of hours a teacher has to teach in a year; number of

course sections to be allocated,
• historical data: what teacher taught what courses in what period of time

(semesters),
– teacher competence and preference structures:

• binary defined competences/qualifications required to run a particular course
(the teacher has or not has appropriate qualifications/competences to teach a
given course and course type),

• scientific areas, binary assigned to teachers, associated with a given group of
courses (the teacher is qualified to run a group of courses)

• preferred total number of contact hours in an academic year,
• preferred number of contact hours to be spent teaching a particular course type,
• a course preference list.

The constraints used in the models take into account the various requirements
following from the specific character of a given university or the legislative norms in
force in a given country. That is why some of the constraints are common to all models,
and some are optional. The former group of constraints includes, among others, the
following:

• each course must be assigned to at least one teacher,
• each teacher should have a guaranteed teaching quota,

The latter group encompasses the following constraints:

• courses can only be taught by competent instructors,
• a given course type can only be taught by a staff member with a specific academic

degree (e.g. a seminar can only be taught by a professor, a lecture can be delivered
by a professor and an assistant professor, etc.),

• given is the maximum number of teachers who can teach a given course section (in
practice, one course section is often taught by several teachers),

• a teacher cannot teach a course s/he had taught previously for X semesters,
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• a teacher assignment should guarantee a balanced workload for employees (in
planning courses, planners often take care to assign a similar number of contact
hours to each staff member),

• to reduce the time needed to prepare for classes, the number of courses assigned to
individual teachers is limited.

The questions that are most often formulated when these data and constraints are
adopted are the following:

• What teacher assignment will maximally meet teachers’ preferences? – see: [2, 4, 8,
10, 18, 22–24]

• What teacher assignment will minimize deviations from teachers’ preferred number
of contact hours? – see: [4]

• What teacher assignment will minimize the difference between the teachers with the
smallest and the largest workloads? – see: [5, 10, 21, 23, 24]

• What teacher assignment will minimize the number of different courses assigned to
one teacher? – see: [5, 6]

It is easy to notice that to answer the above questions it is necessary to analyze the
adopted competence structure, i.e. to assess what effect (teacher assignment plan) can
be achieved given a set of teachers with a specific competence structure. A different
approach is related to questions 2–4 considered in Sect. 2, which boil down to the
question: what competence structure will allow to achieve the expected effect?

In this context, research reported in [25–27] looks at the issues of teacher assign-
ment from the perspective of synthesis of competence structures, as an alternative to the
analysis of those structures. The model of TAP presented in those studies allows one to
search for competence structures (changes to such structures) which will guarantee a
teacher assignment satisfying the adopted constraints. This search consists in looking
for answers to the following questions:

• Does the given teaching staff have a competence structure that guarantees per-
missible assignment of teachers to courses?

• Does the given number of changes to the competence structure guarantee permis-
sible assignment of teachers to courses?

• What minimum number of changes to the teaching staff’s competence structure
guarantee a permissible teacher assignment?

• Which teacher should be trained in what competences to guarantee a permissible
teacher assignment?

• etc.

The answers to the above questions do not indicate what time is needed to change
the competences of the individual teachers. However, if one knows the time required to
make the necessary changes (training, retraining, etc.), one can formulate a new cat-
egory of questions: How long will the training (change of the competence structure) of
the specific employees take? Which employees should be trained in what competences
for an institution to be able to assign teachers to courses in the shortest possible period
of time? When should changes in the structure of the staff’s competences be started to
ensure that there are enough instructors to teach courses that begin at a given time? The
next section is an overview of existing competence models.
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3.2 Competence Models

In the literature of the subject, competences are defined in various ways. In [28],
competences are understood as the general capability based on knowledge, experience,
values, dispositions which a person has developed through engagement with educa-
tional practices. Competences are also defined as a set comprising theoretical knowl-
edge, practical skills, and behaviours that enable individuals to carry out the tasks they
are given, effectively and up to quality expectations [29]. Yet another view of com-
petences is presented in [30], where they are treated as a set of behaviour patterns
required for proper performance of tasks or functions.

For the purposes of present study, competences are to be understood as a set of
knowledge and skills which allow an instructor to teach specific courses. From this
angle, assuming that our John Smith has competences in Mathematical Analysis but
does not have competences in Functions of a Complex Variable, the planner is inter-
ested in answering the following questions: Is Smith able to acquire the competences he
needs to teach Functions of a Complex Variable, and if so, how long will this take
and/or how much will it cost? Will Smith be able to acquire the competences he needs
to teach Functions of a Complex Variable in no more than N days/weeks? Answers to
this type of questions, which require operating on competences, such as comparing
competences and estimating the time needed to change them, can only be obtained via
mathematical modelling (using a formal mathematical approach to competence anal-
ysis). The first attempts to build mathematical competence models can be found in
works [31, 32]. The competence set described in those papers includes the competences
the individual employees have in a specific area. The competences are interrelated. This
means that having one competence, a person can acquire another, interrelated one.
A competence without which one cannot acquire a new competence is called an
elementary competence [33]. Relationships between the specific elementary compe-
tences can be represented as an AND-OR graph, feature diagrams, etc. An intuitive
interpretation of such relationships is presented in the digraph (AND-OR) in Fig. 4:

(a) competence D can be acquired on the basis of any elementary competence A, B or
C (an (A OR B OR C) relationship),

(b) competence D can be acquired only if one has the elementary competences A and
B or if one has the elementary competence C (an (A AND B) OR C) relationship).

A
B

C

D

Elementary 
competence

Derivative 
competence

Legend:

A

B

C

D

Derivative 
competence

a)  b)

AND
relationship

OR 
relationship

Fig. 4. Relationships among competences
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Because the knowledge and skills one needs to acquire a new competence come
from many different sources and can accumulate, an employee who has many different
elementary competences will be able to acquire new competences sooner. This is due to
the synergistic effect of the combined elementary competences, which is always
stronger than the effect of individual competences. Some competence models take this
phenomenon into consideration and introduce the concept of so-called compound
competences to take account of the stronger elementary relationship that holds among
several competences considered together as compared to the strength of the relation-
ships considered separately [34]. In the example considered in Fig. 4a), an employee
with competences A, B, and C will acquire competence D sooner than an employee
with competences A and B.

In situations where competences cannot be represented as binary features, for
example, when an approximate estimate of the degree to which a competence has been
mastered is made, fuzzy set models are used [35]. By using various “shapes” of the
membership function [36] representing the degree of membership of each competence
in the set, it is possible not only to quantify the degree of mastery of the competences,
but also to describe qualitatively how well they have been mastered, using linguistic
values (poorly, well, to a medium degree, sufficiently well, etc.) [35, 37]. This is
important when only a certain aspect of a given competence, and not the whole
competence, is required to solve a given problem [34].

Authors of [13, 38] point out that employees who have the same set of competences
may differ in how effectively they work. The model developed in these studies, takes
into account the fact that between two employees with the same competences, the one
who performs a certain activity repeatedly and continually can be more effective than
the one who performs the activity intermittently. This approach uses learning and
forgetting curves to determine employee performance in the production area. Such
models could also be adapted in education. A good example is a situation when
academic teachers more willingly/effectively teach courses that they have taught for
several years in a row. When an instructor has had a break from teaching a course, they
have to invest a lot of time in revising the material required for running classes in that
subject area.

It seems that formal competence models can be adapted to solve TAP. In particular,
they can be used to seek answers to synthesis questions about the competence struc-
tures of academic staff.

4 Remarks

The numerous examples cited from the literature show that the problem of assigning
teachers to courses is a topical issue in current scientific research. First of all, it should be
noted that relatively few authors consider models that take into account the competence
structure of the available academic staff. On the other hand, most of the models which do
pay attention to competence assume that the available staff meets the requirements
resulting from the expected assignment of teachers to courses (instructional quality, no
overloading with teaching duties, etc.). In practice, however, there may be a situation
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when the competences of the academic staff are insufficient (too few employees,
employees do not have the required competences or have an insufficient degree of
competence, etc.). In such situations, it is necessary to look for competence structures
that will guarantee the fulfilment of expectations given the planned teacher assignment.
In other words, competence management is crucial, and its aim is to ensure proper
professional development of academic staff (e.g. training at a specific pace and within
the given budget). To properly manage competences, one has to take account of the
relationships that hold between them, such as the impact of the competences one already
has on the time one needs to acquire a new competence, losing competences to acquire
others, learning/forgetting, etc. The state of the art in competence modelling shows that
existing approaches partially provide for this type of management, i.e. they allow one to
look for answers to the question of which employee should have his/her competences
raised, in what time and at what cost, to ensure that the requirements are met.

Furthermore, most research on formal competence models is focused on the pro-
cesses of optimally (i.e. time- or cost-effectively) expanding the existing competence
set. Most often, the purpose of these models is to minimize the cost of expanding the
competences. However, there may occur a case where no changes in the structure of
competences guarantee a success. This means that it becomes more important than
optimization to find whether there exists a structure of competences which guarantees
obtaining the permissible solution. The analysis carried out of the source literature
serves to confirm the open nature of this issue.

Last observation is that, teacher assignment studies very rarely mention creating
assignment plans robust to the adopted set of distractions (e.g. to employee absen-
teeism, changes in the number of course sections and the related need for additional
staffing, etc.).

5 Conclusions

As it is evident from the literature review, teacher assignment problem is classified into
the class of university scheduling problems and is most often solved before the problem
of arranging the course timetable. It was proposed to extend the existing UCTTP clas-
sifications. Moreover systematized the concepts and terms used in the discussed area.

The contribution of this study is also the observation that researches related to the
problem of TAP have a undeveloped area understood as their approaches don’t enables
the synthesis of competence structure. Additionally the lack of potential solutions to the
problem and its NP-hardness nature require searching for sufficient conditions, whose
fulfilment guarantees the existence of the teach assignment plan. The search for such
conditions becomes particularly important – it determines the purposefulness of work-
and time-consuming searches.

The next stage of research will be devoted to the development of an original model
of TAP [25–27] that will take into account the constraints related to the order of
acquiring new competences and the time/cost associated with obtaining new knowl-
edge. The use of the new model will be conditioned by the application of an appro-
priate method of searching for competence structures. Our future research will therefore
focus on reviewing the methods currently used in various approaches to the teacher
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assignment problem which include heuristic methods (greedy algorithms, hill climbing,
etc.), meta-heuristic methods (simulated annealing, tabu search, genetic algorithms,
etc.), and hybrid approaches.
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Abstract. An effective learning management system (LMS) is a vital compo-
nent of an overall E-Learning infrastructure in universities nowadays. Learning
Management System can be seen as a structured repository of courseware
materials provided with additional communication facilities such as discussion
forum, annotations, chats, etc. In this paper, we present innovative features of a
modern LMS called WBT-Master. These features actually justify the develop-
ment of yet another LMS.
We describe the architecture of the system, data structuring paradigm,

interface to popular cloud services, social computing component and human-
computer interface solutions.
We also discuss advantages of the implementation, problems that we expe-

rienced and first results of actual usage of the LMS.
The practical value of this paper is defined by possible reproduction and

further development of the presented technical solutions in other LMS.
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1 Introduction

WBT-Master is an innovative Learning Management System (LMS) that was devel-
oped and successfully used at Graz University of Technology, Austria for several years
[7]. There are a number of issues that justify development of yet another LMS and
distinguish the new system from already existing implementations [1–3]. Thus addi-
tionally to such common for any LMS functionality as course announcements, file
repositories, curriculum descriptions, file exchange, discussion forums, chats, email
exchange, online quizzes and opinion polls, document annotation and evaluation
facilities [2–4], etc.

• The system utilizes comparatively new architectural solutions known as Asyn-
chronous Java and XML (AJAX) [5];

• The system supports innovative data structuring paradigms that allow successful use
of the system by teachers and students that possess few or almost no knowledge on
the Internet and computers [9];

• The system reuses functionality of a number of cloud services such as DropBox,
Google Doc, MS One [6], etc.
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• The system utilizes the social network’s functionality for teaching and learning [4];
• The system supports innovative human-computer interface (HCI) solutions that

make the interface of the system intuitive for people having some experience with
desktop computers [7];

• The system supports a number of innovative e-learning scenarios that practically
implement such advanced paradigm as learning-by-doing, flipped learning, col-
laborative problem solving [8, 10–14], etc.

In this paper, we briefly introduce all the issues as they were implemented in WBT-
Master. We also discuss advantages of the implementation, problems that we experi-
enced and first results of actual usage of the LMS.

2 AJAX Architecture

The system is implemented as a so-called AJAX application. AJAX is a technique for
accessing web servers from a client by means of special XMLHTTP JavaScript objects.
AJAX-based LMS can be seen as a combination of server-side WEB services (Back-
End Servlets) and Dynamic HTML (DHTML) documents that can change their
appearance directly on the client without re-loading the documents from the server
(Front-End). Such DHTML pages can access the WEB services and request data from
the server by means of the special JavaScript object; get responses and process data on
the client side. Normally, Front-End and Back-End components use XML or JSON as a
communicational protocol.

The AJAX architecture has a number of well-known advantages:

• since user actions do not require re-loading HTML pages from the server, the
system demonstrates very fast functionality and comfortable response time;

• since the server just implements a number of WEB services for accessing/modifying
database, and all the data processing is carried out on a client side, the architecture
greatly decreases the workload on the server site.

The advantages mentioned above are of great importance for modern LMS because
they facilitate user satisfaction with the system functionality and performance espe-
cially in the situation where hundreds or even thousands of students work simultane-
ously in situations of time restrictions, for example, online examination, approaching
deadlines, etc. Moreover, the actual installation of the LMS back-end does not require
powerful hardware and/or special hardware solutions like server clusters, load bal-
ancers, reverse proxy, etc.

Another important aspect of this architectural solution is a possibility to use mul-
tiple front-ends for communicating to one and the same set of WEB services. In other
words, there may be different user-clients that can be used in different circumstances
(desktop client, tablet, smartphone, etc.) (Fig. 1).
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Moreover, the architecture paves a new way for implementing User Interface in
LMS. Traditionally, User Interface is based on the “Jump” metaphor when users click
on active HTML fragments - so-called “Anchors”, and another document is visualized
on the client screen. AJAX architecture allows using such modern User Interface
solutions as - document event model, dynamic prompts, floating windows and virtual
pop-ups.

Unfortunately, there are also a number of disadvantages of the architecture:

• the AJAX systems normally have serious restrictions in using browser “next” and
“prior” buttons for navigation;

• the AJAX systems do not provide a reasonable level of security by default, and
special preconditions must be taken.

The AJAX navigational problem results from the typical AJAX situation when
users perform some actions, the document on the screen is dynamically changed, but
URL of the document stays the same. In this case, usage of the “back” button does not
recover a previous picture on the client screen but jumps to another HTML document
having different URL. The solution is rather simple, but requires additional efforts from
the system developers - they must change URL in the address bar for each AJAX
action, for example, by adding “#[number]” notation to the original URL.

AJAX security problems may be seen on two levels. The Back-end component of
an AJAX system can be seen as a number of WEB services that can be invoked by
means of an HTTP request from the front-end component. Hence, the services
potentially can be invoked by any Internet client that can mock the request format. This
problem can be efficiently solved by dynamically generated tokens that identify
authorized clients. Thus, we use two different schemas for the token generation:

• as a particular client is authorized, the system generates a token that is kept on the
server as a session variable and on a client as a JavaScript variable. Any further
requests are additionally authorized with this token that is checked on the server
before fulfilling the request;

Fig. 1. AJAX architecture
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• the above method is not secure enough since the token value is valid for a number
of requests. In cases that require a higher level of security, tokens are generated for
each request.

The second level of the security leak is explained by the main AJAX principle
where software (JavaScript functions) are fetched from the server and evaluated on the
client side that makes altering and manipulation with the scripts possible. Actually, the
problem of manipulation with client-side scripts does not have an ultimate solution in
AJAX. The only possible remedy is double checking the most sensitive transactions on
the server site. For example, if a WEB service that returns info on a particular student
by ID is invoked, the service may check whether the client has really got rights to do so
by checking user-name and privileges on the server session.

3 Data Structuring Paradigm

WBT-Master is a Learning Management system that is used to create so-called e-
learning courses by teachers. Each e-learning course is a structured repository of online
materials accompanied with additional communications facilities. Structuring online
data repositories is not a trivial task and often requires additional knowledge from the
teachers’ perspective. WBT-Master provides an advanced data structuring paradigm
that can be used by teachers without any additional knowledge and skills.

In WBT-Master, a particular e-learning course is structured as a number of data
containers belonging to different types. The number and types of containers reflect a
particular training scenario for the training course. Each container encapsulates a
number of elements and provides a particular browsing strategy that allows access to
the elements

• The “Announcements” container is a list of members; normally members are
ordinary HTML or text documents. All the announcements are visualized as a
scrollable list of members.

• The “Course Curriculum” container is a set of textual or other documents that are
visualized as a pull-down menu of members. Normally, these documents describe
schedule, goals, prerequisites and requirements for the course.

• The “Course Library” container is a collection of training documents that are
visualized as a tree-like structure consisting of folders and sub-folders.

• The “Teaching Aids” container is an object similar to the “Course Library” object,
but elements of such “Teaching Aids” container are other applications. For
example, “Quiz”, “User Uploads”, etc. are data objects.

The teacher may define an arbitrary number of containers of different types; each
container can be accessed as a particular tab on the top and visualized as defined by its
type (Fig. 2 shows a course consisting of four containers and visualization one par-
ticular container - “Course Library” in this particular case).

For example, a user may click on the Tab “Course Library” (see Fig. 2) to access
individual documents of the course by means of browsing tree-like structure.
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Additionally to the previously mentioned data containers, the system supports a big
number of purpose-oriented applications such as “Quiz”, “User Uploads”, “Chat”,
“Discussion Forum”, “E-Book”, etc.

Building an online training course typically follows a top-down approach.

• First, a particular course is created and gets an id, title and general properties (open
date, close date, access restrictions, etc.). Thus, the course is an “empty” container
that can host a number of functional components.

• Second, the teacher defines a set of the course components needed to implement the
desired training scenario. In the simplest case, an “Announcements”, “Course
Curriculum” and “Course Library” containers are sufficient. Obviously, teachers
may use more containers such as “Teaching Aids”, and more elements such as
“Discussion Forum”, “Chat”, “Quiz”, “Opinion Poll”, etc. to implement the desired
training scenario. All the containers that are needed for the course are created as
objects of a particular type and inserted into the “Course” container. For example,
the teacher can create an empty “Announcements”, an empty “Course Curriculum”
and empty “Course Library” containers thus creating a template for a new training
course.

• Finally, multimedia page, textual documents and/or movies are created. They then
become elements of previously defined containers as above.

Once a training course has been created, elements can be inserted, modified or
removed in a very flexible way and without any knowledge of Internet and pro-
gramming. Insertion of a new element into the “Announcement” object, for example, is
carried out by means of such “usual” user interface solutions as drag-drop, prompt
menus, etc. Such insert action automatically updates the list of all course

Fig. 2. WBT-Master e-learning course
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announcements. Conversely, removing a member will remove an entry from the list.
Similar, adding and deletion of files in the course library will modify the content of
folders from the user perspective. With the course library, of course, we must also
specify the insertion position (target folder) in the hierarchy.

Please note that the navigable structure is separated from rather than embedded in
the course elements. This is, of course, essential since a document or application can be
re-used in another course.

4 Cloud Services

Modern cloud services are an important e-learning resource nowadays. The services
can be seen from three perspectives:

1. The services provide a reliable repository of files accessible via the Internet, the
repository is available anytime and everywhere;

2. The services provide powerful tools that can be used to create and edit files directly
on the Internet. The files can be automatically converted into a number of common
formats;

3. The services are accomplished with an especially developed client that integrates
the service into an operating system on a client computer. Thus, the operations with
remote files can be done exactly in the same way as operations with local files.

In WBT-Master, cloud services are reused in a number of different ways. Thus,
individual cloud accounts can be registered on WBT-Master and the students can copy
files from the LMS into a cloud service repository with one mouse click (see Fig. 3).
Since the cloud services are seamlessly integrated with a local file system, this process
can be seen as an automatic delivery of files from LMS to a local desktop.

Fig. 3. Cloud services in WBT-Master
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Obviously, the possibility to copy a particular file from the LMS onto a local file
system via the cloud service does not give crucial advantages over conventional
downloading files via the browser.

The method can be further extended using the concept of synchronization. The
students can create directories on the cloud service repository and synchronize the
directories with the folders on the course library, announcements and course
curriculum.

Thus, the cloud service provides an access from the local file system to the latest
versions of the files uploaded onto WBT-Master. In this case, students do not need to
browse the course Internet sites at all, the latest versions of the files are automatically
delivered to their desktops from the selected folders (see Fig. 4).

Similarly, the teacher can define particular directories to be synchronized with a
training course on WBT-Master. In this way, teachers may simply edit files in such
directories locally, and the files are automatically uploaded to the e-learning course via
the cloud service. Moreover, the files can be edited using the advanced tools provided
by the cloud service, and automatically upgraded in the course repository. For example,
the teacher may define the course announcements as textual files in the special Google
Doc repository, and edit the files using the powerful and user-friendly Google online
editor. The announcements are automatically uploaded onto the e-learning course as a
part of the synchronization procedure.

Other important aspects of any LMS are facilities for online collaborative authoring
of textual documents that are often needed in e-learning. Since many cloud services
allow users to edit textual documents in collaboration, the scenario is implemented in
WBT-Master on the base of such cloud services. There is a special WBT-Master add-
on component called “Group Lockers”. This component supports the collaborative
authoring of text documents, spreadsheets and presentations by a group of students.
Students or teachers create so-called “Group Lockers”. A “Group Locker” is a named
memory space where students can create their files. The files are synchronized with the
files in the cloud repository. Individual files may be evaluated by a teacher, and the

Fig. 4. Synchronization WBT-master and dropbox
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results are visible for students. Thus, students may write articles, press releases, to-do
lists, etc., in collaboration with group members all working on the same document at
the same time via the cloud service.

5 Social Network Functionality

User management and course management sub-systems of WBT-Master are extended
with a rather comprehensive social functionality. As users access the system they see a
list of students and teachers that are currently online. The list can be filtered using a
number of parameters – users working on the same course, users subscribed for the
same study curriculum, etc. The users can exchange with instant messages and initiate a
multi-user chat session.

A particular user account is visualized for other users as a so-called User Identity
Card (see Fig. 5). Basically, the User Identity Card just provides an info on the user –
name, affiliation, location, E-Mail, etc. Additionally, each user account is provided with
a number of functional components such as:

• “Friends” is a list of other users that are linked to the current user in some sense.
The term “linked” deserves an additional explanation: users may explicitly declare
another user as a friend; additionally, students may enroll one and the same course
and the enrollments can be done in the same or different years. All the situations
above are weighted with a number of points. Suppose, two students declared each
other as friends and enrolled a number of one and the same courses. In this case, the
link between such students is rather strong - has got more points. In other words,
each user is related to a number of other users with a number of links having
different weights. The links can be sorted and filtered using the weight parameter.
The networks of users interconnected by means of links can be browsed to access a
particular User Identity Card.

• “Pinwand” provides a possibility to publish series of messages (Blog) that belong to
this particular User Identity Card.

• “Applications” allows activating references to external applications. For example,
references to a particular blog, Jaiku, Tweeter or email account can be activated and
inserted into this particular User Identity Card. In this case, the information pro-
vided on the card is extended with recent Twitter messages, recent Blog posts and
similar.

• “Locations” implements the concept of so-called Social Bookmarking. Social
Bookmarking services allow users to store links to private files, posts and external
web resources in a structured and easily accessible way. The links can be created,
and modified by the owner of the User Identity Card. The bookmarks can also be
accessed, evaluated and annotated by other students.

• “Albums” and “Files” provide an access to personal repositories consisting of
private and public folders. Pictures and other files can be uploaded to the folders by
the owner of this Identity Card.
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Since the functionality of User Identity Cards is very similar to user profiles on
social networks, the User Identity Cards can be optionally synchronized with the user
accounts on Facebook. In this case, any messages, photos and files uploaded to
Facebook are automatically copied onto WBT-Master and vice versa.

One of the important components of any social network is creating and subscription
for a user groups. In WBT-Master such user groups are created automatically. All the
courses on the server are provided with so-called Course Identity Cards. The structure
of the Course Identity Card is almost identical to the previously described structure of
the User Identity Card (see Fig. 5). The Course Identity Card is connected to all
students (User Identity Cards) that were enrolled for the course. Students enrolled for
the course have a full access to the Course Identity Cards; the students can upload files
and pictures, write posts to the course blog (“Pinwand”) and define bookmarks that
they find relevant to the course content.

User Identity Cards, Course Identity Cards and the “friends” and “enrollment”
relationships form the LMS social network.

Another social dimension of the content is provided by the evaluation facilities that
allow students to comment and evaluate any contributions done by other users. Thus,
each contribution gets an average evaluation scope that reflects a user satisfaction with
this resource.

The LMS social network can be used in e-learning on two levels. First, the network
can be seen as an additional “teacher-independent” educational level where students
can exchange with sample assignments and examination questions, share an experience
with different courses, share their course notes, recommend internet resources, etc.

Fig. 5. User identity card in WBT-master
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Since the components of the Course Identity Card (posts, files, pictures, book-
marks, etc.) can be potentially created by any student enrolled for the course, and the
Course Identity Cards are persistent over years, we can expect rather big numbers of
such contributions for each e-learning course, and this is hard to know which resources
are relevant. Hence, successful usage of the student’s contributions by other students
requires a kind of recommendation system. WBT-Master utilizes the idea of collabo-
rative filtering. Simply stated, the method is based on two types of data:

• the similarity of users;
• satisfaction of users with particular resources.

and on the following precondition: “If the user A is similar to the user B, and the user B
was satisfied with a particular resource, we expect that the resource is of interest to the
user A as well”.

As a particular student accesses the collection of shared course contributions
(Course Identity Card), all the evaluation values are multiplied by the weight of the link
between the student and author of the evaluation. Such new modified evaluation figures
are used to range the bookmarks in accordance with expected preferences of this
particular user.

6 Human-Computer Interface Solutions

Historically, web-based and local desktop applications use different Human-Computer
Interface (HCI) solutions.

Fig. 6. Editing a course library
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WEB-Based applications normally utilize such HTML specific HCI elements as
clickable anchors and HTML forms. Desktop applications go much further in this
respect; and actively use event model where prompts may appear as cursor-over events,
contextual menus pop-up with a right mouse click, elements can be dragged-dropped.
Another important aspect of HCI is responsiveness - the specific ability to respond to
the user actions in a timely fashion. Responsiveness is rather different to support for
web-based applications since HCI actions in such systems require client-server
communication.

Users are used to advanced interface solutions, and only HCI built in accordance
with commonly accepted principles of desktop applications can be considered powerful
and intuitive nowadays. AJAX architecture and HTML5 extensions form a solid basis
for providing WEB-Based applications with advanced and intuitive HCI.

Thus, for example, WBT-Master utilizes the following advanced features of
HTML5:

• Drag and Drop interface for implementing of data editing actions (see Fig. 6 where
all the files can be Dragged and Dropped to implement the advanced editing
facilities);

• Context Menus are available as individual elements on the screen as the cursor is
moved over the element;

• All the user actions that potentially can cause a substantial delay (for example,
uploading big files) are provided with progress indicators;

• Optional functionality is available in secondary virtual pop-ups (See Fig. 7);
• Graphical perception of the user interface elements is significantly improved by

using vector graphics (HTML5 Canvas elements) and even animations.

Fig. 7. Secondary virtual pop-up for an optional task
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7 Innovative E-Learning Scenarios

Generally speaking, an e-learning course can be seen as a combination of at least three
components:

• structured repository of training resources;
• tools to provide communication and support by the teacher and other students;
• set of tasks that students must complete.

The Sects. 3 and 4 above present WBT-Master as an online platform for flexible
delivery training materials to students. Section 5 presents some unusual ways of col-
laboration as students work with e-learning courses. The third component of e-learning
course - tasks to be completed by students is supported in WBT-Master via a number of
so-called Plug-In applications. The applications implement different training scenario.
The teacher simply selects some applications and places them into the “Teaching Aids”
container. WBT-Master currently allows selecting from a list of over 30 applications. In
this paper, we just describe a couple of the Plug-In applications to illustrate such
innovative educational paradigms as learning-by-doing and flipped classroom learning
[8–13].

Learning-by-doing education is implemented by means of the special “Project”
application. The application operates with a number of so-called “Projects”; each
“Project” is a protected memory space that can be used by a group of students - project
members. “Projects” are supposed to be created by teachers. The teacher defines a title,
short description and a maximum number of project members for each project. There is
a special procedure for registration of students for a project. Consequently, any student
enrolled for a particular course, may select a project and register as a project member
while there is still a free place.

Essentially, “Projects” incorporate files of two different types, there are so-called
teacher files that can be uploaded only by teachers, and cannot be modified or deleted
by the project members. Normally, such teacher files contain information necessary for
the students to develop the project. Project members work with another type of files that
are called project files. Registered project members may access teacher files and project
files; they may upload, modify and delete project files.

To provide a necessary level of collaboration and support, project files:

• may be commented by project members and/or by the teacher;
• may be evaluated by a teacher, and results are visible for project members.

There is also a special messaging mechanism where e-mails may be broadcasted to
members of a working group.

Flipped classroom principles are implemented with another so-called “Problem-
Solving” application that will be called “Problems” for short. In this case, teachers also
create individual working spaces that are called “Problems”. There is also a working
group of students associated with each “Problem”. Students may enroll themselves in a
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working group similar to the previous case. There are three types of files that can be
uploaded into the “Problem” memory space:

• teacher files that define a problem to be solved;
• technology description files that identify a particular technology and described it on

a level sufficient for solving the problem;
• project description files that simply illustrate the project implementation stages

similar to the previous case of “Projects” (Fig. 8).

Thus, the scenario gets started with the definition of problems by the teacher. The
teacher is not supposed to define any technological solutions or recommendations; the
teacher just defines a goal of the whole group work. For example, a typical problem
definition may look as follows: “Develop a mobile application working with a camera
on Samsung Note mobile device”.

The working group members must choose a set of relevant technological solutions
sufficient for achieving the goal defined by the teacher. Then the students describe the
existing technology on a level sufficient for solving the problem. This task is reported
on the server in the form of the technology description files. For example, there are a
number of solutions for the problem above, but the group members can decide to
implement the project by means of HTML5, CSS3, JavaScript and Cordova frame-
work. In this case, the working group develops textual files describing the selected
technologies and publishes the files on the server. Essentially, other students working
on other problems may access the technology description files, comment and evaluate
them; and, thus, learn those technological solutions.

Finally, the working group develops the application and publishes the report on the
server where it is finally evaluated by the teacher to assess the students’ progress with
the course.

Fig. 8. The “Project” application
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8 Conclusion

In summary, the following features of WBT-Master distinguish it from other existing
Learning Management Systems:

• The system makes use of comparatively new architectural solutions and internet
technologies (See Sect. 2);

• The system offers a new data structuring paradigm that goes beyond structuring of
the repository by means of hypermedia links (See Sect. 3). Using the editable
containers as the main paradigm for data structuring allows successful use of the
system by teachers and students that possess few or almost no knowledge on the
Internet and computers;

• The system makes use of functionality of a number of cloud services (See Sect. 4).
The concept of synchronization of the repository of online training resources with a
cloud service implements a concept of delivering materials to a student’s desktop
and offline editing of e-learning content by teachers.

• The system utilizes sound principles of social computing (See Sect. 5), and supports
concepts of the “teacher-independent” level of e-learning, and implements a rec-
ommendation engine for e-learning resources.

• The system supports innovative human-computer interface (HCI) solutions (See
Sect. 6). Hence, the interface to the system looks familiar and intuitively under-
standable for people having some experience with desktop computers;

• The system supports a number of innovative e-learning scenarios that practically
implement such advanced paradigm as learning-by-doing, flipped learning, col-
laborative problem solving, etc.
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Abstract. App store is full of programs, which are based on augmented reality.
A lot of studies showed that augmented reality has a lot of benefits for user’s
ability to learn new things or their increase in motivation. However, the majority
of these programs are dedicated for entertainment and just several of them are
designed for learning processes. The authors have developed an app based on an
augmented reality, which aims to provide scientific formulas for math, physics
and chemistry subjects and by this to ease the exercise solving. The target group
is K12 learners in school. The app was uploaded to the app store for both, iOS
and Android operating systems. Further researches have to be done on finding
the impact of this type of programs. If the impact would be positive, the authors
suggest improving an app by adding more specific topics.

Keywords: Augmented reality � Mobile application � STEM � Learning

1 Introduction

In Lithuania, the education system is quite static and lacks different learning methods
and styles. Students are not involved in a learning process and it reflects in the way how
they generate information in the future. The Stanford Teaching Commons indicate that
active learning is meaningful not only for a child but for a student also. It indicates that
when students are engaged in active learning, they are more fascinated with learning a
subject and learn more, whether it is a practice, discussion or some application [1].

A not new term in the field of technology is augmented reality. It incorporates
virtual reality into the real world and is interactive [2]. Apart from its advantages, AR is
not widely used in an educational process, in Lithuania. Another issue here is that a lot
of teachers do not imagine how VR and AR technologies can be incorporated into
learning processes. One of the simplest ways to do it is a mobile application for
learning [3].

The use of mobile applications for studying in Lithuanian schools and universities
is still not so popular. The old methods used, without any teaching interactions and the
advantages of the new emerging technologies remain untouched. Another problem with
the usage of mobile learning applications related to the fact that there are quite a small
amount of educational content applications in the market, especially when talking
about STEM subjects.

© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 476–482, 2018.
https://doi.org/10.1007/978-3-319-99972-2_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_39&amp;domain=pdf


2 Methodology

First of all, the literature on the augmented reality-based mobile applications models
used for education in the world was overviewed. In the second part of the article, the
mobile application “KTU Decode” was introduced and briefly presented. For the
research part, were taken two focus groups to evaluate the effectiveness of the “KTU
Decode” application. It was done by evaluating the results while learning with not AR
or VR related applications and learning with the “KTU Decode”. Results were briefly
presented in the diagrams and described. All in all, the authors have made the con-
clusions with some recommendations and future perspectives.

3 Literature Review

When people hear an augmented reality, it mostly is associated with the use of games
and fun experiences. However, in the whole world, there are a thousand good practices
of augmented reality usage in the educational process. The cheapest way for all stu-
dents to have interactive and emerging new technologies in their everyday learning
process is mobile applications based on augmented reality [4]. These applications are
usually free and require just a smartphone and the camera [5].

In 2014, two IT developers from Malaysia have created an augmented reality-based
mobile application for learning science subject in primary schools. Their application
called iSains and had two topics: moon phases, day, and night. The application let
students see different moon phases in 3D through their textbooks. The authors had
claimed that further researches have to be done to know the exact effect on pupils
learning process and more topics should involve making this augmented reality-based
application more useful [6].

Research on an augmented reality-based mobile application for learning made in
2014, in Taiwan. The research took the place at natural science course in elementary
school. The authors have constructed an augmented reality-based learning system,
which was created by using these tools: JAVA, Oracle, Xcode. The operating principle
of the system based on the GPS location of the students and it guided them to the
ecology areas where they could do the special tasks. Pupils could use the camera to
capture the images of the real environment and later on students can edit images,
according to the tasks and share them with their community through the WIFI. In the
test presented feedbacks from 57 pupils. Results have revealed that students showed
higher motivation in learning, lesson attendance and confidence [7].

In 2015, Bernadette Perry from Canada created and implemented a prototype of an
“Explorez”, which is an augmented reality-based mobile learning tool to help students
to learn the French language. This prototype implemented into a first-year University
French-language class. The author asked students about their experience using this
learning-tool and all of them were positive. Majority of the students have identified that
it was a great experience and it was very nice to get out of a class, even just through the
mobile phones. They liked the concept that everything is going on in a real environ-
ment but with some added augmented reality elements. Perry has identified that there
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should be further researches on the feedbacks after a long time but for this day
increased students motivation to learn is clearly seen [8].

The benefits of augmented reality are obvious and easily acceptable. Without the
benefits listed above, there are much more. For example, in engineering graphics
lessons, augmented reality book used for students to see different objects from 3D
perspectives and to solve complementary problems. The questions and problems
defined in that way, that students would be able to train their mental rotation abilities.
After the test, researchers claimed that augmented reality-based learning has a positive
effect on students’ spatial abilities improvement [9].

Other researches about augmented reality-based mobile learning applications
revealed that this type of tools increase collaborative learning [10], motivation to
perform learning activities [11], improve learning attitude and learning outcome [12],
enrich ideas [13] and engage concurrence and satisfaction [14].

After an overview of the previous researches, there can be claimed that mobile
applications based on VR or AR are widely used and contributes to better study results.
However, in Lithuania, such examples are not seen and not a lot of researches were
done to see if this type of learning may be included in Lithuanian educational system.

4 Overview of “KTU DECODE”

“KTU Decode” is an augmented reality-based mobile application, which purpose is to
complement the presence of the Kaunas University of Technology: agendas for math
physics and chemistry. With the help of this app, in the agendas, users can see virtual
formulas. In every different agenda, users can see formulas for the specific wanted
theme. The application reflects virtual formulas for specific themes and with the help of
it, it is easier to solve exercises.

The target group of the application is higher classes for learners at school. The aim
of the app is to ease the solving of exercises by using formulas for math, physics and
chemistry.

In the figure above (Fig. 1) you can see the use case diagram. In the program one
user engaged, that can do several tasks. The entire task is listed in the figure and
described below.

Fig. 1. Use case diagram.
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Poster detection. To detect the poster it is necessary to turn on the app and to allow
it to use your device camera. After the camera directed to the poster, the app detects
what kind of poster it is and formulas appear in the screen.

Turning on the formulas. Each of the posters has different themes and formulas that
are complimenting one specific poster. A user is able to choose themes and by pressing
on them to turn on the layer of scientific formulas, that can be switched.

Turning off the formulas. A user, which already turned on the layer of formulas, by
pressing on the same theme twice, can turn off an additional layer of formulas.

Lose of the poster. When the poster is lost, a user cannot turn on or turn off the
scientific formulas.

5 The Model of “KTU Decode”

The app is based on two main components: “Unity 3D” game engine and “Vuforia” the
library of an augmented reality platform. The logic of an app was written in C#
language. In the figure below (Fig. 2) is the model of the app.

The process is starting with the “Vuforia” which uses a camera of the smartphone to
locate points of the interests. The points transferred to Unity game engine in which a
content of an augmented reality is drawn.

For the use of “Vuforia”, the unique app licensee identification is the must. This
identification generated in “Vuforia” management interface by registering the app in
progress. The license identification must be transferred to “Vuforia” configurable file in
“Unity 3D” game engine.

The app of “KTU Decode” does not use in “Vuforia” platform provided, points of
interests, based on cloud computing. As points for an app, posters were used (Fig. 3).
The worksheets of the posters were uploaded to the “Vuforia” database through its
management interface.

Fig. 2. Deployment diagram of the app.
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The system processes these posters and gives the quality rate as a feedback. The
quality rate is the explanation of how good the points of interests will be followed.
Processed databases of images were downloaded and implemented into the project.

The app was uploaded into an “App store” and “Google Play” stores and is free to
download. When uploading the app to “iOS” operational system, “Unity 3D” tools
have been used for generating “XCode” environment.

6 The Experiment on the Mobile Application Effectiveness

To evaluate the effectiveness of the mobile application taken two aspects: existing
applications for educational needs and learning results.

There do exist many applications for learning, but there are not so many related to
VR and AR. For the experiment, there were taken two types of applications 1st model
(not related with AR or VR) and the 2nd model related with AR and VR (see Fig. 4).

To evaluate “KTU Decode” were invited experts, who provided their opinion about
the models’ integration into practice.

For the experiment, there were taken two different models to evaluate the effec-
tiveness of the KTU Decode application. There was created the questionnaire for the
experts to compare that two methods of implementation. The 1st group used 1
METHOD, the 2nd group used 2 METHOD.

Finally, we can declare that the 2nd model is more useful in learning STEM
subjects. Totally 7 respondents declared the functionality of the 2 model is more
effective in a learning process and totally 9 experts declared that this model is more
effective to get new skills.

Fig. 3. Screen view of the app in the mobile.
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7 Conclusions

As the great number of studies showed that an augmented reality can help students to
remember everything better and to engage in the learning process, the authors have
decided to try to create the simple mobile application, which would be based on an
augmented reality. The augmented reality-based mobile application created to help
students to solve exercises for math, physics and chemistry faster and easier. The
authors have uploaded the app into the app stores for both, iOS and Android operating
systems. “KTU Decode” is free to access and use by students.

However, no studies were done to investigate the benefits of the app: if it is useful
or how to improve it; if the app help to solve exercises faster or not. The future research
can be done by investigating the impact of this kind of programs for students. For the
app improvement, the authors suggest adding more topics/themes.
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Abstract. As the improvement in the technologies is fast and widespread, it
should be used for its best. Emerging technologies like an augmented reality are
used to play games when at the same time it can be the best motivating edu-
cational tool. However, augmented reality tools are not spread in schools or
higher education institutions, just several apps are designed for the educational
purposes. The problem is that there is no one effective model which would help
to increase the efficiency of the learning process and the gap between the need of
different types of using augmented reality (AR) in education and different
subjects is still existing. The authors provide the model of AR for the effective
learning processes.

Keywords: Augmented reality tools � Education � Learning process
Effective learning � Mobile applications

1 Introduction

Virtual reality, augmented reality, robots, technology-enhanced learning, mobile
learning, serious games and other terms are seen and heard more usually than before.
That is because we are living in the technology age. Emerging technologies now are at
the peak and inventors are trying to integrate these technologies in our everyday life as
fast as it is possible. Not an exception is education [1]. More and more researches are
focused on the benefits of new technologies when providing educational services. In
particular, when talking about augmented reality, researches are divided into two parts:
mobile augmented reality devices [2, 11], and non-mobile augmented reality devices
[3, 12].

Augmented reality itself, merges two components: real life and virtual objects [13].
AR technologies have improved so much that now it can stimulate not only sense of
vision but also smell, touch, taste and hearing [4, 14]. An augmented reality now are
changing teaching activities and engaging students in learning. The most common and
way for students and teachers are mobile applications based on augmented reality. It is
easy to use and do not require some special technologies. The user just has to have a
smartphone with a camera, WIFI and GPS sometimes. However, if you would look
through the mobile apps stores, the applications for education took smaller part than
those for entertainment. From this follows that all possibilities of AR are untapped. AR
is not widely used in education and this is a problem - there are no models provided to
educators in different subject areas.

© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 483–490, 2018.
https://doi.org/10.1007/978-3-319-99972-2_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_40&amp;domain=pdf


In this review, the authors have analyzed the applications based on augmented
reality because this type of augmented reality is mostly used for education and learning.
It will cover marker, markerless based and location-based, augmented reality tools for
education.

Akçayır and Akçayır [1] identified the advantages of AR, which are related to
students’ learning outcomes such as learning achievement, motivation, and attitude are
gathered under the learner outcomes category. Also, the reported challenges involve
application-related and technical problems. Most of the technical problems were
experienced in location-based AR applications. The identified challenges are mostly
related to the design process and will be not reviewed in the paper.

2 Methodology

The article goes as follows: in the first part of the paper, there are identified the problem
and the need for the research area. Literature overview of augmented reality-based tools
for education is presented. The discussion of the research is carried out by presenting
new ways to implement AR in education. Experimental evaluation of the new method
is presented and the effects showed in the paper. Conclusions provided at the end of the
paper by making an overview on the paper and showing the effectiveness of an aug-
mented reality.

3 Literature Review

Some researches were done to analyze if the mobile applications based on augmented
reality has an impact on learning progress and the whole education system. Education
here represents education in general: from elementary school to vocational education.
Some researches were done to analyze if the mobile applications based on augmented
reality has an impact on learning progress and the whole education system. Education
here represents education in general: from elementary school to vocational education.

In 2015, the research on augmented reality based application impact for VET
students was made. The application, called “Pain-cAR” was introduced to help students
in VET sector that are learning about the process of repairing paint on the car. Students
in VET sector lack of motivation, concentration, confidence, etc. The application was
created with the purpose to increase the interest in learning subject and to overcome
some barriers. In the experiment were introduced 13 students from VET sector (all
were male). Results on four dimensions (attention, relevance, confidence, satisfaction)
were positive. It means that augmented reality-based mobile application had a positive
impact on students in VET sector [5].

HuMAR is an augmented reality based application, which can be used in Android
tablets to help to understand the structure of bones of a lower appendicular skeleton.
Later on, more features were added to enhance the system of any selected bones
group. In the experiment were engaged, 30 students. After the feedback, results have
been conducted and conclusions were made. The authors revealed the problem that this
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kind of applications are not used in education widely, even if those applications help to
remember information longer and increase student’s motivation to learn [6].

Shirazi and Behzadan have determined the problem of decreasing number of stu-
dents in STEM subjects. The authors have made an assumption that students are not
interested in the learning methodologies and that is why they do not apply for STEM
subjects. Before the experiment, the questionnaire for engineering students was made
and the results revealed that students in engineering subjects are not interested in their
learning methods and there is a lack of practice. According to the results, the authors
predicted that new technologies in educational process would be not only more
interesting for students but at the same time will get them a lot of benefits. Two groups
of engineering students were taken: one group was working with AR tools (CAM-
ART) and another without AR. After the experiment, results shown that students are
more engaged to work with CAM-ART and students have shown better results when
working with new technologies than without it. The application was based on building
and calculating the accuracy of buildings [7].

The application for 6th-grade students to get them interested in biology and
environmental science by interacting them with the natural environment – EcoMO-
BILE was presented in 2013 [8]. The application was based on location trigger.
EcoMOBILE was created to recognize plants and to help to students to learn in the
future by saving all information into databases. Also, the tasks were prepared,
according to the information they had. Later on, this program was used for students of
botanic in the university [9]. The results of both alternatives showed that students were
more interacted with the environment, exploration was more interesting, and learning
became easier.

‘The Water Drop’s Adventure’ is an app, designed on marker-based augmented
reality. It helps for pupils to learn about the marine world. Talking more precisely,
fishes. The augmented reality markers are used to identify different learning objects
(fishes). First of all, the interactive story is told with the promotion of the fish char-
acteristics. In the process of the storytelling, pupils are answering questions through
somatosensory interaction. It is increasing acceptance of the study material. Later on,
this app was upgraded with several different games, based on the same principle, just
with different subjects. Interaction with the virtual environment was observed as
improving and engaging [10].

The researches [7–10] analyzed above, covered up these types of augmented reality
for possible educational learning objects or activities in education (Table 1).

The authors have identified that all of these types of augmented reality have a
positive impact on students’ motivation and the whole educational process.

4 Discussion About the Model for Learning Objects Design
Based on AR

Visualization of the learning content based on reality it is an effective learning method.
The authors suggest the model of the augmented reality-based learning object what
helps to students’ in effective way to get new skills (Fig. 1).
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According to the presented model (Fig. 1), there was designed LO. The new
method of the using AR in the practice can offer a new way to improve educational
practices, to extend the use of LO and to reduce the time required to prepare tech-
nologies enhanced learning (Table 2).

Table 1. Types of AR.

Type Description Visualization

Marker-
based

Virtual reality objects are projected onto the
screen based on real-life marker position

Marker
less

Virtual reality objects are projected onto the
screen based on real-life object position

Location-
based

It uses GPS or other location tools in the user’s
smartphone and may provide data for restaurants,
shops, parks and etc., based on the users’ location

Fig. 1. The model of the LO design based on AR.
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Table 2. The functionality of the AR based model.

Presentation of the learning object

Providing the text information to the
video-based information

Providing assessment tool to learners

Getting feedback on the results of
achievements by following correct
answers
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5 Experimental Evaluation

The authors designed the learning objects based on virtual reality and asked to pro-
fessional working in IT to evaluate the effectiveness of the learning object design
process (see the object with the link http://adunooc.ndma.lt/en/node/233/).

Totally 10 experts evaluated the design process and the effectiveness of providing
information to students (Fig. 2).

The new ways of learning become more effective, not in schools but in the uni-
versities as well. The augmented reality provides to users a wide opportunity to have a
real view on the subject, within the classrooms or in distance way with very low efforts
and finances just having a link and internet (Fig. 3).

Fig. 2. The using AR model in study process.

Fig. 3. The effectiveness of the model.
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There is many research on the interactive learning objects and its effectiveness. The
tool h5P provides the opportunity to LO designers to make the video more interactive
by integrating different explanations and to use different types of questions for the skills
assessment making the study process more effective and more interesting to students.

6 Conclusions

Augmented Reality can also be used to enhance collaborative tasks. It is possible to
develop innovative computer interfaces that merge virtual and real worlds to enhance
face-to-face and remote collaboration.

Augmented reality interfaces offer seamless interaction between the real and virtual
worlds, positively influence learning, increase learners motivation and learning effi-
ciency, AR can impact spatial visualization abilities, AR reduces misinterpretations
during learning.

AR increases overall understanding of subjects. The learning objects based on AR
could be integrated also to another educational context and are effective for delivery in
the study process.
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Abstract. Information and communication technologies are developing very
rapidly. Learning of informatics must respond to this rapid development. Also,
training of ICT staff requires flexibility and acceptance of new facts. There is a
need to educate and expand your knowledge and skills continually. The tradi-
tional system of full-time education is often only suitable for young students.
Those who are already employed prefer distance learning to a combined form of
education. This article illustrates twenty years of distance learning experience in
Bachelor and Master of Science in Informatics. Assumptions confirm that dis-
tance learning is more demanding for students than full-time learning. Distance
learning requires greater motivation of students and the ability to work with time
self-study. The article shows the comparison of the results and the success rate
of attendance and distance students and also describes the possibilities of
improving the quality of distance learning. Long-term findings show that distant
students have significantly lower scores in their first years of study than full-time
bachelor’s students. In the following years, the differences diminish, and the
student results are sometimes comparable.

Keywords: Distance learning � Education � E-learning � Informatics
Learning management system � T-test

1 Introduction

Distant and blended forms of teaching are increasingly required. This is due to the need
to frequently increase and supplement staff qualifications. Employees usually have to
increase their qualifications and change their focus more than they did in the past.
Traditional full-time teaching can often not be used in employee training. The problem
of distance learning is that most participants have no practical experience with this form
of teaching. This leads to worse results for distance students. Teachers need not only to
prepare quality teaching materials but also to adapt their teaching methods [8, 9, 17]. It
turns that distance learning is difficult for the students. The most significant problem
lies in abilities of students to manage their studies. Part of students is unable to plan a
well-proportioned schedule for learning. They often start learning at the end of the
semester before course exam. Distance students do not have enough time to handle all
the requirements, and they fail in their studies [2, 6, 10]. The first semester of education
is the most problematic period of studies. Many such students interrupt their studies
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during this period. One of the reasons is wrong information and incorrect idea about the
distance learning [7, 16].

Within 20 years at our department, different technologies and methodologies have
been tested to improve the distance and blended forms of teaching. When introducing
distance learning, there was a need for teachers to undertake distance learning courses.
None of the teachers had experience with this form of teaching. In the early years,
Lotus Learning Space was used to install Lotus Notes Client to create and manage
courses. The system was later replaced by the IBM Workplace Collaborative Learning
commercial product. However, this system was designed for the corporate sphere. IBM
Lotus Workplace Collaborative Learning Authoring Tool was delivered to this LMS.
The application was unnecessarily complicated for most teachers and did not allow
some functionality, such as randomly generating test questions and answers. That is
why the system was replaced by Tutor 2000 and ToolBook Instructor, which better
responded to didactic requirements. Its disadvantage was that the courses created were
not simple websites and required the presence of specific plugins. Therefore, all of
these systems have been replaced by LMS Moodle, which has proved to be the most
appropriate system for teaching at the university. The course takes 13 weeks and ends
with a test or an exam. Students have 2 to 3 tutorials during each semester. These
tutorials serve as a full-time tutorial with the teacher. Distant students must also take
the exam as well as full-time students at the university. Both groups of students must
have the same knowledge and skills to complete courses.

2 Comparing the Success of Distance and Full-Time Students

We have tracked the results in individual subjects over the next few years. The fol-
lowing tables and graphs show the comparison of the success of the students in the
selected courses. Already from the beginning of the implementation of distance
learning, it has been shown that distance students have more difficulty in completing
courses [1, 5].

The comparison aimed to find out whether distance students are less successful than
full-time students and in which periods of study, distant students are significantly worse
than full-time students. We have set the following zero and alternative hypotheses:

Zero hypothesis: Distant and full-time students will not have different learning
outcomes.

Alternative hypothesis: Distant and full-time students will have different learning
outcomes.

We compared the results of the students in individual courses in bachelor and
master study. The full-time and distance form of teaching differs only in the way of
teaching. Knowledge and skills requirements are the same in both forms of teaching.
Students in both groups must have the same knowledge and skills to complete the
courses. We used statistical methods. For comparison, the results of the two groups
(distance and full-time students), we used the T-test: Two-Sample Assuming Equal
Variances. Two sample t-test is used to compare the difference between two
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populations. This parametric test assumes that the variances are the same in both
groups. This assumption we tested by the F-Test Two-Sample for Variances. For
analysis of the results in each item was measured as having detected data variability.
We used a coefficient of variation. To interpret the results of the second stage classi-
fication was done the t-test. For evaluating the results were used MS Excel and sta-
tistical software Wizard for the operating system Mac OS X and statistical software
Statistics Visualizer for iPad [3, 4, 14, 15].

2.1 Comparison Results

Distance learning puts students at much higher demands than studying full-time. It is
reflected in the results of the students. We can observe the differences between the
group of distance students and a group of full-time students. The difference is mainly in
the first semester. The success rate of full-time students is 64% in the first semester. The
success of distance learners is only 39% in the first semester.

Figure 1 shows the comparison of the success of distance and full-time students in
the course of Architecture of hardware and Fundamentals of operating systems. This
course is usually studied in the first semester of a bachelor study. The graph clearly
shows the worse results of distance students. The average success rate over the last five
years was 70% for full-time students and 47% for distance students. A smaller per-
centage of successful distance students is also because students do not have a distance
learning experience and they cannot correctly schedule study time. A large number of
students do not study in the first semester and find out at the end of the semester that
they are not able to handle the tasks and finish their studies. Many distance students do
not get to the test. Comparing the average score earnings for successful students shows
almost the same results. Successful full-time students earned an average of 70 points.
Successful distance students received an average of 71 points. The average score for all
attendance students was 51 points, and the average of all distance students was only 30
points. Number of students: 2013 - number of full-time students = 119 / number of
distance students = 55, 2014–111/79, 2015–90/54, 2016–75/57, 2017–63/57.

Fig. 1. Comparing success in the course Architecture of hardware and Fundamentals of
operating systems (Typically in the first semester).
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Table 1 shows a comparison of students’ success in the course Architecture of
hardware and Fundamentals of operating systems. The results show that we can reject
the zero hypothesis. The results confirm that distant students have worse outcomes than
full-time students (Fig. 2).

Table 2 compares the achievements of successful students. The results show that
we cannot reject the zero hypothesis. The results of the students who have completed
the course are comparable in both groups. It is confirmed that the biggest problem for
distance learners is the fact that many do not start or study in the course before the final

Table 1. T-Test: Two-Sample Assuming Equal Variances for course Architecture of hardware
and Fundamentals of operating systems (year 2017).

t-Test: Two-Sample Assuming Equal Variance Full-time students Distance students

Mean (average points) 50,39682 29,91228
Variance 1149,88837 1317,474310
Observations (number of students) 63 57
Results
P(T <=t) one-tail 0,000894
t Critical one-tail 1,657869
P(T <=t) two-tail 0,001788
t Critical two-tail 1,980272

Fig. 2. Comparing success in the course Architecture of hardware and Fundamentals of
operating systems (Typically in the first semester).

Table 2. T-Test: Two-Sample Assuming Equal Variances for course Architecture of hardware
and Fundamentals of operating systems. Only successful students. (year 2017)

t-Test: Two-Sample Assuming Equal Variance Full-time students Distance students

Mean (average points) 70,55555 71,04116
Variance 165,66161 158,82427
Observations (number of students) 45 24
Results
P(T <=t) one-tail 0,44041
t Critical one-tail 1,66791
P(T <=t) two-tail 0,88082
t Critical two-tail 1,99600
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evaluation. Similar results were also observed in the other courses in the bachelor’s and
master’s studies in computer science.

Similar results were found in the Basic of programming program, which students
usually also write in the first semester (see Table 3 and Fig. 3).

Many students finish their studies after the first semester. The difference between
distance and full-time students is not so pronounced in the second semester (see Figs. 4
and 5).

Table 3. T-Test: Two-Sample Assuming Equal Variances for course Basic of programming
(year 2017).

t-Test: Two-Sample Assuming Equal Variance Full-time students Distance students

Mean 44,125 25,66666
Variance 944,94772 1155,61025
Observations (number of students) 56 66
Results
P(T <=t) one-tail 0,001126
t Critical one-tail 1,657650
P(T <=t) two-tail 0,002251
t Critical two-tail 1,979930

Fig. 3. Comparing success in the course Basic of programming (Typically in the first semester).

Fig. 4. Comparing success in the course Operating Systems 1 (Typically in the second
semester).
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Figure 6 shows the percentage success rate in the Programming in C/C++ subject,
which is usually studied in the third semester. The average attendance rate for full-time
students was 75%. Distant students had an average rate of 69%. Number of students:
2013 - number of full-time students = 40 /number of distance students = 23, 2014–
39/26, 2015–36/18, 2016–15/13, 2017–28/12.

Figure 7 shows the success rate in the Programming server applications subject
which students are usually studying in the fifth semester. The average attendance rate
for full-time students was 79%. Distant students had an average success rate of 68%.
Number of students: 2013 - number of full-time students = 39 /number of distance
students = 31, 2014–39/24, 2015–26/4, 2016–31/17, 2017–30/8.

The graph in Fig. 8 shows the average of successful students in some selected
bachelor’s degree courses in informatics. The average attendance rate for full-time
students was 76%. Distant students had an average rate of 54%. List of courses typically
in the first semester: APZOS - Architecture of hardware and Fundamentals of operating
systems (number of full-time students = 63 /number of distance students = 57),
ALDS1 – Basic of Programming (56/66). Second semester: OPSY1 – Operating

Fig. 5. Comparing success in the course Algorithms and Data Structures (Typically in the
second semester).

Fig. 6. Comparing success in the course Programming in C/C++ (Typically in the third
semester).
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Systems (43/29), ALDS2 - Algorithms and Data Structures (30/15). Third semester:
PRGCC – Programming in C/C++ (28/12), UVDAT - Introduction to Databases
(38/19), LZUI1 - Logic for informatics (38/17), GALPR - The Principles and the
Algorithms in the Computer Graphics (32/10). Fifth semester: OOPR3 - Programming
server applications (30/8), SOFCO - Basics of softcomputing (32/10), ZMATS - Basics
of Mathematical Statistics (28/12). Sixth semester: KKDAT - Data coding and com-
pression (35/14).

The chart in Fig. 9 shows the average earnings of all students who enrolled in these
subjects. The graph and results of t-tests confirm the worse results of distance students.

Fig. 7. Comparing success in the course Programming server applications (Typically in the fifth
semester).

Fig. 8. Comparing success in the courses (year 2017).
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Another comparison shows the results of only students who have completed the
course. Figure 10 shows that the results of both groups are very similar. Distant stu-
dents gained more points in some courses.

2.2 Implementation of Distance Courses

The results of the comparison show that there is a need to devote significant effort to
quality distance learning. Creators of online courses must create not only high-quality
teaching materials but also ensure regular communication and study of all students. The
absence of direct contacts among students and teachers often leads to irregular self-
study of distance students. The use of video lectures to help students with self-study
problems and learning texts has proved to be beneficial. By improving the quality of
teaching materials and learning itself, the success of distance students has improved but

Fig. 9. Comparison of the average of points (all students).

Fig. 10. Comparison of the average number of points (only successful students).
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is still lower than that of full-time students. It is especially noticeable at the beginning
of the Bachelor’s degree program.

To improve the quality of teaching, the study materials were gradually developed. In
addition to teaching texts and presentations, video recordings of lectures and seminars
and other multimedia teaching materials were gradually created. MediaSite was used to
record video lectures in which the video captured by the teacher synchronised with the
slides of the presentation. Distant students appreciate the opportunity to play video from
lectures, seminars or tutorials. Video helps them better understand learning themes.

Experience with distance course management shows that it is essential to motivate
students to work actively on a continuous basis. Students who work continuously during
the semester usually have better results. Continuous activity can be assured, for
example, by assisting with regular tasks that students have to develop, for example, once
every 2–3 weeks. A more extended period between correspondence tasks proved to be
inappropriate. Students were only studying at a glance, and many of them have dropped
out of their studies early. Because they left their assignments for the credit week, they
found that they were not able to handle everything. A significant role is played by
distance learning in communication. Due to the minimal presence of face to face
communication, it is necessary to support and develop other communication tools. It
was very advantageous to evaluate the activity in the electronic conference of the course.
Students asked and helped each other with ambiguity. Online communication tools have
been used less, due to the different time capabilities of course participants [11–13].

Fig. 11. Usual course content.
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Figure 11 shows the essentials that should have a good online learning course.
Distance courses must also ensure that students acquire not only knowledge but also
practical skills. For example, the ability to generate codes and to program. Therefore,
instructional videos and demonstrations of concrete examples are significant [18].

3 Conclusion

Distance learning is popular today, and it allows students to study at work or a great
distance. This fact corresponds to the requirements for frequent change of professional
knowledge and skills. Distance learning in conjunction with information and com-
munication technologies brings new opportunities and benefits. At the same time,
however, this form of teaching brings new problems. The research results show that
distance students have worse outcomes than full-time students. Students, especially in
the first years of distance learning have significantly poorer success rate than full-time
students. It is necessary to improve the quality of studies, offer quality learning
materials and ensure good governance study. To a considerable degree of improvement
contributes use e-conference rate and increase students’ activity during the semester.
More distance students do not complete the courses. However, the average rating of
successful distance and full-time students is the same. Therefore, it is essential for
quality distance learning to ensure quality distance learning and regular activities of
distance students. Our experience suggests that high-quality online tutorials should
include solved examples, video tutorials, video lectures, self-tests and an appropriate
amount of homework. The most significant problem lies in abilities of students to
manage their studies. Part of students is unable to plan the well-proportioned schedule
for learning. They often start to learn at the end of the semester before course exam.
They are requested to finish several courses successfully and that why they don’t have
enough time to complete all course requirements, and often they fail in the whole study.
Nearly 60% of the distance students do not finish the first year. Full-time students are
more successful than distance students. 66% of full-time students completing the
courses. Differences between the groups are small in subsequent semesters.
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Abstract. Methods used to learn bilingual word embedding mappings,
which project the source-language embeddings into the target embedding
space, are compared in this paper. Orthogonal transformations, which
are robust to noise, can learn to translate between word pairs they have
never seen during training (zero-shot translation). Using multiple trans-
lation paths, e.g. Finnish → English → Russian and Finnish → French
→ Russian, at the same time and combining the results was found to
improve the results of this process. Four new methods are presented for
the calculation of either the single most similar or the five most similar
words, based on the results of multiple translation paths. Of these, the
Summation method was found to improve the P@1 translation preci-
sion by 1.6% points compared to the best result obtained with a direct
translation (Fi → Ru). The probability margin is presented as a confi-
dence score. With similar coverages, the probability margin was found to
outperform probability as a confidence score in terms of P@1 and P@5.

Keywords: Natural language processing · Distributed word vectors
word2vec · Monolingual mappings · Multipath translations
Translation matrix

1 Introduction

Parallel corpora, where the same content appears in two languages, as well as
bilingual mappings of words and phrases generated through such corpora, com-
monly form the basis for statistical machine translation. As a consequence of
the large amount of resources that is needed in order to create these with high
quality, the number of language pairs for which they are available is scarce [9].
Finnish and Russian are one of many language pairs for which there are no
readily available parallel corpora.

Monolingual mappings represent words and phrases in a high-dimensional
vector space, and these monolingual embeddings have been shown to encode
syntactic and semantic relationships between elements of language. These meth-
ods often construct word vectors through a context matrix, then either use the
vectors directly, perform some factorisation of the matrix, or alternatively use the
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context in a neural network that produces vectors for each word. The informa-
tion captured by these embeddings can be exploited for bilingual translation by
learning a translation matrix that allows one to match relative positions across
two monolingual vector spaces [3,4,6–9,11,12,15,18,19,22,24]. The assumption
that a word appears in similar contexts and is distributed within its language
similarly to its equivalent in another language is key to translation through a
learned matrix.

In this paper, a set of simple methods is introduced with which one can trans-
late between languages using multipath translation, making use of and combin-
ing information gained in indirect and direct translation, or in multiple indirect
translation paths, in order to improve translation accuracy. These methods can
also combine translation results from multiple noisy translation paths (e.g. Fi
→ En → Ru and Fi → Fr → Ru) in order to obtain a lower translation error
probability.

Figure 1 illustrates the projection of Finnish word vectors into the Russian
(Ru) vector space using translation matrices. The Finnish (Fi) vectors were
translated directly (Fi → Ru, blue labels), as well as indirectly (Fi → En →
Ru, green labels) into the Russian-language space. Then, both translated vec-
tors, along with their respective nearest Russian neighbour vectors (these two
could coincide), were projected into a two-dimensional space using t-distributed
stochastic neighbour embedding (T-SNE) [14] and displayed with their labels.
Figure 1 illustrates the close alignment of Finnish-language words with their
Russian translations (red labels). Even when a projection returned an “incor-
rect” translation (as per the bilingual dictionary, orange labels), the translation
was either a plausible alternative, e.g. ‘hävitys’ → ‘ ’ (in English,
‘destruction’), or a related word, as in ‘kuiskata’ → (‘whisper’ → ‘quietly’).

2 Related Work

Traditionally, the development of practical applications for machine translation
has been centred on individual language pairs [19]. When one wishes to translate
between languages for which little to no parallel data and few dictionaries are
available, the most straightforward approach is indirect translation, also known
as explicit bridging. Here, one translates to an intermediate language first and
then to the desired target language [3,10,21]. As a lingua franca, the English lan-
guage has large amounts of readily available data in it, and is thus one of the most
common intermediate languages. Indirect translation does, however, suffer from
two major shortcomings: it requires substantially more time than direct trans-
lation and information may be lost while translating through the intermediate
language, leading to reduced accuracy [10]. To the best of the authors’ knowl-
edge, the algorithms presented are novel ways to combine translation results
from multiple translation paths (e.g. Fi → Ru and Fi → En → Ru) in order to
obtain a lower translation error probability.

Mikolov et al. [15] establish the distance between the computed vector and
the closest word vector as a plausible confidence measure. In this paper, the prob-
ability margin is introduced as an alternative. The aim of using the probability
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Fig. 1. T-SNE plot of 20 Finnish words projected through two different paths into the
Russian embedding space, and their translations.

margin is to filter out more “close races” between high-probability translation
candidates in favour of translations where the first-ranked word has a clear lead
despite having a low probability. The softmax function can be used to esti-
mate confidence (probability) in a translation prediction made by a translation
matrix. If one applies the translation matrix to a word vector in the source word
space and obtains a vector in the target space then, if the translation has a low
probability or probability margin, it is likely to be inaccurate.

3 Corpus and Word Embedding Vectors

The Finnish-language models were built using word2vec architecture [16]. The
models were taught on approximately 2.6 billion tokens from the Suomi24 cor-
pus [1] of Finnish-language discussions on a popular web forum. A lemmatisation
pipeline was used in order to produce morphological analyses and lemmas for
the Suomi24 corpus [1] of Finnish-language discussions on a popular web forum
[23]. The Finnish word2vec CBOW models were built using dimension size 300,
window size 15, a minimum frequency for words set at 50, and with hierar-
chical softmax enabled and negative sampling disabled. The word and phrase
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translation used online monolingual corpora and word2vec [16]/fastText [5] mod-
els in the Russian, French, Swedish and English languages as shown in Tables 1
and 2.

Table 1. Corpus statistics

Language Corpus Corpus size (words) Ngrams

Fi Suomi24 [1] 2.6 billion 2

Ru Russian National Corpus +
Russian Wikipedia [20]

600 Million 2

Fr French Wikipedia [13] 1 billion 1

Se Swedish Wikipedia [2] 86 Million 2

En GoogleNews [17] 100 billion 2

Table 2. Monolingual word2vec/fastText models

Language Vocabulary Size Embedding size Method

Fi 411 215 300 CBOW

Ru [20] 392 339 300 CBOW

Fr [13] 50130 300 CBOW

Se [2] 1 143 000 300 Skip-gram

En [17] 3 000 000 300 CBOW

4 Translation Matrix

The training dictionaries, containing paired words that were translations of each
other, were obtained by scraping Wiktionary and through Google Translate.
The training dictionaries were then used to train a translation matrix, a linear
mapping from the source space to the target space. The following least-squares
error minimisation problem served as the training objective [15].

min
W

‖Y − WX‖2 (1)

This returns the translation matrix W that minimises (1), where X and Y
are word vector matrices for the source and target space of the training data,
respectively. After training, the translation of a source word xi to the target
language is done by finding the target word yj most similar to xiW .

In articles [4,22,25], it is argued that the translation matrix should be orthog-
onal. The one attained in (1) isn’t. In order to learn the orthogonal translation
matrix, the following maximisation objective is considered

max
O

n∑

i=1

yᵀ
i Oxi, subject to OᵀO = I (2)



Word and Phrase Dictionaries Generated with Multiple Translation Paths 509

where O denotes the orthogonal translation matrix and I is an identity matrix.
The solution to this maximisation problem is the singular value decomposition of
Y ᵀX [22]. The matrix S = Y OXᵀ computes the similarities between all possible
pairs of source and target words under the orthogonal transformation O. X and
Y are word vector matrices for each language in which each row contains a single
word vector denoted by lowercase x and y. The matrix element

Sij = yᵀ
j (Oxi) (3)

evaluates the similarity between the jth source word and the ith target word
[22].

[6] identified the presence of hubs (hubness) as a major flaw in nearest neigh-
bour retrieval. A word is referred to as a hub when it appears as the nearest
target word to a large number of different source words, which leads to decreased
translation accuracy. Softmax is a function that can be used to estimate confi-
dence in a translation prediction made by a similarity matrix. The equation for
the softmax is

Pj→i =
eβSij

∑
m eβSmj

. (4)

According to [6], the hubness problem is mitigated by inverting the softmax,
and normalising the probability over source words rather than target words [22]

Pj→i =
eβSij

∑
m eβSim

. (5)

In (5) β should have a value that maximises

max
β

∑

pairs ij

ln(Pj→i) (6)

and is called the inverse temperature. The numerical method was used to solve
the inverse temperature in each test.

When using the inverted softmax in translation, the target word that max-
imises this probability is selected. The denominator in Eq. (5) grows with the
number of source words for which the ith target word is the nearest, making
it large for hubs. This in turn significantly reduces a hub’s chances of being
selected, thereby reducing hubness.

5 Multipath Translation

In indirect translation, the source word is translated to the target language via
an intermediate language. To do this, one trains a matrix Ms,i to transform word
vectors from the source space to the intermediate space. Similarly, one trains a
matrix Mi,t to transform word vectors from the intermediate space to the target
space. One obtains a transformation M from the source space to the target space
by multiplying these two matrices together,

M = Mi,tMs,i. (7)
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If the two translation matrices are orthogonal, then obviously the resulting trans-
lation matrix M is also orthogonal.

Now, by changing the intermediate language, one can have several paths
through which one can translate. A set of methods combining information from
several paths is presented below.

Summation is a method where one sums the softmax/inverted softmax values
of every path. So for a source word xs one calculates the value of the inverted
softmax for a target word yt and does so for every path. Summing the values
gives

Ps→t =
∑

i

Ps→i→t (8)

where the summation index i ranges over all paths. Ps→i→t is the (inverted)
softmax with translation matrix M = Mi,tMs,i defined in (7), or M = Ms,t

when i points to a path without an intermediate. The target word with the
highest Ps→t value is chosen for translation.

The idea behind the Multiplication method is similar to Summation, with
the summation of probabilities simply being replaced by multiplication. The
resulting value Ps→t is still a probability. Formally, this can be expressed as
follows:

Ps→t =
∏

i

Ps→i→t (9)

where multiplication index i runs over all paths in a manner similar to (8).
The third method shall be called the Margin method. Here, in each path,

one ranks the target words according to their (inverted) softmax value. Then,
one compares the paths by taking the difference of the (inverted) softmax values
of the first- and second-placed target word in each. Finally, this difference is
multiplied by the (inverted) softmax value of the highest-ranked target word.
This way one obtains a “margin” value for the rank 1 target word in each path,
where both its score and the magnitude of its lead over alternatives are taken into
account. The first-place target word of the path with the highest margin value is
chosen as the translation. In the Margin method, only one word is chosen, and
therefore cannot be used for the calculation of neighbourhoods containing more
than one word.

In the fourth method, which shall be called Combomax, one ranks all the
inverted softmax values from all of the paths into a single list. Each target word
is assigned the highest value given to it by any individual path. The target
word with the highest resulting value, i.e. rank one, is chosen as the translation.
Regarding neighbourhoods, it is good to note that, if one has, for example, 3
paths, then one target word will always have 3 positions in the ranking list.
However, only unique words are chosen and ranked. Thus, for example, if one
target word takes the first 3 positions in the ranking list, it is still only included
once in the neighbourhood of the five most similar words.
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6 Results with Datasets

The word pairs used in the test were constructed by translating the words of
the source-language corpus into the target language in one of two ways: either
through Google Translate in 500-word batches, or by extracting translations
for each word from Wiktionary (in some cases also from interlingual links in
Wikipedia articles as a last resort), both in order of word frequency. The former
method sometimes gave translations of poor quality while the latter failed to find
translations for some words, in which case the word was simply disregarded.

Table 3. The translation accuracy of the various language pairs tested. Dictionary
entries obtained from Google Translate, except for Fi → Ru and Ru → Fi, where
Wiktionary was used.

Non-
orthogonal
matrix (W )
see Eq. (1)

Orthogonal
matrix (O) see
Eq. (2)

Non-orthogonal
matrix (W ) see
Eq. (1) and
Inverted Softmax
see Eq. (5)

Orthogonal
matrix (O) see
Eq. (2) and
Inverted Softmax
see Eq. (5)

P@1 P@5 P@1 P@5 P@1 P@5 P@1 P@5

Fi → Ru 30.8% 56.1% 28.2% 47.0% 35.5% 59.0% 37.4% 61.1%

Ru → Fi 31.0% 55.1% 37.2% 61.5% 31.0% 52.4% 38.9% 60.9%

En → Ru 49.1% 65.9% 51.0% 68.0% 47.8% 66.8% 49.8% 67.7%

Ru → En 45.0% 58.9% 40.9% 57.0% 42.4% 56.7% 42.4% 59.1%

Fi → En 36.8% 50.5% 34.4% 50.8% 41.4% 59.1% 37.1% 54.5%

En → Fi 43.5% 62.5% 44.6% 63.7% 43.0% 62.8% 43.3% 62.1%

Fi → Fr 18.2% 36.8% 22.7% 41.3% 17.4% 33.5% 24.0% 41.2%

Fr → Fi 13.8% 31.9% 15.3% 31.8% 16.9% 36.2% 18.5% 36.8%

Fi → Se 15.8% 32.2% 25.3% 35.0% 27.2% 38.1% 27.2% 37.5%

Se → Fi 31.8% 49.1% 28.4% 46.0% 34.4% 50.2% 32.1% 48.0%

Table 4. Translations for the Finnish word ‘kärry’, meaning ‘cart’ (or colloquially
‘car’) within P@5. A word in bold is a match with its corresponding dictionary entry.
The Swedish translations did not have a hit (dictionary entry: ‘kärra’), but were seman-
tically similar.
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Table 5. The accuracy of indirect Finnish-to-Russian translations, where the interme-
diate languages were English and French. Dictionary entries scraped from Wiktionary.

Non-
orthogonal
matrix (W )
see Eq. (1)

Orthogonal
matrix (O)
see Eq. (2)

Non-orthogonal
matrix (W ) see
Eq. (1) and
Inverted Softmax
see Eq. (5)

Orthogonal
matrix (O) see
Eq. (2) and
Inverted Softmax
see Eq. (5)

Path P@1 P@5 P@1 P@5 P@1 P@5 P@1 P@5

Fi → En → Ru 16.0% 33.2% 30.1% 50.9% 24.0% 44.2% 30.7% 50.9%

Ru → En → Fi 6.8% 24.7% 26.0% 45.2% 14.7% 31.9% 26.5% 45.0%

Fi → Fr → Ru 13.0% 31.0% 27.6% 48.2% 21.1% 41.0% 28.1% 47.7%

Ru → Fr → Fi 12.3% 30.3% 24.0% 45.1% 17.0% 33.1% 24.2% 45.5%

Translation matrices were then trained with the first 5000 word pairs where
both the source and target word had an embedding in their respective spaces, i.e.
pairs that didn’t were replaced by pairs beyond the 5000th. Test translations were
then obtained for the source word in each word pair by transforming the source
vector space with the appropriate matrix, and calculating the (inverted) softmax
value for each word in the target space. In single-path translations, the target
word(s) with the highest such value was (were) chosen as the translation(s). The
quality of the obtained translations was measured in terms of accuracy metrics
P@1 and P@5 (i.e. the percentage of cases in which the correct translation pair
was retrieved as the most similar or among the five most similar words from the
other language, respectively). The latter of these allows for a few synonyms that
may outrank the dictionary entry.

This paper investigated how translation accuracy is influenced by the simi-
larity measure (cosine similarity vs. inverted softmax), using a non-orthogonal
vs. an orthogonal translation matrix, direct vs. indirect translation, multipath
translation, as well as the size of the corpus. Softmax and cosine similarity are
equivalent when the vectors are normalised. The performance of translation from
English to Russian significantly exceeded that from Finnish to Russian as shown
in Table 3, which is most likely due to the size of the English corpus shown in
Table 1. In articles [4,22,25] it is argued that the translation matrix should be
orthogonal. An orthogonal transformation preserves the lengths of vectors and
angles between vectors, but reduces degrees of freedom. Table 3 suggests that
the optimal retrieval approach would be able to tune continuously between an
orthogonal and a non-orthogonal matrix in direct translation between individual
language pairs. In general, the inverted softmax (last two columns in Table 3)
performed better than cosine similarity (second and third column in Table 3) as
a similarity measure.

When one examines Table 4, one can see that some translations that were
only found in P@5 were in fact correct. But since for every other language
the dictionary entry provided by Google Translate (in bold) had a different
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Table 6. Multipath translations and their combinations using the methods described
in Sect. 5.

translation associated with the word, only the translation to French was marked
as correct in P@1. The translated words, however, are semantically similar to
the correct translation. For instance, the Russian P@1 translation for ‘kärry’
is actually the diminutive form of the dictionary entry. Interestingly, many of
the incorrect translations in P@1 were somewhat meaningful and were seman-
tically related to the correct translation. The Swedish P@5 results gave words
that, similarly to ‘kärry’, were related to the transportation of goods (such as
‘släpvagn’, the word for ‘trailer’), while the other three languages all had valid
translations within P@5. These results show that when building a dictionary,
one correct form of the word is not enough to build a proper training set, and
the lack of multiple correct words might not give the best picture of the actual
results. The P@1 value therefore tends to be highly underestimated, as synonym
translations are counted as mistakes, given that only an exact match counts as a
successful translation [15]. For this reason, P@5 may be a more appropriate met-
ric for translation accuracy, given that it doesn’t automatically count synonym
first-rank translations as errors.

Table 5 displays the results of translation through an intermediate language
with orthogonal and non-orthogonal translation matrices. Clearly, the orthogo-
nal translation matrix produces much more robust translations than the non-
orthogonal matrix. When one compares the direct orthogonal translations in
Table 3 to the orthogonal translations via an intermediate language in Table 5,
one can’t say that one way is clearly better than the other. Here, translation from
Finnish to Russian via English outperformed direct translation from Finnish to
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Russian, whilst in translation from Russian to Finnish, the direct path performed
better.

The results of multipath translations using the methods described in Sect. 5
are shown in Table 6. An orthogonal matrix with inverted softmax was used,
since it was found to be the best combination overall. Among the multipath
methods, the Summation and Combomax methods (see Sect. 5) gave the best
results for P@1/P@5 metrics, respectively. For example, in one case where the
translation results of both paths were noisy, Fi → En → Ru and Fi → Fr → Ru,
the Summation method improved the P@1 results of single-path translation from
30.9% to 32.1% and P@5 results from 50.9% to 53.4%. The best multipath P@1
result was 39.0%, and it was obtained with the Summation method. That beat
the best direct Fi → Ru translation (see Table 3 orthogonal with inv-softmax) by
1.6%-points. This suggests that combining information from several translation
paths can give one better translations than just direct translation. One can also
see that the choice of paths matters: those multipath combinations that lacked
the information provided by the direct path Fi → Ru recorded poorer results.
It should also be noted that using multiple paths doesn’t guarantee improved
results, as evidenced, for instance, by the P@1 result for Combomax with the
combination of Fi → En → Ru and Fi → Fr → Ru, and by the P@5 result for
Multiplication with Fi → Ru and Fi → Fr → Ru.

Fig. 2. P@1 translation accuracy for Fi → En → Ru and Fi → Fr → Ru and their
combination using methods described in Sect. 5.
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6.1 Accuracies of Translation as the Word Frequency Decreases

The accuracies of translation decrease as the frequencies of the source words
decrease. In Figs. 2 and 3, the accuracy of the translation is shown for a slid-
ing window of 1,000 words sorted by frequency, starting from rank 5,000 and
continuing down to rank 10,000. Each value on the x-axis is the midpoint of a
moving average window of translation tests on 1,000 pairs, and the correspond-
ing y-value is the average P@1/5 value of the window. In all cases, the linear
transformation was trained on the 5,000 most frequent (available) words and
their translations. A decay in accuracy when going into the less common words
in the corpora was noted, dropping by 50% at most by the time the 10,000th
most frequent word was reached, as can be seen in Figs. 2 and 3. A dropoff in
performance was observed for rare words; which could be due to either the diffi-
culty of learning accurate representations for rare words or the lesser similarities
between rare words across languages [22].

Six randomly chosen lower-frequency words (with ranks below 10,000) were
also selected, the result of translations is shown in Table 7. While some words
were translated incorrectly, the semantic similarity was valid for many trans-
lations. For instance, the word ‘ ’, the Russian word for ‘chipmunk’,
had its second-ranked translation as ‘orava’, meaning ‘squirrel’. Chipmunks are
rodents that behave in a way similar to squirrels. Another interesting set of
translations was for ‘ ’ , a colloquial word for ‘belly’. While there were two
hits, the translations tended to refer to the posterior part of the body. All of the
translations for ‘ ’ (the word for ‘worm’) and ‘ ’ (‘log hut’/ ‘cottage’)
reflected the word in question. While ‘mato’ was the exact translation, the other
four of them were hyponyms of ‘mato’, and thus each of them referred to a worm
of some kind.

Table 7. P@5 Russian-Finnish translations for words. Correct translations are in bold
and words semantically close to the correct translation (mostly hypo- or hypernyms)
in italic.

6.2 Using Probability or the Probability Margin as a Confidence
Measure

Sometimes it is useful to have higher accuracy at the expense of coverage. The
probability obtained from the (inverted) softmax (5) or (4) is used as the con-
fidence measure. If the (inverted) softmax values between translation and the
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Fig. 3. P@5 translation accuracy for Fi → En → Ru and Fi → Fr → Ru and their
combination using methods described in Sect. 5.

most similar target words are low, then the translation is likely to be inaccurate.
More formally, the confidence score is defined as

max
i,k

Pj→i(k) (10)

where the maximum is taken over all target words (i) and paths (k). Pj→i(k)
is the similarity between the translation of the source word j and target word i
in the path k. If this confidence score fails to be higher than the threshold, the
translation is disregarded.

A new way to measure confidence is also introduced. One can compare the
inverted softmax values of target words that are the most similar and second
most similar to the translated source words. If the inverted softmax value of
the rank one target word is greatly higher than that of rank two, then the
confidence of the translation is considered to be greater than if this difference is
small. Formally,

max
k

∣∣Pj→i1(k) − Pj→i2(k)
∣∣ (11)

where i1 is the rank one target word and i2 is the rank two target word in the
path k, when target words are ranked according to their inverted softmax values
with respect to the translation of the source word j. Again, if this confidence
score is lower than the threshold, then the translation is disregarded. Comparing
P@1 and P@5 translation accuracy in Tables 8 and 9 shows that with similar
coverage, the probability margin outperformed probability as a confidence score
overall.
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Table 8. Different probability thresholds as confidence measure.

Translation Probability threshold Coverage P@1 P@5

Fi → Ru 0 96.9% 37.4% 61.1%

0.05 75.5% 42.9% 67.7%

0.09 48.2% 49.0% 72.2%

0.2 13.6% 67.6% 85.3%

Fi → En → Ru 0 96.9% 30.9% 50.9%

0.03 63.5% 38.6% 60.5%

0.04 48.2% 43.2% 64.9%

0.06 25.6% 52.3% 75.8%

Fi → Ru and Fi → En → Ru 0 96.9% 37.4% 60.8%

0.05 75.7% 42.8% 67.4%

0.09 48.3% 48.9% 72.0%

0.2 13.6% 67.6% 85.3%

Fi → Ru and Fi → En→Ru
and Fi → Fr → Ru

0 97.0% 36.4% 60.2%

0.05 74.6% 41.6% 67.3%

0.09 47.6% 47.5% 71.8%

0.1 43.1% 48.5% 72.2%

Fi → En → Ru and Fi → Fr →
Ru

0 97.0% 30.3% 51.1%

0.03 75.4% 35.8% 58.1%

0.05 50.3% 40.6% 63.0%

0.08 22.4% 50.0% 71.0%

Fi → Fr → Ru 0 97.0% 28.4% 48.4%

0.03 65.0% 35.7% 57.8%

0.04 51.2% 37.9% 58.6%

0.06 27.9% 43.0% 65.2%

Fi → Ru and Fi → Fr → Ru 0 97.0% 36.6% 60.2%

0.05 74.2% 42.5% 67.1%

0.09 47.3% 48.2% 72.1%

0.2 11.9% 64.7% 84.9%
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Table 9. Different probability margin thresholds as a confidence measure.

Translation Probability margin
threshold
∣
∣Pj→i(k)1 - Pj→i(k)2

∣
∣

Coverage P@1 P@5

Fi → Ru 0 96.9% 37.4% 61.1%

0.005 73.2% 45.5% 66.7%

0.02 43.6% 56.7% 72.9%

0.04 26.6% 69.2% 81.2%

Fi → En → Ru 0 96.9% 30.9% 50.9%

0.002 70.7% 38.5% 57.6%

0.006 47.0% 48.5% 65.7%

0.01 34.3% 55.4% 71.4%

Fi → Ru and Fi → En → Ru 0 96.9% 37.4% 60.8%

0.005 73.3% 45.6% 66.7%

0.02 43.9% 56.3% 72.7%

0.04 26.4% 69.3% 81.1%

Fi → Ru and Fi → En → Ru
and Fi → Fr → Ru

0 97.0% 36.4% 60.2%

0.005 72.5% 45.0% 68.0%

0.02 42.6% 55.6% 71.8%

0.04 26.0% 66.9% 80.8%

Fi → En → Ru and Fi → Fr →
Ru

0 97.0% 30.3% 51.1%

0.003 70.2% 37.5% 57.1%

0.007 50.0% 47.0% 63.4%

0.02 22.5% 60.9% 75.6%

Fi → Fr → Ru 0 97.0% 28.4% 48.4%

0.002 72.4% 34.0% 54.1%

0.006 46.6% 44.0% 61.6%

0.01 32.6% 52.5% 66.6%

Fi → Ru and Fi → Fr → Ru 0 97.0% 36.6% 60.2%

0.005 71.9% 44.9% 67.9%

0.02 42.0% 56.9% 72.9%

0.04 25.0% 69.2% 81.2%

7 Conclusion

This paper explored the feasibility of using monolingual language models in
order to perform machine translation. This was done using word2vec models of
languages that are not closely related (such as Finnish and Russian). The goal
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was to obtain a lower error probability and a higher reliability by using data
from multiple translation paths.

We observed that the multipath method Summation was able to improve
translation results compared to a single direct translation path. We also observed
that orthogonal translation matrices were robust when the translation path con-
tained an intermediate language, whereas non-orthogonal ones were not.

The improvements in translation accuracy did however come at the cost of
efficiency, since the implementation of multipath translation necessitates more
complexity and thereby increased translation times. Whether an improvement
was achieved or not depended on the specific combination of paths, as well as
the multipath method.
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Abstract. We describe experiments in sentiment analysis of the Lithuanian texts
using the deep learning methods: Long Short-Term Memory (LSTM) and Con-
volutional Neural Network (CNN). Methods used with pre-trained Lithuanian
neural word embeddings are tested with different pre-processing techniques:
emoticons restoration, stop words removal, diacritics restoration/elimination.
Despite the selected pre-processing technique, CNNwas always outperformed by
LSTM. Better results (reaching an accuracy of 0.612) were achieved with the
undiacritized texts and undiacritized word embeddings. However, these results
are still worse if compared to the ones obtained using Support Vector Machines or
Naive Bayes Multinomial and with the frequencies of words as features.

Keywords: Positive/negative/neutral sentiments � LSTM and CNN methods
Neural word embeddings � The Lithuanian language

1 Introduction

The era of Internet have changed the ways how people express their attitudes and
opinions about topics, events, products/services, interactions, etc. It is mainly done via
social networks, blogs, web forums, review websites, and Internet comments. All these
texts are sentiment rich therefore very beneficial for companies or individuals willing to
respond accordingly. Automatic sentiment analysis methods are commonly used for
this purpose. Sentiment analysis has been used for analyzing sentiments of tweets on
health topics [35], evaluate teachers performance from the student responses in the
education domain [30], identify contextual polarity of drugs, movie and restaurant
reviews in the business domain [1, 3, 4], examine public opinion on products and
services [29], classify e-learners and their topics of interest in their social networks
interactions [32], perform opinion mining in tweets [9, 15], analyze sentiment orien-
tation of microblogs [42], and forecast stock prices from sentiments of news signals in
the financial markets domain [31].

All sentiment analysis (or sentiment classification) methods can be grouped into
two main categories: dictionary-based and machine learning. The dictionary-based
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methods (e.g., [40, 41], etc.) typically rely on the dictionary of sentiment words and
syntactic knowledge. An alternative for the dictionary-based methods is machine
learning (e.g., [26, 28], etc.). The most popular examples of the standard classification
approaches are Support Vector Machines (SVM), Naive Bayes Multinomial (NBM),
and k-Nearest Neighbors (kNN). These methods are typically applied on (weighted)
frequency-based features of the different feature types (lexical, character, morpholog-
ical, etc.).

In the recent years, the deep learning methods have gained a lot of interest in many
text classification tasks, including sentiment analysis. Therefore our focus in this paper
is on this group of methods. As claimed in [25], a Deep Neural Network (DNN) ar-
chitecture that jointly uses character-, word-, and sentence-level representations
achieves the state-of-the-art performance for binary (positive and negative) classifica-
tion on the Stanford Sentiment Treebank of movie reviews [27] and Stanford Twitter
sentiment corpus [11]. Katoh and Ninomiya in [18] solves binary sentiment classifi-
cation task on the English and Japanese datasets. The authors prove that multi-layer
Neural Networks (NNs) work well only on the large-scale datasets, but on the smaller
datasets NNs without hidden layers are more suitable. The Convolutional Neural
Network (CNN) method was applied on the binary-class Twitter dataset used as the
benchmark in the SemEval-2015 competition [36]. The authors have not participated in
the competition but their later results could be ranked in the first two positions in both
the phrase-level (among 11 teams) and message-level (among 40 teams) subtasks. The
experiments described in [12] are performed on the English binary review data
obtained from Amazon. Authors used CNN method with Google News word2vec
embeddings and demonstrated superiority over the baseline methods. A hybrid
approach applied on the Hindi language and the dataset of four classes (positive,
negative, neutral and conflict) is based on the CNN architecture augmented with to a set
of optimized features selected through a multi-objective optimization framework. The
augmented optimization vector is afterwards used for training the SVM method [2].
The system, offered by Stojanovski et al. in [39], uses both CNN and Recurrent Neural
Network (RNN) to obtain more diverse representations on top of GloVe (Global
Vectors) word embeddings. For texts of the variable length both neural networks allow
to extract fixed length representation vectors and to use their concatenation. The sys-
tem, applied on the binary or five classes (positive, negative, neutral, very positive,
very negative) benchmark Twitter datasets, was ranked the second best in SemEval-
2016 task [39]. The authors in [21] compared two deep learning methods (in particular,
RNN and CNN) with neural embeddings and one standard machine learning SVM of
unigram, bigram, unigram + bigram features. They experimentally claimed that deep
learning methods underperform most of the SVM models on English and Japanese
sentiment datasets with either two or three classes. The very interesting description in
[7] summarizes sentiment analysis works presented by 32 participants in SemEval-
2017 Task 5. The participants experimented with the Financial Microblogs and News
data. However, the standard machine learning based technique (rather than deep
learning) was ranked the first: it employed linguistic, sentiment lexicon, domain-
specific features and Google word embeddings to construct models of ensemble
regression algorithms [14]. The second best technique already used the deep learning,
in particular, an ensemble-based model that combined CNN with the Long Short-Term
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Memory (LSTM) and word embeddings [10]. The competition of in SemEval-2017
Task 4 described in [34] attracted 48 teams. Sentiment analysis was done on the Twitter
data of two or five classes. The best-ranked teams used deep learning: e.g., BB_twtr
employed an ensemble of LSTM and CNN methods with multiple convolution oper-
ations [6]; and DataStories applied LSTM network with attention mechanism [5].

Although the results of sentiment analysis are controversial (i.e., there is no con-
sensus which method is the best), deep learning has become a dominant paradigm
recently.

So far deep learning methods have never been applied on the Lithuanian language
for the sentiment classification task and, consequently, this research is the first attempt.
Here we deal with the Internet comments dataset of three classes (positive, negative,
and neutral) and: (1) compare two deep learning approaches, in particular, LSTM and
CNN with neural word embeddings as feature representations; (2) experiment with the
different pre-processing techniques (emoticons replacement, stop words removal, dia-
critics elimination/restoration); and (3) compare the results obtained with the standard
machine learning approaches, in particular, SVM and NBM with frequencies of words
as features.

2 Methodology

2.1 Formal Definition of the Task

The sentiment classification task in our research can be interpreted as the supervised
text classification task.

Let d1; d2; . . .; dn be the texts (Internet comments) attached to only one of
c1; c2; . . .; cm class labels (where m = 3 in our research determines positive, negative
and neutral classes). Thus we have a single-label but multi-class m [ 2ð Þ classification
problem. The used dataset is described in Sect. 2.2.

Let function c denote a mapping of texts to their appropriate classes: c: D ! C.
A goal is to use a method which could find the approximation of c. For this reason we
test the deep learning approaches described in Sect. 2.3.

2.2 Dataset

In our sentiment classification experiments we have used the dataset of the Lithuanian
Internet comments (the same as in [17]). This dataset is of the general domain: it
contains opinions about articles on the various topics (politics, sport, health, eco-
nomics, etc.) presented in the news portal https://www.lrytas.lt/. The Internet comments
represent the non-normative Lithuanian language: they are full of out-of-vocabulary
words, spelling errors, abbreviations, emoticons, etc. The texts are very short, i.e., *8.
58 words per text.

Texts in this dataset are grouped in three categories: positive, negative, and neutral
(for the statistics see Table 1).
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During our sentiment analysis experiments we have explored the impact of the
following pre-processing techniques:

• No pre-processing. The texts were lowercased, numbers and punctuation were
eliminated.

• With emoticons. As proved in [33], the emoticon replacement leads to the higher
classification accuracy. In our experiments we have used 32 groups of emoticons,
where each group was related with the appropriate sentiment word (presented in its
main vocabulary form). For example, all emoticons of this group “:(”, “:-(”‘, “:-c”,
“:-[”, etc. are related with the word “liūdnas” (sad). When using this pre-processing
technique, the words were lowercased; the detected emoticons were replaced with
the appropriate sentiment words; numbers and punctuation were eliminated.

• No stop words. Intuitively, words as acronyms, conjunctions or pronouns are too
often and too short to carry important sentiment information. However, Spences and
Uchyigit in [38] claim that interjections are strong indicators of subjectivity. Here
we have used a list of 555 stop words and that list does not contain interjections.
During pre-processing all words were lowercased, stop words, numbers and
punctuation were eliminated.

• Diacritics elimination. The Lithuanian language uses the Latin alphabet supple-
mented with the diacritics: ą, č, ę, ė, š, ų, ū, ž. However, diacritics in the non-
normative Lithuanian texts are sometimes omitted, therefore the same word can be
found in both cases, i.e., with or without diacritics. It increases the data sparseness,
which, in turn, negatively affects the accuracy. One of the solutions is to distort the
data by replacing diacritized letters with their ASCII equivalents. During this pre-
processing the words were undiacritized, lowercased, numbers and punctuation
were eliminated.

• Diacritics restoration is another direction which could decrease the data sparseness
and increase text quality. As proved in [16], the language modelling method is the
best coping with the Lithuanian diacritization problems. We have applied this
language modelling method with the bi-gram back-off strategy on our non-
normative texts. The unigrams (*2.3 million) and bigrams (*58.1 million) were
learned from the corpus of *234 million running tokens.

Table 1. The statistics about the dataset used in our sentiment analysis tasks

Class
label

Numb. of
texts

Numb. of
tokens

Tokens with
emoticons

Tokens without stop
words

Positive 1,500 10,455 10,664 8,982
3,177 4,027 3,941

Negative 1,500 15,000 15,107 11,945
6,475 7,811 7,716

Neutral 1,500 13,165 13,226 10,427
5,134 6,391 6,276

Total 4,500 38,621 38,997 31,354
11,669 14,966 14,923
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2.3 Deep Learning Methods

In this research we have tested two popular deep learning methods:

• Long Short Term Memory (LSTM) [13] as the type of RNN with the memory unit
capable of learning long-term dependencies. The memory unit (a cell) is composed
of input, output and forget gates and is responsible for remembering values over
arbitrary time intervals. The output of 256 nodes in the LSTM layer is an input to
the fully connected softmax layer which output is the probability distribution over
classes.

• Convolutional Neural Network (CNN) [20]. The convolution is performed on the
concatenated vectors of words (taken from the text sequentially). The filter is
applied on the window of these words to produce a new feature. The filter of 3, 4,
and 5 widths was used in this approach. The feature map is produced when the filter
is applied on each possible window of words in that text. Afterwards, the max-over-
pooling operation over the feature map of the particular filter determines a single
maximum value. The features from different filters are passed to a fully connected
layer, whose output is the probability distribution over classes. The detailed
description of this approach can be found in [19].

For testing LSTM and CNN we have used their implementations in deeplearning4j
[8] – the open-source distributed deep learning library for the Java Virtual Machine.
However, the existing implementations could solve only binary classification tasks,
therefore necessary adjustments to multi-class classification were performed by the
authors of this research. Both methods truncate the texts exceeding 256 words, all other
parameters were set to their default values.

Deep learning methods for the sentiment classification were used after plugging in
the appropriate Lithuanian neural word2vec embeddings. These embeddings were
generated with the same deeplearning4j software, the continuous bag-of-words
(CBOW) plus negative sampling method and 300 dimensions (the detailed explanation
of the method is in [23, 24]). Using the corpus of *234 million running words, it
resulted in 687,947 neural word embeddings for the Lithuanian language.

The Lithuanian word embeddings are generated from the normative Lithuanian
texts. Intuitively they cannot be effective on the undiacritized texts (especially used
with the diacritics elimination pre-processing technique described in Sect. 2.2).
Undiacritized non-normative texts are already distorted texts, therefore one of the
solutions is also to distort the word embeddings by removing diacritics. Such removal
might cause disambiguation problems (because both words with and without diacritics
may exist in the Lithuanian language and have absolutely different meanings). E.g.,
“mama” (mother in nominative) and “mamą” (mother in accusative), but “karštas”
(hot), “karstas” (coffin) (has different meanings). The list of embeddings could not
contain the same words; therefore we had to eliminate less frequent. It resulted in
632,435 undiacritized word embeddings in total. While such distortion might be
harmful for our solving task, however, we still take a risk to see the impact on the
overall accuracy.
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3 Experimental Set-Up and Results

The experiments were carried out on the dataset and the different pre-processing
techniques described in Sect. 2.2 using the deep learning methods described in
Sect. 2.3.

The experiments were performed using stratified 10-fold cross validation and
evaluated using macro accuracy and f-score (averaged over classes and folds) per-
formance measures [37].1

To determine whether differences between the results are statistically significant we
have performed McNemar’s [22] test with the selected significance level equal to 95%.
It means that the calculated p-value must be below 0.05 so that the differences would be
considered as statistically significant.

Since the used dataset is balanced, both random
P

PðciÞ2 and majority maxðPðciÞÞ
baselines (where P(ci) is the probability of the class ci) are equal to 0.33.

The Fig. 1 summarizes the results obtained on the original Lithuanian sentiment
dataset using different pre-processing techniques. For the comparison purposes we also
include the SVM and NBM results taken from [17]. However, the difference is not only
in the classification method, but also in the features representation. The standard
machine learning approaches, in particular, SVM and NBM, use the “traditional
approach” where each feature corresponds to some word from a dictionary and rep-
resents a number of times that word occurs in the document.

Fig. 1. Accuracies with different pre-processing techniques. Black connecting lines in each
group of columns connect results of which differences are not statistically significant.

1 Since f-score values demonstrated the same trend as the accuracy, we do not present them.
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The Figs. 2 and 3 summarize the results obtained with the eliminated and restored
diacritics, respectively. Since we do not have SVM and NBM results with the restored
diacritics, they are not presented in Fig. 3.

Fig. 2. Accuracies with eliminated diacritics and different pre-processing techniques. Black
connecting lines in each group of columns connect results of which differences are not
statistically significant.

Fig. 3. Accuracies with restored diacritics and different pre-processing techniques. Black
connecting lines in each group of columns connect results of which differences are not
statistically significant.
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4 Discussion

From Figs. 1, 2 and 3 we can note that our sentiment analysis results are reasonable,
because they outperform the random and majority baselines (equal to 0.33).

The diacritics restoration and elimination pre-processing techniques in most of the
cases improved the accuracy (except for CNN with stop words removal in diacritics
restoration and CNNwith emoticons restoration in diacritics elimination). Unfortunately
the increase was statistically significant only for RNN with no pre-processing + dia-
critics elimination (p = 0.008); for RNN with emoticons & stop words + diacritics
restoration (p = 0.039); for CNN with emoticons & stop words + diacritics restoration
(p = 0.029). Calculated p-values are summarized in Table 2.

Despite the differences not always are statistically significant, it allows us to make
the statement that diacritics treatment is important when dealing with the non-
normative texts. Word embeddings were trained from the normative Lithuanian texts,
which means that any undiacritized word (not having undiacritized equivalents) found
in the text is treated as out-of-vocabulary and is not considered during sentiment
classification. Therefore any solution (restoration or elimination of diacritics) helps
finding word equivalents among the neural word embeddings. Despite, marginally the
best results (reaching 0.612 of accuracy) were achieved with the undiacritized texts and
LSTM, in most of the cases diacritics restoration (used together with the other pre-
processing techniques as emoticons restoration or stop words removal) outperformed
diacritics elimination. The diacritics restoration process is of course not 100% accurate
and even slight differences (mostly due to the different morphological forms) cause
words’ mapping to absolutely different word embeddings (e.g., “geras” (good in
nominative) and “gerą” (good in accusative) are represented by different word vectors).
Moreover, word embeddings are generated from the normative Lithuanian texts, which
mean that jargon, borrowings, foreign language words expressing sentiments are not
included. Summarizing, diacritics restoration and word embeddings generation from
the non-normative texts could be possible improvement direction for the future
research.

Table 2. p-values, denoting the differences between the accuracies presented in Fig. 1 and
accuracies presented in Fig. 2 (of eliminated diacritics) and Fig. 3 (restored diacritics).
Underlined p-values present statistically significant differences.

RNN CNN
Eliminated
diacritics

Restored
diacritics

Eliminated
diacritics

Restored
diacritics

No pre-processing 0.008 0.320 0.182 0.088
With emoticons 0.661 0.483 0.472 0.352
No stop words 0.742 0.123 0.760 0.420
With emoticons & No
stop words

0.135 0.039 0.235 0.029
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The stop words removal in most of the cases decreased the accuracy (except for the
CNN on the original data). It means that even very short words carry important sen-
timent information. The results of emoticon restoration were mixed.

As we can see from Figs. 1, 2 and 3, CNN is always outperformed by LSTM, and
in most of the cases the differences in the results are statistically significant (the exact p-
values are in Table 3). Therefore we can claim that LSTM is more suitable for our
sentiment recognition task. Deep learning methods were outperformed by SVM and in
all cases significantly outperformed by NBM. These findings coincide with presented
in [21]. However, as claimed in [18], the deep learning approaches work better on
larger datasets. Consequently, the experiments on larger datasets are in our future plans.

5 Conclusions

The main contribution of this research – the Lithuanian sentiment analysis, solved with
the new group of methods, in particular, deep learning methods on top of the neural
word embeddings. Here we have tested two approaches, in particular, Long Short-Term
Memory (LSTM) and Convolutional Neural Network (CNN), where CNN was sig-
nificantly outperformed by LSTM in all our experiments.

Out of several tested pre-processing techniques (in particular, emoticons restora-
tion, stop words removal, (un-)diacritization) marginally the best results (reaching an
accuracy of *0.612) were achieved with LSTM, undiacritized texts and undiacritized
word embeddings. However, the impact of any other selected pre-processing technique
was not statistically significant.

The comparative analysis revealed that the deep learning methods with neural word
embeddings significantly underperform Support Vector Machines (SVM) and Naive

Table 3. p-values denoting the statistical significance between different methods and pre-
processing techniques

RNN&CNN RNN&SVM RNN&NBM CNN&SVM CNN&NBM SVM&NBM

Original No pre-
processing

0.001 0.010 0.000 0.000 0.000 0.010

With emoticons 0.033 0.007 0.000 0.000 0.000 0.020

No stop words 0.214 0.000 0.000 0.000 0.000 0.192

With emoticons
& No stop words

0.005 0.000 0.000 0.000 0.000 0.106

Eliminated
diacritics

No pre-
processing

0.000 0.761 0.000 0.000 0.000 0.006

With emoticons 0.001 0.008 0.000 0.000 0.000 0.005

No stop words 0.205 0.000 0.000 0.000 0.000 0.036

With emoticons
& No stop words

0.002 0.000 0.000 0.000 0.000 0.052

Restored
diacritics

No pre-
processing

0.006

With emoticons 0.058

No stop words 0.000

With emoticons
& No stop words

0.007

Sentiment Analysis of Lithuanian Texts 529



Bayes Multinomial (NBM) with the frequencies of words from the dictionary as feature
representations.

The limitations of our research are as follows. We have experimented with the
rather small sentiment dataset, containing only 1,500 texts in each positive, negative
and neutral category. However, to get more significant improvements in accuracy, we
need larger annotated dataset.
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Improvement of Reverse Dictionary
by Tuning Word Vectors and Category
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Abstract. A reverse dictionary is a system that returns words based on
user descriptions or definitions. OneLook Reverse Dictionary is a com-
mercial reverse dictionary system constructed from existing dictionaries.
Hill (2016) reported another reverse dictionary system was constructed
from public dictionaries using word embeddings and that its performance
was comparable to that of OneLook Reverse Dictionary at the time of
the comparison. In this paper we report that, by selecting word vectors
suitable for a reverse dictionary and combining Convolutional Neural
Network text classification, we improved the reverse dictionary described
by Hill. It is very significant that our model can automatically construct
a reverse dictionary system from publicly available resources such that
it obtains similar scores to those obtained with OneLook Reverse Dictio-
nary in accuracy@100/1000. We also show that our model can be used as
a filter to the OneLook Reverse Dictionary to improve its performance.

Keywords: Reverse dictionary · Concept search · Word embedding
Recurrent neural network · Convolutional neural network
Text classification · WordNet

1 Introduction

A dictionary maps a word to its definition while a reverse dictionary maps a
description to the word specified by the description. Reverse dictionary applica-
tions include the tip-of-the-tongue problem [3] and the cross word problem [1].

One of the difficulties in developing a reverse dictionary is that we can not
exhaustively enumerate descriptions for a word. For example, the definition of
the word ‘brother’ in WordNet [4] is ‘a male with the same parents as someone
else’, but a reverse dictionary should be able to map the description of ‘son of
my parents’ to ‘brother’ also. To achieve this, a reverse dictionary should have
some mechanism to calculate the similarity between unseen inputs and candidate
words.

Several academic studies have proposed reverse dictionary models. Most of
previous academic researches on English reverse dictionaries, such as [5,6], use
hand-engineered features of sentences. On the other hand, [1] proposed reverse
c© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 533–545, 2018.
https://doi.org/10.1007/978-3-319-99972-2_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99972-2_44&domain=pdf
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dictionary model based on Neural Language Model [7], which uses word embed-
dings as features. Reverse dictionary models of [1,6] are publicly available.

The Node-Graph Architecture proposed in [6] is a reverse dictionary that
searches words in a graph where nodes are words and edges are the relations
whose source nodes (words) appear in the descriptions of the target nodes
(words). In this graph, the length of a path between nodes represents the dis-
tance between the nodes and the frequency of words represents the importance of
the words. Outputs are the words that are closest to the important input words.
This reverse dictionary was claimed to outperform OneLook Reverse Dictionary1

when the vocabulary is limited to 3,000 words. However, the performance for a
larger vocabulary is not available.

The Reverse Dictionary using Word Embeddings [1] (RDWE for short) can
handle a larger vocabulary. This reverse dictionary converts the word vectors of
word2vec for an input description into a vector by a linear transformation or
a Recurrent Neural Network. This reverse dictionary was claimed to have the
performance similar to that of OneLook Reverse Dictionary at the moment of [1]
in an evaluation using the descriptions provided by users.

In this paper we improved the performance of the reverse dictionary through
the use of two techniques. First, we generated word vectors more suited to the
use of a reverse dictionary by using the dictionaries with non-ASCII characters
removed. Second, following in the Watson [8] which is the Question Answering
system employs category inference of answer, we employed a category informa-
tion to eliminate similar but irrelevant vectors. We found that words belonging
to different categories may have similar word vectors. This causes the reverse
dictionary to provide incorrect words in irrelevant categories. This problem can
be alleviated by filtering out words in the irrelevant categories.

Experiment results we obtained showed that the present OneLook Reverse
Dictionary performs better than the reverse dictionary reported in [1] and out-
performed RDWE including this work in some metrics. However, RDWE results
are quite different from those returned by OneLook Reverse Dictionary, although
the rate at which the target word is included in the top 100–1000 words is sim-
ilar in both dictionaries. Accordingly, we were able to use RDWE as an output
filter of OneLook Reverse Dictionary and in so doing we confirmed that search
performance was improved.

The contributions of this paper are as follows:

– Improved RDWE accuracy by employing better word vectors
– Improved RDWE accuracy by employing category inference
– Improvement over a commercial reverse dictionary by employing RDWE as

a filter.

The rest of this paper is organized as follows. The models we used are
explained briefly in Sect. 2. Improvement and analysis on word vectors are
explained in Sect. 3. We describe our proposed model in Sect. 4. Section 5 shows
the experimental results we obtained. Section 6 concludes the paper with a sum-
mary of key points.
1 http://onelook.com/reverse-dictionary.shtml.

http://onelook.com/reverse-dictionary.shtml
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2 Preliminary Definitions

In this section, we will briefly explain RDWE in Sect. 2.1 and a text classification
model in Sect. 2.2.

We will denote the vector for word w as vw and a description as
s = (w1, w2, ..., wn).

2.1 Distributed Representation of Sentences

The RDWE outputs words sorted by rank determined by the cosine similarity
between the vector of an input description and the vectors of the word. RDWE
based on Neural Language Model [7].

Word vectors may be learned independently from a corpus or learned simul-
taneously in adjusting RDWE parameters. [1] reported that there was almost
no difference in the results obtained for either case. In our work, we therefore
used word vectors learned from a corpus.

word2vec Add (ADD). We call the model to use the sum of the word vectors
of words in a description as word2vec add model (ADD for short). If word vectors
are given, no learning is needed in ADD. In the work we describe in this paper,
we used ADD as the baseline. In experiments we performed, we omitted word
vectors of stop words in the summation although they were not omitted in [1].
This omission improves the accuracy.

Bag of Words (BOW). The Bag of Words distributed representation model
(BOW for short) outputs a linearly transformed summation of the vectors of
input words as follows. Here, D is the dimension of v, W is a matrix of D × D,
and Aj is a D dimensional vector.

A1 = Wvw1 ,

Ai(>1) = Ai−1 + Wvwi
(= W

i∑

j=1

vwj
).

Because W is a linear transformation, An is equal to the summation of vectors
of the words in a description multiplied by W . The order of words is neglected in
this model. We learn W by the stochastic gradient method minimizing the cost
between the vector thus calculated and the correct word vector available in the
training data. As a cost function, the cosine distance and the rank loss function
are used. The rank loss function is determined as follows.

max(0, 0.1 − cos(vs, vt) + cos(vs, vrand)),

where s is a description, t is the correct word, vs is the vector for s, vrand is a
randomly selected vector not identical to vt, and cos(a, b) is the cosine similarity
function.
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Recurrent Neural Network (RNN). Recurrent Neural Network distributed
representation model (RNN for short) inputs words in a description one by one
to calculate the next vector and outputs the final vector. Here, Aj is the vector
after the j-th word in a description is processed.

A1 = φ(Wvw1 + b),
Ai(>1) = φ(UAi−1 + Wvwi

+ b),

where W and U are D × D matrices, Aj is a D-dim vector, and tanh(x) is used
as an activation function φ(x).

An is the final distributed representation representing the description
(w1, w2, ..., wn). In this model, the order of words has an effect on the final
output. W , U , and b are learned by the learning method and the cost func-
tion for RNN. LSTM (Long Short Term Memory) [9] is employed for long
backpropagation.

2.2 Text Classification Model

Reverse dictionary can be regarded as a variety of Question Answering (QA)
system, therefore QA system’s technique can be applied to. IBM’s Watson [8] is
a well-known QA system that won against two of Jeopardy’s greatest champions
in 2011. It classifies question, and judges appropriate answer type [10]. Watson’s
architecture is proprietary knowledge and specialized in Jeopardy, but still we
can take similar approach by building another category inference system.

In the following, we will explain a text classification model we employed for
our category inference system.

Convolutional Neural Network (CNN). Convolutional Neural Network text
classification model (CNN for short) [2] is used to infer a category to which a
word with the description belongs.

In CNN, C is the characteristic vector and pi is the probability with which
s belongs to category i for a given input s, vwj:j+h−1 is an h × D matrix of the
concatenation of wj to wj+h−1 of D-dim vectors, and Wi is a h × D matrix.

ci,j = φ(Wivwj:j+h−1 + bi),
ci = max

j
(ci.j),

C = (c1, c2, ..., ck),

pi =
exp(ci)∑
m exp(cm)

.

This transforms a word sequence into features and the features cj are used
to yield the probability of the i-th category by softmax.

We adjusted the parameters by using the stochastic gradient on the cost
determined by the inferred probability and that in the training data. In order
to avoid the overfitting, the dropout (masking W randomly when learning) was
employed.
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3 Word Vectors

3.1 Improving Word Vectors

The performance of RDWE depends on the word vectors it uses. The purpose of
this section is to get word vectors suited to RDWE. We measured the suitability
of word vectors by using ADD, i.e., the score obtained with the ADD reverse
dictionary using the word vectors.

Note that we eliminated the stop words from the search space and overlooked
stop words in the summation process. The target words were limited to those in
the WordNet vocabulary.

There are two approaches to improve the word vectors. The first is to modify
the corpus to use in the word2vec learning such as the tokenization of frequent
phrases [11]. The second is to modify the model of word2vec such as the Multi-
Sense Skip-gram model [12]. Because the second approach has potential problems
with increased learning time and search space, we used the first approach.

Table 1. ADD scores. HIL uses word vectors in the Hill’s distribution. AOC uses word
vectors freshly learned from AOC.

Word vector accuracy@1/10/100 Median

HIL 0.02/0.156/0.39 213

AOC 0.018/0.192/0.454 143

The results are shown in Table 1. The scores were calculated for the labeled
data by users included in the Hill’s data. We used the 23 GB text data collected
from the Internet (including Wikipedia)2 as the corpus.

HIL is the Hill’s corpus including sentences with non-ASCII characters. The
sentences are written in languages other than English and so they constitute
noise for learning English word vectors. In total, 16 GB were left when we
removed sentences which include non-ASCII characters from the corpus. We
call the resulting corpus as ASCII only corpus (AOC for short).

Word vectors were learned from these corpora and their performances were
measured by ADD. The test was conducted on the 500 samples obtained from
WordNet. We used the accuracy@1/10/100, which is the rate at which the target
word is in the top 1/10/100 word(s) and the median of the target word rank
according to the rank ADD assigned for the word vectors.

The purpose of this learning of word vectors is to obtain word vectors suited
for the reverse dictionary used for users’ descriptions. Therefore, the selection
of word vectors has to be done using users’ descriptions. However because the
number of available users’ descriptions was small (200), all of them were used
for the final evaluation and the selection of the word vectors was done by using
2 Collected in the first part of https://github.com/svn2github/word2vec/blob/

master/demo-train-big-model-v1.sh.

https://github.com/svn2github/word2vec/blob/master/demo-train-big-model-v1.sh
https://github.com/svn2github/word2vec/blob/master/demo-train-big-model-v1.sh
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dictionary data. Each sample consists of a description and the word described
by the description. We removed the part enclosed by parentheses because the
enclosed part often includes the defined word. The results are shown in Table 1.
The p-values of accuracy@1/10/100 and median were respectively 0.617, 0.067,
0.017, and 0.076. This means that our newly learned word vectors using AOC
are statistically significantly better at accuracy@100.

3.2 Characteristics of Word Vectors

word2vec learns vectors of words from their context words. As a result, words
with similar context have similar vectors in terms of the cosine similarity. How-
ever, they do not necessarily belong to the same ‘category.’ For example, ‘bed’
and ‘asleep’, ‘cat’ and ‘meow’, or ‘mud’ and ‘muddy’ have the similar context
resulting in the similar word vectors. This is not desirable for word vectors in
reverse dictionary applications because when the input sentence is something
like ‘an animal that...’ it is obvious that the category of the target word is an
animal (noun), but the search result may include ‘meow’ (verb).

In the work we report in this paper, we employed the lexname in WordNet
as a category. A lexname is one of 45 kinds of tags determined for each synset
such as noun.animal, verb.emotion, and so on. Note that one word may belongs
to multiple synsets and, as a result, have multiple lexnames.

Figure 1 shows the distribution of word vectors visualized in 2-dimensional
MDS using the cosine distance between word vectors. From this figure, we see
that the word vectors of these two categories overlap considerably. Roughly
speaking, one third of the target words do not have any common categories
with more than half of the nearest 100 words of the words. As this shows, a
considerable number of words close to the calculated word vector fall in wrong
categories.

4 Proposed Model

The distributed representation of the target word is calculated from the dis-
tributed representation of the words in an input sentence as in [1]. As shown in
Sect. 3.2, words similar to the distributed representation may belong to wrong
categories. By using the category of the target word, we can eliminate the obvi-
ously irrelevant words from the ranked result and improve the accuracy. Even
though the category of the target word is not given, we can infer its category. In
our work, we employed the CNN [2] for this.

The CNN result is the distribution on categories. If we use a small number
of categories, the chance that the correct category is included is small. Once it is
included the rank of the target word in the ranked result is high, but otherwise,
we will miss the target word in the ranked list. Therefore, there is a trade-off
between the precision and recall. We propose to control the trade-off by the
estimated probability of selected categories. Let us assume that the probabilities
of the target word tq of an input sentence q belongs to the categories c1, c2, ..., cn
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Fig. 1. 2-dimensional MDS of word vectors: 100 sample words each in noun.event
(above) and verb.change (below).

Fig. 2. Reverse dictionary using word embeddings and category inference (RDWECI)
(our proposal)
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are pc1 ≥ pc2 ≥ ... ≥ pcn
3. Let us also assume that the probabilities belonging

to categories are independent. Then, the probability that tq does not belong to
any of the top m categories is

∏m
i=1(1− pci). By employing m0 categories where

m0 = arg min
m

∏m
i=1(1 − pci) < k, we can keep this failure rate as low as k.

Finally, we rank only words which are in the m0 categories.
Our algorithm is summarized below.

Input: input sentence q, failure-rate k.
1. Calculate the distributed representation of vq of q.
2. Calculate the probabilities pcq1 ≥ pcq2 ≥ ... ≥ pcqn on categories with which the

target word of q belong to the categories.
3. Determine the top m0 categories cq1, ..., c

q
m0

for k.
4. Rank words belonging to the categories cq1, ..., c

q
m0

according to the cosine
similarity with the word vector of the words and vq.

Output: Top 1/10/100 word(s) in the ranked words.

The whole architecture is shown in Fig. 2. We call this model RDWECI.

5 Experiment

5.1 Data

Training Data. For training Hill’s reverse dictionary model, we used the word
and description pairs obtained from Wordnik API4. We accessed the word and
description pairs from Wordnik API according to a word list distributed by Hill,
removed remaining HTML tags such as “<strong>” from the obtained data.
The results were about 540,000 word and description pairs and used in Sect. 5.2.

For training the text classification model, we used the lexname and definition
pairs for each synset of WordNet. The results were about 120,000 category and
definition pairs and is used in Sect. 5.3.

As to word vectors, we used HIL and AOC in Sect. 3.

Test Data and Evaluation Metrics. For the evaluation, we used the 200
word and description pairs in the data distributed by Hill.

For evaluation metrics, we used accuracy@1/10/100 and median.
Because we could search only a word whose category is defined in WordNet,

our search space included the 90,000 words of the WordNet whose word vectors
were available. This is broader than the 66,000 words space used by Hill.

Because about 80 words in the Hill’s corpus are not included in AOC, the
search space was slightly different between HIL and AOC.

For evaluating the text classification model, we used the above data and
WordNet’s seen and unseen data. The WordNet’s data consists of the lexname

3 In our experiment, n = 45.
4 http://developer.wordnik.com.

http://developer.wordnik.com
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and definition pairs for each synset of WordNet in Sect. 5.1. In calculating the
accuracy, we considered the result was correct when the top category inferred was
included in the categories to which one of the synsets of the word is assigned in
WordNet. If the WordNet data is used, because the description defines a synset,
we used the category of synset as the correct one. One definition in the WordNet
corresponds to one synset having one category (lexname). Each of Hill’s data is a
pair of a word and its description, and the word may belong to multiple synsets
and categories. Thus, for the evaluation using the Hill’s data, we considered the
result was correct if one of the categories to which the target word belongs is
named.

5.2 Reverse Dictionary Model

Training. The reverse dictionary model is trained as Sect. 2.1. As to word
vectors, we used those in HIL and AOC as in Sect. 3.1. We tried two types of
networks: BOW and RNN, and two types of cost functions: cosine and rankloss.
We used the implementation by Hill5.

Evaluation. In this section, we conducted the evaluation of the trained reverse
dictionary model by the data in Sect. 5.1. The results are shown in Figs. 3 and
4 in Sect. 5.4.

In general, the scores for AOC were better than those for HIL. As to networks
and cost functions, BOW rankloss was the best. RNN was better in accuracy@1,
but not so for other metrics. This may be the result of the overfitting by RNN
which is more complex and flexible than BOW.

5.3 Text Classification Model

Training. As to CNN in Sect. 2.1 we used the implementation in the Harvard
NLP6. As to word vectors, we used HIL and AOC as in Sect. 3.1.

Evaluation. The accuracy of the trained model was 93% (HIL)/94% (AOC)
for the trained WordNet definitions, 83% (HIL)/84% (AOC) for the WordNet
definitions not included in the training data, and 70% (HIL)/70% (AOC) for the
Hill’s evaluation data.

5.4 Evaluation of RDWECI

We evaluated RDWECI proposed in Sect. 4 by combining the models in Sects. 5.2
and 5.3. The results are shown in Figs. 3 and 4.

5 https://github.com/fh295/DefGen2.
6 https://github.com/harvardnlp/sent-conv-torch.

https://github.com/fh295/DefGen2
https://github.com/harvardnlp/sent-conv-torch
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Fig. 3. Accuracy for various models and parameters for AOC. CNN is our model and
others are Hill’s model. Error bars show the standard deviations.

Fig. 4. Median for various combinations and parameters for AOC. CNN is our model
and others are Hill’s model. Error bars show the standard deviations.

For the failure-rate in Sect. 4, we tried 1 and 0.01. This failure-rate
was chosen as follows. We tested the model with failure-rate = 1/0.5/0.4/0.3/
0.2/0.1/0.05/0.01/0.001 using the dictionary data and the best score is obtained
at failure-rate = 0.01. Therefore, in the following, we will use 0.01 as the failure-
rate. For comparison, we use 1 as the failure-rate, because with failure-rate = 1
only the top category is used and this is the other extreme. In order to avoid
overfitting, we didn’t use the test data for this tuning.
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In the realization of the Hill’s experiment in [1], BOW rankloss
using Hill’s distributed data performed best resulting in accuracy@1/10/
100 = 0.06/0.325/0.61 and median = 50. According to RDWECI, CNN 0.01
BOW rankloss AOC performed best marking accuracy@1/10/100 = 0.09/
0.43/0.74 and median = 20. The difference between Hill’s model and ours best
are statistically significant in accuracy@10 (p = 1.59 × 10−2), accuracy@100
(p = 2.20 × 10−3), and median (p = 4.40 × 10−3).

5.5 OneLook Reverse Dictionary

Evaluation of OneLook Reverse Dictionary. OneLook Reverse Dictionary
is the commercial reverse dictionary system. One can search words from their
description from 1,061 dictionaries.

The score of the OneLook Reverse Dictionary was reported as accu-
racy@10/100 = 0.38/0.587 and median = 18.5, similar to the performance of Hill’s
BOW/RNN models.

We used data included in Hill’s distribution in Sect. 5.1 for this and the next
evaluation.

The scores of our RDWECI were higher than those of Hill’s BOW/RNN
model, and the OneLook Reverse Dictionary at the moment of [1].

We evaluated the score of the OneLook Reverse Dictionary on Oct.16,
2017. The results were accuracy@1/10/100 = 0.34/0.55/0.76 and median = 5 and
accuracy@1/10/100 = 0.33/0.54/0.76 and median = 6.

OneLook Reverse Dictionary Enhanced by the Distributed Represen-
tation and Category Inference. OneLook Reverse Dictionary and RDWECI
have different architectures and only 10–15% words are common in the top
1000 words lists of them. OneLook Reverse Dictionary performs well for accu-
racy@1/10 but RDWECI performs relatively well for accuracy@100/1000; the
accuracy@100/1000 of OneLook Reverse Dictionary is 0.76/0.87 and that of
RDWECI is 0.74/0.89.

From this observation, we constructed the following algorithm to combine
the bests.

Input: Input sentence q.
1. Calculate the top 1,000 words m by RDWECI for q.
2. Search the top 1,000 words r by OneLook Reverse Dictionary for q.
3. Remove words from r which are not in m.
Output: r

As shown in Table 2, the combination improved the score.
In this combination, the BOW and RNN did not perform any better than

ADD. This may be because ADD is not so flexible in providing the target word
at a higher rank, but it is robust enough to keep it in the top words list.

7 accuracy@1 was not reported in [1].
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Table 2. OneLook Reverse Dictionary Enhanced by the Distributed Representation
and Category Inference (1) ADD, (2) CNN 0.01 add, (3) BOW rankloss, (4) CNN 0.01
BOW rankloss. All word vectors are from AOC.

Model accuracy@1/10/100 Median

OneLook 0.34/0.55/0.76 5

(1) + OneLook 0.36/0.62/0.81 4

(2) + OneLook 0.38/0.63/0.82 3

(3) + OneLook 0.35/0.60/0.80 4

(4) + OneLook 0.36/0.61/0.82 3

6 Conclusion

In the work we described in this paper, we improved the accuracy of the reverse
dictionary of [1] by selecting better word vectors and introducing category infer-
ence. Our best model performs similarly to OneLook Reverse Dictionary accord-
ing to accuracy@1000. This is very significant because OneLook Reverse Dictio-
nary is a commercial and dedicated system while our system is built using only
category information as natural language knowledge and public dictionaries. We
showed that we can also use RDWECI as a filter to improve the OneLook Reverse
Dictionary. Various subjects for future work remain. First, we would like to use
multi-sense word vectors in the reverse dictionary. By capturing more precise
meanings of words by using such vectors in an input sentence, we may be able to
improve reverse dictionary performance. Second, we would like to build a reverse
dictionary model more suitable to be used as filter of OneLook Reverse Dictio-
nary. As a filter to the OneLook Reverse Dictionary, our model with category
inference shows only a marginal improvement to ADD. By employing a more
suitable function to improve accuracy@1000, we may find a filter more suited to
OneLook Reverse Dictionary.
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Abstract. Wikipedia is the most popular and the largest user-generated
source of knowledge on the Web. Quality of the information in this
encyclopedia is often questioned. Therefore, Wikipedians have devel-
oped an award system for high quality articles, which follows the
specific style guidelines. Nevertheless, more than 1.2 million articles in
Polish Wikipedia are unassessed. This paper considers over 100 linguis-
tic features to determine the quality of Wikipedia articles in Polish lan-
guage. We evaluate our models on 500 000 articles of Polish Wikipedia.
Additionally, we discuss the importance of linguistic features for quality
prediction.

Keywords: Wikipedia · NLP · Data Quality · Quality Assessment
Random Forest · Polish · Linguistic Features · Linguistics
Data Mining

1 Introduction

Information has become a commodity. The quantity and quality of information
largely determine the quality of decisions in various business branches. On the
one hand, managers care about having access to as wide range of information as
possible. On the other hand, the quality of information determined by different
features (such as relevance, accuracy, unambiguity and others) is also important.

Nowadays everyone can contribute to common human knowledge on the Web.
One of the best examples of such online repositories is Wikipedia, which have
more than 46 million articles in 288 active language editions [21]. Polish version
of this encyclopedia is one of the biggest language editions. As of March 2017,
the Polish-language edition of Wikipedia had more than 1.2 million articles and
more than 250 million page views per month.

In Wikipedia there are systems of grades for article quality and particular
language version can use own assessment standard [14,20]. Each language version
have special awards for articles with the best quality. In English version such
articles are called “Featured articles” (FA). In Polish Wikipedia articles with the
highest quality have name“Artyku�ly na medal”, what is essentially equivalent
c© Springer Nature Switzerland AG 2018
R. Damaševičius and G. Vasiljevienė (Eds.): ICIST 2018, CCIS 920, pp. 546–558, 2018.
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to FA grade in English. Such articles should be well written, in particular fulfill
certain criteria: encyclopedic style, uniformity of tense, neutrality and other [23].
The language of encyclopedia article must be very precise. It is necessary to
avoid clutter of thoughts or excessive coloration. Separate rules draw attention
to lead section of article: it should be clear, not very long or detailed, written
in accessible language, allowing the reader to learn the content without reading
the whole article [22]. Articles that meet a core set of editorial standards but
are not featured articles, qualify as “Good articles” (GA); in Polish language –
“Dobre artyku�ly”.

Usually in each language version of Wikipedia there are only about 0,4–0,6%
of high-quality articles (marked as FA or GA). Other articles can get lower qual-
ity grades. However, in some developed language versions of Wikipedia still most
of the articles are unevaluated. For example, in Polish Wikipedia the share of
articles without quality grade is about 99%. This number could be lowered by
involving more experienced users and experts from different disciplines. Unfor-
tunately, such experts are not always available.

Writing style of articles depends on the language characteristics. FA and
GA articles cover more concepts, objects and facts than other ones [15]. So we
can expect, that these articles used more nouns and verbs and less adjectives
[31]. There are different studies that estimate the quality of articles in English
Wikipedia based on various lexical features. However, there are no such studies
related to Polish Wikipedia. Even more, there are no studies examining the use
of specific Polish linguistic characteristics to evaluate the quality of texts in
general.

In this paper we use over 100 linguistic features to determine quality of
articles in Polish Wikipedia. Apart from the entire text of each of the article, we
also analyzed features of a special part – the leading section. Our model achieved
high precision and we test our model on selected unevaluated articles to predict
the quality. This work is the first research, which used Polish linguistic features
to assess quality of Wikipedia articles.

2 Related Work

Existing studies describes various ways to predict the quality of the Wikipedia
articles. Some of them determine the quality based on article’s content, another
uses the edit history, the article’s talk page and other sources. In general, we
can divide related studies into the two groups: content-based and user-based
approaches. Existing research works proposed different feature sets for measuring
quality of Wikipedia articles.

Works related to user’s (editor’s) behavior, explore how the users experience
and coordinate their activities in relation to article quality. These approaches
use various characteristics related to a user reputation and changes that they
made [17,30]. Usually high quality articles have a large number of editors and
edits [27]. Interaction among editors and articles can be visualized as a network,
and using graph theory structural features associated to articles quality can be
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determined [11]. There is also artificial intelligence service involved to discover
damaging edits, which can be used to immediately score the quality [10]. How-
ever, such user-based methods often require complex calculations and they do
not analyze article itself, which would indicate what needs to be changed to
improve its quality.

Another group of the scientific works analyzed the article content. One of the
first studies showed that longer articles in Wikipedia often had higher quality
grades [4]. Later works identified other features related to various constituents
of the article: the best articles have more images, sections, use bigger number of
references than articles with lower quality [13,19,20]. Online service WikiRank
[25] use some of the content quantitative features to assess relative quality of
Wikipedia articles in different languages [14]. Special quality flaw templates can
also help in articles assessment in Wikipedia [3]. A few works try to combine
features from edition history and articles content [6,7]. Other study used Deep
Learning approaches to tackle the quality classification problem and compared
results with recent developments [8].

Recently, in scientific works more and more attention is paid to analyzing not
only the quantitative features of the text of articles but also qualitative. One of
the studies used character trigram feature to analyze article writing style, which
can be a predictor for its quality [16]. Another study used 8 basic lexical metrics
derived from the statistic on word usages in Wikipedia articles as the factors that
can reflect its quality [31]. Linguistic features can also be used to examine how
density of factual information impacts articles quality: bigger relative number of
facts in a document indicates its more informative [15].

Concluding, existing studies propose different feature sets for assessing qual-
ity of articles in Wikipedia. However, there is no single universal feature set for
doing it [7], especially if we consider different language versions [13,20]. Nowa-
days, Wikipedia contains articles in over 290 languages [21]. Most of the research
related to automatic quality assessment based on linguistic parameters is associ-
ated with the biggest language version of Wikipedia - English [15,16,31], which
has more than 5.5 million articles. The most similar work for this study was
done recently for articles in Russian Wikipedia [12]. However, we did not find
such studies related to Polish language.

Our work is related to content-based approach and using more than 100 lin-
guistic features to predict the quality of Polish articles in Wikipedia. In addition
to the entire articles text, we decided to separately explore the linguistic features
of one of its most important parts - leading section.

3 Preparing the Dataset

In Polish Wikipedia there are over 2300 GA and over 700 FA articles, which
cover topics such as: biographies, humanities, arts, social sciences, earth sciences,
mathematics, physical sciences, chemical sciences, biological sciences, medical
sciences, technical sciences, military, and others. Depending on the language
version, Wikipedia articles can have other (lower) quality grades [13,14,20].
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Table 1. Articles count with quality grade in Polish Wikipedia. Source: own calcula-
tions in May 2017.

Quality grade Articles count

Featured article 723

Good article 2 303

Correct 785

Start 1 246

Stub 1 635

Without grade 1 212 559

In the case of the Polish Wikipedia there are additional 5 quality grades, which
show the degree of development of the article: four, correct, sufficient, start,
stub. In Polish Wikipedia particular projects can use different names of quality
grades. However, we can find similarities between some grades when comparing
their criteria. As a result, we group them to 3 lower quality grades: correct (four),
start (sufficient), stub. The number of articles with certain quality grade can be
seen in Table 1.

According to previous works [7,12,13,15,19,20], we divide all grades into two
classes:

– Complete articles (with FA and GA).
– To-improve (with Correct, Start, Stub).

To train our model we also decided to use two sampling methods:

– Imbalanced - with all assessed articles in each class.
– Balanced - with equal number of randomly extracted articles in each class

(stratified sampling).

In case of Balanced dataset, the number of articles of each grade was based
on maximum articles count in the smallest class (Complete), and taking into
account the equal representation of each grade within each class. Imbalanced
dataset used all the available evaluated articles. Details are presented in Table 2.

Table 2. Articles count in each class in two data sets

Quality grade Imbalanced Balanced Class

Featured article 723 720 Complete

Good article 2 303 720 Complete

Correct 785 480 Uncomplete

Start 1 246 480 Uncomplete

Stub 1 635 480 Uncomplete

Total 6 692 2 880
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4 Features Extraction

Wikipedia have special web service that provides convenient access to wiki fea-
tures, data, and meta-data over HTTP. We use it to extract the texts of the
articles (with leading section). We implemented own application to extract lin-
guistic features based on morphological vocabulary - PoliMorf [28]. Most of the
parameters have the notation according to morphosyntactic marker system used
in the corpus of Institute of Computer Science, Polish Academy of Sciences [29].
Moreover, Polimorf includes inflections as well as word formations, therefore it
was also used for stemming.

Aside from the standard markup for the Polish language, we included addi-
tional features such as: number of unique words1 (and separately verbs, nouns,
adjectives), noun to verb ratio, long words (with over 3 syllables) and others.
Some of these additional features are also used in assessing the readability of
Polish texts [9]. List of analyzed features can be found in Table 3.

We also used frequency lists extracted from large texts corpora, includ-
ing National Corpus of Polish Language, Rzeczpospolita (newspaper), Polish
Wikipedia and others. These corpora have about 1.8 billion tokens in common
and SuperMatrix utilities were used to generate the frequency list [5]. We cre-
ated features that count separately words from top 50, 100, 200, 300, 400, 500
and 1000 words of frequency list of base forms used in each article (f50, f100,
f200, f300, f400, f500, f1000 ). We did similarly for popular words taken from
frequency list of Polish Wiktionary [26] (w50, w100, w200, w300, w400, w500,
w1000 ). Before the feature calculation, we converted each word in articles into
the base form using the PoliMorf vocabulary mentioned before.

Previous works showed that articles with high quality usually have more text
(length, number of words) [4,14,16]. Therefore we can expect that the value of
a majority of analyzed linguistic features will correlated with the quality of the
article - the larger the article the bigger will be the number of nouns, verbs and
other parts of speech. Therefore, we decided to normalize all features by words
count. In this case, the density of these parts of speech will play a greater role.
We expect predicting quality with such normalized features be a challenging
task.

We have analysed the values distribution of various features in relation to
quality classes. It is basically not possible to unambiguously assign article to the
class, based only on one feature. Distribution of some features is presented in
Fig. 1.

In addition, we took into account features from only leading sections of a
Wikipedia articles. This sections placed before the table of contents and the
first heading, serves as an introduction to the article and a summary of its most
important contents. Wikipedia community have separate rules for writing the
leading section [24].

1 Unique words was counted on base forms each of each in the texts.
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Table 3. List of analyzed linguistic features. Source: own work.

Name Description Name Description

acc accusative case nie words with “nie” (negation)

add additional term nom nominative case

adj adjective noun subst + depr

adja adjectival adjective noun/verb noun to verb ration

adjc predicative adjective npraep non-post-prepositional

adjp post-prepositional adjective num numeral

adv adverb nwok non-vocalic

aff affirmative org organization

agl agglutinative osoba person

aglt agglutinate form “być own proper name

akc accented p1 personal plurale tantum gender

AWLS avg. words lengths (in syllabs) p2 second plurale tantum gender

bedzie future form być p3 third plurale tantum gender

burk bound word pact active adj. participle

com comparative degree pant anterior adv. participle

comp subordinating conjunction pcon contemporary adv. participle

congr agreeing accommodability perf perfective

conj coordinating conjunction pl plural

dat dative case pos positive degree

depr depreciative noun posp common words

etn etnonim ppas passive adj. participle

f feminine ppron12 non-3rd person pronoun

f100 top 100 of frequency list ppron3 3rd person pronoun

f1000 top 1000 of frequency list praep post-prepositional

f200 top 200 of frequency list praet l-participle

f300 top 300 of frequency list prd product

f400 top 400 of frequency list pred predicative

f50 top 50 of frequency list prep preposition

f500 top 500 of frequency list pri first person

fin non-past form qub particle-adverb

gen genitive case rec governing accommodability

geo geographical name sec second person

ger gerund sg singular

imperf imperfective sie word “si ↪e”

imps impersonal sname surname

impt imperative subst noun

inf infinitive sup superlative degree

inst instrumental case ter third person

interj interjection uadj unique adjective count

(continued)
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Table 3. (continued)

Name Description Name Description

ladj long adjectives unoun unique noun count

lnoun long nouns uverb unique verb count

loc locative case verb verb

lverb long verbs voc vocative case

lword long words w100 top 100 of wiki-frequency list

m1 personal masculine gender w1000 top 1000 of wiki-frequency list

m2 animate non-personal masculine gender w200 top 200 of wiki-frequency list

m3 inanimate masculine gender w300 top 300 of wiki-frequency list

n1 first neuter gender w400 top 400 of wiki-frequency list

n2 second neuter gender w50 top 50 of wiki-frequency list

nagl non-agglutinative w500 top 500 of wiki-frequency list

nakc non-accented winien word “winien”

name name wok vocalic

neg negative wyd event

Fig. 1. Feature values (normalized by word count) by quality classes (x-axis shows fea-
ture values, y-axis - quality class) in Balanced dataset: nouns (NOUN), verbs (VERB),
adjectives (ADJ), words from frequency list F500 - first 500 words. Source: own work
using WEKA software.

5 Building the Quality Models

We decide to use Random Forest algorithm to analyze the described linguistic
features in order to automatically determine quality classes of Wikipedia articles.
This data mining algorithm is robust, i.e. tolerates correlated variables and noise,
so it shows the highest precision on similar tasks [12,13,19,20]. We applied its
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implementation in WEKA software [18] using default settings - 100 trees, cross-
validation with 10 folds. In order to build a model, we take into account 106
linguistic features as independent variables and the quality class as the dependent
variable. Cross-validation allows to test quality models on independent data sets.
Classification accuracy of models with various datasets is presented in Table 4.

Table 4. Classification accuracy (weighted avg.) in percent for Balanced and Imbal-
anced datasets.

Index Balanced Imbalanced

Lead. sect. Text Lead. sect. Text

TP rate 81.3 91.8 81.5 93.1

FP rate 18.8 8.2 18.5 6.8

Precision 81.5 92.0 81.6 93.3

Recall 81.3 91.8 81.5 93.1

F-measure 81.2 91.8 81.5 93.1

MCC 62.8 83.8 62.8 86.4

ROC area 89.4 97.1 90.3 97.5

PRC area 89.3 96.9 90.1 97.3

The evaluation shows that higher precision can be achieved when analyzing
the whole text compared to the leading section - difference is of about 10 percent.
We also observe that one can achieve a slightly larger value of classification
accuracy using imbalanced dataset, which is associated with a large number of
training samples.

One of the advantages of using the Random Forest is the ability to identify
the most significant features for prediction of quality. In Fig. 2 we show impor-
tance of all considered features in scale 0–100 (a higher value indicates a higher
importance) in different datasets and different analyzed parts (text and leading
section).2 In Table 5 we show the top 10 most significant features for each dataset
and analyzed part.

The results showed that there are differences between the quality models
based on features taken from the text and from leading section, but are similar
if comparing Balanced and Imbalanced dataset. If we consider leading section
of articles, the highest importance in prediction quality are relative quantity of
common words, locatives, vocatives, third person words, and ordinal. In case of
text features, the most important are relative number of unique nouns, unique
verbs, 3rd person verbs, common words, and impersonal verbs.

We see, that these results reflects general accepted rules for writing good
articles in Wikipedia. Texts in articles with the higher quality usually desccribe
subject more detailed and comprehensive. Therefore text of such articles must
2 More detailed results in tabular form can be found on the page: http://data.

lewoniewski.info/icist2018pl/.

http://data.lewoniewski.info/icist2018pl/
http://data.lewoniewski.info/icist2018pl/
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Fig. 2. Feature importance (normalized by number of nodes using that features) in
classification model using Random Forest algorithm in different datasets.

consist more unique objects (nouns) and predicates (verbs). Additionaly, articles
with higher quality must be written in encoclopedic manner, which obliges to
use more words in third person.

On the other hand we have other most important features in leading section,
which must present introduction to the article and a summary of its most impor-
tant contents. That first part of the article must tell the reader the basics and
cultivate interest in reading more detailed information (whole article). At the
same time, the leading section should be written in a clear and accessible style.
Therefore frequency of the common words in such sections can help to discern
articles with different quality. Also, in higher quality articles, we can met rel-
atively more grammatical cases which indicates locations and more nouns that
indicates persons (vocative).
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Table 5. The top 10 most significant features in predicting articles quality in Polish
Wikipedia. Source: own calculation using Random Forest algorithm

Balanced Imbalanced

Lead. sect. Text Lead. sect. Text

posp unoun posp ter

loc ter pos unoun

voc uverb voc uverb

m2 imps ter posp

ter conj loc imps

pos inf conj adja

m3 congr m3 pos

subst posp geo voc

geo adja m2 praep

m1 praep nwok conj

6 Articles Evaluation

Quality models based on text features from Balanced and Imbalanced dataset
have similar precision. Therefore we used both to assess 500 000 randomly chosen
unevaluated articles from Polish Wikipedia. About 4–5% of these articles were
determined by both models as Complete. Results are shown in Table 6.

Table 6. Classification results for 500 000 unevaluated articles in Polish Wikipedia
using quality models from Balanced and Imbalanced dataset.

Balanced Imbalanced

Lead. sect. Text Lead. sect. Text

18 306 481 694 25 209 474 791

Balanced model, which show slightly lower precision than Imbalanced, marks
near 3,7% of analyzing articles as Complete. Imbalanced model classified about
5% of these as good quality articles.

7 Conclusions and Future Work

Use of linguistic features is valuable for automatic determination of quality of
Wikipedia articles in Polish language. Better results in terms of precision can be
achieved when the whole text of article is taken into the account. Then our model
shows over 93% classification precision using such features as relative number
of unique nouns and verbs (unique, 3rd person, impersonal). However, if we
take into account only leading section of an article, relative quantity of common
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words, locatives, vocatives and third person words are the most significant for
determination of quality.

Using the obtained quality models we asses 500 000 randomly chosen unevalu-
ated articles from Polish Wikipedia. According to result, about 4–5% of assessed
articles can be considered by Wikipedia community as high quality articles.

We plan to expand the number of considered independent variables in the
quality model and complement them with semantic features and readability
formulas specific for Polish language. We also plan to increase the number of
frequency and topics dictionaries.

Previous work and current study shows that it is possible to build similar
models for other languages, so we also plan to compare the quality of informa-
tion in different language versions of the same article in Wikipedia. However, it
requires availability of specialized dictionaries (resources) and language-specific
techniques. This is especially challenging task for less developed language edi-
tions of Wikipedia such as Belarusian, Ukrainian, Czech and other.

The linguistic features considered in this study can be useful for building
more complex quality models of articles in different languages of Wikipedia.
This will not only increase the accuracy of determining the quality of articles
but also progress from a binary quality classification to a more detailed grading
scheme.

In future works we will try to build models for fact extraction from the
content of Wikipedia articles in different languages based on linguistic features.
It can be useful, for example, to compare the data from Wikipedia infoboxes and
statements in raw text of Wikipedia articles. More over, this models can help in
future to enrich different semantic databases, such as DBpedia [2], Wikidata [1]
and others.
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Abstract. On-The-Fly Computing is the vision of covering software needs of
end users by fully-automatic compositions of existing software services. End
users will receive so-called service compositions tailored to their very individual
needs, based on natural language software descriptions. This everyday language
may contain inaccuracies and incompleteness, which are well-known challenges
in requirements engineering. In addition to existing approaches that try to
automatically identify and correct these deficits, there are also new trends to
involve users more in the elaboration and refinement process. In this paper, we
present the relevant state of the art in the field of automated detection and
compensation of multiple inaccuracies in natural language service descriptions
and name open challenges needed to be tackled in NL-based software service
composition.

Keywords: Inaccuracy detection � Natural language software requirements

1 Introduction

Software requirements are challenging from a user perspective because they often
allow a high degree of freedom in project implementation due to inaccuracies. In
addition, the requirements are formulated in natural language (NL) and are therefore
often ambiguous and partially incomplete. In the vision of On-The-Fly Computing1,
individual software requirements of end users have to be considered by the automatic
composition of individual software services. Automated procedures are used to com-
pensate shortcomings in the texts as well as possible but have noteworthy weaknesses:
For example, it is very difficult to compensate missing non-standard information in case
of incompleteness. Of course, it is possible to use default values or historical values
here [14]. However, this is not always expedient and, above all, not always what the
user wanted. Since users expect fast response times as well as on-the-fly results and do
not want to deal with time-consuming compensation procedures, processing times are
crucial in OTF Computing. Existing approaches for the improvement of NL require-
ment descriptions were often developed under different conditions (e.g. lower
automation demand). Furthermore, existing requirement elaboration and refinement
approaches are directed by experts, who do not necessarily consider the end-user
perspective. In this paper, we discuss special challenges of service descriptions

1 See https://sfb901.upb.de for more information about OTF Computing.
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processing in OTF Computing and their implications on Natural Language Processing
(NLP) in order to suggest a road map for further research in this area (Sect. 2). We
therefore provide an overview of the related work in Sect. 3 before we enter into a
comprehensive discussion in Sect. 4. Finally, we conclude and give an outlook on
future work in Sect. 5.

2 Natural Language Software Descriptions in OTF
Computing

NLP in OTF computing is indispensable because service descriptions are the only
source of information and therefore, as much information as possible must be extracted
in the best possible quality. Service descriptions are a sub-type of requirement speci-
fications, which are particularly characterized by their informal character (i.e. everyday
language) and by the expected inaccuracy and incompleteness of natural language
expressions. Thus, their degree of elaborateness depends on various individual pre-
conditions (e.g. prior knowledge of the end users). For this reason, service descriptions
can be seen as an informal document type, which is commonly called user-generated
content [25]. If this topic is considered in the context of OTF Computing, the focus of
existing work is on the application and development of semi-formal or formal speci-
fication languages for software services. First and foremost, this includes the software
specification language (SSL), which was explicitly developed for the comprehensive
specification of services and covers functional requirements as well as non-functional
requirements [29]. However, as noted by Geierhos et al. [14, 15], any form of
(semi)formal specification is unsuitable for end users. End users do not have the
necessary expert knowledge, do not know certain information (e.g. (pre)conditions of a
service and therefore cannot formally specify them [11]). In comparison to this, service
descriptions can be written by end users, but are also unstructured, often incorrect in
grammar and spelling, incomplete and ambiguous. This is still in contrast to the
existing formal specification possibilities, which are available in OTF Computing up to
now. For this reason, we want to address the following three issues in this paper.

2.1 Extraction of Canonical Core Functionalities

NL service descriptions of non-expert users often contain off-topic information and are
little structured [15]. It is therefore very challenging to separate important from
unimportant information [9]. In addition, it is challenging to extract the canonical core
functionalities that are not often specified in any logical order. In this context, func-
tional requirements are often understood as semantic categories (e.g. role, action,
object) [9]. Furthermore, for the software service selection process (i.e. the decision
which application will be included in a composition), the dependencies and other
relationships between the requirements are important. Because of that it is necessary to
extract the desired functionalities (process words) from all sentences and to put them
into a functional sequence. An example is the sentence “I want to send e-mails to my
friends: First I need to write them and then I want to attach my files”. As shown in
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Fig. 1, existing information extraction techniques put software functions in a temporal
or even causal order, which might have been intended by the end user.

If the order of execution is also considered, it is noticeable that the resulting
functional sequence in Fig. 1(A) is not executable because the sending (“send”) an e-
mail cannot possibly take place before writing (“write”) it. Consequently, the process
words are at least dependent on the temporal arrangements (cf. Fig. 1B). However, they
are not only subject to a temporal, but also to a hierarchical arrangement (cf. Fig. 2):
Thus, sending is to be understood as a process word at first, but it also requires (in this
example) the writing of a text and the attachment of a file (“attach”) as preconditions.

In addition to the functional sequence mentioned above, the subsequent expansion
of existing concepts is needed. “Attach”, for example, also presupposes an additional
process step before – the selection (“choose”) of corresponding files. This process
word did not literally appear in the initial service description (cf. Fig. 2). For this
reason, an appropriate knowledge base is required, which contains process words, their
hierarchical (semantic) relationships to other process words as well as dependencies,
cognitive relations (e.g. synonymy) and context information (e.g. domain). Such a
linguistic resource does not currently exist. Moreover, according to our knowledge,
there is no processing method that extracts the inter-relationships between requirements
as detailed as needed in our scenario.

Fig. 1. Comparison of generated functional sequences [3]

Fig. 2. Hierarchical arrangement of process words [3]
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2.2 Automatic Detection and Compensation of Inaccuracy

A large number of publications deals with ambiguity and other inaccuracies in
requirement descriptions (e.g. [15, 19, 28, 33]). However, the service descriptions
considered in OTF Computing are predestined for inaccuracies, due to the use of NL
and little or no prior (expert) knowledge of the end user. Thus, it happens that software
is developed according to given requirement descriptions but does not meet the
intended requirements of the stakeholder [21] or even contains errors [12]. In particular,
in the case of OTF Computing, which provides an automated composition of services,
inaccuracies can lead to poor software [15]. In general, inaccuracies can be detected
manually – for example with the help of word lists or checklists [20], supported by
software or fully automated [3]. Therefore, there is a variety of methods that are
difficult to compare [2, 30]. We distinguish between generalized approaches that can
detect a multitude of inaccuracies and even more specialized ones that recognize
specific linguistic characteristics. In both cases, linguistic resources are needed that
cover the characteristics of the corresponding inaccuracy. Generally speaking, there are
very few linguistic resources in the area of requirements engineering [31] and there is
even less in the area of OTF Computing [4]. Another relevant point is the overall
software performance, which is important for OTF Computing and which often has not
the highest priority in software development in the field of NLP. Software solutions,
that provide the detection and compensation of inaccuracies, should not be proprietary
and should not dependent on external resources. An example therefor is the lexical
disambiguation tool Babelfy [26, 27], which works very well in the OTF scenario [5]
but is hosted on external servers. Network downtimes and unpredictable response times
make integration into the OTF scenario rather difficult [3]. Moreover, third-party
software integration in OTF Computing often fails because application programming
interfaces are not provided, which are essential to reach an extensive automation.

2.3 Explainable Results

As shown before, it is already possible to automatically detect and compensate a large
number of inaccuracies in service descriptions. But especially when a considerable
large number of corrections has been made, it is important to inform the user about
these corrections so that he or she can understand why the resulting software com-
position has certain characteristics. Although there are already approaches that visu-
alize the corrections made or present comparisons by before/after (e.g. [5]), there is no
explanatory text on the changes made. Here, the challenge arises from the fact that the
resulting software service composition is strongly based on the initial input of the end
users but is also characterized by the type of composition (the actual software service
selection step) and by the available software services. This means that the desired
transparency is not only reached by explaining how the detection and compensation of
NL inaccuracies was done but must be a prerequisite for a better understanding.
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3 Current State of Research

In the following, we present the state of the art for the extraction of canonical core
functionalities and the automatic detection and compensation of inaccuracy.

3.1 Requirement Extraction

At the moment, there are only a few papers of different quality that are dedicated to the
extraction of requirements from text. For example, Vlas and Robinson [34] perform an
examination of unstructured and informal requirement descriptions in the area of Open
Source software to learn more about freely formulated requirement texts. In addition, a
tool called REaCT is available [8, 9], which uses machine learning (ML) procedures to
detect on-topic statements in requirement descriptions and to transfer the essential
components of functional requirements into a defined template. Dollmann [8] divides
the requirement descriptions into individual sentences and transfers them to the clas-
sification component, which can subdivide sentences into off-topic and on-topic. If a
classified sentence is on-topic and contains functional requirements, the extraction of
attribute-value pairs is performed with the aim of iteratively filling the given template:
The most important elements of the template are components (i.e. subject), actions (i.e.
predicate), and objects (i.e. in-/direct object). Although REaCT convinces with good
recall and precision, the approach fails due to the lack of suitable resources [4]. In this
case, descriptions of requirements in NL are required, which are not (or hardly) pub-
licly available [31]. For this reason, there are approaches that try to extract require-
ments without ML and are instead based on rules [7]. Due to the expected poor text
quality of the service descriptions, however, there is still a lot of work to be done.

In addition to the above-mentioned contributions, there are mainly approaches that
focus on the analysis and compensation of high-quality requirement descriptions or
make far-reaching assumptions on text quality. They are therefore unsuitable for the
application in the OTF Computing scenario.

3.2 Multiple Inaccuracy Detection and Compensation

The idea of combining several methods of inaccuracy detection and/or compensation
can be found several times in the literature. Thus, there are mixed approaches that can
detect different forms of ambiguity (e.g. [1, 32]) as well as methods that detect
ambiguity and incompleteness (e.g. [10, 17, 22]). An overview on existing disam-
biguation techniques in the context of NL requirements is given by Husain and Beg
[18] and Shah and Jinwala [30]. Shah and Jinwala differentiate approaches with regard
to the degree of automation, chosen methods (rule-based, ontology-based, etc.) and
technologies used (e.g. Stanford Parser) [30]. Another extensive overview of existing
approaches is given by Bano [2], focusing on empirical work. In the following, hybrid
approaches of ambiguity/incompleteness detection and compensation are listed con-
cerning the dimensions “Defects”, “Objectives”, “Input/Output” (I/O) and “Interac-
tion”. “Defects” reflects the coverage of the approaches. NL2OCL and SR-Elicitor are
tools that reach a low coverage while QuARS [24] and QuARSexpress [6] cover a variety
of inaccuracies. In addition, the methods also differ in the objectives. While QuARS
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pursues the goal of detecting as many deficits as possible in requirement descriptions,
NL2OCL [1] and SR-Elicitor [33] are aimed at detection and compensation – both
without user interaction. In contrast to this, RESI (Requirements Engineering Speci-
fication Improver) requires a high user interaction in the compensation of inaccuracies.
In the following, NLARE (Natural Language Automatic Requirement Evaluator) [16,
17], RESI [23] and CORDULA (Compensation of Requirements Descriptions Using
Linguistic Analysis) [5] are presented in more detail to highlight the differences
(Fig. 3).

NLARE is a mixed approach concentrating on functional requirements and the
detection of ambiguity, incompleteness and atomicity [16]. The authors see ambiguity
in the occurrence of adjectives and adverbs that can be in- or decreased2. Incom-
pleteness refers to the comparison with given “W-questions” (“Who”, “What”,
“Where”, “When”), and atomicity describes a quality criterion that a single sentence
should only contain a single requirement. NLARE uses NLTK3 and regular expressions
to process NL. The sequential processing pipeline includes sentence boundary detec-
tion and tokenization as well as spelling correction. As an output, users get hints such
as “The requirement is ambiguous because it contains the word ‘earlier’ and ‘later’”
[16]. There is no compensation or further assistance. But RESI [22] is different from
NLARE – especially in terms of user interaction, flexibility and coverage of linguistic
defects. RESI is able to load requirement specifications as a graph and automatically
check them for linguistic inaccuracies. If inaccuracies are found, RESI initiates a user
dialog [23]. This dialog does not only refer to the problematic text passages, but also
gives explicit compensatory hints for various kinds of inaccuracies (e.g. incomplete
process words). Therefore, the integration of resources is required. This way, it is
possible to detect the inaccuracies (rules) on the one hand and to provide additional
information for the compensation on the other hand (i.e. different ontologies). Another
tool, similar to RESI, is CORDULA [5]. The CORDULA system detects and com-
pensates so-called language deficiencies (e.g., ambiguity, vagueness and incomplete-
ness) in requirements written by non-expert end users. Since CORDULA is developed
in the OTF context, it supports the search for suitable software services that can be
combined in a composition by transferring requirement specifications into canonical
core functionalities. Using linguistic indicators makes it possible to optimize the
individual text quality in a data-driven and needs-oriented manner by deviating from
the classical text analysis pipeline: Its distinguishing feature is the ad hoc configuration
of the compensation pipeline, triggered by the deficiencies detected in the service
specifications of end users. A disadvantage is a slow execution time [3]. This means,
for example, that no compensation can be made when contradictory information from
different compensation mechanisms is provided (stalemate situation) or information
needed for processing is simply missing [5]. As can be seen here, there are quite a few
tools that can detect several types of inaccuracies in NL requirement descriptions and
even partially compensate them. However, there is still no approach that meets all the
prerequisites for processing NL service descriptions in OTF Computing.

2 This understanding of ambiguity is often summarized in literature as “vagueness”.
3 Visit https://www.nltk.org for more information.
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4 Open Challenges: A Discussion

NLP pipelines in requirements engineering have been an issue of substantial research
for years. Here, the task of NLP is to analyze and enhance the original service
descriptions of end users without distorting the actual intention. However, inaccuracies
should be corrected without frightening end users with technical or linguistic details – a
challenging task. Such an NL processing pipeline which creates structured composi-
tional templates from unstructured service descriptions has already been designed and
implemented as a prototype [3, 5]. And yet many questions have remained unanswered
and not all sub-goals (such as high performance) have been achieved.

Existing methods for compensating inaccuracies are designed as special applica-
tions that focus only on a specific linguistic phenomenon. However, we need much
more approaches that pursue an overall strategy and also keep track of the individual
deficits in the entire requirement description. For example, how does the compensation
of incompleteness affect possible ambiguities? In addition, it is rarely questioned
whether the application of a compensation step is really necessary to understand an
affected requirement – does the ambiguity concern, for example, essential elements of a
requirement, or can the compensation be skipped in terms of performance? Another
point that is rarely covered by existing procedures is the synergy between individual
compensation components. For instance, do information that has been gained during
compensating incompleteness help to speed up syntactic disambiguation or vice versa?
However, this presupposes that NLP pipelines are no longer regarded as strictly

Fig. 3. Detection and compensation approaches [3]
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sequential but that the individual components interact more effectively. It is not enough
to simply extract requirements from the input texts and provide them in a structured
way for the next processing step. End users will never think of all the requirements that
need to be specified in order to develop software. In addition, end users will always
describe at different levels, mostly at the highest (front-end) level (“I want to send e-
mails”) and not at the component (back-end) level. Here, information extraction and
compensation must work together to identify hierarchical dependencies between pro-
cess words and reconstruct missing links.

As already mentioned, there is a lack of resources covering domain-specific
properties. However, there are extensive linguistic resources such as BabelNet [26, 27]
that can be used as starting point. In addition to the existing linguistic information, it is
important to refine requirement-specific information like hierarchical relationships
between some process words (cf. Fig. 4). Moreover, there is the aforementioned lack of
linguistic resources that reflect the characteristics of the texts expected in OTF Com-
puting [4, 31]. This includes resources for compensation as well as real service
descriptions. This is a challenge, because we only get NL service descriptions from end
users when the system exists, but this will exist only when real texts are available e.g.
for training. There are approaches that use related texts [9], but this is only a simulation
of service descriptions: Some features can be different; some are not covered at all.

Up to now, the aim has been to achieve maximum automation, leaving users out of
the loop as far as possible. Moreover, user participation in the requirement elaboration
process is time-consuming. But the users know best what they actually expect from the
software, so that user interaction seems reasonable. Here, approaches must be devel-
oped that make the efficient integration of end users possible. If information is missing
or ambiguous, users can quickly make decisions if the system supports them. For
example, additional user support could be provided by a chat bot (cf. Fig. 5), which
integrates end users into the requirements elaboration and refinement process and gives

Fig. 4. Exemplary NL requirement knowledge base
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them hints (e.g. examples) depending on the situation [13]. The chat bot can highlight
inaccuracies and can offer tailored action proposals. While chatting, the end users can
either confirm the system’s suggestion or reject it. This means that users communicate
with the system in two ways: On the one hand, users express their requirements via the
chat interface and receive an immediate response. On the other hand, they will be asked
to react to certain circumstances (e.g. missing information) and the chat bot adapts to
the situation. As shown on the right-hand side of Fig. 5, end users are informed what
happens with their initial input text and are able to edit the resulting software
requirements [13]. Chat bots can thus help within the compensation process and
illustrate the results to end users.

5 Conclusion

The challenges mentioned in this paper can be also found in traditional requirements
engineering. Because of the specific nature of OTF Computing, NLP approaches
developed so far do not achieve the required execution times here. Therefore, there is a
lot to be done: Attention still needs to be paid to the development of methods for
extracting requirements as well as to the detection and compensation of inaccuracies.
This raises other issues such as the lack of resources but also the lack of interoperability
of individual compensation components, ways of efficiently involving end users
without overburdening them, and much more. Through the discussion (Sect. 4), we
hope to have presented the open questions and current challenges for the NLP in the
context of OTF Computing and hope to have given some structure to the following
research in this area. At the same time, we regard these shortcomings and challenges as
a road map for our own research in the field of NLP pipeline configuration and
execution. In particular, we will use modern chat technology to conduct targeted

Fig. 5. NL software requirement compensation via chat bot [13]
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communication with end users as part of the compensation steps. Through this pro-
cedure, missing information can be requested, and the user is supported in answering
the questions with examples etc. Furthermore, the results generated during the com-
pensation process can be explained during the offered chat, which increases the
usability for end users.
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Abstract. In this paper, a document classification system is enhanced
through the construction of a text augmentation technique by testing
various Part-of-Speech filters and word vector weighting methods with
nine different models for document representation. Subject/object tag-
ging is introduced as a new form of text augmentation, along with a novel
classification system grounded in a word weighting method based on the
distribution of words among classes of documents. When an augmen-
tation including subject/object tagging, a nouns+adjectives filter and
Inverse Document Frequency word weighting was applied, an average
increase in classification accuracy of 4.1% points was observed.
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1 Introduction

The performance of a document classification system can be improved with a
number of text augmentation techniques, including text preprocessing and word
weighting. Stop-word and Part-of-Speech (POS) filtering may be used to filter
out tokens that are seen to carry little to no semantic content, or those that
indeed distort the semantics of the document as a whole.

The aim of this piece of research is to analyse the impact of various text
augmentation techniques, including Part-of-Speech filtering, subject/object tag-
ging and word weighting, on the classification performance of a variety of vector
representation models on Russian-language text. Finally, the paper proposes and
measures the effectiveness of a novel word weighting and Subject-Object (SO)
tagging approach that is based on class-by-class frequency statistics for words.

2 Related Work

2.1 Text Preprocessing

Two common forms of preprocessing that are applied to text before computing
representations for it are lemmatisation and POS. Lemmatisation normalises
c© Springer Nature Switzerland AG 2018
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each token in the corpus so that it is replaced with its base form. This collapses
different morphological forms of the same word into one and reduces the number
of unique tokens in the corpus, thereby, potentially reducing the computational
cost of further processing of the corpus. Thus, lemmatisation is most useful for
morphologically rich languages, including Slavic languages like Russian [9], as
well as Uralic languages like Finnish [25]. This can in some cases, however, lead
to the loss of information, and thereby, reduced semantic accuracy [24].

POS filtering is one of many techniques that enable the selection of only
certain types of words for use in the computation of document representations,
with other such techniques including stop-word removal and lexical filters [25].
The aim is to mitigate the impact of words irrelevant to the semantics of the
sentence or document as a whole. It should be noted that increased accuracy is
only attained with appropriate POS filters, as has been found in [6]. In order to
implement POS filtering, one needs to either have a POS-annotated corpus or
software that can POS tag sentences appropriately. Such POS taggers exist for
specific languages, such as MyStem for Russian [21], as well as for interlingual
use, such as the RDRPOSTagger [16].

As POS tagging only provides information about individual words, the
method lacks context information. In order to correct this flaw, several stud-
ies have been undertaken. The general idea is to analyse or train a classifier that
is capable of producing semantic tags that represent the role of an individual
word in the sentence. In [8], local tags were identified for the brand, type, quan-
tity and descriptive words for a set of food descriptions, while [2] proposes a
generalised semantic classification task into multiple role-based tags.

2.2 Word Weighting

Instead of simple averaging, vectors of words within a document can be weighted
before being combined in order to produce enhanced document vectors, an
instance of which shall be called Weighted Document Vector (WDV). Here, one
can take advantage of the typically uneven distribution of unique words between
documents, as well as between classes of documents within a corpus. Inverse
Document Frequency (IDF) [7] weighting [5] is an obvious option as it can be
applied along the same lines as the Term Frequency - Inverse Document Fre-
quency (TF-IDF) weighting of vector features in Bag of Words (BOW) models
[20]. Another alternative is to use supervised weighting, where the documents
in a corpus are split into a number of labelled classes and the word vectors are
weighted according to the distribution among these classes of the words and/or
the documents where the words are found. One such weighting method is Rele-
vance Frequency (RF) [10], where the documents are classed as either positive or
negative. Those words that appear more frequently in the positive category than
the negative are given more weight. In document classification tasks, one can also
weight words based directly on the classes used in the classification task, which
is what Class Frequency (CF) [12] weighting does. The class-based weighting
of word vector dimensions is another possible approach, tested in [22]. To the
authors’ best knowledge, RF and CF weightings have so far only been used for
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feature weighting in BOW-like document representations. We apply these to the
weighting of word embeddings.

3 Methodology

3.1 Evaluation Overview

Figure 1 presents an overall flow chart of the preparation process performed on
the input texts. The details on each step are presented in the following subsec-
tions of this section.

At the first stage, the corpus was lemmatised (Subsect. 3.2). Then, a POS
filtering scheme was applied. The resulting subset of words was then analysed for
subject/object tagging and appropriately extended. Then, a weighting statistic
was computed. These are described in more detail in Subsect. 3.3. Finally, the
word embedding model was trained, using the augmented dataset and a WDV
was prepared for each document using precomputed word weights (Subsect. 3.4).
The quality of the resulting document vectors was evaluated in a classification
task (Subsect. 3.5).

3.2 Corpus

Each of the embeddings used was trained on the OpenCorpora [13] corpus in its
form as of 4 September 2017. The corpus consists of Russian-language texts of
various lengths, where around half of these are news articles. The rest include
amongst other things blog posts, Wikipedia articles and judicial texts. The cor-
pus was in an Extensible Markup Language (XML) format in its raw form,
and many of the documents contained in the corpus had useful tags that facil-
itated the creation of classes. The corpus was preprocessed in one of two ways:
In the initial iteration, all words were lemmatised with the Python implemen-
tation of MyStem [21]. In subsequent iterations, the words were “analysed”,
which included both the lemmatisation and POS tagging of words. Based on
the POS tagging, the POS filter could then be implemented. In all iterations,
those tokens that contained any non-alphanumeric characters except hyphens
were filtered out.

3.3 Augmentation Techniques

Part-of-Speech Filtering. POS tagging was performed using the MyStem [21]
analyser by Yandex. The analysis provides distinctive tags for nouns (N), verbs
(V), adverbs (ADV), adjectives (A), pronouns and punctuation. The following
combinations of tagged words were kept in different scenarios:

– N - nouns
– N+A - nouns and adjectives
– N+V - nouns and verbs
– N+ADV - nouns and adverbs
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Fig. 1. Augmentation flow chart

– N+A+V - nouns, adjectives and verbs
– N+A+ADV - nouns, adjectives and adverbs
– N+V+ADV - nouns, verbs and adverbs
– N+A+V+ADV - nouns, adjectives, verbs and adverbs.

As per standard practice in recent studies [6,25], nouns were kept in all
scenarios. Strings with at least three characters that couldn’t be analysed, which
were mostly strings with non-Cyrillic characters, as well as numbers were always
included as they were assumed to carry document-specific information.
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Subject-Object Tagging. In order to perform grammatical subject-object
tagging, a basic analysis was performed for all words, although in practice, it
only affected words tagged as nouns or adjectives. A word was considered to be
a potential subject when it had a nominative case marked in the list of possible
cases by MyStem. The word was considered to be a potential object when it
had a non-nominative case marked in the list of possible cases. Finally, if a word
had both nominative and non-nominative cases it was considered both a possible
subject and object at the same time. This simplification was applied because the
Russian language is known to have ambiguous cases where it is impossible even
for a human to classify a word as either a subject or an object without knowing
the global context or a priori knowledge of relations that are possible for any
given subjects and objects. A good example of such an ambiguous sentence is:

(Tree) (to support) (pole). Both nouns in this sentence
have an ambiguous nominative-accusative case and only the word order weakly
suggests that the tree supports the pole. The resulting tagged corpus contained
the original tokens, followed by one or both possible tagged versions of the same
token, or none if a grammatical case wasn’t identified for the token. This was
done to link semantically different forms of a word with each other and allow
the selected embedding model to make distinctions between those forms.

Weighting. Word weighting was performed in two stages. First, the weights
for the i-th word of the corpus were computed in accordance with the desired
weighting equation, chosen out of Eqs. (3), (5) or (8). Then, weighted document
vectors were computed using the weighted sum equation

W (J) =

∑

i∈J

vi · wi

MW
, (1)

where i is the word id, J is the set of words in a given document, vi is the
embedding vector for word i, wi is weighting quotient and MW is the normali-
sation quotient specific to the weighting method W , defined by Eqs. (2), (4) or
(7). The normalisation quotient was chosen for each weighting method based on
preliminary tests.

IDF. The IDF is a metric that allows one to lower the influence of words frequent
across the corpus. The IDF for a word i was computed as follows:

IDF (i) = log
( |S|

|{s ∈ S : i ∈ s}|
)

(2)

where S is the set of all sentences in the corpus.
The normalisation factor here transforms every document vector into a unit

vector:

MIDF (i) =

∣
∣
∣
∣
∣

∑

i∈J

vi · wi

∣
∣
∣
∣
∣

(3)
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RF. RF [10] gives additional weight to words appearing more frequently than
not in documents classed as “positive”, i.e. documents deemed to be relevant.
We define the positive category as the set of Chaskor news articles belonging to
one the five topic categories used in classification. For a word i, the RF weight
is computed with the following equation:

RF (i) = log
(

2 +
|{s ∈ S+ : i ∈ s}|
|{s ∈ S− : i ∈ s}|

)

(4)

where S+ and S− are the sets of sentences appearing in documents belonging to
the “positive” and “negative” class respectively. Here, the normalisation quotient
is the sum of the weights of the words in the document:

MRF (i) =
∑

i∈J

wi (5)

Parallel IDF-CF. With CF [12], one can give additional weight to words preva-
lent in a specific class. The CF of a word varies depending on the class of the
document it is situated in. In this paper, a sentence-based modification of the
original weighting method was used. For instances where a word i appears in
a sentence within a document belonging to a class c, the CF is computed as
follows:

CF (i, c) =
|{s ∈ Sc : i ∈ s}|

|Sc| (6)

where Sc represents the set of all sentences appearing in documents belonging
to the class c. The information contained in IDF and CF can be combined to
form Inverse Document Frequency - Class Frequency (IDF-CF) weights:

IDF -CF (i, c) = log
( |S|

|{s ∈ S : i ∈ s}|
)

· |{s ∈ Sc : i ∈ s}|
|Sc| (7)

This gives the IDF-CF of a word i with respect to a class c.
Here as well, the normalisation quotient normalises a document vector with

respect to the sum of its word weights:

MIDF−CF (i) =
∑

i∈J

wi (8)

However, since the classifier naturally does not know with certainty which
class any given test document belongs to, there will be as many possible weights
applicable to each word in the document as there are classes. In order to solve
this problem, a parallel IDF-CF structure is proposed, where for each document,
parallel vector representations are computed, one corresponding to each class. In
other words, for each class, one computes a separate IDF-CF-weighted document
vector assuming that the document belongs to that class, meaning that weights
are computed for the tokens in the document with respect to the class. This
weighting method therefore requires its own classification system.
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Then, for each class-vector pair, the classifier, fitted with correctly-weighted
document vectors, must predict the probability of the document belonging to
the class when represented by the vector. The vector that gives the highest
probability to its corresponding class is chosen as the sole representation for
the document and is passed to the classifier for class prediction in the normal
fashion.

3.4 Word Vector Embeddings

Six word embedding models were used: a Global Vectors (GloVe) [18] model,
Swivel [23], as well as two word2vec and two fastText [3] models, one of each
type trained using the skip-gram [15] algorithm, and the other using the con-
tinuous bag of words (CBOW) [14]. Two doc2vec paragraph vector models were
also used, one DM and one DBOW model [11]. Finally, a BOW-TF-IDF model
was computed. For the word2vec, fastText and doc2vec models, their implemen-
tations in the Gensim [19] library were used. This library also helped in the
construction of BOW-TF-IDF vectors.

Each model was trained on the corpus as a whole, with documents used as
inputs for the document vector models and sentences within the documents for
the rest. The BOW-TF-IDF model, however, used Term Frequency (TF) data
from full documents and IDF data based on token appearance in sentences, where
each sentence is treated as a “document” for IDF purposes. This approach was
chosen for two reasons: in order to limit the influence of longer documents so
that one document can contribute more than once towards the IDF of a word,
and because it was found to perform slightly better than purely document-based
IDF.

For each word vector model, at least a mean document vector Mean Doc-
ument Vector (MDV) was constructed for each document in the corpus. When
necessary, this was supplemented by calculating various WDV. The doc2vec
models already had document vectors right after training. “Default” values set
in the Gensim [19] library were used for all hyperparameters in the training of
all models apart from Swivel, where 100-dimensional embeddings were chosen to
match most of the other models. This meant that all models except for GloVe had
context windows of size 5 and 100-dimensional word vectors, whereas GloVe had
these at 10 and 30 respectively. The deviating hyperparameters for GloVe were
kept since tests where a window size of 5 and 100 dimensions were used recorded
very poor results. The window size was doubled whenever subject/object tagging
was included in the corpus. Further training hyperparameters were as follows for
word2vec-based models: the hierarchical softmax was disabled, negative sampling
was enabled with a sample size of 5, the initial learning rate was set at 0.025,
and the minimum frequency for words at 5.

3.5 Evaluation of Performance in Document Classification

The evaluation was performed in three stages. At the first stage, the performance
of the models was evaluated, with no text augmentation. Then, the best POS
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filtering, subject-object tagging scheme and word weighting method for WDV
calculation were selected with respect to the four best-performing models: BOW-
TF-IDF, Swivel, word2vec-skip-gram and doc2vec Distributed Bag of Words
(DBOW). Finally, the selected combination of augmentation parameters was
tested again on all models to analyse the impact it had on the performance of
the classifiers.

3.6 Classification Tests

Scikit-learn [17] implementations of Support Vector Machine (SVM) were
utilised as classifiers. Only Chastny Korrespondent articles were used directly
in classification tests. This is because they have specific topics tagged in their
XML originals that are listed on the OpenCorpora website. The topics also
enabled the formation of sufficiently large classes. Of them, the five that had the
largest number of texts belonging to them were chosen. These were ‘ ’
(Society), ‘ ’ (World events, lit. ‘In the World’), ‘ ’ (Culture),
‘ ’ (Media) and ‘ ’ (‘Technologies’).

A classification test was conducted as follows: First, out of the text documents
that had one of the above as its topic, 750 were picked at random, 150 from each
topic category. This set was then further divided, also at random, into 5 subsets,
with each of them containing 150 documents, 30 from each topic category. Next,
5-fold validation was performed on the subsets. Here, the SVM classifier was first
trained on 4 of the subsets, where the vectors of each document contained in
these, paired with their corresponding topics as labels, were fed to the classifier.
Then, having been trained, the classifier was tasked with predicting the topic of
each document in the remaining subset, none of which it had seen previously.
This step was repeated four more times so that each subset acted as the test set
exactly once. The results of the five sub-tests were then combined to yield the
final result, including the overall classification accuracy as well as a confusion
matrix.

3.7 Choice of Optimal Classifiers

Because it was found that the accuracy of a classifier varies significantly depend-
ing on the dataset, different SVM classifiers with different configurations were
tested in order to find an approximation of an optimal classifier for each docu-
ment representation model. This was in practice done by repeating the classifi-
cation test on different combinations of values for parameters relevant to clas-
sification performance, types of support vector classifiers (SVC vs. NuSVC vs.
LinearSVC) and kernel functions. Only the result obtained with the best combi-
nation was recorded for each model. MDV vectors were used for word embedding
models.

3.8 Evaluation of Augmentation Parameters

16 different POS-filtered versions of the corpus were created, two for each POS
filter, one with and one without subject/object tagging. For each version, IDF,
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RF and CF weights were computed for each unique token, with tagged tokens
counting as separate from their untagged form.

The four best-performing models from the first iteration were chosen, namely
BOW-TF-IDF, Swivel, word2vec-skip-gram and doc2vec-DBOW. Each of these
was trained on each version of the corpus, creating 16 versions of each model.
The size of the context window (where applicable) was doubled for those versions
of the corpus that included subject/object tagging, accommodating tagged repe-
titions of the same word. 100 classification tests were run on each version of both
BOW-TF-IDF and doc2vec-DBOW. For each version of Swivel and word2vec-
skip-gram, an MDV model as well as 3 WDV models, one for each weighting
method, were constructed and tested, also with runs of 100 tests. The average
result was recorded for each set of 100 tests.

4 Results

4.1 Selection of Embedding Models for Testing

Table 1 shows the accuracies of each document representation model combined
with its own optimal classifier, before any augmentation (apart from lemmatisa-
tion, arguably) was applied. The accuracy of a model-classifier combination was
computed as follows [1]:

accuracy =

∑

c∈C

tpc

N
(9)

where C is the set of all classes in the test, tpc is the number of true positives
for class c, i.e. instances of correct classification of documents belonging to it
and N is the total number of documents classified. Each score shown here is an
average of 1000 classification tests.

Table 1. Initial classification performance of the models with their optimal SVM
classifiers.

Model Accuracy Optimal classifier

BOW-TF-IDF 84.0% Linear SVC

Swivel MDV 80.0% SVC with RBF kernel

Word2vec-SG MDV 76.8% SVC with RBF kernel

Doc2vec-DBOW 74.2% Linear SVC

GloVe MDV 68.6% Linear SVC

FastText-SG MDV 66.6% Linear SVC

Word2vec-CBOW MDV 65.1% Linear SVC

Doc2vec-DM 63.6% NuSVC with RBF kernel

FastText-CBOW MDV 59.9% Linear SVC

Key: SVC: Support Vector Classifier, RBF: radial basis function
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Since BOW-TF-IDF and doc2vec-DBOW were the two best-performing doc-
ument vector models and Swivel and word2vec-skip-gram provided the best
MDV, these were chosen for augmentation tests.

4.2 Weighting Method

In order to determine the optimal word vector weighting method out of the IDF,
RF and Parallel IDF-CF weighting methods and MDV (where every token has
the same weight), the performance of Swivel and word2vec-skip-gram MDV and
WDV representations was tested on a variety of POS filters.

Table 2. POS filter results for the Swivel model. SO indicates the use of subject/object
tagging. The peak accuracy (in bold) out of all tests in this paper was observed here.

Weighting N N+A N+V N+ADV N+A+V N+A+ADV N+V+ADV N+A+V+ADV

MDV 83.7% 84.1% 83.2% 83.8% 82.0% 83.9% 82.6% 82.7%

IDF WDV 83.7% 83.2% 83.2% 83.6% 82.2% 83.4% 82.5% 82.5%

RF WDV 83.5% 84.1% 83.5% 83.6% 82.5% 84.1% 83.3% 83.3%

ParIDF-CF

WDV

76.6% 78.6% 77.1% 76.8% 77.2% 78.2% 77.4% 77.9%

MDV SO 83.4% 83.2% 83.0% 83.5% 82.4% 83.9% 83.3% 82.6%

IDF WDV

SO

82.8% 83.2% 82.9% 83.3% 82.5% 83.2% 82.9% 82.4%

RF WDV SO 83.7% 83.3% 83.5% 83.9% 82.9% 83.7% 83.8% 82.9%

ParIDF-CF

WDV SO

76.3% 77.8% 76.5% 75.9% 77.5% 77.9% 77.1% 77.3%

Tables 2 and 3 don’t show an obvious winner among the weighting methods.
Therefore, for each weighting method, all instances where the method was used
were considered and the mean of the accuracies obtained in those instances was
taken. These mean values can be seen in Table 4. Because IDF weighting gave
the highest mean score, it was chosen as the optimal weighting method.

4.3 Evaluation of Augmentation Parameters

The results of augmentation parameter evaluations are presented in Tables 5
and 6. Due to the abundance of possible combinations between augmentation
parameters and word-embedding models it was not possible to choose a single
best result via direct Pareto elimination. Henceforth, in order to select a sin-
gle best candidate for further analysis, the following loss function was used for
evaluation.

Qi =
∑

j

[max
i

Pi,j

Pi,j
− 1

]

, (10)

where Qi - the loss score of the ith augmentation dataset, Pi,j - the accuracy
score of the ith augmentation dataset with the jth document vector model.
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Table 3. POS filter results for the word2vec model. SO indicates the use of sub-
ject/object tagging.

Weighting N N+A N+V N+ADV N+A+V N+A+ADV N+V+ADV N+A+V+ADV

SG MDV 78.4% 78.6% 77.4% 77.9% 77.1% 78.1% 76.6% 77.3%

SG-IDF

WDV

78.6% 78.6% 78.0% 78.3% 77.7% 78.3% 77.4% 77.7%

SG-RF WDV 23.8% 21.9% 20.2% 20.7% 20.9% 19.3% 17.4% 21.1%

SG-Par

IDF-CF

WDV

72.7% 73.9% 73.7% 73.4% 74.2% 74.3% 73.5% 74.1%

SG MDV SO 77.3% 77.7% 78.1% 77.7% 78.4% 77.8% 78.8% 78.7%

SG-IDF

WDV SO

81.1% 81.5% 81.7% 81.5% 81.8% 81.3% 82.3% 82.1%

SG-RF WDV

SO

21.3% 23.9% 24.8% 20.5% 18.6% 20.8% 18.1% 21.3%

SG-Par

IDF-CF

WDV SO

75.1% 75.7% 76.1% 75.5% 76.0% 75.6% 76.0% 75.9%

Table 4. Mean accuracy by weighting method

Method Mean accuracy

MDV 81.5%

IDF WDV 82.5%

RF WDV 62.7%

Parallel IDF-CF WDV 76.8%

The loss function is smaller when the relative loss of accuracy is small with
respect to the best accuracy achieved among all augmentation parameters for
a document vector model. The set of augmentation parameters that minimised
this loss function was selected for the last step of analysis.

4.4 POS Filters and Tagging

Next, a POS filter to be used in the augmentation technique had to be chosen.
At the same time, a decision had to be made on whether or not subject/object
tagging should be used. These choices were made based on a loss score out-
lined in Subsect. 4.3, where the configuration with the smallest loss was chosen.
Table 5 shows the performance of each document vector model when trained on
differently POS-filtered versions of the corpus. Table 6 shows the same, but with
subject- and/or object-tagged tokens added to the corpus.

Based on Tables 5 and 6, it is clear that a POS filter that includes nouns and
adjectives only (plus special exceptions) is the best choice, as it records the lowest
loss across all models regardless of tagging. The inclusion of subject/object tags
also clearly improves the result as every thus tagged version of the corpus records
a smaller overall loss than any non-tagged version.
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Table 5. POS filter results without subject/object tagging. The lowest loss score is in
bold.

Model doc2vec
DBOW

Swivel
SG-IDF
WDV

BOW
TF-IDF

word2vec
SG-IDF
WDV

LOSS

N 72.7% 83.7% 83.1% 78.6% 10.2%

N+A 74.0% 83.2% 83.7% 78.6% 8.1%

N+V 72.5% 83.2% 83.0% 78.0% 12.0%

N+ADV 73.1% 83.6% 83.1% 78.3% 10.1%

N+A+V 74.3% 82.2% 83.6% 77.7% 10.3%

N+A+ADV 74.0% 83.4% 83.6% 78.3% 8.5%

N+V+ADV 72.4% 82.5% 83.0% 77.4% 13.8%

N+A+V+ADV 74.1% 82.5% 83.4% 77.7% 10.4%

Table 6. POS filter results with subject/object tagging. The lowest loss score is in
bold.

Model doc2vec
DBOW

Swivel
SG-IDF
WDV

BOW
TF-IDF

word2vec
SG-IDF
WDV

LOSS

N 74.8% 82.8% 82.8% 81.1% 5.4%

N+A 76.0% 83.2% 83.4% 81.5% 2.2%

N+V 75.0% 82.9% 83.0% 81.7% 4.2%

N+ADV 75.0% 83.3% 82.9% 81.5% 4.0%

N+A+V 76.2% 82.5% 83.4% 81.8% 2.4%

N+A+ADV 75.9% 83.2% 83.5% 81.3% 2.4%

N+V+ADV 75.0% 82.9% 82.9% 82.3% 3.5%

N+A+V+ADV 75.6% 82.4% 83.4% 82.1% 2.8%

4.5 Classification Results for Augmented Text

At this stage, there was a final augmentative configuration: POS weighting for
WDV models and a SO-tagged corpus to which a nouns+adjectives POS filter
had been applied. The same models that were tested in Subsect. 4.1 were trained
with this configuration, yielding results outlined in Table 7. Each of these is also
an average result of 1000 runs.

A substantial overall improvement, 4.1% points on average, can be observed
from these results. Every model apart from the GloVe WDV model recorded
a higher classification accuracy when the chosen augmentation technique was
applied, compared to their performance before augmentation. The increase in
the accuracy of the word2vec-Continuous Bag of Words (CBOW) model was
large enough to enable it to surpass doc2vec-DBOW.
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Table 7. Classification performance of the augmented models with their optimal SVM
classifiers and the (Δ) in accuracy in terms of percentage points (pp).

Model Accuracy Δ Optimal classifier

BOW-TF-IDF 83.4% −0.6 pp Linear SVC

Swivel-IDF WDV 83.1% +3.1 pp SVC with RBF kernel

Word2vec-SG-IDF WDV 81.3% +4.5 pp SVC with RBF kernel

Word2vec-CBOW-IDF WDV 76.5% +11.4 pp Linear SVC

Doc2vec-DBOW 76.1% +1.9 pp Linear SVC

FastText-SG-IDF WDV 74.9% +8.3 pp Linear SVC

Doc2vec-DM 71.6% +8.0 pp NuSVC with RBF kernel

FastText-CBOW-IDF WDV 69.0% +9.1 pp Linear SVC

GloVe-IDF WDV 59.3% −9.3 pp Linear SVC

Average Δ +4.1 pp

5 Analysis of the Impact of Augmentation Parameters

Although it could be argued that at least some of the improvement achieved
through POS filtering may be mainly due to the stop-word filtering inherent in
it, it is clear that POS filtering can improve classification accuracy on Russian-
language text. This is evidenced not only by the final result, but also by the
differing results between different POS filters. Previous studies, that investigated
POS filtering on other languages, show that its effects vary by language: in
[4], it was found to have a positive impact on the classification of Brazilian
Portuguese emails. At the same time, results in [25] indicate that POS filtering
largely worsens classification accuracy on Finnish social media texts. In [6], POS
filtering was found to improve accuracy in Czech text classification. Interestingly,
the results there are somewhat similar to those in this paper. Since Czech belongs
to the same Slavic language family as Russian, this could indicate that similar
techniques work on similar languages.

The subject/object-tagging (SO tagging) of words mostly improved docu-
ment classification accuracy by adding information that would otherwise have
been lost. While it did slightly worsen the results for Swivel and BOW-TF-IDF,
the two best-performing models, it significantly improved them for doc2vec-
DBOW and word2vec-skip-gram. The natural conclusion is that it is advisable
to include subject/object tagging in a generic text augmentation technique, but
that it may be best to leave it aside in the case of some specific document repre-
sentation models. The tagged models can’t be said to have benefited from their
wider context windows compared to their respective untagged versions, because
the increase (doubling) in the window size is approximately proportional to the
increase (111%) in the size of the corpus when tagged tokens are added, or in
fact, even slightly lower than that.
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Among word weighting methods, IDF recorded the best overall performance,
improving on MDV results. This is in line with known previous research on
IDF word vector weighting [5], as well as the long-standing success of TF-IDF
as a Bag-of-Words-type feature vector model [26]. It is worth noting, however,
that the single best result was in fact recorded with an RF-weighted Swivel
WDV trained on an untagged corpus, to which the winning N+A POS filter
had been applied, at a 100-run mean accuracy of 84.1%. This would therefore
be the optimal combination when choosing both augmentation parameters and
a document representation model. However, RF’s success as a weighting method
for Swivel cannot be generalised to other word vector models, as it recorded very
poor results with word2vec-skip-gram, with accuracies close to 20%, the random
chance level for five classes.

6 Conclusion

In this work, the classification performance of nine different document vector
representations of documents was tested with and without various augmentation
techniques. Through these tests, to the authors’ best knowledge, the first such
analysis on Russian text was conducted.

It has been established that POS filtering as well as the use of IDF-weighted
document vectors both improve classification accuracy on Russian documents.
Subject/object tagging has also been introduced as another way to potentially
enhance the semantic representativeness of a corpus. The augmentation tech-
nique formed as a result of the tests achieved an average increase of 4.1% points
in terms of classification accuracy. This technique included the IDF weighting
of word vectors, a noun+adjective POS filter, as well as subject/object tagging.
The peak accuracy achieved in any test was 84.1%, which was achieved with the
same filter but without tagging and with RF weighting instead of IDF.

All vector representations were computed using the whole corpus, which
means that in any classification test, the documents represented by vectors in
the test set will have contributed to the training of the training set, based on
which the test set is then classified. While this would theoretically be a problem,
making the results of the classification test ungeneralisable to the classification
of external documents, it is important to recognise that most models can be
trained further on new words and documents. Even when that isn’t possible, a
model can be regenerated using a corpus expanded with the new entries with no
great cost, provided that the corpus isn’t very large.

The results presented in this paper are specific to the news domain, since only
news articles were used in classification tasks. While one still gets an indication
on how the techniques used work on Russian, the combinations of techniques
that work best on documents of other domains may differ from those that were
found to be best here. Similarly, results obtained here may not necessarily be
generalisable to tasks other than document classification. Future research apply-
ing the augmentation techniques used here to corpora representing other text
domains, as well as to other semantic tasks, would therefore be highly desirable.
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It would also be interesting to see whether or not these methods work with other
languages, particularly other Slavic languages.
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19. Řeh̊uřek, R., Sojka, P.: Software framework for topic modelling with large cor-
pora. In: Proceedings of the LREC 2010 Workshop on New Challenges for NLP
Frameworks, pp. 45–50. ELRA, Valletta, May 2010. http://is.muni.cz/publication/
884893/en

20. Salton, G., Buckley, C.: Term-weighting approaches in automatic text retrieval.
Inf. Process. Manag. 24(5), 513–523 (1988). https://doi.org/10.1016/0306-
4573(88)90021-0

21. Segalovich, I.: A fast morphological algorithm with unknown word guess-
ing induced by a dictionary for a web search engine. In: MLMTA, pp.
273–280 (2003). http://cache-mskstoredata09.cdn.yandex.net/download.yandex.
ru/company/iseg-las-vegas.pdf

22. Senel, L.K., Utlu, I., Yucesoy, V., Koc, A., Cukur, T.: Semantic structure and inter-
pretability of word embeddings. IEEE/ACM Trans. Audio Speech Lang. Process.,
1 (2018). https://doi.org/10.1109/TASLP.2018.2837384

23. Shazeer, N., Doherty, R., Evans, C., Waterson, C.: Swivel: improving embeddings
by noticing what’s missing. CoRR abs/1602.02215 (2016). http://arxiv.org/abs/
1602.02215

24. Toman, M., Tesar, R., Jezek, K.: Influence of word normalization on text classi-
fication. In: Proceedings of InSciT, pp. 354–358 (2006). http://www.kiv.zcu.cz/
research/groups/text/publications/inscit20060710.pdf

25. Venekoski, V., Puuska, S., Vankka, J.: Vector space representations of documents
in classifying finnish social media texts. In: Dregvaite, G., Damasevicius, R. (eds.)
ICIST 2016. CCIS, vol. 639, pp. 525–535. Springer, Cham (2016). https://doi.org/
10.1007/978-3-319-46254-7 42

26. Wang, S., Manning, C.D.: Baselines and bigrams: simple, good sentiment and
topic classification. In: Proceedings of the 50th Annual Meeting of the Associ-
ation for Computational Linguistics: Short Papers, ACL 2012, vol. 2, pp. 90–94.
Association for Computational Linguistics, Stroudsburg (2012). http://dl.acm.org/
citation.cfm?id=2390665.2390688

http://www.aclweb.org/anthology/D14-1162
http://is.muni.cz/publication/884893/en
http://is.muni.cz/publication/884893/en
https://doi.org/10.1016/0306-4573(88)90021-0
https://doi.org/10.1016/0306-4573(88)90021-0
http://cache-mskstoredata09.cdn.yandex.net/download.yandex.ru/company/iseg-las-vegas.pdf
http://cache-mskstoredata09.cdn.yandex.net/download.yandex.ru/company/iseg-las-vegas.pdf
https://doi.org/10.1109/TASLP.2018.2837384
http://arxiv.org/abs/1602.02215
http://arxiv.org/abs/1602.02215
http://www.kiv.zcu.cz/research/groups/text/publications/inscit20060710.pdf
http://www.kiv.zcu.cz/research/groups/text/publications/inscit20060710.pdf
https://doi.org/10.1007/978-3-319-46254-7_42
https://doi.org/10.1007/978-3-319-46254-7_42
http://dl.acm.org/citation.cfm?id=2390665.2390688
http://dl.acm.org/citation.cfm?id=2390665.2390688


Accounting for Named Entities in Intent
Recognition from Short Chats

Ghislain Landry Tsafack(B) and Sharva Kant

Centrica IS Data Science, Lovett Road, Staines, TW18 3AR, UK
ghislain.tsafack@centrica.com, sharva.kant@britishgas.co.uk

Abstract. The operational cost of call centres accounts for a large
part of the total spending of any modern organization. As a conse-
quence, the automated conversation agent powered by Artificial Intelli-
gence (AI) through Natural Language Processing (NLP) alternative has
gained major attraction over the past years. Efforts to achieve such level
of automation generally rely on predefined business intents or intents,
which are in turn tightly related to business entities or processes that
they represent. As the success of the automated conversation agent fully
relies on its ability to accurately recognise user intents, a good automated
agent will be the one that recognises intents it is meant to recognise.
In light of the strong relationship that exists between business entities
and business intents or entities and intents in general, we propose two
approaches for accounting for named entities in the task of intents recog-
nition from short chats. The first approach relies on Bi-Normal Separa-
tion (BNS) to weight term features that are named entities more than
other features, whereas, the second approach takes advantage of word
embedding to encode the relationship between entities and chats. Eval-
uation of proposed methodologies, on a data set composed of one to one
conversations between human actors, suggests that accounting for named
entities improves the performance of the intents recognition task.

Keywords: Natural Language Processing · Named entity recognition
Features selection · Intent recognition

1 Introduction

Over the past recent years, modern organizations have been devoting tremen-
dous efforts to reduce the load of their call centres. Most recent improvement
towards that direction involve incentivizing customers to use online communica-
tion channels, where their interaction with the organisation could be handled by
an automated web-chat interface powered by Artificial Intelligence (AI), when-
ever possible. This is very cost effective and more importantly reduces the need
for a phone call (along with long and frustrating hold times) or chat-based
discussion with a person. It is therefore not surprising that Natural Language
Processing (NLP) or text analysis is becoming a key player in the mainstream
of customer service.
c© Springer Nature Switzerland AG 2018
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However, the ability to accurately identify users intents from web-chat texts
hinders NLP success in such a sensitive area as users are often left in frustra-
tion by the low precision and recall of the underlying intents recognition engine.
Intents detection is without loss of generality, a form of document classification.
In such settings, documents are short texts, often highly contextual, sent by
customers either as a query or in response to the web-chat. Whereas classes of
documents are predefined domain specific intentions [1]. Similar to Internet doc-
uments where text, hyper-links, meta-data, and other multimedia are used for
classification [2–4]; chat texts contain contextual information such as products’
references and industry specific keywords that can be used to create a supervised
automatic classifier by means of machine learning algorithms. Above mentioned
machine learning algorithms often expect fixed size numeric vectors as input.
Consequently, input texts, usually of variable length, need to be transformed
into representative fixed size numeric vectors: this process is known as feature
extraction.

In a commercial environment, the term “business intent” is often used to
refer to intents that directly map the business. For example, if it is a Product
information system, then an utterance from the customer like “Is my boiler and
controls service due this week?” is a business intent that intends to find out
the date of the next home care visit for set customer and should be labelled
accordingly with an understandable name like “HomeCareVisitByDate”. In this
context, “home care” is one of the products offered by British Gas. Business
intents have metadata about the intent also referred to as “Entities”. For exam-
ple, for an intent “HomeCareVisitByDate” – Sample utterance “Is my boiler and
controls visit due this week?”. Here boiler and controls service is the name of one
of the many home care services, for which the user “intends” to find out when
it is going to take place. In addition, the term “week” expresses time and will
generally be replaced by the mention “time” when training the intents recogni-
tion classifier.

This paper proposes two approaches for accounting for named entities, both
business and standard entities, in the context of intents recognition. The first
approach relies on Bi-Normal Separation (BNS) to increase the scale of named
entity term features. The second approach suggests supplementing term features
with named entity embedded features. Bi-Normal Separation (BNS)[7] is a fea-
ture selection approach best suited for short text classification. BNS is known
to utilise the fact that some keywords can also determine the absence of some
classes and is often perceived as a better metric for attaining best performance
for accuracy, recall and F-score.

The remainder of this paper is organized as follows: Sect. 2 provides an
overview of research work related to our contribution. Our methodology is intro-
duced in Sect. 3. Experimental results are presented and analysed in Sect. 4.
Finally, we conclude the paper and outline future directions in Sect. 5.
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2 Related Work

We survey resources most related to our contribution through a brief review of
named entity recognition, existing feature selection methods for text classifica-
tion, and some of the most recent techniques used for intention recognition.

2.1 Named Entity Recognition

The majority of advanced techniques for extracting named entities from texts
relies on machine learning techniques. [10] is probably one of the first attempts
to systematically identify named entities from a text. To accomplish this authors
rely on Hidden Markov Model (HMM), which is effective in other areas for NLP
including Part-Of-Speech (POS) tagging. In [11], authors propose a much more
complex approach for the task of named entity recognition through a combi-
nation of classifiers including Hidden Markov Model, Maximum Entropy, and
Robust Linear Classifier. Authors of [9] explore the use of Conditional Random
Fields (CRF) for various NLP tasks including NER. [12] introduces the concept
of BILOU (Beginning - Inside - Last - Outside - Unit) for chunking, adding
additional dimensions to the task of NER recognition. Above approaches have
in common the fact that they use shallow parsing either through POS tagging
or chunking. More recently, advances in the field of machine learning along with
the availability of more powerful computers have enable the use of complex algo-
rithms for the task of named entity recognition. Initial efforts in that direction
replace words with embeddings using deep learning strategies, which minimize
the need of previous costly features [13,14]. Latest advances in the field of NER
involve the use of convolutional neural network (CNN) models [15,16]. spaCy’s1

named entity recognition module is an example implementation of CNN for
named entity recognition and has been shown to outperform other state-of-art
benchmarks in the task of entity recognition [17]. Although name entity recog-
nition has been extensively studied, to the best of our knowledge, little to no
effort has been devoted to investigate their impact on intents recognition in a
commercial environment, where they can be thought of as meta data and often
provide significant information on users’ intentions. For example, consider the
text “I lost my meter’s key”. It is essential to understand that “meter” in this
context is a business “entity” referring to the electricity or gas counter rather
than the base unit of length.

2.2 Machine Learning

A large number of machine learning algorithms are available for the task of text
classification. These include, but are not limited to, Naive Bayes, Maximum
Entropy, K-Nearest Neighbour (K-NN), and Support Vector Machine (SVM).
The literature consistently reports that SVM performs better than the others [21,
22]. Hence, SVM is one of the algorithms we consider in our analysis. However,

1 https://spacy.io.

https://spacy.io
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commercial NLP as a service often require users to quickly train or (retrain)
their intention recognition model, so we also investigate Random Forest (RF)
[23], which has emerged as an efficient classification algorithm for a vast majority
of machine learning problems. While SVM operates via identifying a boundary
between different categories (often linear SVM when the boundary is linear),
the basic concept of RF is the construction of a set of decision trees. It offers
the advantage of being faster and less computationally expensive than SVM.
Although Deep Neural Networks are becoming a promising alternative to state-
of-the art machine learning algorithms; they are time consuming and might
be impractical in the context of NLP as a service, especially given that users
are left with the task of training and optimizing their own model. In addition,
they typically perform badly on small amounts of data [24]. Hence, we do not
investigate the use of deep neural networks in this document. One could argue the
use of word embeddings, however, it has two major caveats. One of those caveat
being the fact that its use requires practitioner to either train context specific
word embeddings from the text available or use global dictionaries. Although,
this might be seen as a caveat, it can be exploited to create embedding that
encode specific relationships, we expand on this idea in Sect. 3.

Global dictionaries are trained on large datasets of global values and mean-
ings. So, retraining them is often required to incorporate the contextual meaning
of words. The challenge of re-training is debatable as to how much of data is
required to re-train the dense layers of word embeddings. Another issue with
using global vectors are appearance of new contextual word vectors in an indus-
trial setup. For example, an abbreviation or a pronoun that is used only in the
context of the company could not have been possibly included in the global
dataset no matter how big or from where it has been taken. With limited knowl-
edge of deep learning and the meaning of dimensions it throws out from training,
how can we then possibly initialize these vectors? As for the new vector, the
entity needs to be re-trained with the presence of other word vectors who them-
selves may not be perfect for the context. The situation is even more complicated
when there are multiple words of this nature who have their word embeddings
missing [25].

3 Methodology

3.1 BNS Based Approach

In this setting, we use an approach similar to the one discussed in [4], where
documents are arranged in a term document matrix A such that Ai,j is the count
of the term i in document j. When extracting features for a language model, it is
standard practice to remove words commonly referred to as stop words. Briefly,
stop words are very frequent natural language words that have little meaning,
such as “and”, “the”, “to”, and similar words. In addition, we remove words
with very high frequency as they usually convey little information. For example,
in customer support chats about smart meter installation and related services,
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the term “smart meter” (meter) is likely to appear at a very high frequency, but
conveys little to no information about customers’ intentions.

The term documents matrix gives more weight to longer documents than
shorter documents. This is addressed by using term frequencies rather than
actual counts. Finally, the tf -idf (term frequency times inverse document fre-
quency) is derived from the term frequency matrix. The tf -idf has the effect of
reducing the weight of more common words. Our tf -idf is generated using the
Python scikit-learn2 library which defines IDF as:

idf(t) = log(
nd

df(d, t)
) + 1

Where nd is the number of documents, and d and t are respectively document
and term.

We define a named entity document of a document D as a sequence of named
entities found in D. Using this definition, we create a named entity document
corpus from the training set. BNS is then applied to the above mentioned named
entity document corpus in order to compute the BNS score of each named entity.
We then construct the feature matrix from the tf -idf using Eq. 1, where NE
stands for named entity. A similar approach using BNS is described in [7], how-
ever, we do not rely on binary features because the BNS score for word features
in this setting are all less than one, in which case applying BNS scaling makes
no difference. Named entities are extracted using Spacy (version 2), which has
an accuracy of about 92.6%3. Equation 1 has the effect of increasing the range of
word features of interest, therefore allowing us to encode our domain knowledge
into the classifier.

tf -idf(i,j) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if tf -idf(i,j) is 0,

tf -idf(i,j) + BNS(termi) if NE(termi)
tf -idf(i,j) otherwise.

(1)

where BNS(termi) is the bi-normal separation score of termi and is computed
as described in [7].

At the one hand, tf -idf(i,j) is biased towards words with high frequency, but
overall rare in the collection. At the other hand, BNS is biased towards words
with high category ratio. Consequently, Eq. 1 combines those two properties
to weight named entities (could be any term), in documents where they are
frequent.

3.2 Word Embedding Approach

Our effort to account for named entities when performing the task of Intents
recognition, led us to Pointwise Mutual Information (PMI). Formally, it is a
measure of how often two events occur, compared with what we would expect if
2 http://scikit-learn.org/stable/modules/feature extraction.html.
3 https://spacy.io/usage/facts-figures.

http://scikit-learn.org/stable/modules/feature_extraction.html
https://spacy.io/usage/facts-figures
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they were independent. PMI is a commonly used vector representation of a word,
it is used to compute the term context matrix representation of a collection of
documents. Such matrix is often referred to as PMI-matrix. Unlike the term-
document matrix, in the PMI matrix, columns are labelled by words rather
than documents and each cell records the PMI of the row word (target) and the
column word (context).

Using the PMI-matrix, we create an embedding of each document in our
corpus as described by Eq. 2. As the result of Eq. 2 each document in the corpus
is encoded by their relationship with entities.

E(i,j) =

⎧
⎪⎪⎨

⎪⎪⎩

maxx ∈{NE} PMI(x ,wj) ∀ wj ∈ documenti

where, NE stands for named entity
and wj , the word at position j in documenti

(2)

Finally, the feature set constructed from Eq. 2, which we refer to as “entity
embedded features”, is combined with term features as described by Eq. 3 to form
the final feature matrix M . When α is approaching zero, variance is dominated
by embedded features whereas term features dominate when α is approaching 1.

M =

⎡

⎣
α tf -idf

(1 − α) E

⎤

⎦ (3)

4 Experimental Results and Discussion

This section presents and discusses preliminary results of our implementation
of the methodology discussed in Sect. 3. Different configuration scenarios are
considered in order to investigate and gain a better understanding of the impact
of proposed methodologies on Intent recognition. We start by describing the data
that we use, we then follow with a discussion of our experimental results.

4.1 The Data

Our data set is made up of 600 one to one chat conversations between human
actors, whom we refer to as agents and visitors, about prepayment smart meters
installation and related enquiries. Automatically labelling chat conversations is
a complex and error prone procedure. Consequently, we manually labelled visi-
tors’ intentions into three set of intentions or categories of almost equal propor-
tions: KeyRelatedProblem (200), CreditNotShowingUp (189), and TopUpOptions
(211). All personal information including postcodes, phone numbers and email
addresses are removed. Resulting texts containing users’ intentions have 116
characters on average. We further split the data set into training (70%) and
testing (30%) sets.

Prepayment smart meters are electric and/or gas metering devices, to which
is associated a card (called key) that customers use to credit it, offering cus-
tomers a fine grained control of their energy consumption. It appears that above



Accounting for Named Entities in Intent Recognition from Short Chats 593

mentioned categories are strongly related to our internal processes. For exam-
ple, KeyRelatedProblem include enquiries about the meter key, such as key loss,
broken key, etc.

4.2 Results and Discussion

This section aims at understanding the impact of complementing the traditional
bag-of-word model with a bag of named entities. We use linear SVM and ran-
dom forest implementations provided by the Python scikit-learn library. Tuning
parameters for both algorithms are left to their default values, with the exception
of the tree parameter for random forest. As performance evaluation measure, we
use the F1 score; the harmonic average of the precision and recall defined as:

F1 = 2 · (precision × recall)
(precision + recall)

A good F1 score requires both a good precision and a good recall on the
positive class. The overall F1 is computed as the micro-average of per-class F1

score of each of the three classes available. As opposed to the macro-average,
the micro-average provides a better sense of the overall accuracy as it weights
individual F1 scores according to the number of documents that happen to be
available in each class.

Figure 1 shows the average difference in F1 score for both random forest
and support vector machine under different feature models. The prefix “ext-”
indicates that the input feature matrix is computed using the methodology we
described in Sect. 3. We can observe a up to 2% improvement in F1 score depend-
ing on the classifier. This suggests that weighting named entities slightly more
heavily than other features improves performance of the intents recognition task.
This can be attributed to the fact that the dot-product distance as evaluated by
the linear SVM kernel is affected by the scale of cases involved [8].

As mentioned in Sect. 3, we compute named entities BNS scores from the
named entity document corpus built from the training set. Alternatively, scores
can be computed from the original training set, we do not show results for such
scenario because it gives similar performance for SVM and no improvement for

Fig. 1. Average difference in F1 score between the scenario where term features are
used and the scenario entity term features are given more weight. Considered machine
learning algorithms are SVM and RF.
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random forest. Figure 2, where the y-axis represents the F1 score and the x-axis
the number of features, shows the performance of random forest and support
vector machine with respect to the number of features. On the one hand, random
forest with standard tf -idf(i,j), RF on the graph of Fig. 2 seems to perform better
as the number of features increases. On the other hand SVM with named entities
given more weight (ext-svm) consistently performs better than SVM.

Fig. 2. F1 score for random forest and support vector machine with respect to the
number of features.

Fig. 3. Variation of the F1 score for random forest and support vector machine with
respect to the the binding coefficient α.

The effect of using embedding to complement term features is presented in
Fig. 3. More explicitly, Fig. 3 where the x-axis represents different values of the
binding coefficient α and the y-axis represents F1 score, shows the variation of
the F1 score for random forest and support vector machine with respect to the
binding factor α when the entire feature set is used. We can observe that the
F1 score of term features, when α = 1 is improved by adding entity embedded
features. The graph of Fig. 3 also suggests that the correct binding factor might
depend on the algorithm at hand, so, we recommend trying multiple values
preferably on a validation set. As a general observation, random forest seems to
perform better with lower values of α, reaching its maximum F1 when α = 0.2.
Whereas SVM in contrary seems to favour higher values of aplha, reaching its
highest F1 score when α = 0.85.
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5 Conclusion and Future Directions

In this paper, we present two approaches for enriching the task of intents recog-
nition with our knowledge of named entities. While the first approach relies
on Bi-Normal Separation feature scoring method to assign more weights to term
features that are named entities. The second approach consists of supplementing
term features with named entity embedded features.

We investigate the effectiveness of the proposed methodologies by evaluating
them on a chat data set composed of one to one conversation between human
actors. Comparison with baseline feature selection, where no emphasis is put
on named entities shows the benefits of this approach depends on the machine
learning algorithm as well the size of the feature set. However, we notice an aver-
age improvement of 2% of the F1 score for support vector machine. The second
approach exhibits a clear synergy between term features and entity embedded
features and suggests that the task of intents classification can benefit from such
entity embedded features. Although, we specifically targeted named entities,
we believe this approach can easily be extended to any feature in the context of
Intents recognition. Future direction include investigating the effectiveness of the
proposed methodology on different data sets as well as less efficient algorithms.
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