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Foreword

Today’s world has seen significant growth in the advancement of wireless tech-
nologies, from communication to health control and monitoring applications.
During the last two decades, various innovative technologies such as high-speed
Internet, smart homes, smart cities, underwater sensor networks, and body area
networks have emerged and many more still under consideration. The academia
and industrial research groups are facing an increase in demand from the users
to develop wireless applications to fulfil their needs of high data rates, error-
free communication, conservation of battery power, and bandwidth efficiency. To
address these demands and their underlying challenges, this book mainly focuses
on presenting the new emerging paradigms in wireless communication. There is
an ongoing convergence of four key technologies that are poised to transform the
Information and Communications Technology (ICT) ecosystem. Those technologies
are the Fifth Generation (5G) cellular, Artificial Intelligence (AI), Data Analytics,
and Internet of Things (IoT). These technologies coupled with cloud computing
will have a huge impact in their own right, both on ICT and on all major industry
verticals that depend on telecom and IT services. However, the combination of
these technologies is poised to create opportunities to significantly enhance user
experiences for communications, applications, digital content, and commerce.

To this point, it seems an amazing and complicated task to connect everything;
however, one can avoid the data storage problem of connecting hundreds of
thousands of wireless applications. Therefore, this book focuses on how to optimally
store data considering traditional and cloud storage. Cloud computing is playing
an important role in storing huge amounts of data that has been processed by
various cloud servers, which not only lowers the burden of storage but also the
processing power of the traditional systems. To do so, many efficient machine
learning algorithms are used in processing this huge amount of data.

Department of Computer Science, Ateeq Ur Rehman
Abdul Wali Khan University Mardan, Mardan, Pakistan
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Preface

This book provides detailed information about the recent trends and advancements
in Information and Communications Technologies. The Information and Commu-
nications Technology industry is experiencing profound changes across a broad
range of research areas. More and more research is being poured into innovative
technologies that aim to facilitate humans in the long run. Besides, a substantial
amount of research funding is allocated by governments to provide facilities to
their people at their doorsteps. For example, consumer cloud service is a concept
involving the storage of various consumer electronic items in “the cloud” for
the benefit of anytime, anywhere, any device access. With worldwide carriers
reaching saturation of human users, network operators are looking for new ways
to generate revenue and enhance profitability. At the same time, miniaturization
is reaching the point in which embedded computing can be virtually ubiquitous.
Many things are converging including everything from networks, services, and
entire business models. One key example that is particularly poignant for enterprise
is the convergence of Machine to Machine (M2M), Internet of Things (IoT), and
Social and Big Data.

This book covers a diverse range of topics that are all related to recent trends
in communication technologies. Due to the aforementioned trends, the industry is
expected to anticipate several developments. Artificial Intelligence is becoming a
part of everything. It is getting integrated into everything from machine learning,
predictive analytics, security software, intelligent agents, and many more. The cloud
computing is moving beyond Information Technology (IT) to include communi-
cations, applications, content, and commerce across a diverse number of industry
verticals. IoT will become part of the global lexicon of indispensable things,
just like smartphones and the Internet itself. Besides, Wireless Sensor Networks
(WSNs) and Wireless Body Area Networks (WBANSs) are contributing a lot to
IoT by revolutionizing industrial automation, healthcare, agriculture, and many
other sectors. Broadband, in particular wireless, is enabling key technology areas to
integrate with each other. While 4G via LTE is currently the worldwide recognized
standard for high-speed wireless data, it will pale in comparison to what will be
commercially available by 2020 when 5G is in operation. It is expected that 5G

ix



X Preface

in near future will provide ubiquitous and pervasive communication by connecting
IoT, RFID, Cloud, and many more.

Each chapter of this book is dedicated to the aforementioned tasks. Each chapter
focuses on one or more of these technological trends of ICT. Except technical terms,
the readability and flow of concepts make this book an easy to go for any person with
some technological background.

Mardan, Pakistan Mian Ahmad Jan
Mardan, Pakistan Fazlullah Khan
Suzhou, China Muhammad Alam
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Chapter 1 ®
A Distributed Trust Management Model Qe
for the Internet of Things (DTM-IoT)

Mohammad Dahman Alshehri, Farookh Hussain, Mahmoud Elkhodr,
and Belal Saeed Alsinglawi

Abstract The Internet of Things (IoT) is a paradigm that facilitates autonomous
communications among various IoT devices with minimal human intervention. This
raises many security challenges, which are critical and must be addressed to allow
for the wide deployment of IoT. Trust must be provisioned among the various het-
erogeneous [oT devices. In this paper, a distributed trust management model is pro-
posed. The model offers solutions to trust management and negotiations in the IoT.
It is inspired by clustering techniques that are adopted in WSNs. After introducing
the structural design and the main components of the trust model, we demonstrate
how our new approach supports trust negotiations and management in the IoT.

1.1 Introduction

The management and provision of trust in the Internet of Things (IoT) are essential
for the security and trustworthiness of communications in the IoT [1]. While
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numerous [oT communication and interaction models have been the focus of
various research studies, such as in [2, 3, 11], solutions that provide trustworthy
communications between nodes based on a clustering technique remain unexplored.
Existing research such as [3] provides a solution for the smart community for IoT
by addressing low cost and power. However, adequate attention has not been given
to trust and trust management establishment for IoT devices. The IoT encompasses
various applications and devices such as smart products that connect to the Internet
using sensors and actuators, which requires management of data, its sharing and
analysis mechanisms [2, 4]. Therefore, trust management protocols are needed for
trust establishment among the diverse range of IoT devices. The need for trust
management in the IoT becomes apparent given the sheer size of the IoT. For
instance, [5] points out that the IoT has a growing number of IoT devices, especially
in storage and computation. IoT networks should also allow individual nodes to
gain trust rapidly and accurately while evolving to adapt to the dynamicity involved
around nodes joining and leaving the network on a regular base. The complexity
in IoT communications imply that trust management protocols, designed for the
IoT, should be highly resilient to trust-based attacks to ensure security protection in
hostile environments. Trust management is also necessary given the heterogeneity
of communications and the volume of IoT devices.

Among the various issues challenging trust management in the IoT such as
lightweight characteristics of IoT devices, perhaps, scalability should be a key
consideration in the design of trust protocols in the IoT [6]. This is because most of
the existing trust management solutions such as those proposed in [3, 6, 7] did not
address the scalability issue, thereby undermining their applicability to large-scale
IoT networks.

Trust management and security in the IoT are fundamental to establish trustwor-
thy connections [8—14]. There is a lack of research on trust management in the IoT.
More specifically, previous frameworks failed to consider cluster-based approaches
and focused mainly on individual solutions at the node level. In [15], the authors
proposed a fuzzy reputation method for trust management in the IoT. However, this
model is mainly designed to work with wireless sensor networks (WSNs). It focuses
more on quality of service (QoS) metrics such as energy consumption, rather than
establishing trust among IoT devices.

Similarly, other works such as [4] proposed a trust management protocol that
takes into account QoS trust metrics and social trust. In order to update trust values,
the authors relied, in their proposed method, on indirect recommendations and direct
observations. However, the research is limited to static IoT scenarios. It does not
consider the rich and dynamic interactions envisioned in the IoT. Given that the [oT
is growing exponentially, solutions such as those proposed in [4] are not applicable
to IoT scenarios that involve dynamic interactions.

To fill this gap, this paper introduces the Distributed Trust Management Model
(DTM-IoT). The structural design of the proposed DTM-IoT is provided in Sect.
1.2. Section 1.3 presents the components of DTM-IoT. We first describe the
architecture of the model, which focuses on the distribution of the IoT nodes based
on the dynamic trust value of clusters. We will then elaborate in more details the
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main components of the proposed model, which consists of the Cluster Node (CN)
component and the Master Node (MN) component. These nodes are responsible for
managing the trust management in an IoT network. Conclusion and future works
are provided in Sect. 1.4.

1.2 The DTM-IoT Structural Design

The DTM-IoT provides trustworthy communication among devices that are
involved in a communication as part of an IoT network. The DTM-IoT architecture
allows various IoT devices and applications to establish a trusted communication
among themselves, thus paving the way towards a secure communication. The
architecture of the DTM-IoT is presented in Fig. 1.1. The DTM-IoT encompasses
four types of devices. The first type is a general device, which is a basic physical
device. It has default trust value. A device with an actuator is the second type of
DTM-IoT device. The role of these devices is to receive the trust value command
over the Internet. The third type of DTM-IoT devices have sensors which fetch the
trusted data from the IoT environment and transfer the data over the Internet. A

LocalloTor Management
Application

Clusterl

Super Node
()]

loT Application 1
loT Application 2

loT Application n

Cluster2

Cluster3

Fig. 1.1 DTM-IoT dynamic architecture
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hybrid device is the last type of DTM-IoT device which has both trusted actuation
and sensing capabilities. The DTM-IoT provides trustworthy communication
among these nodes (devices).

The DTM-IoT architecture is a distributed architecture that consists of Cluster
Node (CN), Master Node (MN) and a Super Node (SN). In this architecture, as
shown in Fig. 1.1, the DTM-IoT adapts the structure that is used by traditional
network management approaches. The DTM-IoT architecture consists of a Cluster
Node (CN), which resides on a node, and a Master Node (MN). The Cluster Node
(CN) acts as a communication node that has the responsibility for transporting the
data generated or collected by CN to their MN. The MN manages many CNs in
the Cluster. The MN also stores the received data, sent by CN in the cluster, in a
repository at MN.

The Super Node (SN) is the base node in the DTM-IoT. It is responsible for
ensuring trust in an IoT network. The SN contains an API, referred to as the trust
management APIL. This API allows the SN to communicate with the Master Node
(MN) in a given cluster. The SN also has a repository that stores the trust values and
addresses of MNs and CNs. The repository of SN is hierarchical (tree-structured).
Each entry relevant to a CN is addressed through the MN’s unique ID. Therefore,
the repository of SN does not store any data collected from the CN. It only stores its
trust value and address information, i.e. through which MN and CN can be accessed.
An IoT application running with the SN can provide services based on combining
data collected from various CNs. Therefore, IoT applications and services are built
on top of the IoT, by supporting communications among nodes through the SN.

The DTM-IoT architecture provides a centralised model of several clusters and a
MN that allows for central trust management of things over local area networks. On
the other hand, the DTM-IoT distributed architecture of several MNs and Clusters
creates a trust distributed system where CNs communicate in a cooperative rather
than a stand-alone manner. This flexibility in architecture is designed for the specific
communications requirements of the IoT. This is important since IoT devices may
play different roles in both centralised and distributed operation setups, especially
for trust management in the IoT.

1.3 The DTM-IoT Mechanisms

In this section, we will introduce the various components of the DTM-IoT.

1.3.1 The Cluster Node (CN) Components

The Cluster Node (CN) is an IoT node which stores the trust value of a cluster in
the MN repository. It stores the trust attributes of the cluster.
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Table 1.1 IoT Cluster Node

. Trust Management Attributes (TMA)
Trust Management Attributes

ID

PKI

Trust value

Firmware version

IP, MAC address, network name or others
Battery life

Location (as a heterogeneous node)

In particular, CN is represented using the Trust Management Attributes (TMA).
These attributes represent parameters such as the communication status of CN. A
TMA is used to establish communication among other nodes in each cluster, based
on the trust management criteria. TMAs are also used to maintain the data CN
collects. They are also used to maintain information relating to CN activities. The
formalisation of TMA offers a method to maintain and store CN trust information
and other information collected by the MN repository. Table 1.1 shows the Trust
Management Attributes (TMA) that represent a Cluster Node (CN).

We, therefore, define a CN as the [oT object that represents the device and its trust
behaviour. CNs are accessed through the trust management repository by various
IoT applications and the MN. CNss are a representation of IoT nodes that include not
only the normal nodes, like a wireless sensor node, but also the trust communication
module, software and driver (i.e. CN trust agent) that allow communication among
nodes and the MN in the cluster. This is what is called the heterogeneous IoT node.
A CN has a unique identification and trust attributes. The TMA can be defined
and implemented for IoT nodes to the MN in the clusters. Table 1.1 shows that
the TMAs are descriptions of the IoT node based on trust attributes. For instance,
the ID is used to identify a unique IoT node. A public key infrastructure (PKI),
trust value, firmware version and the rest of these TMAs are also used as identifiers
or descriptions for IoT nodes. These trust attributes assist MNs to decide which
nodes are appropriate to offer an authority to access and join the proper cluster,
based on the similarity of trust value between the node and the cluster. These trust
attributes support the CN in establishing a trusted communication among the CNs
in the cluster. Therefore, the TMA will ultimately provide an opportunity for the
CNs to be the trusted smart node.

Figure 1.2 models CNs and demonstrates that there are two main modules
for a trust agent. The trust communication module is responsible for establishing
communications that are trustworthy among other CNs and communicates with the
MN. The trust agent services module is responsible for the services execution (such
as generating low trust value level alerts or handling IoT trust actuation instructions).
Therefore, the trust agent controls the communications between two important
IoT nodes in the cluster. It controls the communication between CN and MN by
sending the collated data to the MN and dealing out the requests sent by MN and
correspondingly controls the communications between the CN and the other CNs in
the cluster. The responsibilities of the CN trust agent are:
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Fig. 1.2 Cluster Node (CN) R
components

Trust
Communication

4— Module
CN Trust
Agent

¢ Establish a trust communication with the other CNs.

e Communicate and send data updates to the MN.

¢ Receive trust instructions of actuation from the MN.

* Manage responses and requests from/to the MN to join in/out the cluster.
¢ Send notifications of trust value levels to the MN.

1.3.2 The Master Node (MN) Components

Cluster is an [oT trusted CN application that performs the cluster operational roles of
receiving and generating requests to retrieve trust value information from IoT nodes.
A MN can also receive activity-based trust notification reports on CNs generated by
their trust agent. MN controls the communication among nodes in the cluster to be
trusted. It also manages the whole cluster so that it is secured and trusted. A MN
maintains a trust value repository, which stores the trust value and other information
about all CNs in the cluster. The MN accesses CNs’ data stored in this repository.
An MN also communicates with the Super Node (SN) to update it about its activity
and to send a trust value of the whole cluster to be stored in SN repository.

A MN includes and provides a trust management Application Programing
Interface (API) to receive IoT services from other nodes out of the cluster.

Information, which is stored in the MN repository, can be requested over the
Internet once the API allows IoT applications to communicate with a MN. The API
also allows trust management applications to control and monitor the CNs. The trust
management API is used to communicate topology information over the Internet
about the clusters and IoT network to the SN. The SN is a higher main IoT node
that is responsible for the whole trust IoT network and is located above the MNs
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Fig. 1.3 Master Node (MN) P
components

Master Node

and clusters. Under the supervision of the MN, the IoT applications run on top of
the SN and send requests to access MN’s data. Figure 1.3 shows the infarctions
between MN and CNs in the cluster. To provide trustworthy communication in the
cluster, the MN includes several modules that offer security, trust management and
privacy abilities, among other IoT trust operational services.

1.3.3 The Cluster Components

The intention of the Trust Management IoT platform is to build upon dividing IoT
nodes into different clusters based on their trust value. Based on each cluster’s trust
value, nodes will request to join into clusters. This method provides efficient and
trusted IoT communication, by applying the trust value of the cluster for each
node in the IoT. This allows for fast communication, easy control and longer
battery life, since the request will be generated from nodes based on the trust
value of the corresponding clusters. Nodes within the clusters contact the MNs to
get authorisation to join or redirect the node. They request joining the appropriate
cluster based on its trust value.

The cluster has two main functions. The first function is to maintain IoT
communication by providing trustworthy communication. This allows nodes that
have similar trust values to join into clusters. The cluster will then deal with other
clusters rather than nodes. Another function of clusters is to provide additional
communication capabilities for IoT networks through the application of trust
management attributes for the cluster components (MN, CNs). Figure 1.4 shows
the main components of MN.
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Master Node |
I
Cluster#

(MN)

Fig. 1.4 Cluster components

1.4 Conclusion and Future Work

This paper introduced the Distributed Trust Management for Internet of Things
(DTM-IoT) model. This proposed model consists of a Super Node (SN), a Master
Node (MN) and a Cluster Node (CN). The DTM-IoT provides IoT devices with a
mechanism that allows them to negotiate and establish trust among them. The model
relies on a distributed architecture, in which the Super Node assigns trust values to
cluster components. The communication between the Super Node and the Cluster
component is facilitated by the Master Node. Future works involve the design of a
network simulation in order to evaluate the proposed model. The simulation aims
to demonstrate how a new node can join the IoT network and gains trust and thus
engages in a secure communication with other nodes. The simulation work will
also involve the design of a threat model to evaluate the trust management services
provisioned by the DTM-IoT.
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Chapter 2 ®
A Review of Current Security Issues oo
in Internet of Things

Mudassar Ahmad, Tanveer Younis, Muhammad Asif Habib, Rehan Ashraf,
and Syed Hassan Ahmed

Abstract The Internet of Things (IoT) is a framework in which every real-world
object can be identified uniquely and has the capacity to send and receive data to the
network. This paper presents analysis and survey on IOT security, also discusses the
current status and challenges of IOT security. Typically, there are three layers in [oT
architecture, i.e. perception layer, network layer, and application layer. For secure
internet of things realization, at each layer a number of security principles should
be enforced. In the future the implementation of IoT is only possible if the security
issues related to each layer are resolved and addressed. A number of researchers try
to address and to give corresponding countermeasures to secure each layer of IoT.
This paper provides an overview on proposed countermeasures and challenges of
Security.

2.1 Introduction

We are living in the age of internet where we are surrounded by many computing
devices. Wired and wireless network are now existing in abundance. Future internet
will be developed in such a way that every real-world object will be connected and
available online everywhere each object will be able to cooperate and interact with
each other. As in the future everything will be connected to the internet, we can call
the future internet as an Internet of Things (IoT). In the vision of IoT the object of
real world will be the part of the internet. It is observed that by 2020 the number
of IoT devices will be more than 50 billion [1]. There are many application areas
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of IoT such as smart home, smart transportation, smart agriculture, smart business,
smart grid, smart healthcare, smart cities, smart logistics, and many more. In IoT
everything will be interconnected and they must share information with each other.
The transmission of information will be take place in the public places i.e. network
layer and application layer. So, if there is no effective mechanism for information
protection then the information could be stolen which will result in privacy risk,
therefore security and privacy are the concerns of IoT enabled devices but it is
difficult to implement due to the various diversity of the IoT devices. Therefore,
it is very important to figure out the solution for the security of IoT devices.

2.2 Evolution of Internet of Things

Internet connectivity is becoming cheap and easily accessible all over the world
[2]. In computing devices, micro and nanotechnology is being introduced which
reduced their size and consumption power while enhancing their storage capabilities
which makes it easy to equip them with actuators and sensors. This mishmash of
small devices with multiple purpose devices enables them to communicate over the
internet. RFID tags, NFC tags, or barcode are attached with the physical objects,
then devices such as smart phone, tablet, and RFID/NFC readers are used to scan
them. The internet capabilities can be enhanced by connecting this combination of
bodily world and cyber space through the smart devices. This will result in a new
era of internet which is known as Internet of Things. Figure 2.1 [3] gives the picture
of future internet.
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Fig. 2.1 Generic IoT scenarios
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2.3 Generic Architecture of Internet of Things

Different researchers [4, 5] give different opinions about the layers of the IoT. The
basic architecture of IoT can be viewed as three layers as shown in Fig.2.2 [6].
They are named as Perception, Network, and application layers. Security issues are
related to each layer. IoT will face a number of challenges in the future especially
related to the security and privacy [2]. The main procedure of IoT is to connect
everyone with everything to exchange information with each other and the number
of communication devices will be increased exponentially. Therefore, improvement
in IoT is dependent on the progress of technology and is applicable for the diverse
types of application and business models.

2.3.1 Perception Layer

This layer has resemblance to the physical layer in OSI model. The perception layer
consists of various types of sensors and actuators (i.e., QR code, RFID, infrared
ZigBee, etc.). These sensors collect, sense, and process data (location, vibration,
humidity, wind speed, dust in the air, etc.) collected from the environment and
transmit this information to the network layer.

<

* Application

Smart Government
Smart City

(c [J) ‘
@ 1 Network
Router Access Point
]
@ Perception

Sensors

Smart Home

Fig. 2.2 IoT architecture
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2.3.2 Network Layer

This layer is responsible for the transmission and routing of the data collected from
different IoT sensors to the various IoT devices and hubs over the internet. In this
layer, different technologies (i.e., Zigbee, LTE, 3G, WiFi, Bluetooth, etc.) are used
to operate various network devices, i.e. router, switches, and gateways. Aggregation
filtration and transmission of data take place through network gateways and they
serve as a mediator between different IoT devices [7].

2.3.3 Application Layer

This layer is responsible for confidentiality, authenticity, and integrity of the data.
The purpose of IoT is achieved at this layer. IoT (internet of things) applications can
be smart home, smart postal, smart glasses, smart transportation, smart health, etc.

2.4 10T Protocols

Protocols are the rules and regulations that are used for end-to-end communication
of devices connected to a different or same network. This section will give a
brief description about the protocols which are mostly used in machine-to-machine
(M2M) communication. Message Queue Telemetry Transport (MQTT) [3] is a
client—sever protocol for messaging transportation. It is easy to implement and
lightweight. This protocol will run over TCP/IP. Whenever abnormal disconnection
occurs MQTT will notify the interested parties about this event through an extraor-
dinary mechanism. Constraint Application Protocol (CoAP) is an application layer
protocol that is used for internet devices with resource constrained. This protocol is
specially designed for M2M communication such as building automation and smart
city. CoAP can be easily translated to HTTP for simplified web integration and it can
also provide specialized necessities such as very small overhead, multicast support,
and easiness.

2.5 Security Issues

IoT flawlessly joins two distinct worlds into one. There are many limitations
and restrictions related to the IoT devices and components, i.e. their compu-
tational power and resources and even heterogeneity of devices, which arises
new security issues Security challenges of IoT can be divided into two classes:
security challenges and technological challenges. Heterogeneity of devices arises
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the technological issues whereas security challenges arise due to the principles
and functionality that must be followed to establish a secure network. According
to the typical architecture of IoT as in Fig. 2.2 some devices or perception sensor
is deployed openly where no monitoring system is present [8], which creates
vulnerability for outside attackers. Attackers can access these devices and can
program them in such a way that these sensors can send data to the register servers
as well as to the group of attackers. Secure communication framework for software,
processes, things, and people can be developed by following some principles and
rules given below.

2.5.1 Confidentiality

Data of IoT should be secure and only authorized users should grant access to the
data. Users of IoT can be anything it could be, the other network object, human
services and machines, or the same network object. IoT sensors should be protected
in such a way that they cannot reveal their collected data to other nearby nodes [9].
How the collected data should be managed is also a confidentiality issue that must
be tackled. IoT user should be aware of the mechanism of data management that
would be applied, and should ensure the protection of the data during the entire
process of [oT.

2.5.2 Heterogeneity

In IoT there are multiple devices or sensors belonging to different manufacturers
and with different abilities based on the complex or simple architecture. The IoT
entities also have different versions of their release. They have different technical
interfaces and they perform distinct functions, therefore IoT protocols should be
designed in such a way that all heterogeneous entities can function together in
different situations [10]. The main purpose of IoT is to connect human to device
and human to human, in this way it builds a network of heterogeneous things.

2.5.3 Integrity

In IoT data is exchanged among many devices and that is why accuracy of data
is very important, which means it should be monitored that the data is coming
from the right sender and going to the concerned IoT node without any interference
either intended or unintended. In IoT communication integrity feature is imposed by
maintaining end-to-end security. The endpoints of IoT has very low computational
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power, therefore security or cryptography algorithm implementation is difficult on
the end nodes of the IoT.

2.5.4 Lightweight Solutions

As the devices of the Iota have very low computational power and lack of
memory have lightweight solutions are introduced which have unique security
features. These lightweight algorithms execute on IoT devices that have limited
capabilities of computation, that’s why they should be compatible with devices. In
implementation of IoT protocols or authentication of devices, this restriction should
be considered.

2.5.5 Authentication

In IoT every entity or node should be able to authenticate other objects and nodes,
but this process is not simple as it requires more effort and is quite challenging
due to the heterogeneous nature of IoT devices. Sometimes [oT devices have to
communicate with other objects for the very first time [11]. Therefore, there is
need of a universal authentication mechanism to authenticate the IoT devices in
all condition.

2.5.6 Availability

The aim of IoT is to connect everything and to make everything available online.
The IoT data should be available to the IoT users at any place and as any time,
besides the data of IoT devices should also be accessible or reachable to the IoT
users at any time.

2.6 Security Issues in Each Layer of IOT

There are many security threats related to the layers of [oT, each layer is vulnerable
to many kinds of security attacks, these attacks can be active or passive and they
can be caused by an internal source or external source [12]. Active attack will
immediately block the service whereas passive attack can steal information from
the IoT network silently without interfering the services. DoS attack can affect at
each layer of IoT making the services of the network unavailable. In this section,
we will discuss security issues related to each layer of the IoT.
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2.6.1 Perception Layer

The most sensitive and attacking layer of 10T is perception layer, the nodes on this
layer mostly operate in outdoor environment which makes it most favorite attacking
area in IoT network. Wireless technology is used to transmit the signal between the
nodes of 10T, therefore its efficiency can be decreased by waves disturbance. Due
to the outdoor deployment of the IoT sensors, an attacker can tamper the hardware
of the devices. Moreover, the devices on the perception layer consist of sensors,
barcode readers, or RFID whose computation capability and power consumption
are very low which make them attackable [13]. Spoofing can be used to exploit the
confidentiality of this layer which can alternate identity information of IoT devices.
Node capture attack can also be made on this layer in which attacker takes over the
node and extracts all the information from the node. Nodes can also be replaced by
the attacker on this layer.

2.6.2 Network Layer

DoS attacks can be performed easily on the network layer. Passive monitoring and
network analyzing is also very common on the network layer [12]. Exchanging data
of devices and mechanism of remote access give rise to these types of attacks. If
eavesdropper can get the keying material of IoT devices, then secure communication
will be conceded. Therefore mechanism of key exchanging should be protected
for secure communication of IoT devices. The communication which takes place
between the IoT devices is much different from the internet, the reason is that it
is not limited to machine to human. Compatibility is the big issue for the security
of IoT devices, because of the heterogeneity of the IoT devices currently available
protocols cannot be used. Object protection is as important as the protection of the
network. Objects should have the ability to defend themselves against any network
attack. By developing good protocols this goal can be achieved. The software
capabilities should also be increased to make IoT devices strong enough to handle
any abnormal situation that can affect their security [14].

2.6.3 Application Layer

There are no global standards and policies for the development of IoT applications,
there are many security issues related to the IoT applications. There are many
applications and each application has different method of authentication, which
makes difficult to ensure the authentication and privacy. The increasing number of
connected devices that also share the data will result in an overhead. This overhead
will cause an unavailability of the IoT services. During the process of application
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development, another issue should also be considered that is who will be the user
of the application and how they will interact with the application. There should be
some tolls for the users that they can be used to control the data and to decide that
what data should be disclosed and who will be the user of data and when they will
be using the data.

2.7 Countermeasures for IoT Security

At all three layers of IoT some security measures are required; at physical layer,
we need some security measures in data gathering, for transmission and routing on
the network layer, and on application layer for maintaining integrity, confidentiality,
and authentication [13].

2.7.1 Authentication Measures

In 2011 an authentication scheme was presented by Zhao in [14] for different
IoT terminals and nodes. The basic block of the scheme is based on the feature
extraction and hashing, for the avoidance of any collision attacks hashing function
is combined with feature extraction. There exists irreversibility property in features
extraction, this property is also necessary for the insurance of security and it also
provides lightweight solution which is required in IoT. This authentication process
is implemented when platform wants to transmit the data to any terminal node of
IoT. This scheme will also reduce the information that must be sent while improving
the security of IoT, but there is no any practical proof in the support of this scheme.

Wen et al. in [11] presented a different method of authentication for sensor
node of IoT which is based on ID authentication mechanism. This works on the
mechanism of request-reply based on on-time one cipher scheme. The communicat-
ing nodes uses a pre-shared matrix to implement this scheme randomly generated
coordinate which are generated by nodes are used as a key coordinate. Key itself
is not transferred between the parties but the things with that key coordinate
are transferred. Then from this coordinate password is generated. This generated
password, i.e. key, time stamp, key coordinate and device ID, is used to encrypt all
the messages to be sent. Timestamp validation is then used for the communication
between the devices, thus on this basis they can also cancel the session. This
cipher can also be used in the situation where securing IoT does not involve
sensitivity by using same key for different coordinates. For the optimization of
security key coordinates can be changed regularly, for a specific structure of IoT.
Protecting access controls is also very important for security, it is as important as
authentication.

Mahalle addressed these two functionalities in [15]. He presented the idea of
Identity Authentication and Capability Access control (IACAC). His research tries
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to achieve the mutual identity establishment in IoT based on both authentication and
access control abilities. He proposed a model that uses public key approach which is
compatible with distributed, mobile, lightweight, and with the limited computational
nature of IoT. Man-in-the-middle attacks are prevented in his technique using
a timestamp to authenticate messages between the devices, he called it MAC
(Message Authentication Code). Sample use case is shown in Fig. 2.3 [16].

In IOT environment there could be three types of attacks that are Denial of
Service, Man in Middle and Reply Attack which is shown in Fig. 2.3.

His scheme is based on three stages; in the first stage, a secrete key is generated,
this generated key is based on Elliptical Curve Cryptography-Diffie Hellman
algorithm (ECCDH) [16], in the second step identity establishment is taken place by
mutual authentication protocols and one-way, at the end implementation of access
control is taken place. Public key and private parameter combine to form a shared
secret key, and it has low computational overhead due to the use of Elliptic Curve
Cryptography (ECC). Using IACAC can minimize significantly because at one time
only one ID can have access to the resources.

Perception layer of IoT is mostly based on sensor and RFID. These devices have
very limited computational power, therefore on these devices implementation of any
cryptography algorithm is very difficult for the network security. For the security of
RFID tags, many researchers [17] presented lightweight authentication protocols. If
RFID tags are not secured, then attackers can access the network by sniffing (EPC)
electronic product key to the target tag and can program it to other tag. By using
lightweight authentication protocol these attacks can be prohibited. These protocols
ensure the authentication among RFID readers and items that are tagged. Through
this mechanism large overhead on these devices is also prevented. A communication
scheme is shown in Fig. 2.4 [18] in which RFID tags are to identify the items in IOT
environment.



20 M. Ahmad et al.

A\ (10m) I/ (@)
/) W =
-

o Interferenc‘e% LRLderJ

‘o4 |oE | sF| 85 FF| 32 s o4 | 1E| 5F| 85| FF | 32

b
| Attacker A | | Attacker B ﬂﬁ‘
=

Fig. 2.4 A communication scenario in which RFID tags are used in IoT

2.7.1.1 Digital Certificate

In [19] the authors proposed the method of digital certificate which is attached to
the original message to increase the security. A Certificate Authority is responsible
for issuing the digital certificate. Certificate Authority verifies the user by giving it a
private key. A public key is also announced by the Certificate Authority, it also has
its own digital certificate which is known by all the users. This approach is used to
eliminate pre-shared key for authentication and introduces digital certificate for the
authentication of 10T entities. Figure 2.5 describes the process of issuing the digital
certificate to the clients or IOT nodes.

The sequence of operation of the certificate authority is explained with the help
of Fig. 2.5 [19].

1. Client requests a source from the server.

2. Server gives its certificate to the client.

3. Certificate contains the digital signature which is signed by Certificate Authority
client who also verifies the signature by decrypting it with the CA public key.

4. After verification client also sends his certificate.

. Digital signature of the client is also verified by the server.

6. After the completion of successful verification server and the client can commu-
nicate.

9]

2.7.1.2 Trust Establishment

IoT devices can be moved from one place to the other or the ownership of the
devices could be changed, therefore trust establishment is necessary for smooth
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transition w.r.t. permissions and access controls. The concept of mutual interest for
inter-system security was presented in [18]. They developed a framework based
on the item level access control. In this trust is established in phases from the
creation of devices to their operation and transmission. There are two steps in trust
establishment; in the first step, the key creation and token. When a device is created,
key is assigned to the device. Current owner or the manufacturer can create the
token, then these tokens can be used jointly with RFID identification for the Iota
devices. Only owner of the device can change these tokens with the condition that
the old token is provided. This entire process is much like that, replacing the old key
with the new one when new home is bought.

2.7.1.3 Security Awareness

Awareness of the security is very important for the success of IoT framework.
Humans which are the part of the IoT network should be aware of security measures.
Some researchers in [18] showed the consequences of not securing IoT with actual
numbers. They gain access to the various IoT devices, printers, web cameras, etc.,
these devices were available publicly with no security or they have default access
parameters. According to their results many devices were accessible. If in the [oT
environment people keep on practicing towards unawareness of the security, by
using no security or default security parameters, then the IoT environment will be
more harmful than beneficial. If one of the IoT devices is not secured, then hackers
can gain access to the whole network through this device.
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2.8 Conclusion

Each layer of IoT is susceptible to attacks; therefore, there is need to address security
challenges and requirements of IoT framework. For the dynamic mashup of internet
of things topology, in the future there is need of new protocols for networking like
ipv6 and 5G. Currently, researchers are only focusing on the access control protocols
and authentication mechanism of IoT. Currently, the development of IoT is only
restricted in small companies and business, for the large-scale development of IoT
there is need to overcome many security-related issues of IoT. IoT can transform the
way of life we live today. But, in this smart framework security is a big issue. There
is high need of new mechanism of identification, software and hardware technology
to overcome the security challenges of IoT such as trust management, identification,
authentication, privacy, access controls, and confidentiality. If we could address
these problems successfully, then soon IoT will transform everything.
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Chapter 3 )
A Review of Internet of Things (IoT) Grechie
Connectivity Techniques

Mudassar Ahmad, Atiab Ishtiaq, Muhammad Asif Habib,
and Syed Hassan Ahmed

Abstract The Internet of Things (IoT) is spreading to virtually all everyday objects.
Therefore, the best technology must be selected for IoT devices. This paper presents
the state of the art of the best IoT connectivity technologies. The paper first discusses
basic points like frequency bands, network range, and topologies that are necessary
to know for the connection of IoT devices. In addition, the paper discusses basic
connectivity technologies like traditional cellular networks, proprietary low-power
wide-area (LPWA) technologies, cellular LPWA technologies, and short range
technologies, their types, use, and range. When faced with the task of selecting
any of these technologies for IoT applications, we need to understand them in all
their aspects, which are divided into three main dimensions: ecosystem, technical,
and commercial. Some technologies are better suited than others for different
dimensions. No single technology is suitable for all purposes.

3.1 Introduction

The Internet of Things (IoT) refers to the idea of the Internet spreading into the real
world, taking on everyday objects. In the quickly rising IoT, sensors and applications
that are may be single electronics or industrial gears, and all are communicated to
the Internet without the use of wires. The extensive range of use cases covers numer-
ous contexts and various requests. There is long list of standards and communication
technologies and selecting the most appropriate one is an interesting challenge.
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I will analyze the main existing commercially available connectivity technologies,
discuss important official ideas and manufacturing compromises related to these
technologies, and propose strategies for the choice of the correct technologies for
diverse fields.

This chapter’s goal is to provide an organized method for describing visions
about the setting of connectivity technologies, and show how different technologies
can best meet the demands in certain areas and use cases. A few terms need to
be defined before commencing a discussion of IoT connectivity technologies. Two
organizations, the Federal Communications Commission (FCC) and the European
Conference of Postal and Telecommunications Administrations (CEPT), regulate
radio transmission. The two organizations assign frequency bands for various uses
[1,2].

There are four classes of networks: personal area networks (PANs), local area
networks (LANs), neighborhood area networks (NANs), and wide area networks
(WANSs). PANs are networks that commonly do not use wires and have a range
of up to 10m. A common example of a PAN is a smartphone that is integrated
with Bluetooth (e.g., smart watches, headsets). PAN devices use less power and
transmit less data. LANs may be wired or wireless and have a range of up to 100 m.
For example, a local Wi-Fi network gives Internet access to personal computers,
smartphones, and home appliances and thermostats. NANs are wireless and have a
range of up to 25 km. They use considerable power but have low data traffic. WANs
cover a large area and are a combination of wire and wireless technologies. The
different classes of network ranges based on coverage area are shown in Fig. 3.1.

Fig. 3.1 Network range

=1 WAN
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Fig. 3.2 Star topology

Fig. 3.3 Mesh topology

The way in which nodes are arranged and connected to each other in a network
is called the topology. The two popular topologies used in the IoT are star and mesh
topologies. Every node is attached to a node that is central in a star topology; for
the Internet this central node is used as the gateway [3]. Figure 3.2 shows a star
topology, where the central node acts as a gateway and all other nodes attach to this
node. A Wi-Fi network is an example of a star topology, and the central node is AP
and all remaining nodes are called stations.

All nodes can connect to many other nodes. In mesh topology, the Internet
gateway may be one or more nodes. Figure 3.3 shows a mesh topology where all
nodes are connected to each other. This topology is simple in real life. ZigBee is
an example of a mesh topology. The one ZigBee node is a coordinator; it is an
Internet gateway. Designing a mesh network is difficult and may require a long
interval to move a message from a distant node in comparison to a star topology.
The advantage of this topology is that it can expand the range of a network using
low broadcast power. Greater consistency may be achieved by allowing many paths
to send a communication in the mesh.

3.2 Description of IoT Technologies

With respect to usage, technologies are divided into four groups. The first group
is LPWA networks (LPWAN). The technologies used by operators depend on
their requirements. LPWANSs can be used in any LTE band together withadditional
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LTE services using similar bandwidth. It can be used with already existing LTE
base stations but with software updates [4, 5]. A key feature of Narrowband IoT
(NB-IoT) is the maintenance of a narrowband of 180 kHz. For uplinks, it supports
two modes. It supports one tone with 15 or 3.75 kHz tone spacing [6] and mulitone
broadcasts with 15 kHz tone spacing. The main feature of Global System for Mobile
Communication (EC-GSM-IoT) is that it contains logical channels to increase
coverage [7, 8]. It has other features like up to 52 min extended DSX (Discontinous
Reception/Transmission DTx & DRx). It is optimized with the help of system
information.

LPWANSs are perfect for devices that deliver tiny amounts of data over huge
ranges and that have certain restrictions regarding power depletion and power
for computation. Numerous technologies are present in LPWANS. Sigfox attaches
antennas from a base station on towers and performs operations with the help of
local mobile network operators. It maintains communication setups and supports
cloud organization policy [9]. The LoRa company has a wider bandwidth than
Sigfox. LoRa compares favorably with Sigfox because it uses low amount of
energy and is perfect for data transmission at rates of 300 to 5000bps [10].
LoRa deals with operational bidirectional operations, which is why it is best for
receiving and transferring messages. Ingenu is built on random phase multiple
access (RPMA) technology, which provide greater data throughput than the two
previously mentioned techniques. It transfers data at a rate of hundreds of thousands
of bits per second but uses more power than Sigfox and LoRa. Ingenu works in the
unlicensed band of 2.4 GHz, and for this reason, it has shorter coverage than Sigfox
and LoRa [11, 12].

3.2.1 Traditional Cellular Networks

Traditional cellular networks that are used for IoT connectivity are GSM (2G),
UMTS (3G), and LTE (4G). 2G was present in GSM policies. 2G for voice
broadcasts utilizes digital signals at speeds up to 64 kbps. It enables short message
service and utilizes a bandwidth of 30-200 KHz [13, 14]. As conditions worsen,
digital signals completely fail, but analog slowly worsens. IMT-2000 is, widely
recognized as the third generation; this generation is ideal for smartphones and
broadcastings facilities. 3G utilizes WANSs, which improves transparency. Data is
transferred via packet switching. Circuit switches are used in voice calling. Besides
spoken messages, it contains data facilities that provide access to videos [15, 16]. It
functions in the 2100 MHz range, with a bandwidth of 15-20 MHz that is utilized
for high-speed Internet service and for video chatting. 4G systems provide voice
and other 3G services and in addition an ultra-broadband network for mobile
devices [17]. Applications vary depending on the IP telephone. The characteristics
of traditional cellular networks are summarized in Table 3.1.
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Table 3.1 Characteristics of traditional cellular networks

Characteristics | 1G 2G 3G 4G
Period 1980-1990 1990-2000 2000-2010 2010—present
Frequency Analog signal Digital signal 1.6-2.0 GHz 2-8 GHz
(30kHz) (1.8 GHz)
Data rate 2 kbps 64 kbps 144 kbps—2 Mbps 100 Mbps—
1 Gbps
Technology Analog cellular |GSM CDMA,UMTS,EDGE | LTE,Wi-Fi
Fig. 3.4 Zigbee
% Cellular Network
LTE, LTE-A

WLAN
Wifi

In short-range technologies, Bluetooth, ZigBee, and Wi-Fi are used. Bluetooth
indicates an exposed condition. ZigBee Alliance was recognized in August 2001,
officially named ZigBee in 2007. ZigBee is a remote network and can be used
to establish an IoT sensor network without wires [18]. The topologies of ZigBee
networks are mesh, star, and tree, though the star topology is the most common.
Topologies like mesh and point-to-point (P2P) can deliver great consistency because
they find many paths among nodes [19]. The combination of the star and P2P
topologies form the cluster tree network that is used as ZigBee topologies rely on
the connectivity of the network. Figure 3.4 shows how connections are established
using different technologies.

3.3 Connectivity Technologies with Respect to IoT Launch

The selection of a suitable technology is very important when deploying IoT in
business. The main idea of business always lies behind the launching of IoT.
This idea varies from business to business. The main vision and objective that an
enterprise aims to achieve are increased revenue, made possible by establishing
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an improved model of business and increased services for customers, decreasing
costs by production processes and supplies. The key task is how to use connected
products and data that obtained and send these data to customers and the enterprise.
Then the enterprise identifies the requirements of the technologies and selects the
most suitable one. Certain components of IoT are necessary to secure end-to-end
technologies. These are as follows. Each of these is very important and has its own
requirements, but our concern is to identify the suitable technology with respect to
its use. In addition, the various actors wish to dominate their respective markets. But
certain conditions are not suitable for the long run. Actors may be uncertain about
conditions or the future, so they become the first to launch or wait to set standards.
This depends on requirements and the environment. Many leaders emerge in their
technology, but it is not necessary for one technology to be used in all use cases.
Several technologies coexist to complement the standards.

3.4 IoT Connectivity Technologies

In IoT, machine-to-machine communication is done by radio technologies, includ-
ing ZigBee, Bluetooth, and Wi-Fi in LANs. In WANSs traditional cellular networks,
GSM (2G), UMTS (3G), and LTE (4G), are used. For consumer voice and data
services, many technologies are designed, including Wi-Fi and cellular networks.
The aforementioned technologies are too expensive and too remote to connect to
new emerging technologies that are recognized for their low power consumption
and wide area coverage, the previously mentioned LPWA technologies. These
technologies are divided into two main categories. The first is proprietary LPWA, in
which Ingenu, Sigfox, and LoRa works on licensed spectrum. The other is cellular
LPWA, in which LTECatM1, EC-GSM, NB-IoT works on an licensed spectrum.
The second one introduced a new cellular option that was deployed in early 2017.
When selecting one of these technologies for IoT applications, it is necessary
to understand them from every aspect. Such aspects are divided into three main
dimensions: ecosystem, technical, and commercial.

3.5 Considerations in Choosing the Right IoT Connectivity
Technologies

The main technical requirements in transitioning to IoT connectivity are coverage,
energy efficiency, and data rate. No single technology can fulfill all these require-
ments. All radio technologies have conflicts in objectives. All IoT applications
require good coverage for devices. Some devices need to cover only certain indoor
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Fig. 3.5 Technical level
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areas, while others need wide area coverage for rural or remote areas. A technology
that has long coverage is suitable for wide areas. Cellular networks like 3G and
4G are suitable for wide area coverage. Data rate requirements in IoT vary from
hundreds of bits to thousands of bits. Wi-Fi and cellular networks to support high
data rate use large bandwidth with adaptive modulation,but more power is consumed
or they have a shorter range. However, LPWANSs have a low data rate and consume
less power. Figure 3.5 shows that short-range technologies like Wi-Fi, ZigBee,
and traditional cellular networks have high data rates. LPWANs like NB-IoT and
traditional cellular networks have wide area coverage. Thus, LPWANs has wide
coverage and low energy consumption.

By understanding the technical requirements we take the first step in selecting
the right IoT connectivity technology. The IoT business model cost, scalability, and
quality of assurance will dictate the choice of IoT connectivity technology [20].
The cost of IoT connectivity depends on the module and connection costs. The
IoT connectivity module is the main component of IoT devices. The cost of an
IoT module depends on the complexity of the technology. For LTE modules with
expensive hardware, IP fees range from USD 30 to 50. For LPWA modules it is
approximately USD 5. It is expected that the LPWA price will decrease further
because it is being deployed at an increasing rate. As Fig.3.6 shows, a cellular
network has high Quality of Service (QoS) and security and good scalability at a
high cost. Private networks like Wi-Fi and LoRA have high QoS and security and
low cost but scalability is not good. Pubic proprietary networks have good scalability
at a low cost but cause QoS and security issues.

Beyond the economic and technical requirements, it is very important that the
technology one chooses will fit in with the healthy ecosystem and have long life and
deliver economies of scale. A technology’s long life is a key consideration for [oT
applications with logistical and cost challenges associated with the replacement of
the deployed devices. Understanding the goals of investors and the technology can
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Fig. 3.6 Commercial level
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help one to guess the future direction of the technology’s development. For example,
Ingenu and Sigfox are startups financed by risk capital, whose commitment and
ability to provide long-term service have yet to be time tested. Also, a common open
method accepted by the likes of LoRa assures better sustainability than technologies
with closed systems. The latter poses a risk for single point of failure while the first
creates opportunities for multiple service providers and dealers.

3.6 Assessment of IoT Technologies

No single technology is best in all circumstances. For IoT in wide areas, LoRA and
NB-IoT are good [6]. Proprietary technologies like Sigfox is best among those. For
high data rate Wi-Fi is a good option. Figure 3.7 shows the strengths and weaknesses
of the three main technologies. This will help us to decide which technology is
suitable for different systems.

Table 3.2 also helps in the selection of the best IoT connectivity technologies on
the basis of considerations. Different technologies meet different requirements.

3.7 Challenges of IoT Connectivity

When connecting IoT devices, reliable signaling at both ends is compulsory for
collecting and routing data between devices [21]. For the collection of data, devices
connect to a server or vice versa. Data need to travel from one point to another
quickly and reliably. Data streams must always be able to reach their destinations.
Security is a huge issue and important in IoT connectivity. In a smart house, when
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Fig. 3.7 Strengths and weaknesses of technologies

someone unlocks a door, authorization is required: when communication needs to
occur between sender and receiver, both must be authorized to send and receive
data streams. Open ports: IoT devices are dangerous when accessing the Internet
externally through an open port. Communication must not occur outside the port.

3.8 Conclusion

Many different IoT connectivity technologies exist. Every technology has its
advantages and disadvantages, and none is perfect. An issue that must be resolved
has to do with which technology is the best for a particular application. In this
connection, different IoT connectivity technologies belonging to traditional cellular
networks, proprietary LPWANSs, cellular LPWANSs, and short-range groups were
discussed. With respect to the presented analysis, LoRa and NB-IoT represent a
good balance for wide and remote areas. LoRa is perfect for private networks with
a modified arrangement, whereas NB-IoT is supported by key mobile operators
offering uniform connectivity with worldwide reach. LTE, Wi-Fi, and Bluetooth
Low Energy (BLE) are suitable for high data rates.
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An Evolutionary Game-Based oo
Mechanism for Unwanted Traffic Control

Jia Liu, Mingchu Li, Zitong Feng, Cheng Guo, Lifeng Yuan,
and Muhammad Alam

Abstract With the development of Internet technology and the pervasive use of
internet service providers (ISPs), internet users have reached an unprecedented
volume. However, the existence of some malicious users seriously undermine the
environment of the network by distributing a large amount of unwanted traffic,
such as spam, pop-up, and malwares, which can be identified with the cooperation
of individual users by installing anti-virus toolkits. In our paper, we propose
an evolutionary game theoretic incentive mechanism to promote the cooperation
of individual users to curb the expansion of unwanted traffic. Considering the
hierarchical nature of real-world management, we model our framework as hier-
archical incentive mechanism and combine reward with punishment mechanism to
further incentivize cooperative behavior. Meanwhile, the acceptance condition of
our framework is analyzed and we carry out a number of simulations to analyze the
acceptance conditions of our framework.
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4.1 Introduction

In recent years, Internet has been widely used all around the world and many
applications have been developed. Particularly, information sharing networks and
social networks have become indispensable for daily life. However, the malicious
usage of the Internet, such as spam, ad pop-ups, and plug-in software, caused an
amount of unwanted traffic. Thus, how to control unwanted traffic and keep the
Internet environment clean is a hot research topic.

An efficient method to solve the above problem is to require all users to install
various softwares such as anti-virus tool kits. However, users need to buy those
software or spare some memory. As a network entity’s benefit of installing virus
softwares will be shared by all, many users like to share others’ software but not
buy their own softwares, which leads to a social dilemma. Thus, many researchers
are becoming engaged in developing incentive mechanisms to solve the dilemma
[6,7, 10, 11, 13-16].

The development of internet services bring great convenience to people’s daily
life. However, the existence of malicious users seriously undermines normal users’
use of the Internet by hacking some individuals and distributing unwanted traffic.
To tackle this problem, Al-Duwairi et al. [1], Chen et al. [3], Jan et al. [5], and
Singh et al. [9] developed various security techniques and tools to combat unwanted
traffic. However, those new techniques have some problems. First is that once the
malicious users obtain the knowledge of new techniques, they develop new counter
measures and flood the network and evolve to be more hidden and diversified and
distribute unwanted traffic continuously. Second is that some users are reluctant to
update their unwanted traffic (UWT) softwares. The reasons may be that learning
cost is incurred with this, or if they use public devices, or if they perceive that their
doing so will not bring them with direct benefit.

Some researchers adopt trust management to solve this problems. Yan et al.
[14] first proposed a more general UTC method based on global trust management
(GTM), and Yan et al. [15] also extend their work by introducing a hybrid trust
management (HTM) to control UWT in both distributed and centralized manner. In
this HTM system, not only global trust operators (GTO) and ISPs are able to detect
UWT, host itself is capable of blocking traffic targeting on itself based on local
traffic and behavior analysis. After this, Yan et al. [16] proposed a personalized
UTC mechanism that can differentiate unwanted traffic preferences as the definition
of unwanted traffic is rather subjective. Simulations show that this generic trust
management-based UTC solution is robust against a number of system attacks.
Although the above proposed GTM system is to some extent effective, whether
ISPs and hosts are willing to adopt it or not is not very clear.

In this paper, we apply a reward and punishment incentive mechanism based on
evolutionary game theory to find a way to curb the abuse of internet.
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4.2 System Model

4.2.1 Incentive Mechanism Model

In this paper, we consider a network N = (H, I), of which H represents the host
set, I represents the set of ISPs. We assume that the number of hosts is n, and the
number of ISPs is m. The network N controls unwanted traffic by the adaptation
of our reward and punishment-based incentive system, and we introduce central
manager (CM) to managing ISPs.

The procedure of our reward and punishment-based incentive mechanism is
shown as follows:

1. If a host detects unwanted traffic from other hosts, it will send a detection report
to its ISP.

2. ISPs collect and analyze the reports. If the reported unwanted traffic source host
is within its subnet, the ISP will monitor the targeted host to check whether
the host deliberately send out unwanted traffic. If the reported unwanted traffic
source is outside its registration, the ISP will forward the report to CM to ask
remote ISP to further verify the report.

3. CM collects reports and evaluates the behavior of each entity to reward or punish
it. Through this, CM is able to detect malicious traffic source and add to a black
list.

4. CM sends the blacklist to ISPs to control unwanted traffic.

4.2.2 Economic Model

In this section, we set up an economic model to compute the utility of hosts and
ISPs. In our model, a host needs to pay p, to its ISP as internet access fee, and c; is
the cost for installing unwanted traffic control toolbox and sending detection report
to its ISP. On the other hand, hosts benefit from access to the internet, the benefit set
of hosts is defined as v = {vy, v, ..., v}, where v denotes the benefit of host k by
accessing the Internet. Therefore, the utility of host k can be written as:

P (t) — pa(t) — cs(t) if host k cooperate
U = ) 4.1)
vk (t) — pa(t) if host k defect

wherein uf( is host k’s utility at time ¢, p,(t) is subscriber fee of each host at time
t. For an ISP, its revenue comes from the subscriber fees of fellow hosts, possible
future subscriber fees incurred by sound network environment, and management
expense including reward and punishment. Therefore, the utility of ISP; can be
written as:
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Ul — n(t)pa(t) —mi(t) —ma(t) + p(¢t) — F if ISP; cooperate “2)
" n0pa) — F if ISP; defect

where n(¢) denotes the number of hosts belonging to ISP i at time ¢, p,(¢) denotes
subscriber fees of each host, m1(¢) and m(¢) denote reward expense for cooperative
hosts such as cooperators and rational cooperators (RCs), respectively, p(¢) denotes
the punishment cost for uncooperative ISPs, and p(¢) = acbyx>(t) N and F denotes
the fixed operating cost for ISPs.

4.2.3 Assumptions

1. Identity assumption: We assume that every UWT resource can be detected by IP
address prefix or NAT, and unwanted traffic content can be recognized based on
Hash Code.

2. Traffic assumption: We assume that unwanted traffic comes from hosts and can
be sent out through its ISP.

3. Detection assumption: We assume that unwanted traffic can be detected manually
or automatically by installed toolbox.

4. Privacy assumption: We assume that privacy is managed by our incentive
mechanism system and ISP and CM report won’t be disclosed for the public.
Therefore, positively reporting unwanted traffic won’t leak their information and
cause damage to any network entity.

5. ISP assumption: We assume ISPs are honest and won’t spread unwanted traffic
for others, although some ISPs may not be cooperative in protecting network
environment.

6. Damage assumption: We assume that unwanted traffic only cause damage to
received hosts and related ISPs.

7. Rational cooperator assumption: We assume that rational cooperators (RC) are
responsible and can actively enquire from ISPs about the network situation. If
there are enough cooperators, they will choose temporary defect to save cost, and
if there are not enough cooperators, they will cooperate to protect the network.

8. Interaction assumption: We assume that hosts are well-mixed and interact
constantly with each other.

4.3 Public-Goods-Based Evolution Game

As we mentioned before, the performance of our mechanism depends on the
contribution of every network entity. However, as some entities are selfish and are
unwilling to cooperate, this will lead to social dilemma. In order to analyze the
solution to this social dilemma and the performance of our mechanism, we use
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public goods game to model the network environment and treat this as public goods.
In our game, time is divided into slots and the game can be run many rounds. We
define the network environment quality Q as:

) 1lifx. =8
Q_{Oifxc<,8 43)

For easy of reference, Table 4.1 summarizes the notations used in public-goods-
based EGT game and evaluation.

4.3.1 Hosts Utility and Strategy

With the wide use and development of internet, internet users benefit from it in
various kinds of ways. Therefore, we assume the utility of each host vi () — p,(¢) >
0. For simplification, we set p,(¢f) of each host as the same value, and p,(¢) is
rather small compared with other parameters and the Internet can be accessed at
very low cost, we set p,(t) = 20. The mainstream internet attack is DDoS attacks
in which hackers exploit botnets to provide service to malicious users to spread
unwanted traffic. Without effective anti-virus toolbox, hosts will get intruded easily
and become malicious nodes that spread unwanted traffic to the whole network.
Additional unwanted traffic sources are from reflection attack. Normally, the owners
of the hosts will not take measures until they are seriously impacted. This can
help reduce cost in terms of installing toolboxes. But the majority users of the
internet will be influenced by a huge amount of unwanted traffic, which will lower
the quality of internet environment. Therefore, a responsible host should try to
avoid control of hackers. However, selfish users that only consider the benefit of
themselves will lead to social dilemma among hosts.

For a host, he or she selects strategy from strategy set Ay = {Hc, Hy},
of which H¢ represents cooperate and Hy represents defect. In our mechanism,
detection reports are collected from every host in every time slot. A cooperative
host has the newest installed anti-virus toolbox and sends effective report, while an
uncooperative host does not update toolbox or even does not have toolbox and will
not send any report. If an uncooperative host is intruded successfully and become a
compromised host, it will send false report or hide detection report.

Because anti-virus toolbox never stop updating, the newest toolbox always
performs best, and if the toolbox is not updated it will be unable to resist new
viruses. That is, in every time slot, the host has to choose whether to update anti-
virus toolbox or not, as hackers are always changing and updating their attacking
method.
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4.3.1.1 Two-Strategy Evolutionary Game Without Incentive Mechanism

First, we only consider two pure strategies, i.e., cooperate and defect. This situation
is the simplest and has been adopted by many researchers. When there are only
cooperators and defectors, we denote x = {x(¢), x2(¢)} the population structure of
one ISP, of which x; (¢) is the fraction of nodes adopting strategy i, andi = 1,i =2
represent cooperative strategy and defective strategy, respectively. And the utility
of cooperators will be uj (1) = vi(t) — pa(t) — cs(t) — kxq(t), where x4(¢) is the
fraction of defective nodes which in this case, x4 () = x>(¢) and k is the parameter
to control the influence of the fraction of defectors. And the utility of defectors will
be uff(t) = Vg () — pa(t) —kx4(t), where vi () denotes the benefit of host k from the
internet usage at time ¢ and p, (¢) is the access fee of a host to the internet at time 7. It
can be deducted easily that the utility of defectors is greater than that of cooperators.
Therefore, the fitness of defectors will always be higher than cooperators. Gradually,
the whole network will collapse because of the spreading of defectors.

4.3.1.2 Three-Strategy Evolutionary Game Without Incentive Mechanism

Second, we consider the case when there are RCs. It is common in some populations
that some individuals do not always cooperate blindly or they just cooperate on
certain condition [12]. In our work, since the network environment is shared by all
hosts equally, and some hosts can enquire from its ISPs about the whole network
situation, they can make wiser choices. When RC nodes are added into the network,
they will select their behaviors based on the fraction of cooperators, i.e., if there
are not enough cooperators, RC will cooperate to guarantee a sound network
environment. However, when there are enough cooperators, they will defect. We
set a threshold § to denote the minimum fraction of cooperative nodes needed to
keep the network effective and define x3(¢) as the fraction of RCs. Therefore, RC
will cooperate with probability x, . and defect with probability 1 — x,. ., of which

0 ifx; > B
Xpe = ﬂ;—:” ifx; < B,x1+x3>p8 4.4)
1 ifx;+x3<p

Thus, when x; + x3 < B, RC will cooperate with probability 1, and if x; > 8,
RC will cooperate with probability 0.
Therefore, the cooperative fraction of the whole system is x, = x1 + x3x, ¢, i.e.,

X1 ifXI > ﬂ
Xe=1x1+x3ifx;i+x3<p 4.5)
B if else
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and defective probability is 1 — x.. Also, RCs have to pay a small amount of
enquiring cost r to obtain the fraction of different kinds of nodes from its ISP. For
notational convenience, we further denote u; as the average utility gained by nodes
adopting the ith strategy.

Thus we update utility of the three types of nodes

Uy = v —cy —kxg

uy = v — kxg

v —r —kxg ifx; > B
uz =3 vg —csg —r —kxy ifx;+x3<p 4.6)
(v — cs)re +vprg — r — kxg if else
where r, = u, rg = 1 — B—x1 However, in real practice, when nodes

X3 x
or individuals are not totally anonymous, there exists personal loss when one

get intruded, so we introduce personal loss cb; to defectors and RC hosts. The
probability of being attacked is «. It is also worth noting that when the network
is truly anonymous and one can enter or leave the network freely without any cost
encountered, rational defectors will leave its current ISP to escape punishment, in
which case cb; = 0. Then we update utility function as follows:

Uy = v —acbhy — kxg

vg — 1 — kxg ifx; > B
Uz = vg —cs —r —kxg ifxi+x3<p 4.7
(v — co)re + (vp —achb)rg — r — kxg if else

4.3.1.3 Three-Strategy Evolutionary Game with Punishment

Further, to incentivize nodes not to defect, we introduce punishment mechanism to
those who defect. Long before the evolution of human populations, most species
developed punishment mechanism to help deter those who are disobedient. In the
whole process of human evolutionary history, the motivation to avoid punishment is
strong and long-standing [8]. Thus, we also introduce this punishment mechanism
to penalize those who defect. In our mechanism, defectors will be punished by cb;
when they lead to the collapse of the system:

up = vg — a(chy + cby) — kxg,
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Vg —1r —achby — kxg ifx; > B
Uz =\ v —cg —r —kxg ifxi+x3<p 4.8)
(v — cs)re + (Vg — acby)rg —r — kxg if else

In our work, we use learning mechanism and assume that each node can change its
strategy with certain probability. We adopt the replicator equation of the following:

xi(t + 1) = x; (1) + 8xi ()(U; (t) = U(1)), i €{1,2,3}

We can see clearly from the comparing between mechanism with and without
punishment that without punishment, the convergence rate to Nash Equilibrium is
slower.

4.3.1.4 Three-Strategy Evolutionary Game with Punishment and
Rewarding

Fourth, to further promote cooperative behaviors, we can also combine punishing
mechanism with rewarding mechanism and give cooperators more incentive and
advantage.

In our model, we adopt a fixed amount reward mechanism to resemble real life
practice. As cooperators are critical to the well-being of the network environment,
the initial cooperators are more important for the system because they can lead
others to imitate their strategy. We assume the system set aside mj to reward
cooperators, i.e., each cooperator can get ;11_11\/ reward, which implies that when there
are only a few cooperators, they can get lots of benefits and increase their fitness to
a large extent. Then the fraction of cooperators can increase. This mechanism works
well when the initial fraction of cooperators is small. Thus we update the utility of
the three strategies as follows:

- mi
Uy =vp —cs + —— —kxg
xlN

We also set aside an amount of {%;to reward RCs. The utility functions will be like
the follows: \

v —r —achy — kxg ifx; > g
a3=qvk— ¢ — 1+ ok —kxg ifxi+x3<p (49
(vk — ¢c)re + (vg —achb))rg —r + ;;’—12\, — kxg if else
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4.3.2 ISP Utility and Strategy

For an ISP, its revenue comes from the subscriber fee of fellow hosts, possible future
subscriber fee incurred by sound network environment, and management expense
including reward and punishment. we can model the utility of ISP as follows:

U/ =n(t)pa(t) —mi(t) —ma(t) + p(t) — F

where p,(t) denotes subscriber fees of each host, m(¢) and m;(t) denote reward
expense for cooperators and RCs, respectively, p(#) denotes the punishment profit
for ISPs, and p(t) = acbyx2(t)N and F denotes the fixed operating cost for ISPs.

Thus, if a ISP does not want to implement this incentive mechanism, its utility
function will be:

Ul =n(0)pa(t) — F

We can see from the above analysis, when an ISP cooperate and implement
our reward and punishment mechanism, it will experience some loss in terms of
hosts management, therefore, in closed boundary ISP system, wherein hosts are
forced to stay in the system and pay subscriber fee, a rational ISP will not adopt
the reward and punishment mechanism. However, for open boundary ISP system,
the invest of incentive mechanism can improve x., attracting more hosts to join
the system, i.e., increase n(t), thus bring in more future revenue. As cooperative
and uncooperative ISPs both exist in the network, the existence of uncooperative
ISPs may shelter defective hosts and degrade network environment, some hosts
may switch to other ISPs to escape punishment. Therefore, whether our incentive
mechanism brings benefit to an ISP is not absolute and we will not analyze this
open boundary situation but leave this in future work. For closed boundary network,
i.e., a host cannot switch to other ISPs, the condition for ISPs adopt our incentive
mechanism is p(#) —m1(t) — ma(¢) > 0. And for open boundary network, where a
host can switch to other ISPs, the condition is more complex, and we will show this
using simulation. For different ISPs, it may choose different m 1, m value or cb;.
We will analyze this in the following section.

4.4 Evolution Analysis

Let us now analyze the robustness and effectiveness of our incentive mechanism
under CBLM (Current Best Learning Mechanism) learning model.
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4.4.1 Evolutionary Analysis Under CBLM

In this part, to thoroughly explore the evolution of our incentive mechanism under
Current Best Learning Mechanism, we classify our system statuses into nine cases.
Of which, x3 = 0, x, = 0, x; = 0, x1, x2, x3 > 0 are conditions for casel, case2,
case3, and case4 respectively, with 1, 3, 2, and 3 subcases in each case. The incentive
mechanism is robust if the cooperative players can finally survive in the system.
And the effectiveness of the incentive mechanism means the system can finally stay
at a satisfactory cooperation level. To find the best performance strategy, we now
consider their performance differences respectively and the expected utility of each
strategy.

We take casel as an example to illustrate our way of analyzing evolutionary
process of the population. In casel, there are no RC, i.e., x3 = 0, indicating there
are only cooperators and defectors exist in the system and the ISP is cooperative,
and the compromised hosts can be easily detected as unwanted traffic sources and
be punished accordingly, the population dynamics will evolve in the direction of
making cooperators and defectors equally beneficial [2, 4], i.e.,

m
() —uz(t) = alchy +cby) — ¢ + 2
xlN

Thus no matter what is the initial fraction of cooperators, as long as x1(0) > 0,
cooperators will stabilize at

mj
(cs —alceby + chr))N

Ik __
xl _—

Note: in the following, we use superscript xf““””mb” * to denote the fraction of type
i player in ESS.

If ISP is cooperative, as we mentioned above, it will apply reward on cooperators
and punishment on defectors. With the help of cooperator’s report, and its own
monitoring, ISP will be able to find out unwanted traffic sources and control them
effectively, thus reducing unwanted traffic to a large extent. With enough hosts
cooperating, hosts reports will be more reliable and the probability of being used as
unwanted sources will be reduced dramatically. Based on the above analysis, we can
see the without the protection of rational reciprocator cooperator’s fraction depends
purely on rewarding, punishing, and cooperation cost, implying the effectiveness
of our reward, and punishment mechanism depends on rewarding, punishing, and
cooperation cost in this case.

We analyze other cases in the same way and get similar results. The philosophy
implications behind our work are twofold: first, like many incentive mechanisms in
our society, it is difficult or even impossible for them to be perfect, but they still work
with acceptable efficiency; second, reward and punishment should be implemented
properly to control unwanted traffic.
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4.4.2 Impact of my and m;

In this part, we analyze the impact of m| and m to the efficiency of our incentive
mechanism. From the above analysis, we can see that with the increasing of m
and m>, hosts’ utility will increase and cooperators fraction reaches a higher level,
resulting in lower probability of being compromised and being used to distribute
unwanted traffic. However, the utility of ISPs should also be taken into consideration
for the long-term well-being of the network and they also operate for profits. Thus,
we would rather find out the optimal value of m; and m; to get maximal social
welfare of both hosts and ISPs. As analyzed before, we analyze the effect of m and
my in nine cases.

Still, we take casel as an example to calculate the critical value of m. Likewise,
the critical value of m> can be obtained in the same way. In casel, there are no RRs,
i.e., x3 = 0, and ISP is cooperative, the compromised hosts can be easily detected as
unwanted traffic sources and be punished and restricted accordingly. We can obtain
the critical value of m for cooperators dominate defectors by solving

m
() —uz(t) = alchy +cby) — ¢ + 2o
xlN

Thus no matter the initial fraction of cooperators, i.e., x1(0) > 0, if u1(t) —ux(¢) =
0, m}* = x1(cs — a(chy 4+ cbr))N. (we use superscript kx to denote the critical
value of m; in case k). Thus, if we want to achieve x; > S, we should satisfy
my > B(cs — a(cby + cby))N. This illustrates that to motivate hosts to adopt
UTC toolkits, its ISP should distribute at least 8(cs — a(cb1 + cb2))N benefit to
cooperators. The contribution of the ISP to dealing with unwanted traffic will be
ruined if m; < B(cs — a(chby + cby))N.

We analyze other cases in the same way and get similar results. To motivate enough
hosts to adopt cooperative strategy in order to control unwanted traffic, an ISP
should refer to other cases’ critical value of m and my and distribute benefits to
motivate hosts to cooperate.

4.5 Performance Evaluation

We carried out a number of simulations to illustrate the performance of our incentive
mechanism. The network settings consist of N = 10,000 hosts. The simulations
consist of two parts, game among hosts and game among ISPs. In the first set
of simulations, we run the simulation to compare incentive mechanisms with or
without reward or punishment. We only take into consideration the game among
hosts. The second set of simulations consider the game among ISPs. Specifically,
we consider the case when all ISPs cooperate, all ISPs defect, and part of ISPs
cooperate.
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Table 4.1 Parameters setting

Parameter | Commentate Value
o Attacking probability 0.1
B Threshold probability to guarantee sound network environment 0.6
Pa(t) Access fee to the internet at time ¢ 20
vg (2) The benefit of a node from the internet usage at time ¢ 50
cs (1) The cost of a node on toolkits for unwanted traffic detection at time ¢ | 20
ch| Personal loss when a host is intruded 50
chy Punishment when a defector is intruded 100
n’, (1) The number of hosts served by ISP i at time ¢ 10,000
m’1 Total reward for cooperators of ISP i 20,000
m’2 Total reward for rational cooperators of ISP i 20,000
F Fixed operating cost for ISPs 500
50000 .
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Fig. 4.1 Comparison with system without rewarding or punishment mechanism x(0) =
0.2.0.5,0.3)T

We assume that the probability of hosts being attacked is fixed. In each
generation, hackers select hosts randomly to attack them. When the chosen host has
installed newest anti-virus toolkit, it will not be compromised, or it will be changed
into bot and send unwanted traffic to other hosts. Here we assume the traffic sent
from a compromised host is five times of normal traffic.

In this section, we provide numerical results to illustrate the efficacy of our pro-
posed mechanism and validate our previous mathematical analysis. The parameters
we use in the simulation are exhibited in Table 4.1, certainly we will give an explicit
statement when the value of a parameter is modified.

From Fig. 4.1 we can see, systems using rewarding and punishment mechanism
perform much better than those do not.
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Fig. 4.2 Population dynamics with different m; when ISPs defect with initial state x(0) =
0.2.0.5,0.3)T

Also we display the final ESS of the population with varying m and m3, in
Figs. 4.2 and 4.3, respectively.

4.6 Conclusion

An increasing amount of unwanted traffic brings enormous uncertainty to ISPs
and network users, which is a current challenging issue. Existing unwanted traffic
control mechanisms brought up by other researchers are effective and robust but are
quite difficult to implement directly in real networks. In addition, the selfish nature
of network entities to maximize individual utility leads to free-riding behavior and
thus results in a social dilemma. In order to solve this problem, we propose a
reward and punishment incentive mechanism to control unwanted traffic based on a
public goods game and evolutionary game theory. The whole network is treated as a
public good and as ISPs and hosts compete for resources. A reward and punishment
incentive mechanism is adopted to further promote a cooperative behavior among
nodes. Simulation results suggest that the proposed incentive mechanism is effective
and practical. Finally we show how we can further improve the practicality of this
incentive mechanism and the performance of unwanted traffic control mechanism.
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Chapter 5 ®
Usability Attributes for Mobile Qe
Applications: A Systematic Review

Ryan Alturki and Valerie Gay

Abstract The usability of mobile applications (apps) is an emerging area of
research because of the increasing use of mobile devices around the world. App
development is challenging because each application has its own purpose, and
each individual user has different needs and expectations from the apps. There are
various apps available for each purpose, and the success of the application depends
on its usefulness. This paper presents a systematic review of some of the most
contemporary apps and highlights their usability attributes. It discusses usability
models, frameworks and guidelines outlined in previous research for designing
apps with enhanced usability characteristics. Based on this research, comprehensive
guidelines for mobile apps’ usability can then be provided.

5.1 Introduction

The traditional usability guidelines used in desktop applications are not very much
applicable to the apps [1]. App usability attributes are different; therefore, we need
to specify usability attributes that are essential and important for apps [2]. The
important usability attributes expected in any app are effectiveness, satisfaction,
efficiency, learnability, errors and memorability as well as the quality characteristics
outlined in ISO 9126 [3-6]. Some of the usability attributes may overlap in meaning
but have been used with different names by different researchers.

Most of the guidelines are for usability testing, but most of them are not
applicable to apps because mobile apps have unique features and changing context
[1]. Furthermore, the work available does not have any consensus on the factors
of usability. A recent study identified user, task and context as the main factors
of usability [3]. However, the study was lacking due to certain limitations. The
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researchers found it hard to find the relevant papers, and it affected the results. The
papers included were from 2008 to 2010 because smartphone apps had become
popular during this period and there had not been much research done on mobile
apps usability till that time. A review was conducted on usability characteristics of
apps, but the work also lacked some of the recent developments in apps’ usability
[7].

This article seeks to contribute to important research concerning the usability
attributes of apps. The purpose of this research is to conduct a systematic review that
reveals the most prominent and recent usability attributes that have been discussed
and have emerged in the research. This study will be useful in building future
guidelines for developing apps that have all the essential usability attributes. This
work stands out because it discusses some of the most contemporary research.

5.2 The Systematic Review

We undertook a systematic review to search for published, peer-reviewed articles
that investigated usability attributes in mobile apps. We utilised the terminology
outlined in the table below (Table 5.1) to look for research papers covering usability
attributes in mobile devices and applications. We sought to incorporate all the related
terms that could provide us with articles relevant to this topic.

We referred to ACM Digital Library, EBSCO, IEEE Xplore, PsycINFO, Com-
munication and Mass Media Complete, Computers and Applied Sciences Complete,
ProQuest Computer Science Collection, Computer Source and Web of Science.

We tried to include the most recent articles starting from 2010, which were based
on app usability. We have followed the methodology from [8], and the flow chart
below shows how the systematic review was undertaken (Fig. 5.1).

Table 5.1 Keywords used in the systematic review relating to usability attributes of mobile
applications

Search lines Search terms Filtered by

Line 1 Mobile device or mobile phone or smart phone Title/abstract
Line 2 Applications or apps Title/abstract
Line 3 Usability Title/abstract
Line 4 Mobile application usability or mobile app usability Title/abstract
Line 5 Application usability attributes or apps usability Title/abstract

attributes
Line 6 Mobile application usability attributes or mobile apps Title/abstract

usability attributes
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c
o
=] Records identified through
£ database searching
% n=153
k=]
Records after duplicates
removed
o n=107
£
[
[0}
o
[&]
2 Records after initial screening Records excluded on
of title and abstract the basis of title and
n=86 abstract n=41
Full text articles accessed for Final exclusion (Non-
N . mobile studies,
final inclusion s )
qualitative studies)
- n=45 _
@ n=27
o
=}
2
- Studies included for
qualitative synthesis
n=18

Fig. 5.1 Methodology for the systematic review

5.3 Results

We conducted a systematic review of usability attributes in mobile apps. We looked
for articles that discussed usability attributes in mobile devices and applications. We
also conducted a comprehensive survey on usability of apps and tried to figure out
the important attributes discussed in these papers. Eighteen relevant articles were
included which have been published and peer reviewed (Table 5.2).

5.4 Results Evaluation

Figure 5.2 shows the mobile apps’ usability attributes. Satisfaction is the most highly
mentioned amongst studies at ten times and then both effectiveness and efficiency
at six times. Next, learnability was cited three times. Afterwards, simplicity,
usefulness, errors, understandable and attractiveness were named two times. All the
other attributes, such as memorability and cognitive load, were only cited once.
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Fig. 5.2 Usability attributes in mobile apps

5.5 Conclusion

This review shows that usability in apps has been discussed from various points of
view by many authors. Some studies provide guidelines for improving usability,
whilst others compare usability attributes amongst different apps. Usability has
been discussed from numerous angles between 2010 and 2016. Most of the work
discussed in the beginning of the study involved research in lab settings; however
more recent research usually took place in field settings. Earlier research was
aimed at testing usability attributes in apps or emphasising the importance of
certain attributes. Next, most researchers were interested in comparing different
applications to test usability. Then, usability attributes have been evaluated for
some practical apps, and there has been a focus on adding something new to these.
Recent work has also included users’ acceptance and expert reviews as evaluating
procedures for determining the usability of applications. Some of the recent work
focuses specifically on improving usability in apps related to various fields ranging
from health to social networking. Usability criteria are always evolving, and the
needs of people are changing rapidly so new dimensions of usability have been
discussed in some of the recent research. The attributes that are emerging in the
new research are related to the ease of use of the application when performing
multiple tasks, intuitiveness, security and power consumption. These attributes can
be debated as being part of those defined in the traditional literature, but in apps,
there is a need to mention them separately to emphasise their importance.
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The evaluation of the results shows that satisfaction is the most highly mentioned

amongst studies at ten times followed by both effectiveness and efficiency at six
times.

This research shows that there are numerous usability attributes and it is difficult

for designers to include them all into one app. The best they can do is improve
the usability of the app by keeping its nature in mind. This research will be used
to outline usability guidelines for developing applications with enhanced usability.
This is only possible when the developer is aware of the attributes that enhance
usability.
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Chapter 6 ®
A Review on Integration of Scientific oo
Experimental Data Through Metadata

Nur Adila Azram, Rodziah Atan, Shuhaimi Mustafa, and Mohd Nasir
Mohd Desa

Abstract Data integration for scientific experiments and research is important to
researchers in many research areas like biotechnology, medical, and biomedical
research. This is because many experiments and research data are stored in different
sources as well as involving multidisciplinary fields which make it difficult to
manage and analyze the experimental data. Metadata is one of the common methods
used for data integration in many different areas. This paper describes and reviewed
metadata as one of the approach for data integration. Other than that, the state
of research for integration of scientific experiments and research data based on
metadata along with review on latest related work are also covered in this paper.

6.1 Introduction

Data integration can be defined as a process where multiple data from different
sources are combined through a single access point system. In other words, data
integration is an issue of related data from various sources and displaying it in a
unified representation and semantic heterogeneity [1]. Data integration has become
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essential to different scientific experimental areas such as biology, biomedical, and
medical as it involved multidisciplinary domain.

Scientific researchers need a compelling system to manage their experimental
data and results as well as to share and search the data. However, with increased
volume of data and experiments as well as multidisciplinary domain involved, it is
challenging in the progression of gathering, establishing, interpreting, and sharing
data [2].

Metadata is one of the approaches that are used to attain data integration. It can
be defined as data about other data or the organized data that is used to provide
the information of some sources. Metadata is generally used to depict the contents,
scope, quality, administration, the data holder and other components or data sets
related data. It is a basic method to achieve data discovery, administration, sharing,
trade, and integration [3].

The objectives of this paper are to understand the concept of metadata as one
of the possible approach for data integration and also to identify existing metadata-
based approach for scientific experimental data integration. The selection of reviews
and coverage of the literatures in this paper are based on the general knowledge
information of metadata as data integration approach as well as the application of
metadata in scientific experimental data integration.

6.2 Metadata Approach

As mentioned in Sect. 6.1, metadata is one of the methods used in data integration.
It can be described as the entirety of what one can say in regard to any data objects
(whatever that can be deal and operated by a human or a system as an isolated
entity) at any level of combination, in a machine comprehensible representation [4].
It serves as the abstraction of data and is essential for understanding shared data [5].

Metadata can be used to accomplish data integration by making data easier to
manage and promote human and machine readability. It makes data more useful to
other people. It is also an important component of digital sharing and preservation
because it ensures that data can be uniquely identified and accurately described to
support future retrieval and reuse.

In general, three primary categories of metadata have been identified. The
first is descriptive metadata which describes a resource for goals like finding and
identification. The second category is structural metadata which defines how the
organization of the components of an object is done (e.g., in what way pages
are organized to form chapters). The third category is administrative metadata
which gives information to facilitate resource management. For administrative
metadata, there are two subtypes which are rights management metadata that clarify
intellectual property rights and preservation metadata that contains data that is
required to uphold and maintain a resource [6].
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Fig. 6.1 The metadata building blocks overview

6.2.1 Metadata Building Blocks

There are three main metadata building blocks which are metadata instances,
metadata schema, and schema definition language. Figure 6.1 shows the overview
of metadata building blocks.

Metadata instances are the content standards set in a metadata description.
It maintains a metadata component set gathered from a metadata schema and
connecting content standards. Combination of these component values sets up a
metadata description about a certain information object.

Metadata schema is the elements’ definition. It is a set of elements with a definite
semantic definition linked by some structure [7]. The meanings of schema elements
define the semantics of the schema.

Schema definition language is the language for describing metadata schemes.
It offers a set of language primitives. The primitives not only syntactically build
but also have a semantic meaning because machines must understand the language.
XML Schema, Web Ontology Language (OWL), SQL-DDL, and Unified Modeling
Language (UML) are some examples of schema definition languages.
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Table 6.1 Examples of metadata standard

Metadata standard | Area(s) Description

Darwin core Biology Species geographic occurrence and specimens’
existence in collections metadata information

Directory Scientific data sets Scientific data set descriptive and standardized

interchange format for interchanging information

format

Dublin core Networked resources | Networked resources interoperable online
metadata standard

Resource ‘Web resources ‘Web resources common technique for theoretical

description description or presenting implemented

framework information by utilizing a variety of syntax
formats

ISO 19115:2003 Geographical data Describes way to define information on

geographic geographical and connected services, including

information— contents, data quality, access, spatial-temporal

Metadata purchases, and right to use

6.2.2 Metadata Standards

Metadata standard is a prerequisite which is expected to set up a general under-
standing of the criticalness of information, to guarantee right and real use and
comprehension of the data by its owners and users. It normally supports a number
of defined functions and will specify elements. Metadata elements that are grouped
into sets which intended for a particular reason are called metadata schemas.

Metadata schemas normally state names of elements and their semantics. They
possibly will also state content rules for how content must be conveyed, represen-
tation rules for content, and allowable content values [6]. Many different metadata
schemas have been developed as standards across disciplinary areas such as biology,
scientific data sets, and networked resources. Table 6.1 shows some examples of
metadata standards.

6.3 Related Work

Metadata is standard data structure applied to database set in order to ease data
representation for further analysis. It can be addressed as a platform of concepts
that bridges the contextual divide among heterogeneous data sources [8]. Metadata
have been essential to many different areas such as medical and bioinformatics to
help in integration of data or information.

In medical science, metadata has been important in integration of various medical
data and information. [9] have proposed an efficient metadata schema for handling
medical data through Internet applications by using Taiwanese government’s
medical databank as an example. The actual complex and disparate datasets could
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be converted and encoded into several attributed data files and categorized in the
domains of diagnosis, medication, surgical procedure, outpatient and hospitalization
record, and billing record using the proposed method.

They emphasize superior performance of the proposed metadata mechanism
by analyzing the comorbidity of major chronical diseases and hospitalization of
diabetes patients in Taiwan through online analytical approach. Based on the results
they obtained, it shows that primarily encoded metadata schema for categorizing
and describing medical data could provide a possible solution for handling medical
data. [10] proposed a metadata approach for data integration in medical science
particularly in epidemiological study. They created a dedicated metadata repository
to manage metadata centrally and consistently. It includes a matching component
creating schema mappings as a prerequisite to integrate captured medical data.

Bioinformatics is another area of study that needs data integration in managing
data because heterogeneity is big in respect to information accessibility, resource
format, and resource availability as well as heterogeneity in tasks undertaken by
bioinformatics scientists for solving biology-related problems. [11] examined the
metadata element set description framework for integration of various information
resources related to the field of bioinformatics available over the Internet and
designed a Web-based tool for integration of bioinformatics information resources
named iBIRA.

It used Dublin Core metadata element set for description of information resources
and XML schema for interoperability of information resources with others. The
development of iBIRA gives an opportunity for further research to develop a
standard so that interoperability of information can be sought and uniformity may
be achieved.

These related works used metadata as an approach to integrate various data or
information related to their domains or areas of study. For scientific experimental
data integration, elaboration of the metadata approaches solely for scientific experi-
mental data is discussed in Sect. 6.4.

6.4 Metadata for Scientific Experimental Data Integration

Metadata are needed for data integration to help users to search and share data.
In scientific experiment areas, often there is a need to exchange valuable data or
information between different researchers or research domain [12].

It is difficult to integrate data in scientific experiment areas because it involves
many multidisciplinary domains with a lot of experiment data or information. There
is a need to make data integration in scientific experiment area easier to be done
and applied. By using metadata approach in data integration, researchers can easily
meet their research need and data sharing need.

There are many metadata approaches that have been proposed for scientific
experiment data integration. There are some of the approaches general for any
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domains of scientific experiment, and there are also approaches that are specific
for a domain. We will summarize some of the approaches in Sect. 6.4.1.

6.4.1 Existing Metadata Approach for Scientific Experiment
Data

Core Scientific Metadata Model (CSMD) is a model that focuses on study-data that
is estimated to get high level information about scientific studies and the data they
produce. It is an extensible model of metadata initially intended to catch a usual set
of information about the data delivered by experiments, analysis, measurements, and
simulations in facilities science [13]. It can also be used generically across scientific
disciplines.

CSMD describes a hierarchical model of the structure of scientific research
around studies and investigations with their related information. Figure 6.2 shows
the main entities of the CSMD [14].

Metadata standard is a prerequisite which is expected to set up a general
understanding of the criticalness of information, to guarantee right and real use
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Table 6.2 The three collected metadata and their description

Metadata collected Description

Classification metadata The features from the research order (program ID, experiment
ID, and project ID)

Transformation metadata | It defines the common properties of the transformer that are
shared by all transformation instances. The transformation
instance metadata define the inputs, outputs, and controls of a
transformation.

Lineage metadata Tracing former transformation Ids to connect transformation
pipelines

and comprehension of the data by its owners and users. CSMD does not make
presumptions about particular terminology of a domain; consequently it can be
extensible and can be specific to any scientific areas which would be a significant
help to the scientists in storing and sharing out their data.

SciPort is an integration system for collaborative scientific research with an
experiment and metadata management [15]. Metadata in this system is defined as
high-level information that illustrate experiments and transformations and then put
them in a formal setting for human use. There are three metadata collected in this
system. Table 6.2 shows the three collected metadata and their descriptions.

The metadata modeling of this system provides researchers with an integrated
framework to describe and manage their experiments. The metadata also obtain
all the essential information to recreate experiments and make it easily shared,
evaluated, and repeated. It also denoted as XML documents which can be indexed
and examined at the field level with standard XML query languages [16].

The EM Metadata Model is a metadata model that defines the epidemiological
resources that are based on Dublin Core (DC). It provides elements for technical
information, general information that relate to the digital resource, and context-
specific information. The metadata model used DC as the base because DC is an
interoperable metadata standard [17]. The term offered by DC can already handle
many of the requirements of the EM, but because epidemiology relies on multiple
domains, the metadata model must extend the core elements of DC with tags
suitable for these domains. Some of DC elements have also extended with new
epidemiological elements. The metadata model also specifies the expected values
that can be used to fill each element. With the use of metadata model in interpreting
the EM resources, it would be easier to preserve and guarantee an easier sharing of
epidemic resources.

Scientific research management information resources metadata is an informa-
tion resource integration technology that is based on metadata proposed by the
Chinese Academy of Sciences [18]. It includes joining the source of data sources;
the development of the metadata standard; extraction, transformation, and loading
(ETL) operations; and data record system development. The metadata is based on
Dublin Core (DC) metadata and Chinese Academy of Sciences Scientific Database
Core Metadata 2.0. It includes six nonreusable core subsets and one reusable
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Table 6.3 The scientific research management information resource metadata

Name Definition
Content The fundamental information of title, description, topic, source,
information languages, cover age, date about the collection of data (e.g., name, date)
Establishing Information, for example, organization, associations and business
information associated with origination, administration, preservation, and utilization
of information (e.g., production department, preservation department)
Data quality The general assessment of the information quality of the data set (e.g.,
information quality report)

Form information | Information such as date, presentation, parameters, and characteristics of
the data set (e.g., creation date, storage location)

Security Security management information of the data set (e.g., classification of
management security restrictions)

information

Metadata The data set metadata information (e.g., metadata standard, metadata
reference language)

information

Contact Information of individual or organization identified with data collection
information (e.g., names, address)

Content The fundamental information of title, description, topic, source,
information languages, cover age, date about the collection of data (e.g., name, date)

secondary subset. Table 6.3 shows the scientific research management information
resource metadata.

The metadata are managed by establishment of information resource catalogue
system. By using the application, users can query and preserve the metadata.

6.5 Summary and Conclusion

In this paper, we presented an overview and state of research for integration of
scientific experimental data based on metadata approach. We give an overview on
metadata, metadata building blocks, and metadata standards. We also summarize
some existing metadata model for scientific experiment or research data. Summariz-
ing, we found that there are few metadata models that are general for any scientific
research domains and also many are for specific domains. Some of the metadata
models are based on DC metadata standard because of the interoperability of DC.

Because scientific experiments involved multidisciplinary domains, scientific
data varies in terms of formats, types, and structure. These make it difficult to design
a general metadata for any scientific research domains.

The goal of this evaluation is to gain knowledge and understanding on the
concept of metadata-based approach for data integration as well as the elements
involved in creating metadata. We also want to identify existing metadata approach
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for integration of scientific experimental data so that we can study and use it as
a reference to establish new metadata that would suit any domains which involve
scientific experimental data.

We conclude that metadata is one of the approaches that are suitable in

facilitating the integration of data from various sources whether it is for scientific
experimental domain or any other domain. It would help in bringing transparency
and accuracy in information and also removing uncertainty in data and information
especially for many scientific experiment data gathered from multidisciplinary
domains.
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Chapter 7 ®
Passive RFID Localization in the Internet s
of Things
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Simeon Simoff, Anthony Maeder, Mahmoud Elkhodr,
and Mohammad Dahman Alshehri

Abstract Smart home researches have emerged in recent years as a popular field
of study in pervasive computing to suggest a solution that can be beneficial for
impaired individuals and elderly on their daily life basis. Location tracking accuracy
is a major research challenge in smart homes that needs much further investigation.
This paper presents a review of the existing techniques and technologies in location-
based systems in the Internet of things, and it identifies the research gap of
localization in smart home settings. The paper proposes a localization framework for
smart home healthcare as well as our preliminary implementation of the localization
framework.

7.1 Introduction

The demand of the healthcare systems is rising, due to the change in the aging
demographics and chronic medical conditions, and this will lead to unsustainability
in the healthcare services globally [1]. According to the World Alzheimer Report,
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more than 46.8 million people are suffering from dementia today, and that number
is expected to increase to 74.7 million in 2030 and 131.5 million by 2050 [2]. These
problems have increased the pressures on healthcare amenities globally. Substitute
solutions have been considered to address these challenges. Researchers have
employed pervasive computing for smart homes for personal health monitoring, as
one of the most potential affordable solutions to these challenges.

The smart home is an area in which the Internet of things (IOT) promises
to reshape the healthcare domain [3]. Smart homes [4] include applications that
monitor the elderly unobtrusively via interconnecting sensors to warn them or
healthcare providers of abnormal conditions [5]. In personal monitoring, several
wearable and environmental sensors are deployed in assistive living technologies.
Smart home sensors work on the principle of sensing individual’s movement to
generate sequences of streaming row data. By using several location determination
techniques and activity detection algorithms, this data will be interpreted to
meaningful information about people’s movements in the space.

Pervasive computing healthcare technologies aim to assist the elderly and
impaired individuals in their living, particularly easing their daily activities and
performing domestic tasks conveniently [6]. Ubiquitous homes have been studied
by several researchers who have proposed promising contributions in healthcare
and in supporting impaired individuals. Chan et al. [7] reviewed relevant aspects in
smart homes, such as human activity recognition and efficiency of implemented
sensor systems. The authors argued that smart homes are one of the favorable,
cost-effective solutions for home care for the elderly and people with disabilities.
However, the studies in smart homes are still in its early stages, due to the challenges
that were facing smart home users and healthcare providers. Accuracy in tracking
people’s movements and success in detecting the activities of daily living plays are
the key roles to make such a viable system solution in smart home applications.

To enable smart homes efficiently for the frail person in health assistance, several
essential factors should be taken in consideration such as providing robustness cost-
effective solutions; a system can differentiate between different activities that are
carried on by one person or more at the same time. In addition, the smart home
system should track the location of the person accurately at stationary and real-time
movement. Hence, smart home is considered as a promising and affordable way to
enhance the accessibility to home care and ease of living a lifestyle for elders and
people with disabilities. There are still limited results in smart homes research, such
as localization of movable individuals and objects. This paper highlights the smart
home localization system in the Internet of things and the challenges associated
with indoor localization in smart homes. Section 7.2 provides a discussion about
localization systems in smart homes. Section 7.3 addresses the challenges associated
with passive RFID localization systems in smart homes. Section 7.4 provides
our preliminary implementation of the localization framework. The conclusion is
provided in Sect. 7.5.
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7.2 Localization in Smart Homes

Localization systems in smart homes work on the principle of sensing the activities
performed by individuals and their locating positions and movements at a time. In
Ambient Assisted Living (AAL) [7], the location-based awareness systems require
indoor positioning functionalities to detect emergency situations, fall detection, and
monitoring vital signs [8]. These systems work on a principle of determining the
location of persons and objects and their interaction in real time.

Indoor positioning technologies are one of the core components in smart homes.
A wide range of technologies for indoor environments have been used and tested
in a smart space into different applications such as healthcare, medical, security,
warehouse, asset management, and people tracking. There are common types of
indoor tracking sensors used to track people in real time: radio-frequency-based
(RF) sensors, optical sensors, sound wave sensors, and electromagnetic field sensors
[9].

These technologies are widespread and used in SH settings for subject tracking
and object localization. In smart homes, RF-based systems have gained significant
popularity in smart environment research projects for considerable advantages such
as affordability, commercial availability, and desirable coverage space in an indoor
space. Therefore, smart home technologies such as RFID, Bluetooth, Wi-Fi, etc. are
popularly used in the smart environment.

7.2.1 Accuracy

Accuracy (location error) in smart homes is the primary key to determining the place
of the subject at any time. It refers to the user requirement of the location system.
Therefore, the accuracy is defined as the average Euclidean distance between the
estimated location and the real location [10].

Detecting the movable target requires careful selecting for tracking resources.
The relationship between the accuracy and system is usually cost adverse. This
means a more precise location to get the need to deploy more extra tracking
resources, and that will lead to the more expensive solution. Therefore, researchers
attempt to reduce the number of tracking records, to achieve the cost-effective way.
Nevertheless, location determination and tracking algorithms need to be suitable for
such an approach while the accuracy measure is achievable.

7.2.2 RFID Localization Systems

Radio-frequency identification (RFID) has been considered as a promising technol-
ogy in indoor positioning for smart homes [11]. RFID systems have tremendous
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benefits for smart environments: particularly (1) RFID tags are relatively small
and can be easy to attach to many household tools (such as plates, spoons, cups,
furniture, etc.), and (2) they are easy to wear by a person because of their small size
and their light weight. RFID technology has been engaged in aged care facilities, to
reduce the gap for healthcare progression and improve patient care. Several RFID
localization studies have exploited subject and object localization in the past few
years by many researchers in smart homes to find robustness in indoor positioning
solutions for healthcare facilities, such as in [12—-15]. Some of these systems have
provided low localization accuracy performance with limited performance, while
the others have cost concerns. Few works have investigated the challenges in cost-
effectiveness, accuracy, and efficiency in RFID localization in indoor positioning
for smart homes.

LANDMARC [16] introduced the concept of localization using reference tags to
estimate target tag. The system measured the distances between readers and active
RFID tags, using the level power method. However, LANDMARC system suffers
from long latency for the position calculation and the variation in behavior of tags.
VIRE [17] worked on the same principle of LANDMARC by using the virtual
reference elimination method, to locate tags in a virtual reference tag and enhance
the performance to avoid interference and multipath issues in indoor localization.
Their system optimizes the accuracy in locating objects and achieved 0.47 m
accuracy, when compared to the LANDMARC system.

TASA [18] was the first system which introduced tag-free principle in indoor
localization. Their method was a hybrid approach (using passive tags and active
tags), which was more cost-effective compared to other systems which used active
tags such as LANDMARC and VIRE. TASA used group behavior monitoring in
the large area to reduce the error of localization in passive RFID systems, which
is caused by multipath. Twins [19] implemented the solution of motion detection
using device-free passive RFID tags. The authors introduced the model by using two
adjacent tags to optimize object localization. Twins depend on TASA principles and
only used passive tags as a reference. The system achieved error location (0.75 m)
compared to TASA and LANDMARC [16]. The limitations of approaches TASA
[18] and Twins [19] depend on online mining frequent trajectory patterns.

Another interesting work by Ruan et al. [20] introduced a new approach
which tracks moving subjects based on classification tasks. They used learning-
based classification methods (GMM-based HMM model and kNN-based HMM),
to localize subjects from RSSI-observed values of RSSI distributions at each grid.
Moreover, they introduce a multivariate Gaussian mixture model (kNN- and HMM-
based) to track moving subjects based on continuous sequences of RSSI.

Many of these solutions relied on active tags to get higher accuracy which
are more expensive in indoor localization, compared to passive ones, while other
solutions require deploying tracking resources, and that will result in adding more
costs and more complex solutions. Since optimizing the accuracy of tracking
subjects was the target of most studies, a crucial factor such as cost-effectiveness
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is investigated while designing and implementing smart home solutions, especially
for people with limited ability to afford to pay for an expensive system.

7.3 Limitations in Localization Systems Using RFID Tags

Although many RFID techniques have been developed to optimize the localizing
accuracy in mobile tracking of subjects and objects, accuracy of the tracking is still
a significant research gap in locating tracked objects and people in stationary and
real-time movement using RFID sensors. In smart home settings, multiple factors
can significantly affect the precision of the results, including (1) localization method
used to track subjects, (2) the space of the testing (localization coverage size), and
(3) the distance between targeted objects and sensing devices (e.g., sensors and
readers). Also, the orientation of tagged objects (e.g., RFID tags) from the sensors
also plays a significant role in getting better accuracy during the localization.

Large-scale tracking methods to determine continuous movements of an indi-
vidual in indoor spaces are still a challenge in smart home systems. This requires
having an effective approach that can deal with various localization scenarios at
various places and coverages. Most available systems perform the localization in
limited coverage spaces and hypothetical scenarios. To adopt such a system in a
real-life scenario, further research needs to address large-scale localization [21,
22]. This requires designing the right approach and implementing the appropriate
tools. In addition, inexpensive technologies should be taken into consideration when
designing such systems.

Multi-resident tracking is another problem in indoor localization. Uncounted
residents during the localization will cause noise in the data and, eventually,
will lead to lower accuracy in tracking a specific target [21]. According to [23],
the accuracy will decrease due to the increment in resident’s occupancy. The
experimental results usually show that the algorithms may be highly accurate when
tracking a single resident. However, they fell rapidly once multiple residents are
presented in monitoring space. It is important to investigate new methods and
algorithms that track individuals accurately in the real and complex environments.

7.4 Accuracy Optimization

According to these localization works in RFID location-based systems, it has
required further research on developing accurate, robust, and cost-effective solution
in smart home settings in healthcare for enhancing elderly personal monitoring. In
this section, we present our preliminary work toward optimizing the accuracy in
subject localization in smart homes.
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7.4.1 Localization Framework

Taking important factors such as cost and subject tracking’s accuracy, we have
proposed a localization framework using passive RFID tags [24] (Fig. 7.1). The
localization platform aims to use minimal tracking recourses to optimize the
accuracy. We use one RFID reader connected by three RFID antennas and one
targeted passive RFID tag in the experiment. Our system obtained promising
accuracy in the center of tracking area, with 16.5 cm (average error).

The proposed localization framework in Fig. 7.1 is divided into three main
processes. The first is tag selection procedure to determine the best candidate tags
for localization processes. This is involved in methodical sets of testing to detect
the most readable candidate tags. The reading range test aims to examine the
tags readability from RFID antenna-based on various tag distances from the RFID
antenna. Also, it attempts to determine the best performing tags among all RFID
tags. The power level evaluation aimed to find the tags that have the best RSSI
readings among all tags. Tags sensitivity was to evaluate the response of the tags at
various reader power levels.

In the second procedure, tags calibration is designed to evaluate the candidate
tags performance on several stationary locations, tags orientations, and tags readings
at various readings from each antenna. Finally, localization algorithms procedure
is designed to find suitable algorithms from the proposed framework. To get the
received signal strength indication (RSSI) values, Friis transmission equation [25]
was examined to estimate the tag backscatter signal power received (PR). Then to
determine the location of the target tag at stationary, we used trilateration algorithm
[26, 27] and average moving filter for smoothness of the reading signals.

. Sensors/tags Localisation
Tags Selection . . .
Calibration Algorithms
Read Range
evaluation Tag
o
Tags Orientation RSSI Trilateration ]
B m
Collection Uniformly evaluation Calibrated 3
> Power Ieve! (RSSI) + &
evaluation Tags Tag g
Antenna’s & Sensors Average moving 2
Calibration filter S
Tags Sensitivity
evaluation

Fig. 7.1 Passive RFID localization framework for smart homes
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Fig. 7.2 Platform setup and Monza 4D “target tag in the middle of the platform”

7.4.2 Localization Experiments

According to localization challenges that were mentioned in Sect. 7.3, we have
introduced localization prototype (Fig. 7.2), and to validate our localization frame-
work, several experiments were carried out using Impinj Speedway R420 develop-
ment kit with UHF RFID Reader [24]. Also, we have chosen Monza 4D tag as our
target tag for localization purpose (Fig. 7.2). Extensive experiments were utilized to
find the best readable tag and then to decide the best tag orientation and placement
from each antenna. Also, we have adjusted the tags height of each antenna and
calibrated the amount of the power sent by the reader to each antenna to achieve best
reading results. According to results analysis, we found that the closer the tag to the
center of localization platform, the higher accuracy we received. Our system located
the tag positions successfully at stationary with an average error of 16.5 cm in the
center grid (size is 0.6 m x 0.6 m). The highest accuracy obtained was 2 cm at the
center of the center grid. Some limitation of our system has been found, especially
spots outside the central area and blind spots with the lowest accuracy results [24].

7.5 Conclusion

Smart home researches have broadened in the last few years as many studies
have contributed in the pervasive healthcare system to assist impaired individuals.
RFID is a promising technology due to its affordability and noninvasive tracking of
individuals. Although a smart home technology such as RFID system has benefited
the development of the researches in health and personal monitoring, it is not a
mature field and requires further improvement. Accuracy in determining the location
of an individual precisely is still a research challenge. It is important to understand
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the nature of the activities that are carried on, for further healthcare assistance.
In addition, cost-effective solution in smart home settings for well-being is still a
significant challenge. This requires developing methods and techniques that obtain
good results with lost-cost solutions.

This paper explored smart homes and related work on RFID-based localiza-
tion systems. Also, this paper identified the need for improving the accuracy in
localization in smart home systems and the importance of providing affordable,
efficient solutions for elderly and impaired individuals. The paper proposed a
localization framework and the implemented system in a simple manner and setup
to demonstrate its effectiveness.

At this early stage, we are working on improving our existing system to obtain
better results. We experienced problems, such as variations in RFID signals as well
as angle of arrival reading differences; we aim to implement signal algorithms to
optimize the RSSI readings and optimize the overall system performance. Also,
we are going to investigate the fluctuations in RSSI values using phase of angle.
We will investigate more about tracking individuals and their interactions with
the environment and how successfully the system can differentiate between their
activities of daily living.
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Chapter 8 ®
Internet Traffic Flow Analysis in Fog oo
Computing: An Experimental Case Study

Waleed Rafiq, Abdul Wahid, Munam Ali Shah, and Adnan Akhunzada

Abstract Fog computing (FC) is a new model, which extends cloud computing
services to the edge of computing networks. Different aspects of FC, such as
security, have been extensively explored in the existing research. However, the
research focuses on how to identify and secure the FC devices and how these devices
communicate within the intranet. We believe that it is very important to investigate
how the extant infrastructure responses, when a huge amount of data is generated by
FC devices. We also need to make sure that the existing network infrastructure will
not be chocked, causing the existing services to block. Additionally, the security
and privacy are huge concerns for FC. Consequently, by applying the security
policies, how will the network respond? Will it make it even worse or improve the
performance? In this research, our contribution is twofold. Firstly, we integrate the
performance issues of FC network infrastructure for parameters such as throughput,
delay, load, etc. Secondly, we analyze the overheads that are generated because of
deploying security in FC.

8.1 Introduction

Fog computing is a new model, which extends cloud computing services to the
edge of computing networks. Different aspects of FC, such as security, have been
extensively explored in the existing research. However, the research focuses on how
to identify and secure the FC devices and how these devices communicate within the
Intranet. We believe that it is very important to investigate how this infrastructure
responses when a huge amount of data is generated by FC devices. We also need
to make sure that the existing network infrastructure will not be chocked, causing
the existing services to block. Along with that, the security and privacy are the
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Fig. 8.1 Fog computing overview

huge concern for FC, so by applying the security policies, how will the network
respond? Will it make it worse or improve the performance? In this research, our
contribution is twofold. Firstly, we integrate the performance issues of FC network
infrastructure for parameters such as throughput, delay, load, etc. Secondly, we
analyze the overheads that are generated because of deploying security in FC (Fig.
8.1).

8.1.1 Architecture

The FC depends on many factors to communicate and exchange information
between the smart objects. Smart objects are the things which can take decisions
based on the sensors and the principles defined [1].

Communication Medium Naming and identification is the first step as these smart
objects can’t communicate without the unique identification. Internet integration is
another integral part, as without any internet medium, these smart objects cannot
communicate with other objects. Some of the technologies which can be used in
FC for proper naming and tracking of the objects are radio-frequency identification
(RFID), electronic product code (EPC), object naming service, 6LoWPAN, near-
field communication (NFC), and wireless sensor networks (WPS) [2].
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Network Architecture Most of the focus in FC had been given on how a specific
device will communicate with the gateway which is short-ranged high-speed
communication, but there is no investigation how the FC works if it has to use
the Internet to communicate. In the FC, huge amount of traffic will be generated,
and if the traffic is not carefully diverted, bandwidth limitation can choke the entire
network [3, 4].

8.2 Literature Review

We review different papers related to our work and the overall FC network
infrastructure. We divide papers into different categories.

8.2.1 FC Challenges

FC can incorporate visibly different heterogeneous end systems, while for the
growth of digital services, it provides open access to different data subsets too.
Because of a large variety of devices and services, it is a challenging task to build up
an architecture for FC. Focusing on urban FC system, the author in [5] has discussed
urban FC system as the broader category, which is being characterized specifically
by its application domain. In this paper, a survey of different communication
technologies, architectures and protocols of urban FC is presented. It has also
been analyzed different solutions that are available nowadays for the urban FC
implementation. Also Fig. 8.2 shows the current challenges for the FC network
infrastructure in a graphical form.

In [1], different issues related to the FC have been addressed including the need to
increase the network scale and device proximity which in turn fulfill the scalability
issues. Those challenges have questioned the security, privacy, and safety of FC
devices. In FC safety and security are somehow related to the behavior of FC
devices, how much they are able to avoid or prevent any suspiciously behaving
devices. Lack of end-host firewalls and antivirus is one of the reasons for extreme
security challenges. Security in FC is meant to protect private information from
leaking them without user’s permission. We divided the genetic section into three
main modules: (i) congestion modules, (ii) reliability module, and (iii) priority
module [6].

8.2.2 Network Performances

We discuss the corporate network performances and how existing network is
affecting it by an increase in delay and throughput. In [7], a case study of a
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Fig. 8.2 Challenges for FC Network Infrastructure

university campus network has been considered. To achieve the better performance,
the existing network needs to be optimized. The performance of the network is
heavily dependent on network configuration, the device configuration, the topology
of network, and the overall capacity of those networks. In this paper, the authors
identified the problems in existing networks and provided the appropriate solution
to overcome those limitations. The solution provided in this paper is first to deny any
no prioritized traffic by enforcing the policies, second is to configure firewall, third
is to use the Cisco routers, and the last one is to maximize the ISP link capacity.
FC can use wireless network virtualization to optimize its communication for
the wide area networks. The wireless network virtualization can have a very broad
scope. In other words, virtualization, regardless of wired or wireless networks,
can be considered as a process splitting the entire network system [8]. The
figure is discussed in the paper [9]; a survey is conducted for wireless network
virtualization. Generally, the framework of wireless network virtualization can be
composed of four main components: radio spectrum resource, wireless network
infrastructure, wireless virtual resource, and wireless virtualization controller. The
wireless network virtualization focuses on the throughput (bps), delay (sec), path
lengths of nodes, and utilization, whereas the traditional wireless networks focuses
more on the coverage, QoS, spectrum efficiency, etc. [10]. The author then discusses
about the technologies for which the wireless network virtualization can be used. It
can be used in existing IEEE wireless standard of 802.11, the new mobile network
technologies like 3G and LTE. Also, WiMAX and other wireless standards like ad
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Fig. 8.3 Wireless network virtualization

hoc networks can use that virtualization as well to optimize the performance. This
is somehow a relatively new technique, so there will be a number of challenges.
Some security concerns along with some resource discovery and network man-
agement issues are discussed [11-16]. In summary, research on wireless network
virtualization is quite broad, and it has a number of research issues and challenges.
But, the wireless community can address these challenges. The FC will be very
beneficial with the wireless network virtualization, and it can help the FC network
to grow rapidly without compromising on any of the performance. Wireless network
virtualization can be seen in Fig. 8.3.

8.3 Experimental Evaluation of the Smart Cities

We aim to simulate different network topology and network traffic scenarios to
observe the performance issues for the existing network infrastructures for FC. We
further aim to incorporate the security overheads in the existing network simulation
scenarios.

8.3.1 OPNET Simulation

The simulation scenario is divided into two parts:
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Table 8.1 Simulation parameters for intercity communication

Parameters Without fog computing With fog computing
Simulation time 10 min 10 min

No. of time simulation run 1 1

Time to complete simulation 23 min 3 h 23 min

Video pixel size 352 x 240 128 x 240

Video frame time 15 frames per sec 20 frames per sec
Packet size Constant Constant

LAN users 15 on each LAN 15 on each LAN

Type of service Best effort Streaming multimedia
Traffic mix 75 percent 75 percent

1. Intercity networks: A scenario where different cities communicate with each
other

2. Intercity networks with fog computing: A scenario where different cities com-
municate with each other

8.3.2 Complete Intercity Network Scenario

In this section, we simulate both networks. The results are compared with the other
FC scenarios so that we get the better idea. We are using eight applications with six
profiles, and each application is set on the heavy usage of the Internet. Table 8.1 has
simulation parameters for intercity communication.

This scenario represents the network performance at a larger scale. The city users
from one city communicate with the other city users, and lots of routers and ISP
involve in such kind of communication which can cause some delay. Figure 8.4
has the complete scenario diagram in OPNET. In this scenario, we evaluate the
performance of network.

8.4 Comparative Analysis

In this section, we are comparing the simulation results based on the average delay
and average throughput.

Figure 8.5a shows the average delay between the two scenarios; it shows clearly
that by increasing the number of devices and the type of traffic, we have larger
delays. The normal network has 0.3 s or 300 ms delay. The FC network has an
average delay of about 1.3 s or 1300 ms which is quite a large delay. The average
delay of the FC can be clearly seen that it is higher. We are using the live streaming
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as the type of service, so it has higher priority. This graph refers to Fig. 8.5a, the live
streaming profile starts at 100, and after 300 s it restarts; that is why we are seeing
a stabilized graph at 350 to 400 s, and then it suddenly peaks again. The network
without the FC has two multimedia profiles which end with the simulation, so we
see a smooth and stable graph.

Figure 8.5b shows the communication between the router 1 and router 2 in terms
of packets/sec, and it can be clearly seen that the average throughput of the FC
network is quite high as the normal network. Both are almost identical as both
peak at similar time and then a small downhill progresses at the same time as
well; the only difference is that FC graph has higher throughput. By comparing
the different results in the intercity communication scenarios, we can conclude that
the FC devices have the impact on the existing network architecture. A city-based
network with the delay of 300 ms can get to the delay of 1300 ms of 1.3 s in the
FC environment, which is quite large in today’s world. Also, the difference between
the loads on the links is higher; the average throughput in networks without FC is
315.4, and in FC environment, it is 404.5 packets.
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8.5 Conclusion and Future Work

700

The main objective of this research is to explore the FC network and its com-
patibility with the existing networks. We reviewed the literature related to the FC
networks, but no or very little work has been done in exploring what we are doing,
which is performance evaluation of FC with the existing network infrastructure.
For performance evaluation, we use the scenarios and simulate them in OPNET.
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For intercity communication, we created a scenario in which different city users
can communicate with each other. The simulation result shows little increase in
delay and load on the network. In the future, we would like to introduce any routing
protocol which will optimize the network traffic as well as decrease the delays on
the network. Second thing is to introduce any security technique which has very
little impact on the network and does not increase the delays of the network.
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Abstract Nowadays, data centers and high-performance computing (HPC) systems
are crucial for intensive computing environments. The energy efficiency in HPC
is an evergreen problem. Moreover, energy-efficient design and energy ecology
measures are core challenges in HPC. However, current research focuses on prac-
tical methods to measure power utilization to take decisions for green computing
without exceeding resources and without compromising on performance. This paper
surveys the issues, challenges, and their solutions over the period 2010-2016, by
focusing on the energy consumption of data centers and HPC systems. We grouped
existing problems in energy efficiency that data centers are currently facing. Our
contribution is twofold. Firstly, with this categorization, we aim to provide an
easy and concise view of the underlying energy efficiency model adopted by each
approach. Secondly, we propose seven-pillar framework for energy efficiency in
HPC systems and data centers for the first time.

9.1 Introduction

Performance has always been a core issue in the modern computer world which
usually refers to speed [1]. Microprocessor clock rate has rapidly increased in
performance; however, on the other hand, it has also caused even greater power
usage [2]. About a decade ago, energy efficiency was not a main focus in most data
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centers and HPC systems [3]. However, now it has diverted all focuses onto it and
became an increasingly important consideration in HPC [4]. In data centers, where
data increases in exponential manners, it is hard to possibly manipulate it.

Unlike traditional warehouses, big data is stored in different manners. The stored
data needs to be rinsed first, grouped, and secured [5]. Besides, there comes the
situation to access mountains of data where efficiency matters. The IT industry has
to store a huge amount of data as logs to deal with the issues that can occur on and
off in order to solve them. This data is kept only for a short period of time or might
be stored for longer time due to importance of data [6]. Because of large volume and
semi-structured nature, the traditional systems are not capable to handle with these
logs. Big data analytics not only deal with mountainous data but also enrich it with
long life storage [7].

In addition, these logs vary with hardware and software updates. Due to the
sensor data in its two states, i.e., motion and rest, the safety, profit, and efficiency
all need huge amount of data to be analyzed for good commercial consequences.
As data centers consume a large amount of energy, therefore low power matters
more than speed or performance [2]. It never means that performance is less
important than energy efficiency but means achieving more performance using
minimal power. In November 2001, NERSC’s (National Energy Research Scientific
Computing Centre) new 3 teraflop HPC system, consuming less than 400 KW of
electrical energy, was ranked at #3 on the TOP500 lists of most powerful computers.
In November 2007, NERSC’s 100 teraflop successor, using almost 1500 KW,
was not ranked even in the top 10 powerful computers of TOP500 list [3]. The
researchers are working to develop sustainable energy-efficient HPC infrastructure.
The statistical data obtained from TOP500 list is presented in Table 9.1. According
to the TOP500.org list in June 2011, the power consumption of HPC has increased
at higher rate than their power efficiency.

This research work elaborates the problems in energy efficiency which data
centers are currently facing. The article includes elicit solutions for prescribed issues

Table 9.1 Average power consumption and average energy efficiency

TOP500 highlights in June 2011
Average power consumption | Average energy efficiency

TOP500 systems | Average power Average power efficiency has increased to
consumption of a 248 W/Mflops (Mega Floating-Point
TOP500 system has Operations Per Second), from
increased to 543 KW, 219 W/Mflops in 6 months ago and
from 447 KW 6 months 195 W/Mflops 1 year ago
ago and 397 KW 1 year
ago

TOPI10 systems | Average power Average power efficiency is 464 Mflops/W

consumption of a TOP10 up from 268 Mflops/W 6 months ago
system is 4.3 MW (up

from 3.2 MW 6 months

ago)


http://top500.org
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and also a critical review of relevant research work published over 2010-2015. Some
standards and strategies are proposed for improvement in energy efficiency in data
centers and HPC systems. Majorly, seven-pillar framework of energy efficiency in
HPC systems and data centers is proposed. The rest of the paper is organized as
follows. In Sect. 9.1, an introductory material of paper is provided. Section 9.2
comprises of the survey, and Sect. 9.3 consists of our contribution followed by
solution to prescribed problems. Section 9.4 evaluates the performance of respected
modules and the proposed solutions. Last but not the least, Sect. 9.5 ends up by
concluding the research finding and future directions.

9.2 Background and Related Work

In recent years, researchers have done a lot of research in HPC systems and big
data. Performance remained a core achievement in data centers, but very minimal
intuition toward energy usage, consumption, and wastage was given which led
toward huge wastage of power and energy. Many researchers did the research in
different areas related to energy and power, but HPC systems have not focused a lot
on power and energy efficiency [3] due to lack of measurement capability available
for large platforms.

In 1999, Huber and Mills claimed that energy consumption by these data centers
is alarming with respect to overall energy ingested by the whole USA. The study
showed that energy consumption by data centers in the USA is 1-2% of the total
energy uptake in the USA. Energy management has become prime consequence
in HPC because energy usage and energy-associated costs of HPC are expanding
for data centers and servers. So, stimulating energy-efficient design and energy
ecology measures are emerging key challenges for effective development of HPC
such as servers, girds, clusters, and data centers, so big data can be handled
conveniently. Controlling energy or power consumption is a critical aspect for
reducing operational cost of HPC in big data. Therefore, designing energy-efficient
machines is the most important upcoming goal of HPC.

A data center having 1000 racks of 10MV has a total cost of nearly 7 million
dollar for power generation and 4 million to 8 million for cooling [8]. Big data
means bigger problems as data centers deal with 1000s of terabytes of data daily.
As stated in the studies of 2010, the world lead to over 1ZB (zettabyte) of data, and
by 2014, we are generating more less 72ZB of data a year [9]. It is realistic that
the data centers are many times as energy exhaustive as the big office buildings.
Data traffic is growing day to day in every field of science and technology. NASA
database contains too much data concerning space, APIs, and climatic changes, and
medical field database contains data on the cures, diagnosis, and treatment of the
diseases [10]. HPC devices play an integral part in the processing of data collected
from different sources like the Internet to the storage media in the data centers.

Energy efficiency in HPC and big data is influenced by two main elements which
are categorized into two chunks [2]: hardware and software. So, we describe how
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Fig. 9.1 Represents pictorial overview of organizations having big data centers, networks, and
databases which are dealing with big data

these two, hardware and especially software (operating system and applications),
can influence the energy efficiency. Figure 9.1 shows the organizations which have
to deal with big data continuously. Figure 9.2 presents the visualization of power
usage in data centers. Existing and ongoing HPC research in power management and
energy efficiency has addressed the issues at different levels, consisting of resource
allocation, data center design, and cooling techniques [11].

Due to the data in its two states (motion and rest), the safety, profit, and efficiency
all require huge amount of data to be analyzed for good commercial consequences
[12]. Financial institutes have to model data, so the risk can be calculated under a
certain threshold. HPC is a broad term that works on lots of computational problems
at the same time; therefore it is also known as an application of parallel processing
[13]. The electrical power demands of HPC systems are reaching a limit, causing
future threats [14] to the growth of advanced application programs and scientific
computational tasks. Therefore, to overcome this future thread, researchers are
focusing on improving energy efficiency in HPC for performing these tasks more
quickly, efficiently, and reliably.
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Fig. 9.2 Data center power use pattern

9.3 Seven-Pillar Framework

In [15, 16], four-pillar framework and three-dimensional approach to sustainability
are proposed, respectively. This paper extends [15] and [16], and for the first
time, the seven major pillar frameworks for energy efficiency in HPC and big
data centers are proposed. Seven-pillar framework provides the foundation for
developing energy efficiency models in HPC. Two main problems can be solved by
using seven-pillar framework: first, presenting existing research efforts and works
to outside stakeholders and providing base for planning future work and, second,
understanding all external and internal efforts for improving the HPC data centers’
energy efficiency and categorizing them. Table 9.2 shows the proposed pillars, their
goals, and a short view to detail (a comprehensive view). The novel proposed seven
pillars are described below.

9.3.1 Energy-Efficient Infrastructure

“Building energy-efficient infrastructure,” the first pillar of HPC, is non-IT infras-
tructure required to operate HPC systems [17]. The objective of this pillar is to
improve the energy efficiency of big data and HPC systems by carbon usage
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Table 9.2 Seven proposed pillars, their goals, and details

Pillars Goal

1.EE Enhance major
infrastructure performance indicator
2. EE system Minimize hardware
hardware power utilization

3. EE system
software

Optimize resource
handling tune system

4. EE applications | Increase application

performance

5. EE network Maximize hardware

utilization

6. EE policy Reverse engineering of
network deployed
7. EE usage Reduction in wastage of

energy

Details

Minimize power leakage in the supply chain;
better cooling technologies; reuse dissipated
heat from IT systems; check and validate
actions taken by monitoring all related
information

Use most recent semiconductor technologies;
use of energy economic memory and
processor technologies; use of special
hardware or accelerators designed for
particular problems; provide sensors for
detailed power measurements

Support workload management; make sure the
energy-saving features of the platforms by
modification in the systems relating to the
applications’ needs; shut down inactive
requirements; examine the energy
consumption of all system components

Use the most efficient and powerful
algorithms; use the best libraries for the
system; use the most proficient and efficient
programming

Use energy-efficient appliances; keep the
system as busy as possible; reduce UPS and
electrical power usage for cooling; lake near
installation; reuse of hot and cold water
Instrumenting network for power saving;
dissemination and outreach

Reduce routing overhead, delay by decreasing
number of retransmissions; keep track of hot
and cold aisle; power supply chain monitoring
Use of humidifier and dehumidified;
switching system off and on as easy;
energy-efficient devices; equipment
replacement; insulation and air sealing;
resource distribution; reuse wasted energy

effectiveness (CUE), power usage effectiveness (PUE), energy reuse effective-
ness (ERE), water usage effectiveness (WUE), etc. Many industrial bodies have
addressed this infrastructure [18]. It has also been discussed in research work and
standardization organization. The main features of this pillar are (1) reduction of
energy loss, challenges, and threats to energy-efficient HPC [19], (2) use of efficient
cooling technologies, and (3) reuse of waste heat [20]. It is expected that energy
reuse will turn into a significant part of any feasible exascale computing approach
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[21]. By adopting energy-efficient infrastructure, a huge portion of problems can be
addressed.

Architecture of the Data Center Importance should be given on the infrastructure
of the data center such as arrangement of the cooling tower fans and the chiller
plant that can significantly improve performance and efficiency [22]. Although after
implementation it saves energy enormously to increase efficiency, implementation
costs of the architectures like two-tier and three-tier are very hard and consume too
much resources.

Liquid Cooling Liquid cooling gives better results than air cooling because it
can efficiently transfer concentrated heat loads and because liquid has higher heat
transfer coefficient. Water flow provides very efficient ways of transporting heat;
moreover, water also requires less energy to move from one place to another with
respect to air. Water flow carries approx. 3500 times as much heat than air [23].
Water-cooled systems can save not just energy but also space.

Chiller Systems HPC systems need chiller systems to reduce energy emission.
IBM uses direct-to-rack water cooling because of the presence of vast majority of
the equipment. This technique is normally not good for electricity consumption,
and highly efficient cooling systems can be selected to reduce liquid cooling usage,
by as much as 40-50%. The whole data center environment can be considered
into three primary subsystems; in a given data center, the power delivery system
includes electric power resources, the networking system includes all connectivity
and racks, and the cooling infrastructure includes central chillers and computer room
air conditioners. These subsystems are basically the fundamental building blocks of
a data center.

9.3.2 Energy-Efficient System Hardware

“Energy-efficient system hardware,” the second pillar of HPC, shows all IT systems,
storage systems, and networks of HPC. What is needed is a storage architecture
that delivers high performance, has the ability to scale for very large environments,
and is cost-effective [24]. The main objective of this pillar is to reduce the power
consumption of system hardware.

Storage System Architecture Available large-scale HPC systems are facing inad-
equate storage problems [25]. This pillar develops solid-state storage simulator
supported by DRAM, and thus it makes HPC applications more scalable and reli-
able. In HPC environment, special demands are placed on the storage infrastructure.
These environments have supercomputers or cluster of computers, each having
unique chronological tasks that randomize when it uses shared storage infrastructure
backing it [23]. So, one of the goals of this pillar is designing cost-effective and more
powerful storage architecture for large-scale HPC systems by reducing hardware
power consumption.
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The Modern HPC Storage Architecture HPC storage infrastructures are almost
completely different than conventional storage area network (SAN). Nowadays,
small number of file serving storage nodes is also included in HPC designs, for
supporting large number of application compute nodes. Most modern HPC systems
and data centers use RAID (redundant array of independent disks) model which
provides an efficient storage and improves performance by adding redundancy and
striping of data.

Hardware Storage Capacity and Efficiency Improvement by Vendors Luckily,
in this area, HPC systems or HPC data centers’ managers need not to be involved
directly because hardware vendors take steps to improve hardware efficiency and
storage capacity. For example, Sandy Bridge technology by Intel provides lots of
new power-saving and energy-efficient features [26]. IBM is investigating about the
reusing possibilities given by hot-water-cooled supercomputers, and for memory
efficiency, Intel is working on frequency scaling and dynamic voltage. Many such
other institutes are working to improve their hardware technologies.

Future of HPC Hardware Future generations of HPC hardware will have higher
efficiency, improved scalability, control functions, flexibility, and better monitoring.
Although vendor product availability is constrained on hardware, there are ways to
set up innovative advancement. For example, by adding operational (energy) costs
and system costs in an acquisition plan of a business deal or agreement, the vender
will actively work at more energy-efficient product development [27].

9.3.3 Energy-Efficient System Software

“Energy-efficient system software,” which is the third pillar, represents all system-
level software for controlling system hardware. It also provides platform for running
application software. The objectives for this pillar are the best utilization of the
available resources, allocation of system resources, file and disk management, and
monitoring system activities. Workload management system can be used according
to HPC policies and goals by taking advantage of energy-efficient and power-saving
features of hardware and the application needs and by reduction of idle resources
whenever it’s possible. System software capabilities can also be determined by both
hardware and some hardware functions that can be done with higher-level software
support. For example, if CPU provides support for P-states but operating system
does not provide its support, then CPU will not be able to use these.

Virtualization In HPC environments, the use of virtualization technologies has
customarily been refrained due to their intrinsic performance overhead. With the
use of virtualization, we can improve energy efficiency in system software. A
single hardware can be used to run multiple operating systems by which every
operating system will run independent of each other with very low performance
degradation. Virtualized data centers are envisioned to provide better management
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flexibility, lower cost, scalability, better resource utilization, and energy efficiency
[28]. Even though the data center network is lightly utilized, virtualization can
still cause significant throughput instability and abnormal delay variations, which
in result improves overall efficiency. Sometimes the virtualization stipulates very
slight performance results which depend on the type of hypervisor; however, such
technologies are acute, and all virtualization techniques are not always equal. KVM
hypervisor is the favorable selection for supporting HPC applications.

9.3.4 Energy-Efficient Application Software

“Energy-efficient applications,” the fourth pillar, shows all user applications on HPC
systems. The purpose of this pillar is to optimize an application’s performance
with specific hardware to improve its scalability and raw performance by selecting
the best libraries that are suitable for particular architecture, the most efficient
algorithm, and the right programming paradigms.

9.3.5 Energy-Efficient Network

The reprogramming becomes necessarily more and more important for a number of
reasons. However, the reprogramming generates a sizeable amount of data which
leads to huge energy consumption and investment. So, by using energy-efficient
reprogramming scheme with Raptor code by using transmission power control, we
can play with this drawback [29]. Batch architectures are inadequate to operate
with big data because it causes latency. Experts made distinction between two-
tier architecture and a three-tier architecture, where a third application or business
layer is affixed that acts as an intermediary between the data layer and client or
presentation layer. It can also eliminate many kinds of problems with confusion,
which can be caused by multiuser access in two-tier architectures [30]. However,
the advanced complexity of three-tier architecture may mean more cost and effort
[31]. This can increase the performance of the system and can help with scalability.

9.3.6 Energy-Efficient Policy

As policy makers give a renewal attention to energy preservation issues, it has
regularly been declared that a gap of energy efficiency exists between optimal and
actual energy usage. Five separate and distinct notions of optimality are defined
in paper [32], the economists’ economic potential, the technologists’ economic
potential, the hypothetical potential, the narrow social optimum, and the true social
optimum. Each of these has associated with it a corresponding definition of the
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energy efficiency gap. An economic stance on the variety of market barriers,
market failures, and behavioral failures has been quoted in the energy efficiency
context. Energy efficiency and consumption are key means, but corresponding
market behavior and policy reaction have led debates in the economic literature.

9.3.7 Energy-Efficient Usage and Load Balancing

Energy composition and peak power demand both are increasing and becoming
major challenges in HPC. A significant part of power is devoted to cooling. It is
a well-known fact that HPC and big data center spend 40% to 50% of their budget
for cooling of computer rooms [33]. By using the systems according to needs, we
can also save a lot of energy; a sleep mode in computer is one best example. When
computer is not in use partially, moving it on sleep mode saves more or less 60%
of energy used when on. So, for load balancing, we’ll have to reduce this cooling
energy. Execution time and temperature control come at the cost of each other [34].
Big data centers now reduce the total energy and temperature by switching the
machines off and on. Another interesting example that differs energy consumption
of SSD over SATA is conspicuous. So, use of SSD instead of SATA will be a better
decision toward energy efficiency.

9.4 Performance Evaluation

To evaluate the performance of the respected modules/factors, we describe their
properties in Table 9.3, such as the implementation cost, energy savings, and
reduction in COj, and assume their values on the basis of details given above
about them. HPC application development is different than traditional application
development in different aspects as these are used for read-world simulation,
modeling, and virtualization. Air cooling efficiency is lower than water cooling
efficiency, and efficiency of water cooling is relatively more than 300 times higher
[34] compared to efficiency of air cooling. Now, here in Table 9.4, we discussed
relative data centers’ issues and emerging strategies.

9.5 Conclusion

With the rapid proliferation of data centers and HPC systems around the globe,
the energy requirements are increasing. Different from single PC environment,
the solutions are aimed at preventing energy wastage and meaningless energy
consumption in data centers. The rapid use of energy to just improve performance
degrades in terms of cost and energy usage and wastage. In this work, firstly, we
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Table 9.3 Issues and
emerging strategies of data
centers

Issues
Availability

Technology
advances

Energy
efficiency

Dynamic

infrastructure
management

Emerging strategies

Shift to efficient hardware:
Server, storage, and network
Power and cooling infrastructure
Design data centers for
efficiency

Arrange rooms

Configure racks

Shift loads real time

Use most efficient hardware
Operate at optimum load
Turn off

Manage hardware and space

Asset utilization

Table 9.4 Performance comparison of energy efficiency in HPC and big data

Implementation cost (scale of economy) | Energy savings

External factors

Liquid cooling Cheaper
Maintenance process Expensive
Internal factors

Air management Cheaper
Chiller systems Expensive
Early warning system model Expensive
Architecture Expensive

High
Medium

Medium
High
High
Medium

Reduction in CO; emission

40-50%

5-10%

40-50%
70-90%
40-80%

surveyed the literature published during 2010-2016 related to the current scenario
of energy efficiency by summarizing its evolution along with some examples. We
also outlined current and future threats and reported some predictions for the near
future. Secondly, we categorized energy-efficient solutions in seven pillars and also
exascale as future of HPC systems. In the future, our motivation is toward energy
consumption at component level and toward the deep study of deployed hardware
and network. Our focus will be to investigate the energy efficiency in storage

mechanisms and storage architectures.
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Abstract High-performance computing (HPC) demands many computers to per-
form multiple tasks concurrently and efficiently. For efficient resource utilization
and for better response time, different scheduling algorithms have been proposed
which aim to increase throughput, scalability, and performance of HPC applications.
In this paper, our contribution is twofold. Firstly, the classification of scheduling
algorithms on the basis of multiple factors like throughput, waiting time, fairness,
overhead, etc. is presented. This paper investigates the recent research that has been
carried out from 2009-2017. With this categorization, we aim to provide an easy
and concise view of the HPC algorithms. Secondly, the forecasting has been done
on HPC applications to predict the growth rate for 2020 and beyond.

10.1 Introduction

Nowadays, HPC infrastructure is vastly growing in commercial and financial sectors
and in many domains which require high computations to assure the quality, cost,
and reliability. It is evolving due to the wide demand of its applications for parallel

S. Razzaq - A. Wahid (P<)) - M. A. Shah - A. Akhunzada

Department of Computer Science, COMSATS Institute of Information Technology, Islamabad,
Pakistan

e-mail: sp17-rcs-010@student.comsats.edu.pk; abdulwahid @comsats.edu.pk;

mshah @comsats.edu.pk; a.qureshi@comsats.edu.pk

F. Khan - N. ul. Amin
Department of Computer Science, Bacha Khan University, Charsadda, Pakistan

L. Ali

Department of Computer Systems and Technology, Faculty of Computer Science and Information
Technology, University of Malaya, Kuala Lumpur, Malaysia

e-mail: ihsanalichd @siswa.um.edu.my

© Springer Nature Switzerland AG 2019 107
M. A.Jan et al. (eds.), Recent Trends and Advances in Wireless and loT-enabled

Networks, EAl/Springer Innovations in Communication and Computing,
https://doi.org/10.1007/978-3-319-99966-1_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99966-1_10&domain=pdf
mailto:sp17-rcs-010@student.comsats.edu.pk
mailto:abdulwahid@comsats.edu.pk
mshah@comsats.edu.pk
mailto:a.qureshi@comsats.edu.pk
mailto:ihsanalichd@siswa.um.edu.my
https://doi.org/10.1007/978-3-319-99966-1_10

108 S. Razzaq et al.

APPLICATIONS
Jacobi 2D USER
OpenAtom
LUSTRE
Sweep
3DNqueens
NAMD
HIGH PERFORMANCE COMPUTING
Impl t & op puting resources
Analyze or Develop large d
Queuing/Job Scheduling Store big data for future analysis
High Performance Computing Improve applications performance
Cloud/Virtualization Develop & Redesign products
Security/Monitoring Maximize Resource availability

Administration Services
Application Operations
High Throughput Computing
Provide Storage

Sy Design & Installati

SERVICES

Fig. 10.1 HPC architecture with applications and services

processing which requires large amount of memory storage, high bandwidth, low
latency networks, and systems at large scale specialized to fulfil high requirements
of users. Its architecture has been shown in Fig. 10.1.

Some authors discussed different platforms such as cloud and cluster, and they
proposed a trade-off between performance and cost for HPC applications. Due
to high demand as compared to single server requirement, the HPC application
requires parallel processing, while to fulfil these requirements, specialized systems
are designed, which are supercomputers [1]. According to authors, the purpose
of HPC applications in cloud is to reduce the work load, latency, and cost while
increasing the speed, scalability, fairness, and performance. Since the early stage
of cloud computing, research work is continued by considering areas of resource
allocation and scheduling, high memory storage, security problems, and many more
[2].

Studies have been performed among different scheduling algorithms [3]. The
authors describe cloud computing performing its role to minimize the tasks exe-
cution time while improving the performance with better utilization of resources
[4]. The existing algorithms perform action in different scenarios having some
merits and demerits, which results in trade-off, while HPC applications require some
attributes that can fulfil the requirements of an infrastructure. However, we could
not provide the best one scheduling algorithm for resource allocation because it
varies with increasing demands of resource requirements and particular environment
needs.
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In this paper, we discuss different scheduling algorithms to analyze which
algorithm suits best according to the resource needed on basis of some performance
parameters. They require execution or demand for resources and give users full
comfort zone by fulfilling their needs and requirements [5]. As each algorithm
addresses different problems and results, therefore, different scheduling algorithms
have been discussed here such as GA, FCGS, SJF, RR and ACO. Also, we compare
them on basis of performance parameters like throughput, CPU utilization, response
time, scalability, cost effectiveness, waiting time, etc. to achieve high accuracy
and compatibility for HPC applications in cloud. Different scheduling algorithms
surveyed over the period 2009-2017 are presented and a comparison is made based
on parameters to present their time complexity.

The paper is organized as follows. Section 10.2 presents some background study.
Section 10.3 describes challenges HPC is currently facing along with the future
trends and predictions in the market and the scheduling algorithms. Section 10.4
discusses the results. Finally, in Sect. 10.5, the conclusion and future work are
presented.

10.2 Background Study

In this section, we discuss the previous surveys and practical work done on
task scheduling algorithms. The authors used some existing techniques having
comparison of performance parameters, or some had presented hybrid techniques
to overcome the problems.

The authors provided a comprehensive analysis to provide a framework for
three classified HPC infrastructures, cloud, grid, and cluster, for achieving resource
allocation strategies. However, it would be great if they worked on analysis of
system’s performance [6]. The important part to be considered is the hourly cost
and performance, for which they provide a fair comparison of the providers and
efficiency for cloud to run applications [7]. Two points should be considered in the
selection of an appropriate provider to run these applications, i.e., the behavior of
the target applications and the intended usage scenario. In [8], the authors show
different infrastructures with their specifications to describe the performance of
HPC applications.

This paper [9] proposed a scheduling model of genetic algorithm with the
comparison of three existing algorithms, i.e., round-robin, load index-based, and
the ABC-based task scheduling model, to evaluate the quality of given tasks by
user. Systems could become better if they minimized the cost and risk factor while
increasing the adaptability factor. Authors [10] worked on a problem by making
improvement with the use of hybrid genetic algorithm to achieve effectiveness.
Since cloud computing has higher requirements, with the passage of time, user
expectations also increased the resource allocation framework considering the con-
trol parameters (efficiency, cost, performance, execution time) to get user comfort
[11]. When the problem size grew, then chances of dimensionality breakdown
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also become higher in cloud computing. With the use of evolutionary algorithms
like genetic algorithm (GA), particle swarm optimization (PSO), and ant colony
optimization (ACO), they are more scalable, and then dynamic programming to
satisfy user’s QoS, application performance, and cost could be improved [12-16].
In these papers, the authors proposed ideas for improved differential evolution
algorithm (IDEA) that worked for receiving, processing and waiting time. By
considering the limitations and merits of scheduling algorithms, it helped many
things to be done accordingly. However, algorithm limitations might be covered
up slightly using hybrid approaches [17]. Cloud computing deals with workflow
instances concurrently but needs efficiency in terms of execution and time cost.
Authors proposed workflow scheduling algorithm to efficiently minimize both
execution time and cost named compromised time cost algorithm [18].

Previously, work has been done to get high efficiency in cloud computing
on global scale. Cloud providers require high power to run large computing
applications while providing best services to the users [19]. The problem was tried
to minimize by using many existing and proposed techniques with 1% of improve-
ment. Superior performance optimization procedure was proposed to minimize the
execution time of processor by using the insertion time scheduling policy [20]. The
quantitative evaluation of all applications can be improved according to authors by
identifying the characteristics required to run application and provides resources
accordingly on large networks. With scheduling, the network performance could
be minimized with consistent dealing of tasks efficiently [8]. Amazon is one of
the infrastructure services providing solution, and here applications need to scale
and speed up from Amazon HPC cloud to cluster. It could be improved with 20%
efficiency. However, if it exceeds this limit, then the network interconnect bandwidth
problem will occur [21].

10.3 HPC Challenges and Future Predictions

The users of HPC applications always demand high computational speed. For this
purpose, operational cost varies from time to time [3]. It is in the interest of system
users to tune very efficiently to make the effective use of hardware. Therefore, the
system users are focused on performance optimization to give comfort zone to the
application users and reduce the cost [22].

Thus, the resource scheduler performs important work, and its job is not very
simple; its basic requirement is cluster utilization which needs to be improved
without increasing the power budget. However, their job profiles vary for systems
which are dominant in operational cost of high-performance computing to manage
workloads [23]. The [24] authors briefly explain the HPC challenges in detail.

At system level, the HPC market is entering at peak level. For many years, the
architecture is widely used to make an optimal balance in processor speed, I/O, and
memory access. According to Goldman Sachs study, spending on cloud computing
infrastructure and platforms is increasing 30% annually.
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Fig. 10.2 Prediction of HPC COST($ Trillion)
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According to [25], the current growth rate of the total market value is $36.9
billion by 2020.The forecast for 2015 was $28.6 billion, while the growth rate for
2020 is $36.9 billion. At broader level, the HPC commercial and industrial market
is growing by compound growth rate of 5.2% from 2016 to 2020. Figure 10.2 shows
that growth rate will put the value at $45.3 billion at the end of 2025. This graph
shows the HPC offerings, such as servers, storage, networks, cloud computing, and
other services. From the above cited data, it can be forecasted that the HPC market
will keep on increasing on the same rate, and its market value will be 45 trillion
from 2016 to 2025.

10.3.1 Task Scheduling

In task scheduling the most important thing is the processor’s allocation along
with resources with high computation power to increase performance. To fulfil the
criteria, there are certain conditions that need to be fulfilled whether the scheduler
maintains the stability of the system or whether the performance metrics that are
required for scheduling the tasks give the desired output [11]. In this section, the
performance metrics are described and used for comparison between algorithms to
find out the suitability of the algorithm according to the environment and to let the
scheduling be done efficiently.

Performance Metrics There are some performance metrics to be used which are
suitable for system like throughput, fairness, waiting time, scalability, performance,
etc. from which some are described in Table 10.1 for making a comparison of
scheduling algorithm.

Scheduling Algorithms In this section different scheduling algorithms are dis-
cussed in detail with their merits and demerits [26, 27]. In Table 10.2 the comparison
of scheduling algorithms has also been discussed.
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Table 10.1 Summary of performance metrics

Parameters Description Throughput

Throughput Main concern of scheduling, task done per unit time, time Maximum
range vary with specific process

CPU utilization | Complete CPU cycles with 100% utilization Maximum

Scalability System characteristic to be competent to fulfil high High
operational needs

Turnaround time | Total time from submission of process to completion Minimum

Fairness Equally share CPU among processes Equality

Fault tolerance Check system capability to continue working of processes in | High
case of components failure

Waiting time Total time spent to wait for execution in ready queue Minimum

Response time Total time between submission of process to CPU and Minimum
getting feedback

Overhead Occurs during context switching while CPU does nothing Low

10.3.1.1 First Come First Serve (FCFS)

This algorithm works with first in first out (FIFO) queue policy in which request
comes first to the CPU, which is allocated to that process straightly. It never
compromises in this policy. It deals with all processes in sequence which causes
starvation. Authors proposed an algorithm which includes space sharing technique
to resolve the number of queues increasing to equally schedule the processes and
avoid starvation [28]. Authors have applied FCFS on five processes, and the results
show that average waiting time is increased [29].

* Merits: It fairly gives chance to each process and is executed in FIFO.
* Demerits: Its throughput is minimized due to longer wait of processes. Likewise,
turnaround time and average time get affected for the same reason.

10.3.1.2 Round Robin (RR)

This scheduling algorithm is the concept of Round Robin that takes and gives equal
share of time. It works for time sharing systems and time quantum, which equally
deals with all coming processes by sharing time. It never deals on priority bases.
It is almost like FCFS algorithm, but the difference is that it added preemption to
switch between processes. The time quantum should never exceed from 10 to 100
milliseconds. Its performance also depends on time quantum.

e Merits: The benefit is that the starvation can never occur as all processes are dealt
with one by one without priority.

e Demerits: There is a maximum chance of overhead and average waiting time also
increased.
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10.3.1.3 Shortest Job First (SJF)

This algorithm works like almost FCFS. It deals with shortest execution time job
in sequence. It executes those processes which have short execution time. It is also
called Shortest Job Next, because algorithm scheduling depends upon the length of
execution time. It is basically just concerned in dealing with less time, so it places
them at the start of queue and large time processes at the end of queue.

e Merits: The throughput and turnaround time could be high.
* Demerits: There is an excessive chance of starvation because it simultaneously
deals with shortest execution processes.

10.3.1.4 Genetic Algorithm (GA)

This is a heuristic search algorithm in which random selection is performed to find
optimal solution. GA has three basic phases, i.e., selection, crossover, and mutation.
In selection, it selects two random parents from population. Their selection is based
on the fittest one from the population. The roulette selection method can be used
to find the fittest one. Authors took the task scheduling problem for achieving high
performance as NP problem and combined the GA algorithm with CACO to propose
a new algorithm which is genetic algorithm-chaos ant colony optimization (GA-
CACO) to overcome the problem [26, 30].

e Merits: GA solves problem with multiple solutions to find optimal one.
e Demerits: There is no assurance that GA will produce the exact optimum
solution.

10.3.1.5 Ant Colony Optimization (ACO)

It is also a metaheuristic optimization algorithm which is inspired by ant’s behavior.
It is used for finding the optimal path in colony like ants follows the path in search
of food and return to their location by following the pheromone trails which they
drop on edges of graph [31]. Ants are blind, and they navigate from nest to food by
signaling each other. Its main idea is to search for minimum cost path.

* Merits: It is efficiently used for travelling salesman problems and gives positive
feedback on achieving the solution or food.

* Demerits: It takes random decisions at the start, and its convergence time is
uncertain.
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10.4 Discussion

Based on our study, we have classified some algorithms on basis of possible optimal
factors like throughput, CPU utilization, fairness, turnaround time, etc. as shown
in Table 10.2. The scheduling algorithms are divided as preemptive and non-
preemptive. FCFS and SJF both are non-preemptive, while RR is preemptive. These
algorithms are basically used in distributed systems. Some scheduling algorithms
maximize the throughput, CPU utilization, and fairness of application, while
some minimize the waiting time, response time, and fault tolerance. Overhead is
minimized only in case of genetic algorithm. Hence, it is cleared that algorithms
can be used based on various performance factors which efficiently increase the
performance of applications as per the requirements of consumers and service
providers.

10.5 Conclusion and Future Work

In cloud computing, many resources are provided as a service to users and cloud
providers. In this work, we presented the classification of scheduling algorithms on
the basis of selected factors like throughput, waiting time, etc. to provide help in
selection of algorithms according to the requirements of users and providers. We
also investigate the recent research that has been carried out from 2009 to 2017, and
the forecasting has been done on HPC applications to predict the growth rate from
2016 to 2025.

Research in this field is not yet saturated, and still available improvement is
possible, in which various scheduling algorithms shall be implemented on factors to
achieve the desired results.
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Chapter 11 ®
A Novel Energy-Aware Design for Qe
Clustered Wireless Sensor Networks

Sohail Jabbar, Mudassar Ahmad, Abid Ali Minhas, and Syed Hassan Ahmad

Abstract In this paper, we have presented a comprehensive study on designing an
aware energy architecture of clustered wireless sensor networks. In continuation
to it, we have also analysed our proposed scheme, extended-multilayer cluster
designing algorithm (E-MCDA), in a large network. Our novel layer-based hybrid
algorithms for cluster head and cluster member selection come up to novel commu-
nication architecture. Among its components, algorithms for time slot allocation,
minimization of CH competition candidates and cluster member selection to CH
play underpinning roles to achieve the target. These incorporations in MCDA result
in minimizing transmissions, suppressing the unneeded response of transmissions
and near-equal size and equal load clusters. We have done extensive simulations
in NS2 and evaluated the performance of E-MCDA. It is found that the proposed
mechanism optimistically outperforms the competition with MCDA and EADUC.

11.1 Introduction

Wireless sensor network technology has woven itself into a diverse fabric of
applications due to its capabilities for involvement in multidisciplinary research
and its nourishing from a well-renowned group of researchers and organizations.
Digging its multifaceted capabilities for efficient performance has also unfolded
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a variety of issues as its by-product, and hence it has a long list of hot issues
to attract researchers’ mind to fix those. Among those, the most common are
memory, computation issues and, the most important, energy constraint. Sensing,
transmitting and receiving are the most energy-squeezing functions in the processes
of sensor nodes among which transmission is the most energy-draining function.
These constitute a routing phenomenon to communicate or to relay the sensed
data destined to a certain destination. Since communication is wireless and mostly
the deployment of nodes is random, for a well-structured and energy-efficient
communication, various techniques and algorithms are devised and are presented
in the literature. A well-planned survey of these techniques and algorithms with the
name of factors affecting the energy-aware routing is presented.

Hence, network layer functionalities are of core importance in the communi-
cation process, and routing with energy-aware trait is indispensable for improved
network performance and increased network lifetime. Designing of protocol at
network layer must consider the factors above especially for energy-aware routing
process. Two main types of network architectures for the dissemination of sensed
data from source to destination exist in the literature, flat network architecture and
clustered network architecture. In WSN, there may be hundreds or thousands of
sensor nodes communicating with each other and with the base station, which
consume more energy in exchanging data and information with the additive issues
of unbalanced load and intolerable faults. In flat architecture-based networks,
uniformity can be seen since all the network nodes work in the same mode and don’t
have any distinguished role [1]. So usually no conservation of energy is supported
by itself from its architectural setup. Some of the well-known protocols for this
network architecture are mentioned in [2—4]. The clustered network is considered
to be the most energy-efficient architecture due to its ease of route discovery, fault
tolerance, data aggregation and shortest possible end-to-end delay nature [5]. In this
paper, we have evaluated and analysed our proposed scheme, extended-multilayer
cluster designing algorithm (E-MCDA), in a large network [6]. It is an extended
version of MCDA [7]. Our novel layer-based hybrid algorithms for cluster head and
cluster member selection come up to novel communication architecture. Among its
components, algorithms for time slot allocation, minimization of CH competition
candidates and cluster member selection to CH play underpinning roles to achieve
the target. These incorporations in MCDA result in minimizing transmissions,
suppressing the unneeded response of transmissions and near-equal size and equal
load clusters.

The rest of the paper is organized as follows. Literature survey is given in
Sect. 11.2. Section 11.3 presents the summarized form of MCDA whose extended
version is extended-multilayer cluster designing algorithm. Comparative analysis of
E-MCDA with state-of-the-art techniques is given in Sect. 11.4 that is followed by
the conclusion in Sect. 11.5.
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11.2 Literature Survey

Though the available literature is rich with high-quality articles on energy-aware
cluster designing, they seem to be lacking in covering key aspects to handle the
energy-aware factors. Yang et al. [8] require either GPS-equipped sensors or some
non-GPS technique to complete the working of their proposed solution. The former
method increases the cost, while in the latter case, algorithms that correctly identify
the node’s location are to be implied. That is an extra overhead to face. The same is
the case with the idea proposed by Li et al. [9], Yu et al. [10] and Naeem et al. [11].
Some proposed solutions have a formula with parameters like neighbour nodes’
distance to BS, their energy, their nodal density, etc. that need intensive message
exchange for collecting related information. The proposed solutions by Aslam et al.
[12], Chen et al. [13], Naeem et al. [11] and Li et al. [9] follow the same fashion to
a complete cluster designing.

Lee et al. [14] adopt a distributed cluster designing approach in their proposed
solution, a self-organized and smart-adaptive clustering and routing approach for
wireless sensor networks (SOSAC). The involved fitness function in the solution
requires information of node degree and node energy locally (one-hop distance)
and out of its local area. The rich message exchange is the inseparable part of this
information collection process. Another node’s energy-draining factor is centralized
calculation and decision-making. The proposed solutions in [8, 9, 13] are its typical
examples. The proposed solution, an energy-efficient unequal clustering mechanism
for wireless sensor networks (EEUC) by Li et al. [9], requires that each node must
have the value for maximum distance and a minimum distance of the node from BS
among all other nodes. These values are the prerequisites to complete the calculation
for identifying the maximum competition radius. On considering the worst case of
this scenario, it has all the drawbacks related to the centralized cluster designing
in large-scale networks, i.e. rebroadcasting of the received broadcast from the far
distant node to communicate their info to the BS. BS then broadcasts the extracted
info of maximum distance and minimum distance from the received information.
Apart from the above major part of clustered WSN, the other constituents are cluster
head selection, cluster head rotation and cluster member selection techniques. In the
subsequent paragraphs, a critique on available techniques is given.

Considering the similar scenario among the competing ideas is the prime step
for fair competition. Our proposed solution for CH selection takes the scenario of
random deployment of homogenous nodes. The ideas for such scenarios that take
energy as the CH selection criteria such as [15, 16] may suffer from network cluster
with a big difference of their sizes. It may also result in either very small cluster size
or very large cluster size. If the former case happens frequently, then the number of
clusters is the big count. If the other case occurs, then clusters become overburdened
that may result in early drainage of CHs’ energy. These issues can be observed in
the designed clustered networks of [9, 10, 15, 16]. Similar hazards may also exist
in the idea where nodes are randomly selected as CHs such as by LEACH [17] and
some of its ramifications like [18, 19].
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In the initial round, network nodes’ energy is almost the same. So, node degree
seems to be a suitable parameter for selection of CH. This choice has the solutions
for issues above that are raised due to choosing energy as the CH selection
parameter. Our proposed solution, E-MCDA, follows the same strategy. Composite
parameters such as node energy and node degree as is in [14] and node energy and
distance to BS as is in [8] can also be used, but these are suitable in CH rotation.
Most of the algorithms in the literature follow the idea to iterate the same process for
CH rotation as is for the CH selection in the first round. This style is adopted in [8, 9,
14—16]. This iteration is scheduled on completing every round, such as in LEACH.
Here one round means aggregation of data from CMs at CH and communication of
that aggregated data to ultimately sink. This style takes a big share of node’s total
energy, especially in the re-clustering process. A better idea is to set a threshold
to trigger the CH rotation process as is in [20] where CH rotation process is only
initiated on the decrease in node density. We believe that this method is much more
energy aware compared to the previous one where there is complete re-clustering on
every round. This energy-aware method is adopted in [4, 20], etc. The critical point
in this approach lies in selecting the threshold value of the selection parameter and
the ways on how the next optimal candidate is to find for replacement of the existing
CH. Choosing the threshold value of node’s degree to be selection parameter for CH
rotation makes the management tougher compared to choosing the node’s energy
for the same purpose. In the first case, triggering of the re-clustering process is
dependent on changing the CH’s degree that only occurs if there is death of CM.
This may mean that along with the death of one node, energy of other CMs is
also decreased to the lowest if not drained out since they are also participating in
the sensing and communication activities of the cluster. Another dark aspect of not
considering the CH’s energy itself is that CH goes to die before having any change
in its degree (no. of CHs’ neighbours, i.e. CM). Moreover, prioritizing the first case
may also result in very early initiation of the re-clustering process due to node’s
malfunctioning or node’s death.

11.3 Extended-Multilayer Cluster Designing Algorithm
(E-MCDA)

The proposed scheme, E-MCDA, is an extended version of MCDA. It is also a
hybrid approach in its communication architecture perspective and architectural
design perspective. In this section, we are summarizing MCDA (the prior version of
E-MCDA) in brief. A detailed version of it is available in [6].

MCDA uses multilayer approach comprising of the first flat layer in the footprint
of BS and the subsequent clustered layers. Designing of the former layer is initiated
centrally, while distributed fashion is applied in the designing of the latter. The
nodes that are deployed in the flat layer are called as flat layer nodes. The process
of clustering the network is started from the second layer and continues until
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the boundary of the network. The elected decision-maker nodes of the first layer
select the cluster heads in the second layer. In designing the clusters, the key
factors are decision-maker nodes, neighbour counter and packet sequence ID with
postfix counter. Among these, decision-maker nodes play their role in selection of
cluster heads, neighbour counter prefers one node over the other for the selection
of decision-maker and cluster head at various steps and the last said factor is the
packet ID that groups the nodes and prefers one node over the other in the group for
becoming CH. The node with highest neighbouring nodes is elected by the second
layer nodes as their decision-maker node. They communicate their node density to
their decision-maker nodes to take part in the competition of designating as cluster
head. Time division multiple access techniques are used to assign the time slots
to these nodes. When the first layer node communicates its node density to the
decision-maker node, a sequence number with a postfix counter ‘0’ is assigned
to this packet. The recipient nodes of the second layer become the part of the
same group and save this packet sequence number. All those nodes are included
in the same group that has a packet with the same packet sequence number. The
node density for only those nodes is communicated to the decision-maker nodes
that have the highest node density as compared to the previous nodes. These nodes
increment the postfix counter. This counter separates one group member from the
other group member. The first node of the next group communicates its decision-
maker node, and a new packet sequence number is assigned with postfix counter ‘0’.
Cluster head is elected by the decision-maker node after collecting the node density
of the selected nodes of the second layer. The CH has the highest node density
among those nodes that are addressed by the second layer nodes. The ‘join request’
packets are broadcast by the elected cluster heads. The sensor nodes thus come to
know about the availability of specified nodes as CH. A ‘join accept’ message is
sent in response by the recipient nodes to show the consent of becoming a cluster
member. In case of receiving the ‘join accept’ message from multiple CHs, then
the current load is the decision parameter for joining the CHs as their member.
A constructive ramification of this idea is proposed with the name extended-MCDA
(E-MCDA) to ameliorate the performance in network lifetime. Novel algorithms for
time slot allocation, minimization of CH competition candidates and cluster member
selection to CH play underpinning roles to achieve the target. These incorporations
in MCDA result in minimizing transmissions, suppressing the unneeded response
of transmissions and near-equal size and equal load clusters.

11.4 Results and Discussion

Considering the simulation parameters given in Table 11.1, we have evaluated the
performance of E-MCDA in energy consumption at various aspects.

The impact of controlled broadcasting, selective candidate nodes for being CHs
and a hybrid approach is also clearly reflected by the comparative results given
in Fig. 11.1. Total energy consumption in E-MCDA is still far better compared to
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Table 11.1 Simulation

Parameter Description
parameters

Routing protocols EADUC, MCDA,
E-MCDA (proposed)

Simulation area 1000 m x 1000 m
Simulator NS 2.31

Data rate 4 packets/s
TCP/IP layer Network layer
Node to node Random

distance

Node type Homogenous

No. of nodes 500

Propagation model Two-ray ground

Initial energy of node |31J

Fig. 11.1 Total energy
consumption in cluster
designing
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MCDA and EADUC. From Fig. 11.1, it is clear that the overall consumption is
decreased in the underlying sparse network. Among the effects above, the major one
is less number of recipient nodes of some typical broadcast and hence less message
in reply.

Hence, in Fig. 11.2, performance efficiency of E-MCDA over MCDA is a bit
higher in current deployment area compared to the previous scenario. In MCDA,
number of designed clusters is 70% more in 1000 m x 1000 m area compared
to node deployment in 500 m x 500 m area. This aspect is stronger in EADUC
compared to the other two, since in EADUC, cluster size is unequal. The farther the
cluster position from the BS, the bigger is its size. Therefore, this value of the higher
number of clusters in the 1000 m x 1000 m area is about 45% compared to another
scenario. However, on the other end, the strategy adopted by EADUC in designing
these unequal clusters is very expensive due to the information collection for the
constituent parameter.

This increases the total energy consumption bar in Figs. 11.1 and 11.2 as
well. This style also increases the exchange of messages (Fig. 11.3). Hence, some
broadcast in EADUC is 40% higher in under discussion deployment area compared



11 A Novel Energy-Aware Design for Clustered Wireless Sensor Networks 125

Fig. 11.2 Performance 5 500m X 500m > 1000m X 1000m
efficiency of E-MCDA in
total energy consumption
during cluster designing over
competitor algorithms
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to densely node deployment in 500 m x 500 m, while in MCDA and E-MCDA,
this value is 11% and 10%, respectively. Another important effect of increasing the
deployment area by keeping the other aspects the same as that in the comparatively
smaller area is the decrease in node density in the cluster, i.e. lesser CMs. This
has a twofold effect. One is some clusters in the network, and the other is fewer
nodes at the intersection point of neighbouring cluster heads’ communication range.
Sufficient detail has already been dedicated to the first point in previous paragraphs.
So far as a decision for affiliation of nodes at intersection points is concerned,
it shapes the cluster size and ultimately has its impact on CH rotation or cluster
redesigning strategy (Fig. 11.4). A big value of standard deviation in case of
EADUC shows higher difference in cluster size compared to that of MCDA and
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Fig. 11.4 Standard deviation
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E-MCDA. This burdens the CHs with more memory and processing load in larger
clusters. This further opens the numerous issues to handle.

11.5 Conclusion

Lifetime improvement of wireless sensor networks is indispensable for making the
life easy in a lot of surveillances, monitoring, tracking, applications, etc. due to
stringent constraint energy resource. The idea of MCDA was improved with novel
algorithms for time slot allocation at network setup phase to make the cluster
designing process more energy efficient, energy-efficient cluster head selection
and ‘required node degree’ based on cluster member selection for near-equal size
clusters. We named it as extended-MCDA. These ramifications play vital roles
to achieve the target. Results of our experiments have shown that E-MCDA has
outperformed the two competitive mechanisms.
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Chapter 12 ®)
Internet of Things—Based Smart City oo
Environments Using Big Data Analytics:

A Survey

Muhammad Babar, Fahim Arif, and Muhammad Irfan

Abstract The intense growth and acceptance of the Internet of Things (IoT)
is reflected in the trend of smart cities. Smart cities are being implemented to
improve standards of living and provide higher-quality services to residents. These
services may include (but are not limited to) parking, water, health, transportation,
environment, and power. The varied implementations of smart cities and the IoT are
challenged by the processing of gigantic data and real-time decision management.
In this chapter, we explore the use of big data analytics in IoT-based smart city
development and design. This chapter provides a conceptual framework for the use
of big data analytics in IoT-based smart city environments.

12.1 Internet of Things

British technology pioneer Kevin Ashton first used the term “Internet of Things”
(IoT) in 1999. The IoT is a system in which different devices, actuators, and sensors
[1, 2] are connected by our physical world. The internet acts as a bridge between
the real world and different devices for communication. Iot plays a vital role in the
development of smart cities environment [3]. Equally, the cloud-based and scalable
video coding is also is the key parameters for setting-up the smart environment [4].

The IoT is a new frontier for researchers. It provides computing ability and
internet connections in a variety of everyday objects, sensors, and devices. The
wide application of IoT has the potential to change our lives. IoT can be used for
industrial applications, water management, smart traffic controls, and noise sensing
in our environment. For the consumer, new IoT trends offer different services to use
in home appliances, automate home objects by remote access, and manage energy
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in secure and efficient system smart home systems. The IoT also can be used in
wearable products to monitor health through different functions installed in mobile
applications. The IoT can provide users with independence and quality of life in a
cost-effective manner.

A large number of organizations are expected to offer IoT applications in
different domains over the next 10 years. For example, according to Cisco, almost
24 billion objects will be connecting via the internet by 2019 [5]. Morgan Stanley
projected that 75 billion different network devices will be connected in 2020 [6].
Huawei predicted that 100 million different devices will be connecting to the IoT
by 2025 [7]. Finally, McKinsey Global forecasted a revenue gain of $3.9 to $11.1
trillion by 2025 for IoT equipment.

Even though the IoT is considered to be a new trend, the concept of using
different devices, computers, and networks to monitor and control objects has
existed for many years. For example, in the 1970s, commercial telephone line
monitoring meters were operated remotely on the electrical grid. In the 1990s,
an industrial solution for machine-to-machine IP-based wireless connectivity was
proposed for monitoring and operating a variety of devices [8]. The IoT is a new
approach for research into smart object networking. From a broad viewpoint, it
is now possible to interconnect increasingly smaller and more numerous devices
inexpensively and effectively through “smart object networking.” According to the
Internet Architecture Board [9—14], smart objects are defined as a large number
of embedded devices connected via internet protocols that communicate with each
other and offer services. Many of these devices have no need for human intervention.
Instead, they extract the information from their environment, such as a building or
vehicle.

Smart objects have different non-functional requirements, such as limited power,
memory and processing resources, and bandwidth. The main requirement is interop-
erability between different devices. In the IoT, four basic communication models are
is used for small device design strategy to permit communication with each other:
device-to-device communication, device-to-cloud communication, the device-to-
gateway model, and the back-end data-sharing model. A variety of concerns are
also associated with the IoT, including security, privacy, interoperability, standards,
economic development, and legal regulations.

12.1.1 IoT Applications

IoT applications can deployed for smart cities, smart homes, wearable devices,
smart grids, industrial internet, connected automobiles, smart farming, smart traffic,
health applications, retail, security, energy, water management, waste management,
noise management, and pollution management.
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12.1.2 Importance of IoT

IoT generally provides a high level of knowledge about the environment by
continuously monitoring and providing information about it. The IoT can provide
new services for society, allowing many fields to be managed with less effort and
less time. The IoT is a new industrial revolution in the lives of common people. This
innovation has changed the communication between people and devices, improving
standards of living and making daily life easier.

12.1.3 Challenges of IoT

Several major challenges are facing the IoT, as follows:

Big Data Expansion IoT devices obtain different types of data from various
sources. The large volume of data is a big challenge to address in IoT as applications
expand.

Power Efficiency IoT devices have sensors and switches connected through power,
so it is a big challenge to supply power to all connected devices over the internet.

Security The IoT also has associated security issues. Companies have a respon-
sibility to address concerns about information vulnerability, particularly when a
product is used daily by a consumer. IoT manufacturers should ensure that their
devices are secure from cyberattacks and that the data are protected from access by
any unauthorized person.

Privacy IoT data are collected by different sources, such as sensors and actuators,
and shared with other devices. Therefore, privacy is big challenge in this context.
Personal information should be safe and not shared without permission.

Interoperability/Standards Interoperability is not possible in every environment.
Therefore, when a user cannot adopt [oT services with confidence, they hesitate
to buy IoT services or products because of their high cost, inflexibility, and high
ownership complexity. In this regard, different standard models and strategies have
been proposed and implemented.

Legal Regulations and Rights The IoT is an emergent field. New technology
always introduces new issues regarding laws and regulations, as well as internet-
related administrative rules. Various problems can arise when different devices are
interoperating with each other, transferring and receiving data over the internet.
From a user perspective, it is important that information transmitted over the internet
be secured from hackers and abusers. Therefore, we cannot ignore security and legal
rights when adopting 10T services.

Emerging Economic and Development Issues The [oT encompasses all areas of
life and promises secure social and economy lives for everyone in the future. By
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2050, it is expected that several smart cities will be established, which increases the
need for cost- and time-effective security. Smart cities may include transportation
management, water management, sustainability, healthcare, mobility, and smart
parking, among others.

12.2 Smart Cities

The smart city is a small, urban area that incorporates a variety of information
technology in a modern way to manage different domains, such as schools, libraries,
transportation systems, hospitals, power plants, water supply networks, waste
management, law enforcement, and other community services. The purpose of the
smart city is to enhance the standards of living through information technology
and to offer better services within the smart city. The purpose of the information
communication technology is to monitor and sense any event that occurs within
a smart city. Sensors are deployed in a smart city to obtain information from the
environment, thus improving the residential quality of life and saving residents both
time and money.

The deployment of the IoT in an urban area in a specific domain that follows
government rules and utilizes an information communication technology solution
to manage residential community problems is called a smart city [15]. The criteria
for the selection of a smart city in the very initial stages of government of India
include adoption of selection criteria within the budget.

12.2.1 Why Cities Need to Become Smart

Adequate fresh water, general access to cleaner living, the capacity to travel
efficiently, a feeling of well-being and security—these are some of the issues
that present-day urban communities must satisfy to remain aggressive and provide
personal satisfaction to their residents [11]. By 2050, 66% of the world’s population
is expected to have shifted to cities. Then, problems with standards of living and
quality of life will arise. To address these concerns, smart cities will be established
in the future.

12.2.2 Smart Traffic: Smart City Applications

Europe has encouraged many countries to adopt smart city technology for traffic
management. The European Commission allocated 365 million Euros to member
nations for this purpose. Paris has already benefitted from this technology by
establishing an electric car smart city, called Autoli. Almost 3000 vehicles are
connected by GPS to help drivers find reserved parking. London also started a
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smart city many years ago so that drives could quickly access parking. The United
Kingdom has deployed smart electric car and bike sharing programs. Furthermore,
Copenhagen and New York have establish smart cities for traffic management.

12.2.3 Healthcare: Smart City Applications

The most important and attractive areas for IoT applications are medicine and
healthcare. The IoT plays an important role in the medical field in different contexts.
IoT medical applications can remotely obtain information on different diseases and
recommend medications online. For this purpose, medical diagnostic equipment
may be deployed in smart devices to continue monitoring patients. The IoT
paradigm improves patient health and quality of life, as well as reduces costs. All
patient data is stored in a central repository or cloud server. Whenever required, any
health-related data can be accessed by the doctor or patient from the repository. The
core idea is to collect scattered and disparate data from different sources and apply
useful strategies for examining and changing raw data into useful datasets [16].

The application of big data in healthcare is not an easy task. It requires expert
team members, competent vendors, and thoughtful techniques. Different challenges
occur daily with the expanding use of the IoT. Different devices and connections
provide patient information in different formats, so expert team members are needed
to overcome this issue. Waste and abuse also play important roles in healthcare fraud
that increase the economic costs. However, big data analytics can limit healthcare
fraud by using different prediction techniques.

12.3 Big Data Analytics

In big data analytics, massive datasets can be analyzed in various forms, such
as structure/unstructured, batch/streaming, and different sizes (zettabytes and ter-
abytes). Big data is used where traditional systems lack the ability to process and
manage the data.

12.3.1 Importance of Big Data

Big data can help companies understand customer needs, reduce costs, detect
risks, monitor for fraud, make processes more efficient, facilitate faster and better
decision-making, and offer new product and services. When big data is success-
fully and proficiently captured and prepared, a full understanding of businesses,
customers, products, and competitors can result in efficient utilization, lower costs,
higher performance, and increased sales. Analyzing large sets of data allows
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business users, analysts, and researchers to make faster decisions on data that are
not possible in traditional systems.

12.3.2 Characteristics of Big Data

Big data is popular because it allows high-volume, high-velocity, and high-variety
data to be managed in an efficient manner. Data come from different sources,
so it is necessary to organize raw data into meaningful forms. Various analytic
techniques are used for this purpose, such as machine learning, predictive analytics,
data mining, and statistics [17]. The “V”’s of big data are further explained below:

The Volume In big data, a huge amount of information is involved. Data grows
day by day and contains all types and sizes of information (e.g. kilobyte, megabyte,
petabyte, terabyte).

The Velocity Data originate at very high speeds, so big data analytics is time
sensitive.

The Variety Data are kept in different file formats and types, which are extremely
heterogeneous. The data may include structured or unstructured data, such as audio,
log files, or video files.

The Value Value addresses the requirement for the evaluation of data and has great
importance for information technology infrastructure systems and other businesses
to store a variety of values in a database.

The Veracity The increase in the choices of values represents a large data set.
Unnecessary or obsolete data that are not correct should undergo further analysis.

12.3.3 Big Data Life Cycle

In this section the steps involved in the life cycle of Big Data analytics are
highlighted which are different from the set of activities involved in tradition life
cycle model due to high volume, velocity and variety of dataset. It is advance
technique that is utilized to bring the large data in meaningful and compact form.
Life cycle of Big Data comprised of nine phases which are given below:

. Business case evaluation

. Data identification

. Data acquisition and filtering

. Data extraction

. Data validation and cleansing

. Data aggregation and representation
. Data analysis

. Data visualization

. Utilization of analysis results

O 0 1 O\ W W=
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12.3.4 Future Opportunities for Big Data

Big data can uncover the concealed behavior of individuals and even shed light
on their future plans. More specifically, it can cross over any barrier between what
individuals need to do and what they really do, in addition to how they connect
with others and their conditions. These data are helpful to government offices and
privately owned businesses to help basic leadership in fields ranging from law
enforcement to social administration to national security. Big data will change how
we live in both minor and substantial ways [15, 18-23].

12.3.5 Challenges of Big Data Analytics

The following are the major challenges faced in big data:

Big Data Format Conversion As discussed previously, there are a diversity of data
sources in big data. Therefore, data heterogeneity can limits the effectiveness of
data format conversion. The applications used can create more value if such format
conversions can be made more effective.

Big Data Allocation Big data allocation includes data generation, acquisition,
transmission, storage, and other data transformations in a specific domain [15].
Improving the transfer productivity of big data is a main factor in increasing big
data computing.

Big Data Privacy Personal and private data may be leaked through storage,
broadcast, and practice, even if the permission of workers is obtained.

12.3.6 Relationship Between IoT and Big Data

In the IoT paradigm, a large number of network sensors are embedded in different
types of devices and machines. These sensors are deployed in numerous fields,
which further gather data from various categories, such as environmental data,
geographical data, and logistic data. There is a dire need for big data adoption in
different IoT applications, as the development of big data is already lagging behind
[15]. These two technologies are interdependent and should be working together.
The extensive deployment of IoT drives and the evolution of data, both in size
and type, can provide an opportunity for the application and improvement of big
data. Furthermore, the application of big data technology to IoT also speeds up the
research improvements and business representations of IoT.
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12.3.7 Techniques

Big data requires exceptional strategies to effectively handle huge volumes of
information inside constrained run times. Big data techniques involve a number
of disciplines, including statistics, data mining, machine learning, neural networks,
social network analysis, signal processing, pattern recognition optimization meth-
ods, and visualization approaches. Some of the most widely used approaches for big
data analytics include Yarn, Map Reduce, Spark, HBase, Hive, Kafka, and Pig.

12.4 Role of IoT and Big Data in Smart Cities

There is only one way for any city to truly become a smart city—through data
and analytics. The growth of big data and the advancement of IoT technologies
have played a vital role in the feasibility of smart city initiatives [8]. Big data
offer the potential for urban areas to obtain significant bits of knowledge from
great volumes of information gathered through different sources, and the IoT allows
the incorporation of different sensors in different devices using networked services.
Companies are providing IoT and big data solutions for everyday operations in order
to bring cities into a new era.

The IoT is fundamental when building a smart city. For a city to be entirely
“smart,” the devices connected to it must be able to communicate with one another.
Here, 10T plays a part by providing a perfect template for device communication,
hence providing smart solutions for different problems. According to Schuller,
everything becomes an opportunity from a smart city perspective [11]. With more
than 50% of people now living in urban areas, it is crucial for cities to think about
how they can mitigate problems that arise from urbanization.

When IoT technology comes together with big data, cities can be recognized
as upcoming smart cities [24, 25]. These smart cities can change the professional
and personal lives of their residents on many levels, such as lowering pollution,
managing waste, improving parking facility, and increasing energy savings. One of
the biggest perks of creating smart cities is that resource waste will be reduced to
a very large extent. Decreases in water wastage, congested streets, energy/power
consumption, and pollution, among others, will certainly be a boon for the residents
living in these smart cities. In fact, several smart cities around the world have already
successfully tackled problems such as sewage treatment, water theft, pollution, and
traffic congestion over time. Therefore, the combination of IoT technology and big
data can help us to achieve the impossible.
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12.5 Conclusion

The idea of the smart city is still very novel due to the revolution in conventional
city functions. The smart city concept has motivated researchers and industries to
construct well-organized and generic architecture. In this chapter, the use of big data
analytics in the development and design of IoT-based smart cities was explored.
A conceptual framework for the use of big data analytics in loT-based smart city
environments was provided.
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Chapter 13 )
Enhancing Integrity Technique Using Qe
Distributed Query Operation

Umar Farooq Khattak, Aida Mustapha, Muhammad Yaseen,
Muhammad Arif Shah, and Asim Shahzad

Abstract Database growth and storage problems are basically the main high
concerns of globally large and small enterprises, which directly have negative
impact on database application performance. But something more important is that
majority of it is unused in these large volumes of databases. According to industry
analysts, the growth rate of enterprise databases is 125% yearly, in which 80%
of the information in use is inactive. Database archiving is one of the solutions
among all the solutions that are available for management. With the use of archiving
database, many issues have been highlighted including selection and removal of
unused data from OLTP system, integrity management, and performance. This
paper introduces a methodology for where OLTP and archiving data are kept in
a distributed database environment. Integrity management is important, but more
significant than that is the performance of the desired query which maintains that
integrity between OLTP and archiving database. The main feature of the proposed
methodology is that it not only maintains data integrity for primary and unique keys
between OLTP and archive database but will also focus on enhancing the query
performance for maintaining that integrity by introducing a query execution plan
and parallel processing in it.

13.1 Introduction

In the modern era of communication world, more and more data is being stored in
OLTP system for numerous reasons by administrations. Studies have revealed that
data is used to be processed and analyzed for analytical analysis. Past experiences
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have shown that larger databases have huge impact on system applications in terms
of loading, unloading, etc. One of the most important factors in database application
is its performance which is tremendously affected by unused large volume of data
stored in it [1].

Database archiving is the type of data archiving. Data exists in numerous forms
and for many different purposes, but only a tiny proportion of it is actually in a
database. Documents in hard and soft form, computer files, datasets, e-mail, and
other such types of files are all examples of data that at some point needs to be
archived [2].

Archive database is a process of removing data records from OLTP database that
are not likely to be referenced or used and then storing that into an offline data store.
Data once archived will be moved to archive database and will no longer be accessed
in the operational database. Database archiving drifts database information from the
live production database to database archiving and then manages the integrity and
accessibility of information in those archives. Note that database archiving is like
information. Life cycle management (ILM) treats data differently during different
stages of its life cycle. To put it in another way, database archiving can be used
as a method of implementing some of the key functions of ILM on database (i.e.,
structured data not flat files) [3].

Archived database is different from a backup database as the novel data in the
database is erased in this terminology and archive copy of the data is the single
copy, which resides in archive as long as it is required. Accessibility of archive data
gradually increased; we could talk about 25 to 30 years for some productions and
perhaps even longer. With the rapid advancement of technology and data, increasing
just the storage capacity to handle all this data is not the good solution. In today’s
era, data trends are evolving from speed, size, and mobility, so the simple true
solution is to make certain that software and technology used in organization should
fulfill the users’ requirements. To achieve all of it, the first step is database [4].

Increasing data storage doesn’t essentially adapt into enhanced operations, but
in fact it results in the negative impact of slowing down system performances,
defecting response times, and increasing complexity levels. In terms of businesses,
this will affect the trust of loyal customers and new income opportunities. Therefore
the commanding prime task is to have a reliable and integrated database that can
manage the expandability of data that is more than double every year [5].

Many companies use archived data to mine out useful information about their
customer behavior and market trends by applying different data mining techniques
on archived database. The most needed strategy for the business world is facing a
massive information explosion which is database archiving (Fig. 13.1).

Data integrity in the database between offline archive and OLTP can be ensured in
many ways. One of the traditional ways is to check both online database and offline
archive database for removing data redundancy when update and insert operation
is performed. This means that DML operation not only checks OLTP for inserting
or updating a record each time but also performs the same check-in procedure in
the offline archive database which is a time-consuming DML operation as shown in



13 Enhancing Integrity Technique Using Distributed Query Operation 141
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Fig. 13.2. As aresult DML operation for insertion and updating will take more time
than the simple query before.

Another way initiated in “integrity management between the archive and OLTP
systems” was to maintain data integrity by extracting primary and unique keys from
ongoing offline database archive and inserting it in two new tables created in OLTP
for each key type (primary key and unique key) as shown in Fig. 13.3 [1].
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13.2 Related Work

Every year, companies devote millions of dollars in preserving and making business-
critical applications up to date depending on complex relational databases. These
databases store large amount of data for business operations and decision-making.
As a result, databases become overloaded which cause poor performance and limit
the availability of the desired functionalities. Ironically, most of this data resides
online in production databases, but is hardly ever accessed [6].

According to analysts, the growth rate of enterprise databases is 125% annually.
Even more interesting is that 80% of the information in those databases is not in use
(in other words, it is ready for archiving). But why are we producing so much data?
It’s true, with the advancement of technology, data can be captured and stored in
different ways. But technology alone is not the only reason behind the rate of rapid
data growth [7].

Forrester estimations show that the modern database market is $27 billion—
including new database licenses, technical support, facilities, and accessing—and
it is probable to raise to $32 billion in forthcoming years [8]. Besides that database
market is increasing rapidly. On the other hand, data growth has deeply exaggerated
performance and exceptionally slowing down query run time, which is the most
important deliberation for it.

The mainstream of business administrations is bound and required to save and
store data for longer time period in operational database which can yet create
more multifaceted setup in relation to database performance and usability, with
ever increasing or expanding of operational database. It will further stress on
the processing of transactions which leads to unsatisfactory query performance.
As a general principle, the older the data in the OLTP system, the less efficient
the transactions running against it. According to modern industry analysts and
professionals, the solution to manage the large volume of data in database system
lies in record database. As we know that data integrity is a fundamental part of a
database system which refers to accurateness, consistency, and dependability of data
that resides in the database system, therefore the fundamental rule is to preserve the
data integrity while applying any archive database approach [9].

In August 2007 on behalf of BridgeHead Software, the media conducted a survey
of IT executives and found that 59% of defendants were having an issue with the
size of data which they were compelled to back up because it was disturbing the
business activities or will do so eventually [10]. By 93% it is stated that routine
backup size is progressively increasing. Several advantages were identified by the
survey to deduce the volume of data regularly backed up:

e Less IT time dedicated to backup and other business operation(69%)

* A reduction in the impact of backup and replication on network utilization and
capacity (60%)

* A deduction in disk resources devoted to data snapshots, replication, and
mirroring (58%)

* Reduced disruption to the live application environment (45%) [11]
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Life cycle management considers an overall “best practice” approach for
database growth management over the long term, and database archiving is an
essential component of it. By mid-1990s, long-term preservation of digital data was
a major issue for organization, government agencies, scientific communities, and
individual researchers. These studies have identified serious issues which needed to
be solved in making reliable and efficient access to digital information over a long
period of time. Besides data integrity being the primary goal, one of the challenges
identified through these studies is the performance of the DBMS when ensuring
data integrity between OLTP and archive database [12].

13.3 Research Method

Archiving the data from OLTP which is no longer required for an organization will
be the first part of the proposed methodology. Quantity of data archiving depends
upon the organization policy which varies from organization to organization. Some
organizations archive their data after 1 year, other after 6 years. Mostly data
archiving policy is based on time frame, in term of years rather than selecting
records randomly in OLTP systems. Other organizations select their archiving policy
based on the number of the records defined. In an organization, archiving ten
thousand records after the end of 6 months is an example of the abovementioned
policy.
A distributed database is a group of data which are spread over different sites on
a network, having each site of the network an independent processing capability,
and can perform local applications. Each site on the network gives response to
the subqueries of global query using communication subsystem. Parallel processing
improves the operation processing by executing different operation parallels, such
as index building, data loading, and query evaluation. Although data are distributed
over the different sites, distribution rule gives the better performance. Increasing
database sizes and performance demands is easier to accommodate in a parallel
processing environment. Distributed database environment is shown in Fig. 13.4,
which clearly defines the distribution of database for parallel processing. Next,
Fig. 13.5 shows the database archiving process across the distributed environment.
In this proposed system, query execution will be performed through parallel
processing, where on one side, it will ensure integrity in OLTP system and,
contemporarily on the other side, it will also ensure integrity management in the
archive database in a distributed environment if an insert or update query occurs.
The database-level trigger will define detection of insertion and update DML
operation for each table. The information schema view will be defined for detection
of table name, value, value type, constraint type, etc. Here the query execution plan
will be performed for integrity management after identification of table name, value,
value type, and constraint type. The proposed methodology is shown in Fig. 13.6.
Integrity management checking between OLTP and archive database will be
in parallel, which will speed up the performance of DML operation in terms of
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integrity checking. We can also access archived database data if we need it rather
than using a long procedure for restoring and archiving database.
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Database integrity is the major issue of data security. Database integrity means
the correctness and consistency of data. Data integrity is related to the quality of
data and can be ensured by the data integrity constraints. Security means that the
data must be protected from unauthorized operations. Therefore, it is very important
to achieve data integrity.

13.4 Conclusion and Future Work

It is clearly assumed that large volumes of database have adverse impact on database
effectiveness. Database application takes longer time to load, unload, search,
retrieve, reorganize, recover, and back up the required database. Several issues
related to data archiving have been highlighted, including integrity management,
query performance, and availability of archived data. The main concern in archiving
database is integrity management, but further than that is the query performance
for maintaining that integrity. The approach which I have selected ensures the
integrity of primary and unique keys between OLTP and archive databases over
distributed environment. On one hand is direct way for checking integrity, and on
other hand integrity is checked concurrently between OLTP and archive database
over a distributed situation. The proposed architecture allows the availability of data
by keeping the archive data and OLTP in a distributed environment without writing
long restoration procedures.

Research work helps in exploring new direction in terms of implementing and
discovering new approaches. The approach which I have presented can also be
expanded in many ways. This idea can also be extended ahead of primary and
unique keys and can include referential integrity. New approach needs to be explored
for maintaining referential integrity between archive and OLTP system. Another
important new direction is the maintenance of schema synchronization between
archive and OLTP system. The change that occurs in OLTP schema must be reflected
to archive database schema.
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Chapter 14 )
EH-ARCUN: Energy Harvested Qe
Analytical Approach Towards Reliability
with Cooperation for Underwater WSNss

Adil Khan, Sheeraz Ahmad, Mukhtaj Khan, Mian Ahmad Jan,
Zahoor Ali Khan, and M. Usman Akhtar

Abstract Underwater sensor networks are ad hoc networks to monitor different
underwater phenomenons such as pollution control, petrol mining, and observation
of echo life. For underwater sensor networks to operate for longer duration of
time, hoarding energy from background sources is viable option. One such source
is harvesting energy from water currents using piezoelectric material embedded
in sensor nodes. Piezoelectric materials can produce electricity when pressure is
applied on it in the form of oscillating frequency produced by hydrophones. In this
paper we have analyzed cooperation-based technique in underwater sensor networks
containing sensor nodes which select relay nodes in their immediate vicinity with
energy harvesting capabilities. These relay sensor nodes employ technique of
amplify and forward (AF). As in current literature, all cooperative-based UWSN
routing techniques are without integration of any type of energy harvesting schemes;
considering this, we have incorporated piezoelectric energy harvesting mechanism
into relay nodes in order to decrease end-to-end delay, increase stability period,
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and improve packet delivery ratio. As case study, we have selected cooperation-
based UWSN protocol ARCUN (Analytical Approach towards Reliability with
Cooperation for Underwater WSNs) and integrated piezoelectric energy harvesting
scheme with it. We compared our new scheme EH (energy harvested)-ARCUN with
ARCUN and RACE (Reliability and Adaptive Cooperation for Efficient Underwater
Sensor Networks). Simulation results show improvement of EH-ARCUN over
ARCUN and RACE schemes.

14.1 Introduction

Operation of wireless communication networks in use today is mainly restricted
by devices which use fixed batteries for energy storage. These batteries need
replacement from time to time which is not only time-consuming and expensive
but sometimes impossible due to harsh underwater conditions. One of the many
energy harvesting techniques is piezoelectric energy harvesting. This technique can
generate fair amount of voltage by applying pressure of water current on piezo-
electric material which can generate electricity consequently extending duration of
energy-constrained wireless networks [1, 2]. With piezoelectric energy harvesting,
UWSN sensor nodes are enabled to harvest energy from hydrophones to charge their
batteries [1, 2]. This technique can be integrated with cooperation-based routing in
UWSNSs to increase stability period, reduce end-to-end delay, and increase packet
delivery ratio.

In cooperation-based routing, data from source node is cooperatively forwarded
by relay node toward destination node on independent channel, whereas source
node can also send data directly toward destination, thereby increasing reliability
of network [3, 4].

In EH-ARCUN (Energy Harvested Analytical Approach towards Reliability with
Cooperation for Underwater WSN5s), relay node is now able to harvest energy from
its harvesting unit. Relay node can function cooperatively for longer duration with
the source node since it does not need to devour its own energy.

It is critical to supply each relay node with an energy bank (e.g., a rechargeable
battery) such that they can hoard gathered energy and then perform data forwarding.
Energy harvesting mechanisms have the prospective to tackle issue of performance
parameters and lifetime of sensor nodes. Confrontation is present between predict-
ing availability of energy source and amount of energy source. Intelligent selection
of these two factors decides lifetime of relay node before its complete energy
exhaustion and not be able to opt for next recharge cycle.

Main contributions of this paper are summarized as follows:

e We propose an energy harvesting-based Analytical Approach towards Reliability
with Cooperation for Underwater WSNs (EH-ARCUN) scheme for UWSNs;
relay sensor node decides when to operate between energy harvesting mode and
data forwarding mode.
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* We have exploited capabilities of cooperation-based communication in UWSNs
to integrate energy harvesting capability in relay nodes which helps in better
accumulation of signal at relay node.

The rest of the paper is organized as follows: Sect. 14.2 outlines related work
about energy harvesting techniques and type of cooperation-based routing protocols.
Section 14.3 presents motivation. Section 14.4 lays out our proposed protocol.
Section 14.5 presents simulation results, and Sect. 14.6 concludes the paper.

14.2 Related Work

In remotely powered underwater acoustic sensor network (RPUASN) [1, 2], authors
discuss integration of piezoelectric harvested sensor nodes in UWSNSs. Authors
showed through mathematical modeling the energy harvesting procedure of sensor
nodes which can generate induced voltage which is feasible for operation of sensor
nodes and extending network lifetime.

In Cooperative Energy-Efficient routing for UWSNs (Co-EEUWSN) [5, 6],
authors used amplify and forward technique at relay nodes and fixed ratio combining
(FRC) technique to increase energy efficiency and load balancing in network.
In Cooperative Opportunistic Pressure Based Routing for Underwater Wireless
Sensor Networks [7, 8], hydrocast protocol is improved by employing cooperative
technique of communication with intelligent placement of sensor nodes. Calculated
deployment of sensor nodes ensures precise data gathering of observed field of
interest. In [9, 10] opportunistic void avoidance routing (OVAR) is proposed based
on graph theory; in this technique source node selects set of nodes in any direction
which can avoid holes in its path toward destination.

In [11, 12] region-based cooperative routing protocol (RBCRP) is proposed.
Deficiency in this scheme lies at relay node which employs processing overhead
for error checking of received data packet. In [13, 14] mobile autonomous under-
water vehicle (MobiL-AUYV) protocol is proposed to improve node localization in
UWSNSs. AUV nodes work as data-providing nodes for ordinary sensor nodes to
adjust their location according to neighboring nodes. Although it improves node
localization problem in UWSNS, it is not suitable for time-sensitive application
because ordinary sensor nodes will have to wait for AUV to come in sight of their
transmission range.

In Depth and Energy Aware Cooperative Routing Protocol for Underwater Wire-
less Sensor Networks (DEAC) [15, 16], sensor node depth is adjusted according
to the sparsity of network, thereby improving energy consumption. In Analytical
Approach towards Reliability with Cooperation for Underwater WSNs (ARCUN)
[3, 4, 17], sensor node selects from a set of relay nodes which is most suitable
in terms of distance and signal to noise ratio for source node and then forwards
data cooperatively. In [17, 18] Reliability and Adaptive Cooperation for Efficient
Underwater Sensor Networks (RACE), cooperation is employed at physical layer to
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save energy consumption of network. In [8, 19] authors proposed Sink Mobility
with Incremental Cooperative Routing Protocol for Underwater Wireless Sensor
Networks (SMIC) which utilizes movement of sinks in order to efficiently cover
monitored sensed area. Mobility of sinks is governed according to the network
density.

In [8, 20] authors discussed and analyzed the use of piezoelectric energy
generators for wireless terrestrial sensor networks. In [21, 22] authors proposed
energy threshold based multi-relay selection (ETMRS) which harvests energy from
receiving radio signal and developed mathematical model for calculating energy
harvesting duty cycle and its effects on crucial network parameters like end-to-
end delay and network lifetime. In [23, 24] authors presented maximizing network
lifetime of wireless sensor networks: an energy harvesting approach. This scheme
presents clustering algorithm for cluster heads, which selects energy harvested node,
and only those nodes can forward data to cluster heads in terrestrial sensor network.

14.3 Motivation

ARCUN uses multiple relay nodes for source node in order to forward data. These
relay nodes are ordinary nodes with extra energy due to its comparatively large-sized
batteries. We have introduced energy harvesting capable batteries for relay nodes.
In order for relay nodes to efficiently harvest energy for UWSNSs, we have provided
mathematical model for piezoelectric energy [1, 2] which is integrated into relay
nodes of ARCUN.

Furthermore ARCUN relay nodes employ technique of amplify and forward
(AF), which is based on analogue signal conversation to digital signal and feasible
for acoustic signal conversion. We have also employed the same technique but with
multiple cooperative relay nodes. Source node can send data to best neighboring
relay nodes; additionally source node cannot send data directly toward destination
node. This approach saves energy consumption as compared to ARCUN with more
communication reliability.

In RACE scheme, on-demand cooperative routing is employed which is a suitable
approach to balance energy consumption, but it decreases reliability when network
becomes more scalable. Furthermore RACE scheme does not use relay sensor
nodes; it relies on normal sensor nodes for cooperation-based communication, and
this further decreases communication reliability in network.

Cooperation should be employed throughout network lifetime, and special
energy harvested relay nodes should be deployed to enhance network lifetime and
increase communication reliability which is demonstrated in our proposed EH-
ARCUN scheme.
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14.4 Proposed Protocol (EH-ARCUN)

14.4.1 Protocol Assumptions

Multiple energy harvested relay nodes are assumed to be available for single source-
destination node pair. We have assumed that nodes can only forward data through
relay nodes and there is no direct link available between source and destination
nodes as depicted in Fig. 14.1.

In Fig. 14.1, relay nodes are represented by green color, and source-destination
pair is represented by red color. g is complex channel coefficients between source
and relay nodes, whereas h is complex channel coefficients between relay nodes and
destination node, respectively. Relay nodes use hydrophones for energy harvesting;
received signal level and calculated voltage sensitivity determine the amount of
harvested energy and can be mathematically represented as [1]:

Phary = 0.7 n 10RLARVS/10/4 R | (14.1)

where P,y is amount of harvested energy, RL is received signal level or strength,
RVS is received voltage sensitivity, and R}, represents hydrophone.

Equation (14.1) can be used to calculate the amount of harvested energy at
relay node. We have assumed that relay node operates in two modes, one is energy
harvesting mode and another one is data forwarding mode. When in data forwarding
mode, data is received by relay node from source node, and relay node applies
amplify and forward technique. As we do not assume direct path existence between
source and destination nodes depicted in Fig. 14.1, data received at relay node can
be modeled as [4]:

ysiri = v P1gsirixsi + Nsiri (f) (14.2)

where P is power of signal from source node, gsir; is complex channel coefficients,
xs; is received data at relay node, and Nsir; (f) is underwater noise.

Data received by relay node is forwarded toward destination node using amplify
and forward technique modeled as [10]:

Fig. 14.1 EH-ARCUN with
one source and destination

node pair and four

piezoelectric harvested relays gl/ h3
g3

h1
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yriDi= v Pohripixl; + Nripi (f) (14.3)

where P> is signal power of relay node, hgip; is complex channel coefficients of
relay-destination node pair of i relay node, and x'y; is forwarded data of iy, relay
node with added noise Ngipj (f).

14.4.2 Relay Selection Based on Amount of Harvested Energy

We have considered one specific scenario in which we should answer question of
“which relay out of set of relay(s) will perform data forwarding? And which relay
node will perform energy harvesting?”” To answer these two questions, in this paper
we have developed maximum energy value for each relay node which should be
maintained. Each relay R; stores in its local queue constant value for minimum
energy that can be harvested by hydrophones denoted by Py as in Eq. (14.1).
Each relay has independent choice of either to harvest energy or forward received
data from source node. It will only relay data if:

Phary >= £ (14.4)

where £ is constant minimum attainable harvested energy value; otherwise relay
node will execute duty cycle for energy harvesting. This can be mathematically
modeled as [4]:

Epe (S) <= Epe (Ri)>x< Phary where Py >=£ (14.5)

where Ep. (S) is residual energy of source node and E. (R;) is residual energy of
relay node. If Eq. (14.5) is satisfied, then source node will forward data toward
ith relay node; otherwise source node will select next relay node from its best
neighboring relay node table.

Relay nodes amplify received data from source node before forwarding toward
destination. This amplification can be represented by factor §, i.e., yrp = §(ysr). If
Ps and Pr are transmission powers from source and relay, respectively, then § can be
written as [4]:

P, P
§ _ r + Pharv (14.6)
Py | Tysry| 2+ N(f)2

Considering Eq. (14.6), signal received at destination node D, Eq. (14.3), can be
expressed as [4]:

YRiDi= v P2 hripi§xsi + Nripi (f) (14.7)
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14.4.3 Combining Relayed Signals at Destination Node

Each destination node D employs assortment integration mechanism to put together
signals received from different relay nodes. We have assumed four relay nodes for
specific case scenario. It is assumed that two relay nodes Ry and R, are closer
to source node, and two relay nodes Rz and R4 are closer to destination node as
depicted in Fig. 14.1.

In fixed ratio combining (FRC) technique, instead of aggregating received
signals, they are assigned weights based on fixed ratio. This ratio represents the
average channel efficiency and reflects choice of destination node as to which relay
channel should be considered for received signal and consequently the received data.
In case of four relay nodes, FRC can be expressed as [4]:

va = k1yrip + k2yroD + k3YR3D + kaYR4D (14.8)

where yq represents integrated signal received by destination node from four
relay nodes and k;, represents weights assigned to four different links of relay
nodes. Considering powers of these links with corresponding channel complexities
and using weights of relay nodes according to their distances from source and
destination nodes, there ratios can be calculated as [4]:

k3+k4  /p3 hR3D + /p4hR4D
kl +k2  /pI hRID + /p2hR2D

(14.9)

14.5 Simulation Results

To evaluate performance of EH-ARCUN, it is analyzed and contrasted with already
proposed protocols for UWSNs, namely, ARCUN and RACE using MATLAB. In
simulation we have used ten static sinks deployed at surface of water; 125 nodes
are arbitrarily laid out in network. Transmission range of sensor nodes is configured
at 250 meters. In each round, sensor nodes select potential relays after identical
intermission of time; nodes calculate their distance from neighboring relay nodes.

Nodes forward data to next higher region using cooperation of neighboring relay
nodes until data reaches at sink. Inclusion of energy harvesting relay nodes and
maintaining threshold value for energy makes EH-ARCUN scheme more efficient
for data critical applications.

Figure 14.2 illustrates that EH-ARCUN scheme improves stability period of
network due to integration of energy harvesting relay sensor nodes. Simulation
results show that in RACE first node dies after 1200 s, in ARCUN first node dies
after 3000 s, and in our EH-ARCUN new scheme nodes die after 4000 s which
shows improvement in stability of network.
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Fig. 14.2 Stability period vs. time

In ARCUN normal relay nodes are deployed, which exhausts their energy
quickly, and furthermore source node transmits data not only toward these ordinary
relay nodes but also toward destination node which puts extra transmission load on
source node which eventually becomes cause of instability. RACE scheme does not
consider any relay nodes.

All nodes are ordinary homogeneous nodes which employ cooperation technique
for data forwarding which further brings down stability period.

Packet delivery ratio is shown in Fig. 14.3. Packet delivery ratio is the number of
packets received at sink as compared to actually transmitted data packets by sensor
nodes. PDR of EH-ARCUN and ARCUN shows similar progress up till 3000 s,
where significant drop of PDR can be noted for ARCUN.

Because of amplify and forward scheme employed in ARCUN, sometimes
signals are not received in their acceptable quality, amplification can saturate relay
node, and consequently packets are dropped by relay nodes. In RACE PDR drop is
very visible in contrast to EH-ARCUN and ARCUN, and RACE does not consider
relay node mechanism, although it employs cooperation-based communication
technique, but because of the decrease in inter-arrival time of packets, packet
collision increases which affects delivery ratio.

End-to-end delay is plotted as shown in Fig. 14.4. End-to-end delay of our
proposed scheme shows increasing trend at the end of simulation time. It is compar-
atively larger than ARCUN and RACE scheme. The main reason of increased delay
of our scheme is time taken by relay nodes to harvest energy. Extra duty cycles are
spent on energy harvesting when network becomes more and more sparse during
passage of time. Initial delay of our proposed scheme is much less than the other
two schemes, when relay nodes gain minimum constant energy level as in Eq. (14.4)
than one or more relay nodes can cooperatively take part in forwarding data.
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14.6 Conclusion

In this paper we have improved existing ARCUN scheme by integrating energy har-
vested relay nodes which uses piezoelectric energy for harvesting. We have changed
notion of cooperation in terms of cooperating relay nodes, thereby decreasing data
forwarding load on source nodes.

Each relay can decide independently whether to transmit data or opt for energy
harvesting duty cycles. Multiple cooperative relay nodes ensure data reliability for
source node. Effective storage of threshold value of minimum harvested energy
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ensures that relay nodes do not wait for extra energy harvesting duty cycles which
leads to better stability period of network and efficient packet delivery ratio. It
remains to be seen how much energy each relay should spend on forwarding data,
because different relays would have harvested varied amount of energy and energy
usage will be different for each relay. Furthermore for future research direction,
developing local relay selection scheme for source nodes will provide more efficient
data forwarding choice for source nodes.
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Chapter 15 ®
Congestion Aware and Adaptive Routing e
Protocols for MANETSs: A Survey

Nousheen Akhtar, Muazzam A. Khan Khattak, Ata Ullah,
and Muhammad Younus Javed

Abstract MANETSs contain mobile nodes that can join or leave the network
during the operations intended by the network. During massive communication
scenarios, congestion causes increase in transmission delay and packet loss which
ultimately leads to waste of resources upon recovery. The current available routing
algorithms are not congestion adaptive. Existing surveys on routing include the
congestion occurrence and then its control-based techniques in a reactive manner.
In this paper, we have focused to further include the congestion avoidance schemes
where congestion aware and congestion adaptive protocols for MANETSs are
discussed. Congestion avoidance-based schemes are further subcategorized under
cross-layer and rate control-based protocols. We have also categorically evaluated
the existing schemes and presented in a tabular form to highlight the role of end-
to-end delay, packet drop ratio, throughput, energy efficiency, data rate, and related
metrics. It provides a comprehensive collection of related schemes to overview the
contributions in this area and pinpoint the weaknesses for mitigating the unresolved
issues.
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15.1 Introduction

Mobile ad hoc networks (MANETS) consist of independent mobile nodes which
communicate with each other via wireless links to exchange application-oriented
information as illustrated in Fig. 15.1a. MANET applications have diverse domain
ranging from small static networks to large-scale highly dynamic military oper-
ations, automated battlefield environment, and rescue operations [1]. In mobile
ad hoc networks, any node can enter and leave the network. This infrastructure-
less property of MANETSs offers many challenges including routing in mobility
scenarios. Ad hoc model specified by IEEE was a communication pattern where
neighboring nodes communicate directly using wireless technologies as Zigbee,
Bluetooth, Wi-Fi, and WiMAX. Initially, its applications allowed devices to set up a
single-hop ad hoc network, by interconnecting devices in the same transmission
range, being the simplest version of infrastructure-less/self-organizing networks
[2] as shown in Fig. 15.1b. MANET was launched to enhance possibilities of
information exchange through wireless nodes in an infrastructure-less manner. In
MANET, nodes can either directly exchange data to sink or transmit via intermediate
nodes by using routing capabilities of network as per deployment patterns.

MANETs were thought of as general purpose networks; still in real-world
deployment and industrial usage, MANET applications are contemplated as special-
ized networks administered through single arbiter and designed to provide solutions
for specific problems. Some of the applications are as follows: (1) tactical networks,
military vehicles, soldiers’ headquarters; (2) emergency services, disaster-struck
areas; (3) vehicular network, vehicles equipped with wireless interfaces enabling
them to communicate with other vehicles; (4) wireless personal area networks,
mobiles, cameras, laptops to share information with each other through independent
personal networks; and (5) body area networks, wireless medical body sensors that
can be attached to human body for monitoring health of a person.

D))

(a) (b)

Fig. 15.1 Wireless network types: (a) infrastructure and (b) infrastructure-less wireless network
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This paper presents routing schemes that handle the congestion of messages
occurred when network is busy. These schemes can be subdivided into congestion
aware and adaptive routing schemes where the former is further subdivided into
cross-layer MAC protocols and rate control protocols. Moreover, a number of
related mechanisms are discussed that mainly target to handle the congestion. We
have also categorically presented the schemes in a tabular form to highlight the
metrics compared along with dominating observations in schemes. It also highlights
the related linkages among the schemes to proceed in this area of research.

The rest of the paper is organized as follows: Sect. 15.2 represents literature
review that is subcategorized in congestion control and congestion avoidance-
based schemes where the latter is divided into cross-layer protocols and rate
control protocols. Moreover, congestion adaptive protocols are discussed. Section
15.3 provides comprehensive analysis of existing schemes. Section 15.4 explores
conclusion and future work.

15.2 Literature Review

Routing involves the path discovery between sender and receiver nodes in MANET.
It can be categorized into reactive and proactive approaches where the former
involves the routing table management for all routes and the latter is about
maintaining on-demand routes used currently. The main issue in all kind of routing
protocols is how to transmit data from source to destination provided packet drops
due to congestion and limited network resources. Most of the schemes are based
on alternate path selection in occurrence of congestion on current path. The conse-
quences of these schemes include increase in network overhead, increase in delay,
and wastage of network resources. An efficient congestion aware routing technique
must satisfy properties including (1) efficient utilization of network resources, (2)
minimum delay, (3) maximum end-to-end throughput, and (4) efficient handling of
path break.

Congestion is the compromised QoS in which network node carries data more
than its capacity. In ad hoc networks, mobile nodes are connected with each other
through a wireless link in a multi-hop fashion. As there is no fix infrastructure
so when nodes communicate with each other, i.e., when sender nodes transmit
data toward destination, any of its intermediate nodes may suffer from network
overloading because the number of packets being sent on wireless links is greater
than link or network capacity. This overloaded network may cause congestion
on wireless links resulting in high packet loss, increase in delay, and reduced
network throughput [3-5]. Congestion may also occur due to dynamic network
topology in which sometimes end-to-end network connectivity may loss because of
continuous movement of nodes. Congestion control routing techniques are classified
as congestion aware routing and congestion adaptive routing in which congestion
status routes can be changed. Congestion aware routing protocols include cross-
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Fig. 15.2 Taxonomy of congestion aware and congestion adaptive protocols

layer MAC protocols and rate control protocols. Figure 15.2 shows the taxonomy of
congestion aware and congestion adaptive routing protocols.

15.2.1 Congestion Aware Routing Protocols

These protocols consider congestion during route establishment phase. Selected
route will not change unless intermediate node moves to some other location or
route break happens. Protocols include cross-layer MAC protocols and rate control
protocols.

15.2.1.1 Cross-Layer MAC Protocols

Cross-layer protocols normally get data from a layer and transmit it to other
layers. The protocols we have chosen communicate between application layer,
transport layer, and network layer. The following are some protocols of cross-
layer approach: Wanrong Yu et al. have proposed an efficient throughput protocol
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entitled Concurrent Transmission MAC (CTMAC) [6]. It supports transmission only
when network has one transceiver, one channel, and one power architecture for
transmission. An additional control gap has been introduced in CTMAC, which
is basically the gap between the data packets (DATA/ACK) and control packets
(RTS/CTS).

Honggiang Zhai et al. have presented a new novel technique named Wireless
Congestion Control Protocol (WCCP) [7]. The purpose of this protocol was to
make transport service more fair and efficient in multi-hop ad hoc network. This
protocol works on the busyness ratio of the channel, i.e., calculating the intra-node
and internode allocation of available resources on fair channel and then allocating
them to flow passed by and inserting feedback based on acquired busyness ratio of
respective channel. Source node receives feedback from the destination node and
adjusts its sending rate accordingly. That is, the incoming data rate is controlled by
observing feedback received from bottleneck link.

An admission control and feedback (ACF) scheme has been embedded in a
protocol named QoS-aware routing protocol, for the first time [8]. This scheme
helps meeting the requirements based on QoS for any real-time application. The
QoS-aware routing protocol has been used against network traffic and estimating
bandwidth approximation. Mainly, the work is composed of three parts: (1)
estimation of available bandwidth, (2) embedding QoS-aware scheme QoS31 with
the route discovery procedure, and, lastly, using (3) cross-layer design for provision
of feedback to application layer.

Vinod et al. have proposed a congestion control algorithm (SPCC) [9] which uses
the shortest path using PEER approach for transmission in ad hoc networks. During
path establishment link cost is considered as parameter by using transmission power
and receiving power. In this way the congestion in selected path is controlled.

Anuradha et al. have proposed a cross-layer-based approach using fuzzy logic
(CLF) [10]. Whenever some event in the network occurs, the algorithm detects its
type and handles it accordingly. The algorithm also sets alternate paths by applying
fuzzy logic; whenever congestion occurs the traffic is redirected to alternate path.

Sheeja et al. proposed a cross-layer-based congestion control (CLCC) [11] mech-
anism to reduce number of packet loss in network. The author defined four phases of
proposed scheme. First phase ensures information sharing between different layers,
while in second phase congestion is detected. In third phase, congestion control
mechanism is applied which uses path gain and buffer tendency as a parameter. In
final phase, the packet format is defined. Sarfaraz et al. have proposed a cross-layer
approach for power control (CLPC) [12] to deal with received signal strength (RSS)-
related issues. According to authors the RSS may affect physical, network, and
transport layer. It is able to increase the transmission power by averaging, affecting
the physical layer, the network layer, and transport layer. In [12] the designed
approach selects best route between source and destination which is congestion-
free.

Hangguan Shan et al. have presented an efficient grouping algorithm (CTBTMA)
[13] for selecting helper node which is optimal as well. In order to increase through-
put of network, MAC protocol is supported with greedy algorithm. According to
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the optimal grouping of helpers, cooperation gain is accomplished and enhanced
after incorporating the selection of helper module in MAC protocol. Suburah et al.
presented cross-layer-based QoS routing (CBQR) [14] for the purpose of congestion
control and provision of route stability in mobile ad hoc networks. The main feature
of this protocol is (1) bandwidth aware, (2) congestion aware, and (3) QoS-based
cross-layer architecture of network. The protocol works with physical, MAC, and
network layer; when data is transmitted from source to destination, the source node
chooses the path which satisfies load and link capacity. In this method the congestion
is detected and controlled by the data rate adaptation. If the outgoing link is not
stable, then source node selects path with less expected transmission time (ETT).

15.2.1.2 Rate Control Protocols

Rate-controlled protocols are those in which congestion is controlled by adjusting
sending rate. To do this network, information is sent to source node which adjust
its sending rate according to available sources at required links. The following are
some rate-based congestion control protocols where sender node is responsible for
injecting appropriate data rate.

Priakanth et al. have proposed a channel-adaptive energy-efficient routing proto-
col (EERP) [15]. In the approach, at first the channel and connection quality for each
challenging stream is computed by every node. As indicated by that calculation, the
weight is calculated and spread into network. The protocol permits the network
for the streams having weight more than Channel Quality Threshold (CQT). A
scheduling and queuing algorithm is provided by the author in order to avoid buffer.

Masaki Bandai et al. [16] have proposed a new mechanism for Medium Access
Control (MAC) protocol with transmission power and transmission rate control
(TPRC) in multi-rate ad hoc network. It achieves efficient energy consumption
by managing transmission power and communication sequences discussed as
follows:

(a) Transmission power: For every node the energy efficiency of all mixes of
transmission power and rate is figured and stored in the table of each node.
The most efficient grouping of calculated transmission power and transmission
rate is selected by sender node.

(b) Communication sequence: Communication sequences having high energy effi-
ciency are selected by receiver node. Each node maintains a table having values
of transmission power and data rate.

Soundararajan et al. [17] have proposed multipath routing mechanism named
multipath load balancing and rate-based congestion control (MLBRCC) for con-
gestion control. In the MLBRCC mechanism, the destination node sends network
information to the application which then adjusts its sending rate according to
network conditions. Gaurav et al. [18] have discussed an adaptive congestion control
mechanism which is applied to data rate of device. Other traditional approaches
called linear message rate integrated control (LIMERIC) mechanism take the benefit
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of precision control mechanism that is by default available in wireless channel.
Songtao et al. [19] have developed a rate-effective network utility maximization
(RENUM) algorithm which decreases the data rate on a selected route from source
to destination. This framework works by associating network utility with destination
node of every flow instead of informing source node about data rate.

15.2.2 Congestion Adaptive Routing Protocols

Alonso et al. [20] have proposed a routing mechanism named endpoint congestion
(EPC) which improves the performance of overall network by separating congested
traffic from normal traffic by using concept of adaptive routing. Endpoint congestion
filter is used to separate the traffic. This filter blocks the congestion from spreading
into entire network. This filter is installed in router so that it can check whether
incoming packet can create congestion in network. Suppose a packet named pl1 is
currently sent by the route to destination node d1, meanwhile another packet named
p2 arrives at router, now filter will stop this packet to get forward by router until the
earlier packet pl reached at destination. In this way congestion can be avoided by
spreading into network.

Sankaranarayanan [21] has introduced early detection congestion and control
routing protocol (EDAODV). This algorithm aims to provide alternate path when
congestion occurs in a bidirectional manner, i.e., both forward and reverse direction
of congested node. There are two phases of this algorithm: (1) route discovery and
(2) congestion detection at early stages (bidirectional path discovery). Each node
maintains two routing tables, one is primary routing table (PRT) which is maintained
during primary path establishment phase for different destinations while the other is
alternate routing table (ART) which maintains alternate paths by corresponding an
entry to the PRT.

Xia et al. proposed an enhanced AODV in order to add congestion aware routing
mechanism. The traditional AODV is unable to handle congestion which is one of
the major disadvantages of AODV. They have improved RREQ and RREP functions
of conventional AODV. Dynamic congestion detection and control routing (DCDR)
[22] is a mechanism which reduces congestion by setting congestion-free paths at
initial phase of route establishment phase. This algorithm configures all congestion-
free paths by using CFS which is at one- or two-hop neighbor.

15.3 Comparative Analysis of Congestion Control Protocols

In this section a comprehensive analysis of some of the existing congestion control
protocols is presented. Table 15.1 highlights the category, methodology, and metrics.
Category includes the congestion management (CM), rate control, and congestion
avoidance (CA). We have also explored the related schemes to identify the presence
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and effectiveness of different metrics including end-to-end delay, throughput, packet
delivery ratio, packet loss, energy efficiency, and data rate.

15.4 Conclusion

This paper presents an overview of different congestion control routing protocols for
mobile ad hoc networks. In literature, it has been observed that a single algorithm
can not perfectly control congestion in MANET due to limited resources in terms
of bandwidth, battery life, and buffer size. It arises the need for new solutions that
adopt dominating features of existing solutions for better congestion control. The
efficiency of a protocol lies in a fact that it should adopt the changes of network
and congestion rather than eliminating it from the network. The main purpose of
this study is to explore existing congestion control techniques that can help other
researchers to further explore the limitations of congestion control protocols for
future research. We have also evaluated the related schemes to identify the role of
metric in each scheme and its consideration for results comparison. It highlights
the importance of a metric. In the future, we shall explore the impact of congestion
avoidance schemes in real-time link-state routing scenarios and compare with the
distance vector-based routing schemes.
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of Delay, Throughput, and Path Loss

in Underwater Acoustic Sensor Networks

Saqib Shahid Rahim, Sheeraz Ahmed, Nadeem Javaid, Adil Khan,
Nouman Siddiqui, Fazle Hadi, and M. Ayub Khan

Abstract In underwater acoustic sensor networks (UWASNSs), nodes are either
static or dynamic depending upon the network configuration and type of application.
Direct or multi-hop transmissions are used to forward data toward the sink. Alter-
natively, sinks can also be mobile or static, depending on whether the application is
real time or passive. The variety of nodes and sink deployments greatly affect the
performance of routing protocols. In this chapter, we analyze the effects of node
density and scalability on the performance of routing protocols in UWASNs. Two
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popular UWASNSs protocols were selected for this purpose: the depth-based routing
protocol (DBR) and energy-efficient depth-based routing protocol (EEDBR). DBR
is a non-cluster-based technique that performs routing using only the depth of nodes,
whereas EEDBR is a location-free scheme that uses both the depth and the residual
energy of nodes to route data. The scalability of node deployment was used to check
the efficiency of these schemes in the context of three parameters: packet delivery
ratio, end-to-end delay, and path loss.

16.1 Introduction

One-third of Earth consists of oceanic areas, which are largely unexplored. Several
underwater activities already exist, including underwater mining, water pollution
controls, seismic monitoring, security, and sports. Conventional approaches to
observe underwater environments have several limitations, such as the cost of
devices and extended delays to analyze the examined data [1]. To address these
issues, underwater acoustic sensor networks (UWASNSs) are being developed to
explore the underwater environment. UWASNSs are composed of sensor nodes (also
known as nodes). These nodes cooperatively examine different activities within a
particular area [1]. A simple architecture of a UWASN is shown in Fig. 16.1.

A UWASN is composed of acoustic sensors with single multi-surface sinks
that are dropped under the water to examine the underwater environment. The
surface sink usually has little power restriction, whereas the sensor nodes have very
restricted energy [2]. Sinks (also known as sonobuoys) exists at the ocean surface.
These sinks contain two modems: an acoustic and a radio. For example, the nodes in
the Sensor Equipped Aquatic (SEA) Swarm architecture observe nearby underwater
events and report them to one of the sinks—a process known as anycasting. The
gathered statistics are unloaded to an examination station through radiowaves for
auxiliary offline processing [3, 4].

UWASNSs have potential use in applications such as seismic monitoring, ocean
mine exploration, and disaster prevention. UWASNS provide operational approaches
for routing. This is a necessity for time-critical applications, and hence in the design
of delay-sensitive protocols [5].

Radio signals are not suitable for transmissions in UWASNs because radio waves
absorb in water rapidly. Hence, acoustic waves are used in this environment [6];
for high data rates in underwater communications, acoustic signals are also the best
source [7]. A UWASN achieves this goal with underwater vehicles and sensor nodes.
Underwater transmission has some unique challenges, such as low bandwidth,
limited mobility of nodes, delays, low memory, and battery constraints. Current
research on deep-water activities is based on different technologies. Because
acoustic waves are used in water as a medium of communication and to transmit
data, UWASNs have a greater variety of network designs than do terrestrial
communication systems. Many techniques have been proposed for effective routing
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in USWNs, such as cooperation-based routing that transmits from deep water to a
surface sink by relay [8].

This chapter focuses on the scalability analysis of two well-known schemes:
depth-based routing protocol (DBR) [9] and and energy-efficient depth-based
routing protocol (EEDBR) [10]. DBR [9] is a non-cluster-based technique that
perform routing using just the depth of nodes, whereas EEDBR [10] is a location-
free scheme that uses depth along with the residual energy of nodes to route data.
The scalability of node deployment is applied to examine the efficiency of these
schemes in the context of three parameters: packet delivery ratio, end-to-end delay
and path loss. This chapter is arranged as follows: Sect. 16.2 provides the literature
review; Sect. 16.3 discusses the motivation for our work; Sects. 16.4 and 16.5
illustrate the DBR and EEDBR schemes, respectively; and Sects. 16.6 and 16.7
discuss the scalability of these schemes. Finally, Sect. 16.8 describes a cooperative
node technique and the energy harvesting of nodes as future goals for researchers in
this field.



174 S. S. Rahim et al.

16.2 Related Work

Researchers have proposed a variety of protocols and techniques to increase
performance and reliable communications in UWASNSs. Some of these approaches
are summarized and discussed in this section.

Noh et al. [3] proposed the Void Aware Pressure Routing for Underwater Sensor
Networks (VAPR) protocol, which features a pressure routing technique. This
scheme uses pressure meters to deliver depths and transmit information data packets
to a surface sink. A series of depth information in periodic beacons and hops are
counted to establish a subsequent hop track, which makes a directional link to a
nearby surface sink.

Javaid et al. [2] introduced a forwarding equation based on a routing scheme for
UWASNSs: Improved Adaptive Mobility of Courier nodes in Threshold-optimized
Depth-based routing Protocol iAMCTD). This protocol increases the lifetime of an
underwater network through an optimal viable mobility strategy for surface sinks.
The iAMCTD scheme depends on a cost function. Compared with many other
depth-based underwater techniques, this approach exploits the network density for
applications that are time critical. To control the transmission loss, water flooding,
and transmission latency, the authors designed an equation for a depth-dependent
function that also uses signal-to-noise ratio, the signal quality index, optimal holding
time, and energy-cost function routing parameters. The equation computes the prime
energy limit, soft threshold, and hard threshold to provide routing on demand [2].

In the Cooperative Energy-Efficient for Underwater WSN (Co-UWSN) protocol,
Ahmed et al. [4] used a cooperation scheme to improve a UWASN’s lifetime,
enhance the delivery ratio of data, and reduce the overall energy tax, which is
specifically advantageous for time-critical and delay-sensitive applications. Using
cooperative communication, this technique mitigates the effects of noise and
multipath fading. By changing the depth threshold, the number of eligible neighbors
increases; hence, data loss is reduced in delay-sensitive applications. This coopera-
tion technique improves the load balancing of the UWASN and the stability of the
network [4].

In another study by Ahmed et al. [11], the Stochastic Performance Analysis
with Reliability and Cooperation (SPARCO) technique was used to increase the
efficiency of the network. Cooperative communication was introduced for routing
in UWASN:Ss to effectively consume energy. All nodes of the network were assumed
to consist of a unidirectional antenna. To reduce energy consumption, several nodes
transmitted their data cooperatively to take advantage of the spatial diversity [11].
In addition, the Adaptive Mobility of Courier nodes in Threshold-Optimized DBR
(AMCTD) [12] achieved adaptive mobility in special mobile nodes called courier
nodes to improve the life of the network. This protocol calculates the holding time
based on the weight function, which controls the issue of transmission loss [12].

Javaid et al. [5] also proposed the Delay-Sensitive Depth-Based Routing
(DSDBR), Delay-Sensitive Energy Efficient Depth-Based Routing (DSEEDBR),
and Delay-Sensitive Adaptive Mobility of Courier nodes in Threshold-optimized
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Depth-based routing (DSAMCTD) schemes. These protocols empower depth-
based routing techniques. The efficiency of the proposed protocols was verified for
UWASNSs. These schemes use delay-efficient priority factors and delay-sensitive
holding time to reduce end-to-end delays; however, a minor reduction in the
throughput of the network occurred. All techniques employed an optimum weight
function to compute the speed of the received signal and path loss. Moreover, a
solution for the delay problem was found by forwarding the data efficiently, with
nominal relative transmissions in low depth areas and the selection of an optimal
forwarder. Simulation results showed that the protocols greatly reduced end-to-end
delays and enhanced path loss [5].

Another study by Javaid et al. [13] proposed a scheme called the Region-
Based Cooperative Routing Protocol (RBCRP). In this protocol, amplification
and forwarding occur over Rayleigh worn links in UWASNSs. The sender node
transmits data packets, which are sensed by the sensor node to the endpoint and
accessible relays. The bit error rate is tested at the end node, based on negative or
positive retorts to the sender and relays. The authors used mobile sinks with energy
harvesting to improve the packet delivery ratio and network stability. RBCRP was
found to attain enhanced network stability, outage probabilities, and high packet
delivery ratios compared with an incremental best relay scheme [13].

Ahmed et al. [14] also proposed cooperative communication to build an energy-
efficient protocol for UWASNS, referred to as Cooperative Energy Efficient routing
for UWSNs (Co-EEUWSN). In this protocol, all nodes of the UWASN contains a
directional antenna, while several nodes coordinate with each other. At the relay, Co-
EEUWSN employed the amplify-and-forward mechanism; however, at the receiving
node, the fixed ratio combining was used. In a comparison of this scheme’s results
with those of EEDBR and cooperative DBR, Co-EEUWSN showed improved
energy efficiency, decreased end-to-end delays, and enhanced throughput [14].

16.3 Motivation

Based on the literature review, most researchers [9, 10, 14, 15] use node depth as a
parameter for data routing. However, they do not address node load balancing and
the distribution of load when the sensor nodes are uneven. Therefore, the efficiency
of energy consumption in the nodes is not properly controlled when only depth is
used [9]. Wahid et al. [10] used both depth and residual energy as a metric to forward
data. DBR attempts to attain a longer network lifetime but has a short stability
period. The reason for this problem is due to the redundant transmission of data
packets with a heavy load on the low-depth sensor nodes of the UWASN. EEDBR
is not a cooperation-based protocol; hence, the packets are led from the source to the
destination using a single route with a multi-hop style. Because of noise and fading
of the multipath environment, many time signals suffer from a high bit error rate.
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16.4 Description of the DBR Scheme

DBR is based on a greedy approach that attempts to send a data packet from a
node to surface buoys. During the progression of data, the depth of the promoting
nodes shrinks, even as the data reaches the sinks. If the depth of the sending node
is shrunk in each step, then the data can be supplied to a sink at the surface. In
the DBR technique, the node makes the decision to send data based on its own
depth and the preceding sender’s node depth, which is the significant concept of
this protocol. According to the DBR scheme, upon receiving the data, the node first
takes the depth (dp) of the data of the preceding hop, which resides with the data
packet. Then, the receiving node matches its own depth (dc) to dp. If the node is
nearer to the surface of the water (dc < dp), then this node will nominate itself to
send the data. In other cases, the packet will be dropped because the packet came
from a node that is nearer to the sink at the water surface. Multiple links cannot be
fully abolished; hence, DBR use a queue known as a “priority queue.” This queue
decreases the number of sending nodes, as well as controls the number of sending
links.

In DBR, every node also has a packet history buffer. The priority queue is
denoted by Q1 and the packet history buffer by Q2. Q2 consists of a unique
packet identification (ID) and packet sequence number. When correctly sending data
packets, the node inserts the ID of the data packet into queue Q2; on overflow of
this queue, the least recently accessed mechanism is used. Q1 is composed of data
packets and the scheduled forwarding times for the data packets. The significance
of an item in queue Q1 is denoted by the scheduled forwarding time. An item with
a prior forwarding time has greater priority. On reception of a packet, the node first
holds the packet for a specific length of time, which is known as the holding time.
The scheduled sending time of a data packet is calculated based on the received time
of the data packet and the holding time of the data packet [9].

The holding time is computed by using the linear function of d, where d is the
difference between the depths of the recent node and the preceding node.

fd=a-d+p (16.1)

Suppose that d; and dp are the depth differences of the n; and n> nodes,
respectively, from the source node (S) as shown in Fig. 16.2. 71 is the time that it
takes to receives packet n; from S, whereas #, is the time that it takes to send from
S to np. The propagation delay between nj and ny is t12. Two situations can be
expressed by the following:

fd) < f(d) (16.2)

and

nh+fd)+te<t+ f(d) (16.3)
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Fig. 16.2 Forwarding node
selection [9]

® 3

by substituting f(d) with the linear function
o < (r—1)—ta/di —dz, (@ <0),

where « is non-positive.

As long as || > (f; — o) + t12/(d1 — d>), the conditions of (16.2) and (16.3)
can be met. o depends on the depth difference of the n;, ny nodes. o can vary
between O and R for a node with one-hop neighbors, where R is the highest range
of transmission of the node. § is a global parameter to replace the depth difference
for holding time computations. Hence « = —2t/8. Suppose the node with the least
depth has a holding time of 0. B can be computed by the following expression:
—2t/5-R+ B =0.

By substituting « and 8 in (16.1),

f(d) =2t/8-(R—d),s € (0, R] (16.4)

16.5 Description of the EEDBR Scheme

Energy efficiency is a major concern in UWASNSs because the batteries have very
limited energy and their replacement is costly. Thus, EEDBR is an energy-efficient
scheme in which the major focus is the nodes’ energy [10].

EEDBR uses two parameters for transferring data: nodes’ depth and their residual
energy. The nodes’ residual energy is used to increase the stability period. A Hello
packet is broadcast by all nodes in the information acquirement phase to its one-hop
neighbors. This packet consists of residual energy and the depth of that node. When
this packet is received by the neighbors, they hold the residual energy and depth
information of only those nodes with lesser depths. Keeping this information from
all nodes is not necessary. The updated information on depth is not so important,
although residual energy is required to be updated from time to time. To solve
this issue, the nodes in an EEDBR scheme check their residual energy with a time
interval-based mechanism [10].
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In the data forwarding phase, the data is transferred from a node to a terminus
node or surface sink, depending on the residual energy and depth statistics of the
nodes. In this scheme, all nodes have information on their neighbors’ residual energy
and depth. The forwarding node selects the optimal next hop forwarder node. The
holding time (7},) is calculated by (16.5):

T, = (1—(current energy/initial energy)) * max holdingtime + pv, (16.5)

In (16.5), max_holding_time is a system metric and pv is the priority value.
This pv is used to avoid multi-forwarding nodes. Hence, to prevent duplicated
transmissions, the pv value is added to the holding time so that the differences
between the holding times of sending nodes have the same residual energies. The
list of forwarder nodes is arranged depending on residual energy. On the reception
of data, forwarder nodes add the priority value to the holding time depending on
the location within the list. The value of the priority is multiplied by two and by
the increase of position in the list index. Hence, the uppermost node of the list has
the maximum priority because it contains the maximum residual energy among all
neighbors; this node will send data immediately on reception [10].

To balance the energies of nodes, the node that has the maximum energy is
chosen. In a case where more than one node contains the same energy and depth,
any node can be nominated for sending. An abundant suppression of data packet
transmissions highly disturbs the delivery ratio of data, while the delivery ratio in
many applications is more significant than the energy. Hence, for these applications,
EEDBR uses an application-based suppression technique. When sending the data,
the source node adds the number of data packets; on reception, the sink node
calculates the delivery ratio. If the delivery ratio is smaller than the anticipated
delivery ratio, then the sink notifies the source by transmitting a packet that consists
of the delivery ratio at the sink. The source also adds the value of the delivery ratio
that is received from the surface sink into the packet. On reception of the data packet,
the sending nodes makes a decision on whether to suppress the packet or transmit it,
depending on the value of the delivery ratio. The forwarding operation of the data is
depicted in Fig. 16.3.

16.6 Scalability Analysis of DBR

In this section, we investigate and depict the scalability of DBR under different
node densities during the stability period. The stability period is defined as the time
period until the first network node expires. The following performance metrics for
scalability were selected: throughput, end-to-end delay, and path loss.
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Fig. 16.3 Operation at the forwarding node [10]

16.6.1 Throughput Analysis

The throughput analysis in terms of the scalability of the DBR scheme is shown in
Fig. 16.4. In first 1000 rounds, the delivery ratio was highest when the number of
nodes was 100, 250, 400, or 500 (that is, 100 or near to 100). The lowest delivery
ratio was 17 for 500 nodes at a round number of 5000. The optimal throughput was
found for 250 nodes at each round, with an average delivery that was also better
than others.

16.6.2 End-to-End Delay

The end-to-end delay analysis in terms of the scalability of the DBR scheme is
shown in Fig. 16.5. The maximum delay was 133 for 500 nodes at 1000 rounds,
while the minimum delay was 5 for 250 nodes at 5000 rounds. Overall, a low delay
was found from 1000 to 5000 rounds for 100 nodes. The figure also depicts that
delay was high at each round for 500 nodes.
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16.6.3 Path Loss Analysis

The path loss analysis in terms of the scalability of the DBR scheme is shown in
Fig. 16.6. As the number of nodes increased, the path loss decreased; by decreasing
of the nodes, the loss increases. At round 5000, the path loss was 100 for 100 nodes;
for 250, 400, and 500 nodes, this loss was 90, 88, and 79, respectively.

16.7 Scalability Analysis of EEDBR

In this section, we analyzed and discuss the scalability of EEDBR under different
node densities during the stability period. The stability period is defined as the
time period prior to the total energy drainage of the first node in the network. The
following performance metrics for scalability were selected: throughput, end-to-end
delay, and path loss.
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16.7.1 Throughput Analysis

The throughput analysis in terms of the scalability of EEDBR is shown in Fig. 16.7.
The delivery ratio remained constant until 2000 rounds, after which it decreased.
With 400 nodes, the highest average throughput was obtained. With 100, 250, and
500 nodes, the average delivery ratios were 80, 88, and 82. Hence, 100 nodes had
the lowest average throughput.

16.7.2 End-to-End Delay

The end-to-end delay analysis in terms of the scalability of the EEDBR technique is
depicted in Fig. 16.8. The maximum delay was 80 in the case of 500 nodes at round
1000, whereas the minimum delay was 5 for 100 nodes at round 5000. Overall, the
lowest delay from 1000 to 5000 rounds was for 100 nodes. With 500 nodes, the
delay was higher at each round compared to the other node numbers.
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16.7.3 Path Loss Analysis

The path loss analysis in terms of the scalability of EEDBR is shown in Fig. 16.9.
The highest average path loss was for 500 nodes. The highest path loss was at round
1000 for 100, 250, 400, and 500 nodes. The lowest path loss was at round 5000 for
100, 250, 400, and 500 nodes.

16.8 Summary of Work and Future Directions

In this chapter, we examined how to increase the stability period and throughput
of UWASNS, as well as how to decrease delay. In mathematical work, we have
also addressed the channel conditions and formulated three different cost functions.
These cost functions were derived using the various layers of water depth. These
cost functions are totally dependent on the path loss occurring in the dense
underwater environment. In future, our focus will be on energy consumption and
implementing energy-harvesting concepts.
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Chapter 17 ®
A Parametric Performance Evaluation Chock or
of Batteries in Wireless Sensor Networks

Sana Yasin, Tariq Ali, Umar Draz, Ahmad Shaf, and Muhammad Ayaz

Abstract The use of wireless devices is increasing day by day. Most wireless
devices are based on tiny sensors that gather information from their contiguous
environment automatically without interacting with humans. The working of these
tiny sensors basically depends upon batteries. In wireless devices, batteries play an
essential role. Thus, there is a need to investigate the performance of batteries on the
basis of various realistic parameters that directly or indirectly affect performance
and evaluate the total lifetime of batteries. Wireless sensor networks (WSNs) are
deployed in disaster areas such as military/battlefields, environmental monitoring,
and intelligent building systems. They contain an extensive number of nodes that
need to work normally for months to years to complete their assigned tasks. WSNs
require considerable power for self-management. Due to the small size of sensor
nodes, the power supply devoted to sensor nodes must be very restricted in size.
Therefore, the power supply becomes a difficult issue in WSNs. Battery life is
predicted under different duty cycle like low duty cycle, commissioning and packet
streaming. In low duty cycle battery load is minimum due to the few number of
tasks. In Commissioning mode battery perform average number of task and in
packet streaming battery load is maximum due to large number of tasks. The end of
this chapter presents a critical discussion of the issues.

17.1 Introduction

A wireless sensor network (WSN) consists of a varying number of sensor nodes that
communicate with each other wirelessly. These nodes rely completely on batteries.
Due to constant wireless communication and self scheduling of the nodes, drain
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rate of the nodes is high. Thus, changing the battery is a very complicated task
because these networks consist of thousands of nodes. Each node consists of certain
basic elements like sensing data from the environment. Then the data are processed
and sent or received by other nodes. All these tasks are performed correctly if the
power supply attached to the network works well [1]. In WSNs, all nodes are self-
scheduled, meaning they perform entire tasks required for the network on their own
behalf means itself. There is no administration in these networks to regulate their
management. Thus, for self-scheduling, these nodes consume a lot of battery power,
which results in the early consumption of battery life, which forces users to come up
with enhancements of battery life. Battery life is evaluated at different duty cycles
to check that which mode of the battery consumes more energy. Battery life is not
dependent on one or two factors; many factors influence battery life and damage it
prematurely, which becomes a serious issue in WSNs [2]. Figure 17.1 presents the
different components of WSNs.

Battery life is drained prematurely in WSNs for many reasons related to
energy wastage. Some of them are described in [3, 4] and include, for example,
retransmission, indolent snooping, packet overhead, and overhearing. Resolving
these issues can save an important part of wireless networks with respect to the
power issue. For example, in retransmission, when some data packets collide with
each other than network do retransmission, which affects battery life and leads to
energy wastage. This problem can be resolved by maintaining a distance between
packets [5]. In indolent snooping, network nodes engage in idle listening and they
try to receive information that is not consulted to that nodes. It increases packet
overhead which becomes the cause of energy wastage. If a network sends a packet
in an amount that a node can bear, then this problem can be reduced. In overhearing
source node adds those nodes in their packet forwarding list that is irrelevant to that
node. WSNs work in three types of duty cycles. All these cycles have a great impact
on power conservation and affect battery life. In a low duty cycle, WSNs consume
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Different Duty Cycle in WSN

Low Duty Cycle Commissioning Streaming packet

Fig. 17.2 Different duty cycles in WSNs

less power in commissioning and packet streaming. WSNs consume more power
so battery life in low duty cycles is greater than in other cycles, and an inverse
relationship exists between low duty cycles and battery life, as described in [6].
Figure 17.2 illustrates the different duty cycles in WSNs.

17.2 Related Work

Every duty cycle has an effect on battery life. A low duty cycle has less of an
impact on battery life compared to commissioning and streaming modes because
it consumes less power, and the battery is drained in very small amounts in this
mode [7, 8]. If a WSN works all the time in the packet streaming cycle, then battery
life will be measured in days, not years. In this chapter, the effect of different duty
cycles is evaluated experimentally for rechargeable and nonrechargeable batteries.
Rechargeable battery life cycle is measured against different modes in a graph of
rechargeable batteries that shows that battery life is 97.2%. When a WSN is in low
duty cycle mode, the remaining 2.8% is in commissioning and packet streaming
modes. These results show that battery life will be low if it is in commissioning
and packet streaming modes. Figure 17.3 shows the life of a rechargeable battery in
different duty cycles.

The life of a nonrechargeable battery is calculated against different modes. Here
is a graph of nonrechargeable batteries that shows that battery life is 37.5% when a
WSN is in low duty cycle. On the other hand, the battery life is 25% when a WSN
is in packet streaming mode. These results show that battery life will be maximized
if WSN always operates in low duty cycle and commissioning mode and will be at
its minimum if it always operates in packet streaming mode.
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17.2.1 Power Consumption in Different WSN Modes

WSNs consume different amounts of power in different modes. They consume the
most power when sending and receiving modes and consume the least energy in
sleep and idle modes. Figure 17.4 shows power consumption in different modes.
Power issues in WSNs are a very hot topic today. Much work has been done
in this field, and more is expected. Different techniques have been proposed to
resolve the issues in different ways. Some techniques focus on comparisons of
different batteries and then choosing the best one that can be used in a self-
scheduling network for a long time [9-11]. It is possible to use different models
like physicals, empirical and abstract to compare battery life as mentioned in [12—
14]. Tt tries to evaluate different rates of energy consumption that affects battery
life and then proposes solutions to these problems. Some algorithms use fuzzy-
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logic-based mechanisms, clustering, and different topological techniques to enhance
system life, whereas others change the topological design of a network to enhance
battery life. This involves linear programming to resolve the issue and incorporates
graph-theory-based techniques [15]. Power consumption does not depend on just
one factor; there are many reasons for energy wastage, such as network architecture,
operating system, different protocols, and different microcontroller units. If we
make them efficient to some extent, for example, if we use the best architecture,
the best energy-conservation operating system, and energy-efficient protocols and
microcontroller units, then the whole WSN can be made energy efficient, which
will lead to decreased power wastage that causes the battery to be drained [16, 17].
A lot of work has been done on energy-harvesting techniques to obtain power from
other factors like solar, temperature changes, and wind to enhance system life and
make the system battery independent, because these can increase battery life through
different techniques, but the battery still needs to be changed. Batteries are very
limited resources in WSN and they get damaged with the passage of time due to
performing self-scheduling in the networks [18-21]. This technique resolves the
wireless network issue at some reasonable level.

17.3 Proposed Methodology

In this section, two categories of batteries are simulated, chargeable and non-
rechargeable. Both are considered the best source of electricity in the form of a
battery. Bean Air is the tool used for this simulation, which measures the effect of
the duty cycle, and the XLP tool is used to measure the voltage. Both of these well-
known tools are used as bean sensor devices. Table 17.1 presents the simulation
parameters.

17.4 Results

The two performance parameters were evaluated using XLP and Bean Air as
simulation tools. These simulation tools are mostly used in this type of experiment.
Three types of duty cycle modes are used like commissioning, packet streaming,

Table 17.1 Simulation

Category Chargeable/rechargeable
parameters Duty cycle Three

Operation mode | RUNBUCK

Parameters Time span, expected life

In use voltage 4V
Output category | Year, month, days, and hours
Tool used Bean Air and XLP
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Fig. 17.5 Rechargeable and nonrechargeable batteries at low duty cycle

and low duty cycle. Before these duty cycles, the expected battery lifetime was
calculated with respect to time span.

17.4.1 Effect of Duty Cycles on Battery Life

The experiments were conducted and the results calculated for rechargeable and
nonrechargeable batteries at different duty cycles, and graphs were drawn against
each duty cycle to show the battery predicted life against each duty cycle. There are
three different types of graphs that evaluate the rechargeable and nonrechargeable
battery behaviors in three WSN modes. Figure 17.5 shows that the predicted lifetime
of rechargeable batteries is 2 years, 1 month, 16 days, and 12 h, and the predicted
lifetime of nonrechargeable batteries is 12 years, 8 months, 38 days, and 7h in
low duty cycle. Figure 17.6 shows the rechargeable and nonrechargeable battery
behavior in commissioning mode. Figure 17.6 also shows that rechargeable batteries
have a lifetime of 14 h and nonrechargeable ones have a lifetime of 3 days and 16 h at
commissioning. Figure 17.7 shows batteries’ predicted life at packet streaming and
present experimental proof that batteries have a very minimum life span in packet
streaming because the WSN sends and receives packets. In this mode battery life is
drained quickly.



17 A Parametric Performance Evaluation of Batteries 193

Rechargeable and nonRechargeable batteries
at Commissioning
20
- rechargeable

- nonrechargeable

Expected life
)

year month days hours

Time span

Fig. 17.6 Rechargeable and nonrechargeable batteries at commissioning

Rechargeable and nonRechargeable batteries
at streaming packet

10.0
- Rechargeable
== nonrechargeable
7.5
2
kS
S 5.0
S
X
w
25
0.0
year month days hours
Time span

Fig. 17.7 Rechargeable and nonrechargeable batteries at packet streaming

17.4.2 Effect of Supplied Voltages on Battery Life

Supplied voltages have a strong impact on battery life. As the voltage increases,
battery life also increases. Figure 17.8 shows the direct relationship between energy
voltage and battery life. Figure 17.8 shows six different types of batteries — alkaline,
nickel-cadmium (NICD), lithium—iron LiFes2, nickel-metal hydride (NiMH, zinc—
air, lithium-ion — are examined and the effect of voltage is evaluated using two
voltages, 1.8 and 3.3V, against each battery when operation mode was RUNBUCK.
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Fig. 17.9 Effect of voltage on battery life

Figure 17.8 shows the voltage effect on battery life; at 1.8 V the life of an alkaline
battery would be 206 days. As the voltage is increased to 3.3 V, battery life increases
to 299 days. At 1.8 V the battery life of NICD was 102 days, but at 3.3 V the life of
the battery increased to 114 days. The LiFes2 battery life was 220 days at 1.8 V and
increased to 323 at 3.3 V.

The NIMH battery has a life of 62 days at 1.8 V and 70 days at 3.3 V. Similarly,
the zinc—air has a life of 44 days at 1.8 V and 64 days at 3.3 V. Thus, comparison
of different batteries at different voltage levels experimentally proves that voltage
affects battery life and that voltage is directly proportional to battery life. Figure 17.9
also shows the effect of voltage on the other three batteries and leads to the
conclusion that as voltage varies, battery life increases with respect to voltage.
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17.5 Conclusion

In this chapter, battery life is predicted on the basis of various factors that influence
battery life. First, the life of rechargeable and nonrechargeable batteries is predicted
experimentally at different duty cycles of a WSN. These duty cycles are low duty
cycle, commissioning, and packet streaming. This chapter attempts to explore the
notion that battery is drained rapidly in commissioning and packet streaming modes
owing to high power consumption and the battery is less quickly drained in low duty
cycle mode owing to less power consumption. The experimental results show that in
low duty cycle, rechargeable battery life will increase with a security coefficient of
10%. In commissioning and packet streaming cycles, rechargeable battery life will
increase with a security coefficient of 10%. Battery life is also predicted at different
voltage levels, and it is experimentally proved that increasing the voltage leads to
increased battery life as well. In future research will attempt to simulate battery
performance with respect to other parameters.
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Chapter 18 ®)
Machine Imagination: A Step Toward Qe
the Construction of Artistic World

Through Storytelling

Syed Tanweer Shah Bukhari, Asma Kanwal, and Wajahat Mahmood Qazi

Abstract Development of conscious machines requires the implementation of arti-
facts that might enable an agent to formulate, represent, and regulate its actions and
behaviors in a diverse environment. Regulation involves the rehearsal of all context-
based possibilities considering emotional state and goals before execution of motor
actions. It also means that an agent should be able to manipulate information that is
not directly perceived through sensory stimuli. In order to incorporate these abilities,
an agent is required to be constructed with cognitive memories, sensory system,
sensory integration, emotion, drives, motivations, and action regulatory system. This
study proposes a sub-architecture for QuBIC (cognitive architecture) to generate
imaginations in QuBIC agents. The proposed architecture was implemented along
with required computational constructs discussed in the paper. Furthermore, the
paper presents the empirical analysis showing the potential of the proposed solution
to construct imaginations in an agent. Experimental results illustrate how the
aforementioned cognitive states participated in the process of machine imagination.

18.1 Introduction

Current progress in the field of machine intelligence and consciousness suggests that
in the near future, machines will be requiring the characteristics to make predictions
from current and already perceived information and construct imaginative thoughts
in order to plan and act [1, 2]. Imagination is a manifestation of imaginary scenarios
based on current and past experiences, consolidation of cognitive memories, and
an ability to understand the point of views of others [3]. Various researchers have
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discussed secretive nature of imagination in their own way [1, 4]. Kant explained
imagination as a capability to simulate situations without having any physical
experience [5]. In Gibson’s view, it is the manipulation of mere experiences stored
in the memory [6], whereas Shelley suggested that imagination is the formation of
scenarios from known and unknown objects, relationships, and thoughts, i.e., the
formation of unicorn from the experiences of horse and horn [7]. Several others
emphasized on the view that it is an ability to formulate narrations, imaginary,
estimation of possibilities, and phonological paths based on the experiences that
are not directly perceived through sensors [3, 4, 8-10]. Studies suggested that
there are other states that are responsible for the generation of imagination in the
system to think and act consciously, i.e., sensory system, motivational system (goals
and drives), behavioral system, cognitive memories, and emotions [11-15]. Indeed
imaginations play a vital role in human cognition and consciousness. However,
the question arises that, can they play a similar kind of role in machines with
some kind of consciousness? In this regard, Aleksander discussed basic parameters
required for the formulation of imaginative constructs in machines elsewhere [11].
Several systems have been built in the past based on some of these parameters,
i.e., MAGNUS [16], CRONOS-ECCEROBOT [17], and LIDA [18]. The results
obtained from these systems highlighted the need for imaginative constructs in
machines. Therefore, this assumes that construction of imaginative artistic world
through storytelling will help the agent to comprehend a bigger picture of the
illustrated world. This may help the agent to have an experience without direct
sensory input of the real world. Further advancement on this track will help in
the study of Chalmer’s easy and hard problem of consciousness [19]. Moreover
it will also help in constructing a virtual environment for better decision making
and planning (see Figs. 18.1 and 18.2).

The scope of this study is restricted to the concept of artificial imaginations
in machines. This study proposes imaginative constructs in Quantum and Bio-
inspired Intelligence and Consciousness (QuBIC) model which is computationally
equivalent of the human brain/mind [20]. The artifacts reported here will address
the issues of interaction-driven perceptual experiences, knowledge evolution in
cognitive memories for the formulation of mental imagery in the coming sections.

18.2 Related Work

The pursuit of the computational equivalent of the human brain/mind raised
questions about the requirements and conditions for machines carried out by the
work of several researchers in the area of machine intelligence and consciousness.
Murphy, a robot having “three jointed planar arms” as an actuator and a video
camera as sensor, presented for the conceptual framework of imagination by Mel
[21]. Murphy worked in the workspace, where objects were scattered in randomized
manner, while the video camera was placed to cover its environment [21, 22].
Murphy was designed to work in two ways: In the first mode, the robot was able
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Fig. 18.1 Quantum and Bio inspired Intelligence and Consciousness (QuBIC) model
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Fig. 18.2 Qogneugent—Codelets of QuBIC model

to establish associations between present image, motor control commands, and the
following image to ensure collide-free grabbing of objects in an environment [21],
whereas the second one is an offline mode, where the robotic arm and camera
were disconnected to simulate the commands using association built in the first
mode [22].
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MetaToto is another robot having imagination in its weakest form introduced by
Stein [23]. The main purpose of MetaToto was to navigate in immediately available
surroundings, collect information regarding obstacles, and simulate it in its “cogni-
tion” for the exploration of the unknown environment [24]. MetaToto’s architecture
is mainly built on the work of Toto introduced by Matari¢ for cognitive tasks [24].
Rehearsals of tasks were controlled by its cognition (i.e., the virtual world), having
the ability to work when no actuator and sensor is present. MetaToto’s main purpose
was to reduce the execution cost of Toto by stimulating its actions in the imagined
world [23].

MAGNUS (Multi-Automaton General Neural Unit System), the system by
Aleksander, could be considered as the pioneering work in artificial imagination
[16]. MAGNUS is a software agent based on artificial neural network that aims
to simulate the objects that were never experienced in the past [25]. The internal
architecture consists of two mechanisms, one is liable for color (i.e., adjective)
and the other one is for shape (i.e., noun). The “awareness area” of MAGNUS
was responsible for the perceptual representations of its imagining. The associative
learning was carried out by simultaneous interactions of various visual features
(shape and color) [16, 25].

Ripley is a robot designed with the capability of executing verbal commands
through its “compliant joint” arm [26]. The commands were usually based on the
simple sentences for picking and imagining object(s) [27]. Ripley has seven degrees
of freedom for the smooth execution of movements and gripping of small- and
medium-sized objects [27]. The design of Ripley is distributed into three phases:
understanding of scene in natural language through its auditory and visual sensors,
acquisition of specific verbs to distinguish between question and information, and
learning of moves using “compliant joints.” The learned moves are then used in
its three-dimensional virtual world for the simulation of actions for future use [28,
29]. Ripley was also capable of recognizing its copartner using Viola-Jones’s face
detection algorithm [30, 31].

CRONOS project was initiated by Holland for the development of human equiv-
alent intelligence and consciousness in humanoid robot [32, 33]. In order to achieve
its goals, the project began with the establishment of a musculoskeletal system
to demonstrate biological realism [17, 33]. The system’s learning mechanism is
influenced by spike neural network [34]. For the simulation of actions performed
by CRONOS (later ECCEROBOT), SIMNOS, a physics engine-based simulator,
was used [34]. The execution and rehearsal of actions were controlled by a switch
to support embodied imagination [35, 36]. Apart from a sophisticated design and
motor control, CRONOS possess a minimalistic form of artificial imagination as
per the criteria proposed elsewhere [11, 32, 37]. Marques identifies necessary
conditions for artificial imaginations in machines [34]. The study shows that these
conditions are not enough for the implementation of artificial imagination [18].
Cognitive theories and axioms proposed by Aleksander, Baars, and Franklin should
be considered for humanlike imaginations in machines [11, 32, 37].

Learning Intelligent Distribution Agent (LIDA) is a cognitive architecture pro-
posed by Franklin for the development of computational equivalent of the human
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brain/mind [38]. LIDA includes several cognitive modules: cognitive memories,
motor plan execution module, action selection, global workspace, and current
situational model [39, 40]. The LIDA is further categorized into conceptual LIDA
and LIDA framework. Conceptual LIDA has traces of imaginations discussed as
deliberation [18, 41, 42], whereas its framework contains only the aspect of planning
and previewing for the estimation of actions [18].

18.3 Cognitive Imagination Model (CIM)

Sensory input from the internal and external environment will pass to sensory
memory for visual and auditory low-level feature extraction. These extracted
features are transferred to PAM. PAM extracts features from coming signals in the
form of object, encoding, recognition, categorization, and de-structuring. The PAM
is further extended to recognize humans by detection and recognition of faces in
the video stream. PAM is able to associate coming signals with past experiences by
recalling memory objects from semantic and episodic memories. These attentively
perceived objects transmit to WM. WM is responsible for performing face and blob
detection by recollecting past experiences while imagining. WM is responsible for
the formulation of scenes by reconstructing the fetched data from the episodic and
semantic memory of LTM. The location and size of the object are retrieved from
LTM and stored in spatial memory, whereas the object and its relevant episodes
are fetched from the semantic and episodic memory of LTM, respectively, and
stored in visual memory. These visual and spatial contents then pass to content
generation module. Association between contents (memory objects) is built in
content generation unit and further processed for evaluation in content selector
unit. The evaluation takes place on the basis of goals and emotional state of
the agent according to changes in the environment. Imagination is formulated
based on selected content in imagination builder. Imagination formation module
is responsible for the generation of imaginative scene, and this imagination depends
on the strength of the emotional state. Sometimes previously designed goals are so
strong that it minimizes the influence of emotions on the imaginative scene. This
imaginative scene is transmitted toward WM. If any episode of episodic memory
does not match with the imaginative scene, then this newly generated episode will
store in LTM for future use. WM also pass this imaginative scene to action selection
module. This module will select the appropriate action to express this imaginative
scene. This selected action is stored in sensory-motor memory for assigning this
action to the suitable actuator to generate output toward the environment (see Fig.
18.3).
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Fig. 18.3 Cognitive Imagination Model
Table 18.1 Scene generation results
No. of rounds | Object retrieval Object placement Scene generations
Correct | Total | Accuracy | Correct | Total | Accuracy
1 40 80 |0.50 30 70 1043 35
2 50 90 |0.56 45 80 |0.56 40
3 65 100 | 0.65 55 95 10.58 45
4 70 110 | 0.64 65 110 1 0.59 52
5 90 120 1 0.75 80 120 | 0.67 60

18.4 Results

Cognitive Imagination Model (CIM) is designed to differentiate between sensory
information coming from external environment and sensation generated within
the system. For the verification of CIM, Artificial Imagination Agent (AIA) is
being developed. The implementation of AIA is based on the limited construction
of imaginative scenarios using story lines. In this regard, AIA has been trained
with over 150 objects. Later these objects were used in the story lines given to
AIA. Table 18.1 represents the results of object retrieval, object placement, and
scene generations during storytelling process. Each round contained at least 25—
30 sentences for imagination. The generation was repeated for the rest of rounds.
Results of first round indicate the initial recall of the memory, where retrieval and
placement of objects were premature. Therefore, same story lines were given in
round two to four to analyze the process of storytelling and its consequences. With
the continuous recall, AIA improved its scene generation, and results can be seen in
Table 18.1.
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Bird is flying in the sky Cow is walking in the grass Aliis walking on the road.

Apple is placed on the table. Car is running on road. Apple is placed in the box

Fig. 18.4 Scene generations by AIA

Furthermore, sensory system of AIA is based on EMGU CV! and Microsoft
Speech SDK. Additionally natural language processing techniques were used for
parsing the text/speech to extract the meanings of phrases. Scenes were annotated
for training the system using “is,” “has,” “can,” and “place” tags. For example Ali
is human, can walk, can talk, has two legs, and has two eyes. Parsed knowledge was
stored in long-term knowledge repository implemented in Microsoft SQL Server
2012. For the initial experiment, simple sentences were used for training and testing.
Simple sentences contain subject, verb, prepositions, and objects. Few of the results
are shared below (see Fig. 18.4).

AIA has been given story lines to imagine, i.e., Bird is flying in the sky.
AIA parsed story lines into noun, verb, adjective, and prepositions to build the
associations between objects. Later these associations were used to construct the
scenarios. The AIA is initially equipped with natural language processing toolkit
(i.e., OpenNLP?) for the understanding of simple sentences as story lines: The
results shown in Fig. 18.4 are its initial generations. The results are quite promising
to further dig out the area of machine imagination. The ideas present here are still
in fancy and should be seen in that context.

Thttp://www.emgu.com.
Zhttps://opennlp.apache.org/.
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18.5 Conclusion

This study proposes a computational model for inducing mechanism for imagi-
nations in QuBIC-based agents. Imaginative constructs are modeled on the basis
of simple sentences. For better understanding, verbal and nonverbal semantics are
planned for the next phase of AIA. The work is currently in progress, and only initial
results of AIA are presented in this paper. The next version of AIA will be able to
understand complex and compound sentences. The study presented could be helpful
for memory consolidations, planning, and prediction in future machines.
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Geospatial Division Based Geographic oo
Routing for Interference Avoidance

in Underwater WSNss

Farwa Ahmed, Nadeem Javaid, Zahid Wadud, Arshad Sher,
and Sheeraz Ahmed

Abstract In underwater wireless sensor networks (UWSNs), geographic routing
paradigm seems promising choice for data transmission in severely limited acoustic
communication channel conditions. The main challenge of geographic routing in
sparse network conditions is communication void. In this context, we propose
geospatial division based geo-opportunistic routing scheme for interference avoid-
ance (GDGOR-TA) focusing on interference in the network. The scheme is twofold,
selection of target cube and selection of optimal next hop forwarder node in the
target cube.

19.1 Introduction

Underwater wireless sensor networks (UWSNs) have emerged as a promising
technology for various application domains. UWSNs have gained considerable
attention of research and industrial communities due to their wide application
horizons, e.g., monitoring of marine life, pollutants in underwater environment and
climate; to collect oceanographic data, assisted navigation, disaster prevention, and
many others [1].
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The aforementioned constraints of acoustic communication restrict performance
of conventional routing schemes. Considering this, geographic routing seems a
definitive solution to design the routing protocol for UWSNs. Geographic routing
with the aid of position/location information is a scalable and simple routing
methodology [2]. Following the greedy forwarding approach at each hop, an optimal
next hop forwarder node is selected that is closer to the destination. It continues until
packet reaches destination in hop by hop manner [3].

More precisely, the significance of proposed work lies in the following contri-
butions (1) geospatial logical division of network field in which whole network is
divided into cubes. Method of forwarding is hop by hop aiming to choose shortest
trail towards destination; (2) we introduce interference avoidance mechanism to
reduce collision probability.

19.2 Related Work

Some of the reviewed related work are presented in this section.

In DBR, nodes greedily forward data packets to the upper nodes. If it does not
find next hop forwarder node due to coverage hole or energy hole, packet drop
occurs that affects packet delivery [4]. In [5], another variation of DBR is presented
that formulates holding time calculations to reduce latency in the network. This
protocol is intended to reduce end to end delay for delay sensitive applications. H2-
DAB routing protocol in [6] uses two part information: node ID and hop ID for
routing the data packet. This protocol is energy efficient because it does not store
complex routing information in routing tables.

In RDBF, an efficient route search towards destination is performed using loca-
tion information. For finding suitable node for forwarding process, a fitness function
is defined based on distance with respect to sink [7]. The RMTG geocast routing
protocol relies on multiple piece of information, such as location information of
nodes and their neighbors, route discovery for selection of node closest to the
destination, and route maintenance. This protocol has addressed problems like void
hole and link breakage problems. A multicast shortest path is formed for packet
transmission within the intended geographic region [8].

In ARP, data packets are assigned different delivery priorities that depend on
application requirement. It uses location information and it is an energy efficient
protocol; however, it incurs high communication overhead [9]. To avoid horizontal
communication between same depth sensor nodes, DVPR opts triangular inequality
theorem. According to that, same depth nodes are avoided using coordinate
information of participating nodes in communication. However, accurate position
information is a challenging task itself [10].
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19.3 System Model

The network field is divided into cubes considering the communication range
carefully. In the network architecture, a set of sensor nodes is deployed at different
depths and sonobuoys known as sink nodes are deployed at the surface of the water.
Our model consists of a set of sensor nodes with a communication range of R., so
that N, = {N1, N2, N3, ... N,} represents the set of sensor nodes, and Ny is the set
of sonobuoys. The sensor nodes N, are randomly deployed in a geographic area of
interest that is three dimensional (Fig. 19.1).

Potential neighbor set selection follows these steps: n(¢) be the source node
having Ny (t) and Sk (¢), its neighbor set, and its sonobuoy set at any time instant .
Packet advancement parameter (ADV) is used to determine the potential neighbor
set for a source node. For the node ny, the potential neighbor set Ny, (k) includes
the neighbor nodes having the Euclidean distance with their respective nearby sinks
less than the distance between n; with its nearest sonobuoy s; as mentioned in
Eq. (19.1).
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Fyer (k) = ni€Ng(t) - 38,€Ss(t)|D(ni, Sux) — D(ng, sn) > 0 (19.1)

194 GDGOR-IA

In this section, we have introduced the proposed scheme GDGOR-IA in detail.
Target cube selection in GDGOR-IA works in two phases: at first, selection of
target cube has been performed. For that purpose, a source node laying in the source
cube (SC) acquires its coordinates and source cube ID. A set of neighbor cubes
(NCs) of SC calculates Euclidean distance with respect to their nearby sonobuoys.
NC with smallest Euclidean distance is selected as target cube (TC) for SC.

We intend to select NC with less number of nodes but within a threshold
set after considering link quality in Eq.(19.2). This shows the error probability
PpEr and collision rate probability Pcg when L is the size of forwarded packet.
Furthermore, within the TC, selection of next hop forwarder set is based on
advancement towards destination (ADVD). ADVD is calculated for the set of nodes
Ny = {N1, N2, N3, ...} in the TC. Node with highest NADVD is selected as highest
priority node and rest of the all are listed in the set according to their priority.

a=1/Pcg x (1 — Pgegp)* (19.2)

ADV D(n;) is the advancement of n;, neighbor node of source node nj towards
its closest sonobuoy as in Eq.(19.3). For any node n; belonging to the potential
neighbor set F.;(k), normalized advancement towards destination is calculated in
Eq. (19.4).

ADV D(n;) = D(n, ;) — D(n;, s7) (19.3)

NADVD(n;) = ADV D(n;) x P(d., m) (19.4)

Towards the next step, neighbor nodes of source node n, laying in target cube are
put aside in another set named as P F.; (n,). We compare the accumulated NADVD
of set of neighbor nodes and the node number in the set P Fy.((n,). Selected set has
less number of nodes within the « threshold and higher accumulated NADVD.

19.5 Simulation Analysis

In our simulations, the number of sensor nodes ranges from 150 to 450 and the
number of sonobuoys is 45. They are randomly deployed in a region at the size of
1500 x 1500 x 1500 m. In all experiments, the nodes have a transmission range R,
of 250 m and a data rate of 50 kbps. We consider that data packets have a payload of
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Algorithm 1 Phase II: selection of next-hop forwarder

1: Procedure: select next-hop forwarder

2: for np € Fyer(a)

3: Select nodes residing in TC from Fj,, (a)

4: end for

5: Put selected nodes in potential forwarder set P Fy,; (a)

6: PFe(a) < Fye(a)

7. if PFye(a) = {}

8: else

9: Calculate NADVD for P Fi,;(a) according to Equation (4).
10: Order all the nodes in P Fi,;(a) according to their NADVD
11: Select node with highest NADVD as next hop forwarder
12: end if

150 bytes. Values of energy consumption associated with transmission, reception,
idle state, and depth adjustment are P, = 2W, P, = 0.1W, P, = 10mW ,and
E,, = 1500 mJ/m, respectively.

19.5.1 Discussion

At low network density, distance between void nodes is high. Figure 19.2 depicts
the average displacement of void nodes of GDGOR-IA and GEDAR. It can be seen
that at node number 200, 15% nodes are laying in communication void region. As
node number in network filed increases, displacement of void nodes decreases,
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respectively. This is due to the fact that increases in node number decrease the
fraction of void holes as shown in Fig. 19.3.

The PDR of both the schemes follows the same trend. It increases with the
increase in network density as depicted in Fig. 19.4. Although, all the three schemes
have opted void node recovery mechanism but cost associated with them is different.

In GDGOR-IA, energy consumption is mainly due to depth adjustment for
recovery purpose. In the beginning, fraction of void node is high in sparse network
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density as shown in Fig. 19.5. Hence, more energy consumption occurs due to
large displacement of nodes on average to recover communication voids. With an
increment in node number, energy tax results concerning the GEDAR declines
and that is because of reduced displacement between nodes. Above 250 node
number, effect of interference avoidance mechanism opted by GDGOR-IA is more
prominent. At high density network regions, chances of collisions increase and
packet loss occurs. Interference avoidance mechanism reduces packet loss due
to selection of optimal node with less neighbors around, thus, probability of
interference among nodes reduces significantly and energy consumption gets better
in dense network regions.

19.6 Conclusion

In this paper, collaborative data transmission opting 3D geospatial division is
evaluated. Three dimensional division has made network scalable and forwarding is
directional because of selection of upward neighbor cubes of sender cube. Moreover,
interference avoidance helps in reduction of packet loss, thus it improves packet
delivery. Communication void node recovery mechanism significantly improves
network performance, anyhow energy consumption increases due to depth adjust-
ment.
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Chapter 20 ®)
DEAR-2: An Energy-Aware Routing Qe
Protocol with Guaranteed Delivery

in Wireless Ad-hoc Networks

Muhammad Umair Hassan, Muhammad Shahzaib, Kamran Shaukat,
Syed Nakhshab Hussain, Muhammad Mubashir, Saad Karim,
and Muhammad Ahmad Shabir

Abstract Nodes can connect with each other to form a self-organizing,
infrastructure-less, wireless ad-hoc network, in which every node performs the
actions of both host and router. The demand for wireless ad-hoc networks is growing
because of their simple and quick installation. However, the limited power of nodes
and continuously changing topologies of wireless networks adversely affect the
performance of wireless ad-hoc networks. A major problem is maximizing the
lifetime of wireless networks while ensuring that packets are delivered to their
destinations. Much research has been published on the routing protocols of wireless
ad-hoc networks, but most of the algorithms focus on a single performance metric
of wireless networks. In this chapter, we propose a routing protocol referred to
as DEAR-2 for a heterogeneous wireless ad-hoc network. We have embedded
the energy and device type awareness features of the Device and Energy Aware
Routing (DEAR) routing algorithm in the face routing algorithm, which focuses
only on guaranteed delivery.

The original version of this chapter was revised. A correction to this chapter is available at
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20.1 Introduction

An ad-hoc wireless network is collection of self-organizing and infrastructure-
less nodes, connected with each other to form a network for transferring data
within the network. These networks can be deployed anywhere without any special
infrastructure such as a base station, which makes these networks extremely useful
in emergencies (e.g., in disaster areas where no infrastructure is available). Two
nodes can transfer data easily when they are in the range of each other. When a
wireless network consists of more than two nodes but the sender and receiver are
not in range of each other, then intermediate nodes can act as routers and forward
the data packets to the next node toward the destination [1]. A common example
of an ad-hoc network is a network of devices connected via Bluetooth without
any central infrastructure. Ad-hoc wireless networks may be used because of their
low cost and ease of installation; in addition, a problem with one device does not
affect the whole network. However, these networks also have some issues, including
the continuously changing topologies of networks and limited power [2]. In these
networks, structures change so frequently that it may not be possible for hosts to
know the topology of the network.

Much research has been done to design routing algorithms for the efficient
transmission of data within ad-hoc wireless networks. However, most routing algo-
rithms focus on a single performance metric, such as guaranteed delivery, energy
conservation, or quality of service. In this chapter, we propose a new algorithm
called DEAR-2 that focuses on two metrics: energy conservation and guaranteed
delivery in ad-hoc wireless networks. The main objective for the algorithm is
the confirmed delivery of data packets within the network while maximizing the
lifespan of the network. In the proposed routing algorithm DEAR-2, we use device
type and multiple paths for transmission from the Device and Energy Aware Routing
(DEAR) algorithm [1] along with the path-finding techniques of the FACE routing
algorithm [3], which provides the guaranteed delivery of packets to a destination
in a planar graph to improve the performance of wireless ad-hoc networks. The
FACE routing technique uses a planar graph of a wireless network, draws a line
from sender to receiver, and sends data packets along this line. Whenever an edge
intersects the line, it takes the current node and the starting node, then continues to
traverse the graph until it reaches the destination. However, the FACE technique has
one limitation when finding a route: it assumes that the network topology does not
change during the transmission of the data packets. In our proposed protocol, we
use a planar graph to find routing paths, but we use the paths that have more nodes
powered by a constant power supply. The remainder of this chapter is organized as
follows: Sect. 20.2 discusses related work, DEAR-2 is presented in Sect. 20.3, and
the conclusion is presented in Sect. 20.4.
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20.2 Related Work

Previously published research has aimed to improve the routing protocols of
wireless ad-hoc networks. Major problems to solve for wireless ad-hoc networks
include increasing the lifetime of the networks and ensuring reliable packet delivery
to the destination [4].

20.2.1 Energy-Aware Routing Protocols

Power-Aware Routing in Ad-Hoc Networks Singh et al. [5] argued that other
metrics—including the total energy consumption of a network, cost per packet
delivered to the destination, and reductions to the difference in power levels among
all nodes within a network—should also be considered to improve routing protocol
performance, rather than just focusing on the shortness of paths in the network.

Device and Energy Aware Routing The Device and Energy Aware Routing
(DEAR) protocol [1] was proposed for heterogeneous ad-hoc wireless networks.
DEAR distinguishes nodes on the basis of power supply, depending on whether they
are powered by a continuous supply or batteries. The main function of this protocol
is to send packets through nodes with a continuous supply of power to maximize
the lifespan of a network.

CLUSTERPOW and MINPOW The CLUSTERPOW protocol [6] creates clus-
ters of nodes in the network according to their energy levels and sends packets
through the routes while maintaining a maximum transmit power level for each
node. The MINPOW protocol considers the total power consumption in a network
rather than maintaining the power levels of individual nodes in the network.

Minimum Energy Hierarchical Dynamic Source Routing The Minimum
Energy Hierarchical Dynamic Source Routing (MEHDSR) protocol is an improved
version of the Dynamic Source Routing protocol. MEHDSR finds the most efficient
paths for packet delivery using a flooding method. However, due to differences in
the power levels of nodes and high overhead, its network lifetime is reduced [7].

20.2.2 Guaranteed Delivery Routing Protocols

Because wireless ad-hoc network topologies are continuously changing, guaran-
teed packet delivery to a destination is a major problem. Much research has
been conducted to design a location-based protocol that ensures packet delivery.
Location-based protocols are of three different types: restricted directional flooding,
face routing, and greedy routing. We will be focusing on face routing. Some
important face routing-based protocols include the FACE [3] first location-based
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protocol, which ensures guaranteed delivery without flooding. This protocol uses a
planar graph of a network to find routes for packet delivery. A line is drawn from
the sender to the receiver, and the packet is delivered along the boundaries of faces.

The Greedy Perimeter Stateless Routing (GPSR) [8] protocol was designed using
a combination of greedy routing and face routing. In this protocol, a node sends a
packet to the closest node with respect to the destination, if the neighbor is closer to
the destination than the sender node.

However, little work has been done to design a protocol that is efficient with
respect to power consumption and packet delivery in the network. Therefore,
we combined a newer version of the FACE routing technique with the power-
aware routing features of the DEAR algorithm to obtain better performance in
heterogeneous wireless networks.

20.3 Device and Energy Aware Routing Protocols

The DEAR protocol was designed with an aim to maximize the lifetime of
a heterogeneous wireless ad-hoc network. In a heterogeneous wireless ad-hoc
network, the nodes are of two types: internally powered by batteries and externally
powered. In routing table entries, a binary attribute is the addition of device type,
where 0 means that the device is battery powered and 1 means that the device is
externally powered. In DEAR, the cost of passing the packet through an externally
powered node is considered to be zero. DEAR works to pass the maximum traffic
through externally powered nodes to increase the lifetime of a wireless ad-hoc
network [9-16].

20.3.1 Network Lifetime Performance

In DEAR, most of the traffic is passed through externally powered nodes. Therefore,
nodes powered by batteries maintain their energy levels and the lifetime of the
heterogeneous wireless ad-hoc network is increased significantly.

20.3.2 Delivery Rate

As previously stated, the DEAR protocol attempts to send most packets through
externally powered nodes. If two nodes communicate frequently, then the path with
the maximum-powered nodes will be chosen every time. This will eventually drain
the power of battery-powered nodes, thus causing a low delivery rate.
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20.4 FACE Routing Protocol

The FACE routing protocol guarantees packet delivery in a planar graph. Guaranteed
conveyance ensures the capacity to effectively send a message from a source to a
destination. In a relative neighborhood and with Gabriel graphs, recovery from a
failure in directing is possible without changing between any adjoining faces [17].
Most of the time, wireless ad-hoc networks use an uncontrolled path, changes in
topology occur, and hosts may not know the topology of the entire framework. In
this chapter, we attempt to coordinate a wireless ad-hoc network for which nothing
is known about the framework, besides the range and the zones of the hosts to which
the network can confer direction. Specifically, we consider a case in which all hosts
have a comparatively wide conveyance [18].

FACE routing is based on location. A routing table is maintained; it contains
information about the topology of the network and a planar graph of the indicating
nodes of the network. FACE routing guarantees packet delivery to the destination in
a fixed planar graph. As the topology of the wireless network changes, the routing
table is also updated.

20.4.1 FACE Routing Constraints

FACE routing [3] requires a separately constructed subplanar graph of a wireless
ad-hoc network and assumes that the subplanar graph of the network is static during
the routing process.

20.4.2 Network Lifetime Performance

FACE routing does not focus on energy metrics. FACE tries to deliver packets to
the destination through any possible way, without considering the energy levels of
the nodes of the wireless network. Therefore, the performance of FACE is not good
when considering energy or network lifetime metrics. Passing packets through the
same path will decrease the lifetime of a wireless ad-hoc network.

20.4.3 Delivery Rate

The FACE routing protocol is specifically designed to ensure the delivery of packets
from the source to the destination in a wireless ad-hoc network. In FACE, the main
idea is to divide the network graph into planes in a localized manner, then to forward
amessage along one face or a sequence of adjacent faces that are progressing toward
the destination node [19, 20].
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With an increase in the degree of nodes, the delivery rate also increases (Fig.
20.1). In FACE, a packet travels through the edges that intersect the line between
the source and the destination. When the packet reaches an edge intersecting with a
face, then it is forwarded to the nest edge. The delivery rate is high when compared
with other protocols.

20.5 DEAR-2 Protocol

20.5.1 Motivation

Most routing protocols are focused on single performance metric. For example, the
FACE protocol was designed with the aim to increase the delivery rate, whereas
the DEAR protocol was designed to increase the lifespan of a wireless ad-hoc
network. Very few protocols focus on more than one metric to improve the routing
algorithm in a network, such as to maximize the lifetime of a network and increase
the delivery rate at the same time. Consider a wireless ad-hoc network for soldiers
to communicate with each other; here, the maximum lifetime of the network and
the maximum delivery rate are both equally important. However, no protocol has
been developed yet for a wireless ad-hoc network where both metrics of energy and
delivery rate are important. Here, we propose the DEAR-2 protocol, which aims to
provide good performance according to both metrics.
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20.5.2 Design and Operation of DEAR-2

The DEAR-2 protocol uses rules from both DEAR and FACE. All devices in the
wireless network are divided into two types: battery-powered nodes and externally-
powered nodes. A line is drawn from the source node to the destination node. The
packets traverse through edges that intersecting lines connecting the source and
destination nodes. An associated planar diagram (G) segments the plane into faces,
which are limited by polygonals made up of the edges of G. Steering from the source
to the destination uses these faces.

Algorithm for Packet Forwarding

/+xAddress for next node through FACE x/

fAddress=FACEnext () ;
each entry d in routing table(RT) and redirect table(RD), dof

/+ if distance from next to destination is bigger or equal
to nearest powered node x/

if (RT[d] .costToDestination >=ShortestCostToPoweredNode)

RD[d] .redirectToAddr = redirectPowereNode;

else

/x powered node is much distance from destination x/

RD[d] .redirectToAddr = fAddress;

}

Given a vertex v on a face f, the boundary off can be crossed in a counterclock-
wise course (or clockwise if f is the external face) using the notable right-hand
decision [21, 22], by which it is conceivable to visit each divider in a maze by
keeping your correct hand on the divider while strolling forward. A packet being
forwarded from a node is calculated to find next node; it will also find the nearest
powered nodes if the distance from the powered node is less than or equal to the
distance of the next node selected for packet forwarding, then forward the packet to
the powered node. The same method is again used to traverse through the graph to
reach the destination.

20.5.3 Performance

DEAR-2 possesses the capability to increase the lifetime of a network because
power is critical in a wireless ad-hoc network. This protocol also provides an
increased delivery rate in wireless networks. By using externally-powered nodes
to traverse through the network from the source to the destination, the lifetime of
battery-powered nodes increases significantly.

Figure 20.2 indicates that the performance of the DEAR-2 protocol is similar
to the performance of the FACE protocol, but provides a better delivery rate in the
wireless network.
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Figure 20.3 clearly shows that the lifespan of a wireless ad-hoc network increases
with the use of the DEAR-2 routing protocol. This significant increase in lifespan is
achieved with little overhead in calculating the distance of a powered node from the
destination.
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20.6 Conclusion

In this chapter, we described the FACE routing protocol, which was designed to
guarantee delivery, and the DEAR protocol, which aims to increase the lifespan
of a wireless ad-hoc network. To meet the need for a protocol that focused on
both the metrics of energy and delivery rate, we proposed the DEAR-2 protocol to
increase the network lifetime and delivery rate. The DEAR-2 protocol was designed
by adding a few steps to the FACE algorithm to use powered nodes for routing from
the source to the destination.

References

—

. Avudainayagam, A., Fang, Y., & Lou, W. (2002). DEAR: A device and energy aware routing
protocol for mobile adhoc networks. In MILCOM 2002. Proceedings (Vol. 1). Piscataway, NJ:
IEEE.

2. Khan, F., Rahman, F., Khan, S., & Kamal, S. A. (2018). Performance analysis of transport
protocols for multimedia traffic over mobile Wi-Max network under nakagami fading. In
Information technology-New generations (pp. 101-110). Cham: Springer.

3. Jan, M. A, Nanda, P, He, X., & Liu, R. P. (2013, November). Enhancing lifetime and quality
of data in cluster-based hierarchical routing protocol for wireless sensor network. In 2013 IEEE
10th International Conference on High Performance Computing and Communications & 2013
IEEE International Conference on Embedded and Ubiquitous Computing (HPCC_EUC) (pp.
1400-1407). Piscataway, NJ: IEEE.

4. Khan, F. (2014). Secure communication and routing architecture in wireless sensor networks.
In 2014 IEEE 3rd Global Conference on Consumer Electronics (GCCE) (pp. 647-650).
Piscataway, NJ: IEEE.

5. Singh, S., Woo, M., & Raghavendra, C. S. (1998). Power-aware routing in mobile adhoc
networks. In Proceedings of the 4th Annual ACM/IEEE International Conference on Mobile
Computing and Networking. New York: ACM.

6. Ko, Y.-B., & Vaidya, N. H. (2000). Location-aided routing (LAR) in mobile adhoc networks.
Wireless Networks, 6(4), 307-321.

7. Tarique, M., & Tepe, K. E. (2009). Minimum energy hierarchical dynamic source routing for
mobile adhoc networks. Adhoc Networks, 7(6), 1125-1135.

8. Karp, B., & Kung, H.-T. (2000). GPSR: Greedy perimeter stateless routing for wireless
networks. In Proceedings of the 6th Annual International Conference on Mobile Computing
and Networking. New York: ACM.

9. Ryu, J.-H., & Cho, D.-H. (2001). A new routing scheme concerning energy conservation in
wireless home ad-hoc networks. IEEE Transactions on Consumer Electronics, 47(1), 1-5.

10. Bondy, J. A., & Murty, U. S. R. (1976). Graph theory with applications. Amsterdam: Elsevier
North-Holland.

11. Alam, M., Ferreira, J., Mumtaz, S., Jan, M. A., Rebelo, R., & Fonseca, J. A. (2017). Smart
cameras are making our beaches safer: A 5G-envisioned distributed architecture for safe,
connected coastal areas. IEEE Vehicular Technology Magazine, 12(4), 50-59.

12. Jan, M. A, Jan, S. R. U., Alam, M., Akhunzada, A., & Rahman, I. U. (2018). A comprehensive

analysis of congestion control protocols in wireless sensor networks. Mobile Networks and

Applications, 23(3), 1-13.



224

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

M. U. Hassan et al.

Alam, M., Albano, M., Radwan, A., & Rodriguez, J. (2012). Context parameter prediction to
prolong mobile terminal battery life. In Lecture Notes of the Institute for Computer Sciences,
Social Informatics and Telecommunications Engineering (pp. 476—489). Berlin: Springer.
Alam, M., Albano, M., Radwan, A., & Rodriguez, J. (2012). Context based node discovery
mechanism for energy efficiency in wireless networks. In 2012 IEEE International Conference
on Communications (ICC).

Usman, M., Jan, M. A,, He, X., & Alam, M. (2018). Performance evaluation of high definition
video streaming over mobile ad hoc networks. Signal Processing, 148, 303-313.

Jan, M. A., Usman, M., He, X., & Rehman, A. U. (2018). SAMS: A Seamless and Authorized
Multimedia Streaming framework for WMSN-based IoMT. IEEFE Internet of Things Journal.
https://doi.org/10.1109/JI0T.2018.2848284

Bose, P., Morin, P., Stojmenovi¢, I., & Urrutia, J. (2001). Routing with guaranteed delivery in
ad hoc wireless networks. Wireless Networks, 7(6), 609-616.

Khan, F.,, ur Rehman, A., Usman, M., Tan, Z., & Puthal, D. (2018). Performance of cognitive
radio sensor networks using hybrid automatic repeat ReQuest: Stop-and-wait. Mobile Networks
and Applications, 23(3), 1-10. https://doi.org/10.1007/s11036-018-1020-4.

Frey, H., & Stojmenovic, 1. (2006). On delivery guarantees of face and combined greedy-
face routing in adhoc and sensor networks. In Proceedings of the 12th Annual International
Conference on Mobile Computing and Networking. New York: ACM.

Fida, N., Khan, F,, Jan, M. A., & Khan, Z. (2016, September). Performance analysis of
vehicular adhoc network using different highway traffic scenarios in cloud computing. In
International Conference on Future Intelligent Vehicular Technologies (pp. 157-166). Cham:
Springer.

Jan, M. A, Khan, F., Alam, M., & Usman, M. (2017). A payload-based mutual authentication
scheme for internet of things. Future Generation Computer Systems.

Alam, M., Albano, M., Radwan, A., & Rodriguez, J. (2013). CANDi: Context-aware node
discovery for short-range cooperation. Transactions on Emerging Telecommunications Tech-
nologies, 26(5), 861-875. https://doi.org/10.1002/ett.2763.


http://dx.doi.org/10.1109/JIOT.2018.2848284
http://dx.doi.org/10.1007/s11036-018-1020-4
http://dx.doi.org/10.1002/ett.2763

Chapter 21 ®
A Lightweight Key Negotiation Qe
and Authentication Scheme for Large

Scale WSNs

Mohammad Tehseen, Huma Javed, Ishtiaq Hussain Shah, and Sheeraz Ahmed

Abstract Wireless sensor networks (WSNs) are being used as remote monitoring
and control systems in a number of industries, including health care, defense, agri-
culture, and disaster management. To ensure that their applications operate reliably,
the requirements for the security and integrity of data have increased. Because
WSNs are operating as backbone networks, there is a strong need to examine the
security of these networks. However, the lack of administration infrastructure at
the network level and scarce resources such as processing, power, and storage have
made it challenging to find a proper security solution. Among the currently available
solutions, single master key-based schemes have gained considerable popularity due
to their lower communicational and computational burdens. Recent investigations
have shown that these schemes have major drawbacks because of their susceptibility
to attacks that involve the physical capture and tampering of nodes. If not handled
properly, these attacks can compromise the network and cause a catastrophic
situation. In this chapter, a new scheme is proposed: a lightweight system for key
exchange and authentication. This scheme also contains countermeasures against
physical capturing and tampering attacks. The results obtained from a simulation
indicate that the scheme performs well with regard to the utilization of memory and
power.

21.1 Introduction

Wireless sensor network (WSN5s) are established with the help of tiny sensor nodes.
Sensor nodes contain a sensor unit containing one or more sensing modules, a
processing unit, a radiofrequency unit for communication, and a power unit [1].
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The sensor nodes normally contain scarce resources, such as memory for storing
data, limited power of processing, energy, and communication bandwidth, but lack
any infrastructure for administering the network [2, 3]. These networks are used
to communicate sensed data for this very reason. WSNs are used as the main
component in a variety of applications, such as enemy tracking and targeting,
battlefield monitoring systems [2], agriculture and farming [4], home intelligence
[5], infant monitoring systems [6], community-based electrocardiogram monitoring
systems [7], and radiation monitoring [8]. These applications require an adequate
level of data security to operate properly, and the WSNs used in such applications
should be completely secure. However, this level of security can only be achieved
by implementing it in every aspect of a WSN, from design through the deployment
phase [9, 10].

A variety of security systems have been proposed, which contain both mas-
ter key-based symmetric and lightweight asymmetric algorithms. For wide-scale
WSNs, master key-based systems are still considered to be the best option because
these systems require less computational and communication overhead [9]. Master
key-based systems contain one very major drawback: the possibility to physically
capture and tampering with the node. To prevent this, special attention is required
in the design phase. In such an attack, because the nodes are working unattended,
an adversary can confine a node physically and retrieve the data in its storage unit;
as a result, the whole network may be compromised.

This chapter proposes a key negotiation and authentication system that is
both lightweight and provides resistance against physical capturing and tampering
attacks. The rest of the chapter is structured as follows: Sect. 21.2 provides a brief
literature review on the topic, Sect. 21.3 discusses the proposed solution, Sect.
21.4 provides implementation details and an analysis of the results, and Sect. 21.5
concludes the chapter.

21.2 Brief Overview

21.2.1 Security Challenges and Requirements

As previously mentioned, the implementation of adequate security measures in
WSNs requires the security features to be implemented in every node in the network.
However, some challenges need to be considered in the design phase, including
wireless communication, limited resources (e.g., processing power, scarce battery,
energy resources), and the lack of a fixed administrative infrastructure [11]. Because
these challenges are present at the node level, the algorithms need to be lightweight
in terms of computational and communication costs. The algorithms also need to
fulfill the basic requirements of security, including data confidentiality, integrity,
freshness, authentication, and mechanisms to deal with known types of attacks [2].
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21.2.2 Schemes Presented in the Literature

The schemes that have been proposed in the literature to date can be divided into
two broad categories: symmetric (key pre-distribution schemes) and asymmetric.
Symmetric schemes include single master key-based schemes and pairwise key-
based schemes. The single master key-based schemes are considered to be more
efficient for large-scale WSNs [12, 13]. In symmetric schemes, shared keys are
installed at every node in the predeployment phase of a network. These schemes
require no overhead for key establishment for a secure link between the nodes.

Two approaches exist for symmetric schemes. In the first approach, a single
master key is installed in all nodes [2, 14, 15]. Schemes such as SPINS, challenge
and response, and the lightweight system by Delgado Mohatar are based on this
approach. These types of schemes are efficient in terms of memory management
and reducing the communication overhead involved in key exchange. However, they
have a major drawback: If an adversary manages to retrieve the master key, then the
whole network can become compromised. In the second approach for individual
nodes, pairwise keys [16] related to every other node in the network are generated
very carefully and stored in the memory of the node during the predeployment
phase. For N nodes in a network, N — 1 keys need to be generated and installed
at every node. Schemes such as Broadcast Session Key (BroSK) and Localized
Encryption and Authentication Protocol (LEAP) [16] are based on this approach.
The main drawback of this approach is the requirement for a large storage capacity
because many keys need to be installed at every node.

Due to their large computational costs, symmetric key-based schemes are
considered to be impractical for WSNs without elliptic curve cryptography (ECC).
Different variants of ECC have been proposed and implemented to test their
applicability, such as standard ECC and short ECC [17]. The National Institute
of Standards and Technology (NIST) recommendation for ECC key size is 224
bits, whereas 80 bits is recommended for symmetric schemes [18]. Authors have
implemented 32- to 64-bit keys for ECC, but this is not recommended by the NIST.

21.2.3 Existing Scheme Limitations

The schemes discussed in Sect. 21.2.2 have a major drawback: If any node is
captured physically and all the keys present in the memory of the node are retrieved,
this could cause an unimaginable loss for the data and security of the network.



228 M. Tehseen et al.
21.3 Proposed Scheme

In this section, we introduce a new scheme that protects against physical capturing
and tampering attacks, as well as limits the effects caused by any such attack to a
subset of the network. By calculating the amount of communication that would be
exposed to an adversary [19, 20], the effect of an attack can be determined. The
proposed scheme works in three phases: the predeployment phase, postdeployment
phase, and authentication protocol. The following sections discuss each of these
phases in detail.

21.3.1 Predeployment Phase

During the predeployment phase, N bits, a sequence of numbers Seqy, and a number
Ran are randomly generated, where Ran < (N — 1). They are copied into the
memory of every node that will become part of the network, including the base
station. A function Func is used to generate the master key Keyy,. Func takes the
Seqy and Ran to generate the master key, as depicted in Eq. 21.1:

Key,, = Func (Seqy, Ran) Q1.1)

Every node will then delete the random number Ran from its memory. The
random number Ran will be saved only in the base station to be used for future
authentication of any new nodes that want to join the network. Because all the nodes
contain the same function Func, same sequence of numbers Seqy, and same random
number Ran, a single master key will be generated in every node. The key size
should be at least 80 bits according to the NIST recommendation [18] to avoid brute
force attacks over the network key. The size of the network key should be hidden
inside the function Func to improve the security of the system.

At the end of this phase, every node will have a master key Key,, a sequence of
numbers Seqy, and a function Func; the base station will also have a random number
Ran. Under normal circumstances, the base station contains enough resources to
secure it from any type of attack.

21.3.2 Postdeployment Phase

Soon after the predeployment phase, when the nodes are deployed in the actual
environment, the postdeployment phase begins. Each node will establish a pairwise
shared key SKey to establish a secure link with the base station. After that, all
messages will pass through the base station.
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Given below is the sequence of messages that will be exchanged between the
base station S and an individual node A to establish a secure link. The base station
S will generate message M1 and will broadcast it. The contents of the message are
given in Eq. 21.2:

M1 (S to*) : Non; | Iden, | Hash (Key,,, Nony|Iden,) (21.2)

Here, Non; is the nonce generated by base station S and Ideny is the identity of
base station S. Thereafter, each node will confirm the authenticity of the message
received from the base station by generating a hash of Nong and Ideng from its own
master key Keyys and matching it with the received one. After authentication, every
node will then send a reply message to the base station. For example, when node A
replies, node A will generate a nonce Nong and in reply will send message M2 as
shown in Eq. 21.3:

M2 (Ato S) : Nony | Nong | Ideny | Hash (KeyM, NonA|N0n5|IdenA) (21.3)

This is the same message every node will send to the base station. After
exchanging these messages, each node will generate a pairwise SKey by utilizing
Eq. 21.4. Equation 21.4 will also be used at base station S to generate the respective
node’s pairwise SKey. Now consider node A again. After sending message M2,
node A will have Nong and Nony its own nonce. Node A will concatenate them and
calculate a hash from its master key Keyy,.

SKey,, = Hash (Key,,, Nong[Non,) (21.4)

Until now, each node has established a pairwise SKey for communicating
securely with the base station S, whereas base station S has a table of pairwise
session keys (SKeys) for each and every node present on the network. After
establishing the pairwise session key SKey, each node will delete the master key
Keyy.. Going forward, this pairwise session key SKey will be used for secure
communication with the base station S.

At the end of this phase, the network is initialized. Every node will have a
pairwise SKey, Seqy, and Func. Base station S will contain a table of pairwise keys
SKeys, Seqn, Ran, and Func.

21.3.3 Authentication Protocol

When the postdeployment phase is finished, every node will be capable of commu-
nicating securely with the base station. If a new node wants to join the network, this
protocol will help to authenticate the newly arrived node and establish a secure link
with the base station. In a real environment where nodes die after completing their
jobs, new nodes are deployed to replace them. Assume that node A is a recently
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deployed node that wants to enter the network as a new node. The process to
authenticate node A and establish a secure link will proceed as follows.

Node A will send a message M1 containing nonce Nony and identity Ideny to a
base station S, as shown in Eq. 21.5. The new node A will have its master key Keyy,
generated through the procedure discussed previously.,

M1 (Ato S) : Nony | Ideny (21.5)

M1 will serve as an indication that a new node A is trying to enter the network.
As aresult, base station S will reply with message M2, as given in Eq. 21.6:

M2 (Sto A):Nony |Ideny | Nong |Ideng | Hash(KeyM,NonA|IdenA|N0n5|Idens)
(21.6)

After authenticating the base station S, node A will send a message M3 in
response, as given in Eq. 21.7:

M3 (Ato S) : Nony | Nong | Hash (KeyM, NonA|N0nS) 1.7

After receiving message M3, base station S will first authenticate node A. Both
the base station and node A have each other’s nonces. They can generate the pairwise
session key SKey by using Eq. 21.4. After generating the pairwise SKey, both nodes
will delete the master key Keyy,. At the end of this phase, a new node has joined the
network and established a secure link with the base station after they authenticated
each other.

21.4 Implementation and Analysis

To test the proposed scheme, we used Network Simulator Version 2. The simulation
environment was tested for networks with 64, 128, 256, 512, and 1024 nodes
that were spread out in an area of 300 x 300 m2. It was assumed that the same
results would be produced for networks with 2048 nodes or more, on the basis of
results obtained from the above-mentioned networks. NodeO was selected as the
base station. The simulation implemented the proposed scheme at the application
layer. For communication, a physical and data link layer with the standard 802.11
protocol was implemented, as shown in Table 21.1. The proposed scheme uses a
128-bit master key Keyys and session key SKey, a 2048-bit sequence of N bits Seqy,
and a 16-bit random number Ran. As discussed previously, after pairwise SKey is
generated, every node deletes Keyys, Seqy, and Ran, so only the 128-bit pairwise
SKey remains.
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Table 21.1 Simulation environment parameters

Nodes used in 802.11 layers Range of Covered area

Protocol used | network used radiofrequency unit in m?

802.11 64 Application, 80 m 300 x 300
physical, MAC

802.11 128 Application, 80 m 300 x 300
physical, MAC

802.11 256 Application, 80 m 300 x 300
physical, MAC

802.11 512 Application, 80 m 300 x 300
physical, MAC

802.11 1024 Application, 80 m 300 x 300
physical, MAC

21.4.1 Proposed Scheme’s Security Analysis

This section describes the results obtained from the security analysis.

21.4.1.1 Resistance Against Physical Capturing and Tampering

This scheme provides resistance against physical attacks. After establishing the
pairwise SKey, every node deletes the master key Key,,. Therefore, if an adversary
tries to retrieve Keyyy, it will only end up getting the SKey. The whole network would
not be compromised; only that particular secure link would be affected. To make the
network more secure, a scheme can blacklist the nodes on the basis of trust level.
Hence, instead of the whole network, only a very small portion of the network—the
link between the captured node and the base station—will be exposed.

21.4.1.2 Analysis of Brute Force Attack
Due to the size of the session key (128 bits), a brute force attack can be avoided.

The proposed scheme uses 128-bit keys to provide proper security. (The NIST [18]
recommends 80-bit key size to avoid brute force attacks in WSNs.)

21.4.2 Performance Measurement

The performance of the proposed scheme in terms of energy consumption and
memory utilization is discussed in this section.
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Fig. 21.1 Memory
utilization for 10,000 nodes

21.4.2.1 Storage Utilization

The storage utilization of the proposed scheme is compared with other existing
schemes with the same parameters, as given in Table 21.1 (one exception is the
number of nodes, which are considered to be 10,000 for a wide-scale network). The
proposed scheme only requires 128 bits per node to be stored in the storage area,
whereas SPINS stores 2000 bits per node [2], the protocol by Eschenauer and Giglor
stores 5800 bits per node [21], BROsK stores 1100—1300 bits per node [16], and a
lightweight authentication protocol stores 2800 bits per node [11]. The proposed
scheme is a lightweight scheme because each node only stores a pairwise SKey of
128 bits, so an average of 128 bits per node are stored. Therefore, the proposed
scheme has better memory utilization than other existing schemes. This comparison
is presented in graph form in Fig. 21.1.

21.4.2.2 Power Utilization

To compare the power consumption of the proposed scheme with other schemes,
we simulated the scenario that was proposed by Delgado-Mohatar [11]. A literature
review determined that 97% of power is drained by the transmission of messages
[22]. Therefore, to minimize the number and size of transmitted messages, the
power consumption can be reduced [23, 24]. The number of bits transmitted by
an individual node in the proposed scheme is depicted in Fig. 21.2 for WSNs with
different numbers of nodes. On average, the nodes in the proposed scheme require
a single message of only 78 bits to establish a secure link with the base station.

Figure 21.3 depicts a detailed comparison of the proposed scheme with other
schemes in terms of the number of bits transmitted by an individual node to establish
a secure link for WSNs with different numbers of nodes. The results obtained
indicate that the proposed scheme has better energy utilization than other existing
schemes.
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Fig. 21.2 Number of bits transmitted per node in the proposed scheme
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Fig. 21.3 Comparison of different schemes by number of bits transmitted per node

21.5 Conclusion

In this chapter, a lightweight key negotiation scheme was proposed. The scheme has
the capability to secure a node against attacks of physical capture and tampering
with the node. This scheme is a network-wide master key-based scheme that
provides resistance by deleting the master key Key,s from the memory of individual
nodes after the pairwise session key SKey is established. Because no master key
exists, only that particular link will be compromised if the node is captured and
tampered with physically, rather than the whole network. Additional measures can
be introduced to the scheme to blacklist a node on the basis of the trust level
developed with the base station.
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The proposed scheme is lightweight in terms of memory and power utilization in
comparison with other existing schemes. The proposed scheme only stores 128 bits
per node (see Fig. 21.1), which makes it a lightweight scheme in terms of memory
utilization. On average, 97% of the power is used by the communication unit. By
minimizing the number of exchanged messages, much power can be saved in future
applications.
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Distributed Monitoring Architecture for Qe
Industrial Safety Based on Gear Fault
Diagnosis

Weiming Li, Yuanfang Chen, and Muhammad Alam

Abstract Real-time monitoring of machines is vital for enhanced performance and
safety in industries. Gears are common components that interconnect mechanical
parts that allow each part in a mechanical system to be engaged. They are
mainly used to transmit kinetic energy and transform rotational speed. Due to
the importance of gears, the degradation or failure of its performance affects
the function of the machine resulting in the unplanned breakdown of equipment,
This inevitably leads to economic losses and personnel safety issues. Therefore,
it is of great significance to recognize industrial safety with respect to equipment
management. In this paper, we presented a distributed architecture for monitoring
the gears and reporting its faults. The monitoring of gears and gearboxes can
alleviate safety issues and improve maintenance plans.

22.1 Introduction

Modern industrial safety can be divided into two categories: industrial equipment
safety and industrial information control system security. The industrial production
process can be safety ensured through the correct use of respective standards and
instructions. The security of industrial information control systems refers to the
protection of the system and the terminal equipment in the factory workshop. This
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security ensures that the industrial Ethernet and systems cannot be accessed, used,
revealed, interrupted, amended, or destroyed without authorization. In 2011, the
Fukushima nuclear accident promoted industrial safety to unparalleled importance,
since a slight flaw in equipment may lead to an unprecedented disaster.

In industrial production, large-scale machinery and equipment is leveraged,
along with a large amount of high-intensity automation. Thus, it is of great
significance to ensure the safety of the equipment to continue timely production as
well as the safety and well-being of the employees [1]. To achieve safe production,
status of the equipment should be predicted and diagnosed early. “Many companies
apply periodic preventive maintenance” to check the status of equipment. In order to
ensure safety and create greater economic benefits, “forecast maintenance” provides
strong support for safe production as well [2].

In industrial operations, rotating machinery is often used for many processes,
thus fault diagnosis research has become popular for rotating machinery in whole
fault diagnosis studies. Statistically, 80% of failures are caused by gear faults in
transmission machinery failures [3]. Furthermore, root cause analysis usually has
great concern with respect to continuously running operations with heavy loading
and high rotational speed. This shows the significance of gearbox monitoring and
diagnoses for gear faults in running machinery [4].

Gear failures are classified into different types since many factors influence them
such as structural, material, and working environment conditions. Four common
types of failures are as follows:

1. Tooth Damage/break: The teeth experience large loading , which results in the
gear tooth base abandoning the maximum bending stress while in operation.
When the fatigue limit is reached, a crack appears and extends to the broken
teeth gradually, or can even directly cause instantaneous breaks.

2. Tooth Flank Pitting: The shear stress is introduced into as meshing process that
results in the cracks causing small metal sheet peeling, and small pits when the
shear stress exceeds the fatigue limit.

3. Tooth Flank Wearing: When lubricants are dirty or under filled, the meshing
causes tooth profile changes, which result in tooth flank wear.

4. Tooth Glue: Tooth surface glue occurs when the tooth’s surface temperature
rises sharply along with heavy loading and high speed causing lubrication film
instability.

From the list above, teeth breaking and pitting are the main sources of gear failures.
As for the rest of the gear parts such as the ring gear, spoke, and hub failure typically
doesn’t occur since strength and rigidity requirements are attained through design
[5-7].
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22.2 Distributed Architecture

The proposed architecture for monitoring and fault reporting is depicted in Fig. 22.1.
At lower layer, all the machines are monitored via sensors and especially the gears.
The sensors constantly monitor these gears and collect the information. The col-
lected data is forwarded to the storage via the communication technology used. The
control layer, which mainly consists of servers, analyses the collected information
and takes necessary decisions. These decisions are stored in the repository along
with the collected data for long-term analysis and predictions. In order to provide
more scalability, we have introduced the gateways that are controlled by the servers
and can access the stored data and local decisions. This way, the servers can also
monitor and control the far installed sensors for monitoring. The upper most layer
is the application layer that presents the results to end users in visual format.

u Application Layer

Control layer
(Servers)

To other servers
—_— Gateway

Communication layer
(WiFi, Bluetooth, Zigbee ...)

Sensors — Lower layer

Machines — Lower layer

Fig. 22.1 The proposed distributed architecture
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22.3 Gear Vibration Analysis

There are many fault diagnosis methods to predict gear failure such as vibration
diagnosis, oil analysis, acoustic emissions, and noise analysis. However, vibration
monitoring is the most important due to gear meshing vibrations that can cause noise
and overheating, etc. Vibration can be divided into free vibration, forced vibration,
and self-excited vibration. Vibration has two main sources. The first being normal
alternating loads that are not concerned with gear error or fault which is known as
the meshing vibration. The second is decided by the meshing stiffness and the fault
function. Whether the status of the gear is normal or not normal, meshing vibration
and harmonics always exist, but the vibration signal will be different. Therefore,
it is feasible or the fault diagnosis to be leveraged from gear meshing vibration
frequency and harmonic signals [8].

22.4 Intelligent Diagnosis of Equipment

Equipment performance can be maintained through key performance indicators.
When various KPIs can’t be determined, improving measures are adapted to ensure
they are within the normal status. KPIs important system of intelligent maintenance
decision-making is composed of the dynamic risk level, predictive maintenance
information, and RAM (reliability availability maintainability) evaluation [9]. In
recent years, condition-based maintenance decision-making has become popular.
This is based on the analysis of multi-dimensional data of equipment to optimize
the maintenance strategy to extend the cycle of prevent maintenance, thus reducing
cost through a reliability algorithm.

22.4.1 Intelligent Decision System for Equipment Failure
Maintenance

Decision-making based on intelligent diagnosis gained from vast amounts of
equipment status data allows cost and safety decisions to balance. In most cases,
breakdown maintenance can be performed on the standby machine through the
monitoring of abnormal equipment status signals. But there are also some special
operating environments in which transportation and maintenance costs restrict
breakdown maintenance like offshore platforms. The equipment will need to con-
tinue production for a certain time period to reduce economic costs that are caused
by unplanned shutdowns when early faults occur. However, to avoid accidents while
the equipment is operating under abnormal conditions, scientific data is needed to
direct the decision-making for safe equipment operation. This is called the data-
based intelligent decision-making system [10].
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Fig. 22.2 The troubleshooting flowchart

22.4.2 Process Troubleshooting

A rational and balanced decision is needed in deciding the unexpected shutdown
for minimum loss with respect to the safety status [11]. This balanced maintenance
decision can be determined through the reliability of the equipment simulation, the
reliability of the equipment to change the trend, and the trend itself as shown in
Fig.22.2.

22.5 Troubleshooting Examples

22.5.1 Fault Diagnosis Test Platform

Gear testing devices consist of two sets of multi-staged centrifugal fans, while one
is the standard unit and the other is the testing unit. Each has an independently
developed dimensionless immune composite fault diagnosis system using industrial
units, as shown in Fig. 22.3. The system can diagnose gear fault types and severities,
while series testing can be done on gear fault monitoring.
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Fig. 22.3 Fault diagnosis test platform

22.5.2 Test Plan and Process

Most running machines cause vibration which can be detected with vibration
sensors, and most faults can be diagnosed directly through the vibration signals
at the machinery. In this test platform, the different fault types of gears were tested,
while standard helical gears were used with the ratio of 1:1.25 in the experiment.
The four gear states used were normal, wearing, pitting, and tooth break as shown in
Fig. 22.4. Before the experiment, the two sets of units had been adjusted to the best
conditions, while the vibration data was taken with sensors and used as the base. In
this experiment, the vibration signals were collected at different speeds for the four
gear states. The speeds were adjusted to a lower level to reduce the vibration of the
faulted gears, and are shown in Table 22.1.

22.5.3 Diagnosis Decision Based on Test Signal Analysis

The vibration intensity is the root mean square value of the vibration velocity for
the range of 10-1000 Hz, which reflects the characteristic indexes of the mechanical
vibration. Generally, the maximum value of the vibration is taken as the vibration
intensity and the expression can be written as

(22.1)

The two sets of units were adjusted to the best state with rotation speeds of
1800 r/min before the experiment. For every type of faulted gear, 150 data sets
were attained for the 3 speeds tested, while approximately 100 data sets remained
after the removal of abnormal data. After data analysis, the signals were mostly
consistent between the normal unit and the standard unit. However, standard
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Fig. 22.4 Images of the four gears states used
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Table 22.1 Fault diagnosis Gear situation

Rotating speed (r/min)

unit test case

Standard 1800 | 1800 | 1800
Normal 1800 | 1800 | 1800
Pitting 1800 | 1500 | 1500
Wear 1800 | 1500 |1200
Missing teeth | 1800 | 1200 600

deviation calculations of the 100 data sets revealed that the data was 0.501 from the

horizontal sensor and 1.002 from the vertical sensor.

1. For the pitted gear, the vertical vibration value was 1.022 and the horizontal
vibration value was 0.511. When the speed was reduced to 1500 r/min, the
vertical vibration value was reduced to 1.009, while the horizontal vibration value

was reduced to 0.503.

2. For the wearing gear, the vertical vibration value was 1.158 and the lateral
vibration value was 0.605. When the speed was reduced to 1500 r/min, the
vertical vibration value was reduced to 1.088, while the horizontal vibration value
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was reduced to 0.562. After a further speed reduction to 1200 r/min, the vertical
vibration value was reduced to 1.008, while the horizontal vibration value was
reduced to 0.507.

3. For gear tooth break, the vertical vibration value was 1.357 and the horizontal
vibration value was 0.658. When the speed was reduced to 1200 r/min, the
vertical vibration value was reduced to 1.274, while the horizontal vibration value
was reduced to 0.612. After a further speed reduction to 600 r/min, the vertical
vibration value was reduced to 1.153, while the horizontal vibration value was
reduced to 0.542.

Based on the data for the gear tooth break, the vibration value exceeded the alarm
value according to the vibration standard. After reasonable speed reduction the
standard was still not complied with, therefore when such a vibration signal happens
a shutdown must be conducted for. However, for the pitted and wearing gear, the
vibration returned to normal levels after rotation speed reductions ensuring safe
production until a timely and cost-effective shutdown and repair can occur.

22.6 Conclusions and Future Work

In this paper, we have presented a distributed architecture that reports the fault
monitoring and provide on-time feedback to specific machines. The gear fault
category can be identified based on the differences between the vibration signals,
which can be measured at the gearbox housing. Under the same conditions, the
vibration signal will increase with the increase of speed so that a quantitative relation
equation can be obtained among the parameters with multiple regression analysis.
As this test is still in the exploratory stage, further research can be done to more gear
type failures for further exact verification. This will allow for the establishment of
a more accurate characteristic parameter equation to better aid in decision-making
for fault diagnosis of field rotating machinery. The future direction of this work is
present more in detail the implementations and analysis of the presented architecture
for distributed monitoring.
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Node Density Analysis for WBAN oo
Schemes in Terms of Stability
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Sheeraz Ahmed, Nouman Sadiq, Kamran Sadiq, Nadeem Javaid,
and M. Ali Taqi

Abstract Wireless sensor applications have resulted in significant advancements
in the medical sector known as body area networks. They are being heavily
employed by wearable monitoring systems for detection of symptoms and indicators
in order to counter harmful medical conditions while they are innocuous. The
successful delivery of data whether normal or critical from the patient to his medical
practitioner is still a tedious task. Various attempts at designing suitable protocols
for WBANS have been made by researchers at different network layers. In this work,
we have tried to present an overview of the working methodology of WBAN field,
its applications, and various routing protocols designed for WBANs. What should
be a suitable number of nodes to be deployed on a human body is still a challenging
issue. We have considered three popular routing schemes of WBAN and presented
an analysis with varying node deployments to judge their performance. The three
schemes considered are SIMPLE, LAEEBA, and EENMBAN.
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23.1 Introduction

Wireless sensor networks are composed of sensor nodes that vary significantly in
numbers, are sensitive to data, and serve to receive and dispatch information. The
basic purpose of the sensor nodes is to observe the bodily and surrounding circum-
stances including humidity, temperature, noise, vibration, pressure, and movement
of objects. Information gathered regarding these factors is then dispatched to the
desired destination. WSN is an emergent technology with a focus on development in
the field of medicine and implementation of greater process control in the industrial
sector [1]. It has also found relevance in the military sector for surveillance purposes.
It is also relevant in the agricultural sector for observing and analyzing surrounding
factors in order to facilitate better results. Numerous routing protocols have been
designed for WSNs with the intent to improve energy efficiency and information
sharing among the nodes. A complete survey of the various protocols designed for
WSN [2].

Energy consumption is the most significant area of interest in the general
discussions surrounding WSNs. Due to the small size and intricate structure of
the sensor nodes, the recharging and replacement of the battery is considerably
tricky once the nodes have been placed in their designated positions. In single-hop
transmission, the nodes that are distant from the BS fail to remain functional over a
substantial period due to the excessive amount of transmitting power required. The
same issue is encountered in multi-hop system due to the continuous transmission
of information. Due to the connections between nodes being wireless, fading of data
was a consistent concern. Data fading could result in errors prompting for the data
to be dispatched again which would result in loss of resources including time, which
would in turn result in the overall deterioration of network efficiency.

Wireless sensors have resulted in significant advancements in the medical sector.
They have been heavily employed by wearable monitoring systems for detection of
symptoms and indicators that may be of concern at an initial stage in order to counter
harmful medical conditions while they are innocuous. Wearable monitoring systems
enable patients to indulge in routine activities while their vitals are constantly
observed [3-8].

A network comprising of sophisticated, low-power, and micro- and nanotech-
nology sensors and actuators is required for achievement of the above discussed
purposes. The said network is positioned on the person’s body or placed within
the body in order to derive information at suitable intervals. Networks designed
for this purpose are termed as wireless body area networks. In addition to proving
extremely helpful in providing crucial feedback, they are also an economical option
as they can replace the inhospital monitors which may be expensive. WBANs are
of considerable importance as a source of accurate and prompt updates regarding
the medical parameters of a patient, which in most cases form a reliable basis
for the medical professional to form a diagnosis [9]. The information gathered in
this manner can also be cached for future application. Figure 23.1 illustrates the
operation of WBAN.
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Fig. 23.1 A simple WBAN scenario

Wireless body area networks (WBANSs) or wireless body area sensor networks
(WBASN:Ss) are subcategory of WSNs. WBASNs were primarily designed to aid
in the medical field. However, gradually an increase in their applicability was
observed, finding use in the athletic and military fields. Two major varieties of
WBANS are:

* In vivo sensors which are placed inside the patient’s body
¢ The second variety being wearable sensors which are positioned on the patient’s
body

Despite the expansive applicability of WBANS, there are nevertheless various
obstacles that need decimation. The limited nature of the energy resources is perhaps
the largest issue faced during deployment. Normally, communication between
the nodes consumes a greater amount of energy as compared to observing and
accumulating data. Different techniques have been proposed in order for sensors to
improve energy consumption of nodes, enhancing their functional life. A leading
technique employed for recharging the node batteries is induction in which the
nodes are equipped with infrared light sensors (heat is generated for charging
the batteries by exposing sensors to light which in turn excite the electrons). The
electrons of infrared sensors can also be excited by heat produced due to exertion or
movement of the patient body via mutual induction.
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23.2 Related Work

Most of the protocols proposed for WSNs were unable to achieve the intended
purposes of the WSNs. The evaluation criteria are often different for different
protocols; various comparisons have also been made among different protocols.

Various attempts at designing suitable protocols for WSNs have been made by
researchers. The salient features of some of the significant protocols have been
analyzed below.

Wireless sensor networks employ multi-hop communication and comprise sensor
nodes. Researchers [1] illustrate a new protocol termed as LEACH (low-energy
adaptive clustering hierarchy) which relies on relaying and cooperation as means
of enhancing the network’s functional life. Two major functions were assigned to
the relay nodes according to this model, the first being transmitting prerecorded
data resulting in surplus energy which can be utilized for aiding in communication
processes. The second function of the relay node is to ensure that the accumulated
data is dispatched to the central device, i.e., sink or gateway or base station.

The conventional description of WSNs is that of networks that utilize sensor
nodes in order to monitor and record data and dispatch it to the sink. However
triggered by the limited energy resources available to the sensor nodes as illustrated
in [2], A. Ehyaie and his associates introduced the concept of relay nodes. An
upper bound limit was set on the number of sensor nodes and relay nodes, while
the intervals between the nodes and base station/gateway were also specified. The
complexities observed in relation to the joint data routing and relay positioning were
scrutinized by Jocelyne Elias and other researchers for the purpose of extending the
network’s lifetime and presented a suitable design for WBANS as observed in [3].

A different optimal design is proposed in [9] performing joint analysis in order to
address the issues encountered in relation to relay node positioning and data routing.
The researchers of this paper strived to identify the most efficient locations for the
relay nodes via preplanning and apposite engineering. This approach was favored
over the traditional method of placing nodes on a random basis. The proposed design
also scrutinized the data routing simultaneously.

In [10], researchers represented the attributes of arm movement in the form of
a spherical model. Analytical channel modeling was also deducted. Four potential
locations were identified for the placement of the transmitter and the receiver based
on their placement inside or outside the body.

Authors in [11] presented a network protocol termed as interface aware protocol
for the WBASN. This protocol enables the WBASN to monitor and record data
relating to several bodily functions of numerous patients simultaneously while also
providing instant analysis regarding various physical factors. Transmission of data
is prioritized based on the severity of the patient’s condition and how crucial the
data is. The data that is of critical nature is transmitted before information that can
be considered of secondary importance.

While research in [12] is related to Ambient Assisted Tool (AAT) which can
recognize various physical activities, it is basically developed to identify and
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register three kinds of human activities, being mobile activity recognition, ambient
activity recognition, and vision-based activity recognition. Once the activity is
successfully identified, the current and previously collected data is compared for any
dissimilarities, with the assistance of an algorithm. AAT aids in constantly observing
various relevant aspects of the person’s physical condition in order to identify and
locate any potential complication.

Researchers in [13] strived to monitor vital signs of patients in order to enhance
end-to-end traffic. Any cast routing protocol was introduced for this purpose.
Minimum network latency was achieved since information was sent to the receiver
closest to the patient. The protocol serves to perform indoor positioning and ECG
monitoring in addition to detecting and locating any outdoor accident.

An energy-efficient adaptive routing algorithm, as illustrated in [14], was
proposed by researchers which strived to decrease the energy consumption by sensor
nodes during transmission of crucial data, at the same time ensuring QoS. As a
consequence of mobility, the connection between nodes and their parent nodes may
be terminated. To counter that and to ensure reconnection, factors like priority and
vicinity must be considered.

Authors in [15] proposed a new multi-hop routing protocol named as SIMPLE
protocol. The main principle of this scheme was based on a cost function, which
elects a parent node after each round as relay node for the remaining child nodes.
Election depends on the residual energy of individual nodes. Represented in [16] is
a protocol termed as LAEEBA (Link Aware and Energy Efficient routing protocol
for wireless Body Area network) which employed features of single-hop and multi-
hop communication to ascertain the transmission of information from nodes to sink.
Advantages of the LAEEBA protocol include path-loss efficiency and an enhanced
throughput. An enhancement in network stability and functional life of nodes was
also indicated by test findings.

Authors in [17] made an attempt to introduce a follower to the LAEEBA
protocol, termed as Co-LAEEBA (Cooperative Link Aware and Energy Efficient
routing protocol for wireless Body Area networks). Three kinds of sensor nodes
are employed in both the protocols with both relying on relay nodes for data
transmission. Data transmission is achieved by employing a cost function which
ascertains the most viable route for this purpose. Routing is improved, and more
effective use of energy is made by making use of cooperation.

Location tracking is one of the most widespread applications of WBASNS.
WBASN’s performance in relation to indoor localization scheme is represented
in [18]. The proper placement of the wireless sensor nodes for a given area
is emphasized in the said protocol. Information regarding location tracking is
communicated by the sensor nodes placed in a given area.

Chan Hong Wang and his associates introduced a distributed WBASN intended
to aid in medical supervision as illustrated in [19]. It consists of three levels. The
purpose of the protocol was to observe the vital signs of a patient while also serving
to cache the recorded data and share it once the information was required.

In [20], a clustering-based routing method intended for heterogeneous networks
was proposed termed as enhanced developed distributed energy-efficient clustering.
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The proposed routing technique is based on changing of cluster heads where the
most suitable cluster head is selected on basis of election probability.

Researchers in [21] illustrate personal wireless hub (PWH). The personal health
information (PHI) of the patient is identified and processed by biomedical sensors.
The information so gathered is received by the sink for further processing and is
eventually communicated toward the healthcare unit or hospital. Results indicate
that data routed by the PWH is completely relevant and eligible. To make sure that
privacy is observed, the data processed is kept secure.

In their introductory phase, WBANs were intended to observe and analyze dif-
ferent bodily factors and were normally perceived as active monitoring technology.
Albeit recently, researchers have made attempts to alter WBANS’ status from active
technology to proactive technology. The functionality of the sensors was therefore
increased significantly as instead of merely observing and evaluating the various
factors, the sensors would also react in their own capacity during crucial situations
and provide critical information in relation to the emergency. The new method was
aptly termed as real-time biofeedback.

In [22], the primary concept and mechanism behind biofeedback control systems
is illustrated. In addition to the above, the salient features integral to the composition
and functioning of biofeedback systems were also brought under consideration.
Previous notable advancements made in the field were also discussed in detail.

Researchers in [23] developed a new protocol termed as EENMBAN. The
proposed protocol was path-loss-aware multi-hop scheme, which ensures minimum
utilization of residual energy and maximum throughput.

23.3 Motivation

Several designs for WBAN protocols have been suggested in order to improve
the quality of medical aid. Sensor nodes are utilized by WBANs for analyzing
and accumulating information in relation to various bodily parameters. The data
gathered is dispatched to the medical server through a sink. Energy consumption is
a crucial factor as the energy available is restricted. The rate of data transmission
shall also be taken into consideration. SIMPLE protocol operates on the basis
of the multi-hop principle [15]. The major drawback of SIMPLE protocol is the
considerable amount of energy lost while designating the parent node after the
completion of every round. Another disadvantage of this protocol is its inability to
counter path-loss issue effectively. LAEEBA protocol [16] operates by dispatching
the accumulated information to the sink either directly or via sink nodes depending
on how crucial the dispatched data is. In multi-hop communication data is processed
by each node after being dispatched resulting in considerable delay which may
inhibit the effectiveness of the protocol. The delay is further aggravated by an
overcrowding of the nodes. Cost function method is subsequently employed by the
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protocol as a means of thwarting the delay albeit at the cost of significantly higher
energy consumption. Despite the protocol’s attempts at decimating the delay by
employing the cost function mechanism, the results were still not favorable.

EENMBAN succeeds the two protocols previously discussed. It differs from
LAEEBA protocol in a few major aspects including its use of different path-loss
models and its preference to not employ a cost function. Instead of using cost
function to determine parent nodes, relay nodes that possess a higher level of
residual energy at the inception are tasked with transmitting data between nodes
and sink.

The primary objective of this paper is to assess the effect of a variation in the
number of nodes deployed on the overall performance of the protocol.

23.4 Protocols Selected for Analysis

23.4.1 SIMPLE Protocol

In SIMPLE protocol information regarding the location of the sink node on the
patient’s body and location, energy status and node ID of each sensor node are
shared between the sink node and the sensor nodes via transfer of information
packages. In this manner, the sensor nodes are updated with the particulars of the
sink node and other neighboring nodes.

For enhancement of throughput and greater efficiency, SIMPLE protocol selects
a parent node during each round based on predetermined criteria. Cost function is
calculated for all nodes based on their particulars and is shared with every node, and
the appropriate node is selected as the parent node. Cost function is determined with
the following formula:

_ dis(n)
Crunc(n) = m (23.1)

where Cprypne represents the cost function, n represents number of nodes, “dis”
represents distance between individual nodes and sink, and Epesiqual Tepresents
residual energy.

Sensor nodes share collected data with the parent node within the time duration
based on time division multiple access (TDMA). Sensor nodes remain in idle
mode in the absence of any data-transmitting activities. Scheduling in this manner
minimizes energy dissipation.
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23.4.2 LAEEBA Protocol

Information regarding neighboring nodes, location of the sink node, and the routes
leading to the sink is received by each node. Each node transmits information
package carrying information in relation to node ID, location, and energy resources.

Cost function is calculated by LAEEBA protocol in an almost identical manner
to the SIMPLE protocol. The only difference being the fact that LAEEBA protocol
considers the square root value of the distance between individual nodes and sink as
shown in the following equation:

_ W/dis(n)
Crunc(n) = Eroadua (1) (23.2)

Routes that encompass the fewest hops to the sink are favored to ensure the
efficient use of energy. Where the information is of critical nature, all procedures
are put on hold until the data is successfully received at the sink node. Additionally,
direct communication is established between the nodes and the base station which
minimizes delay unlike multi-hop communication. In multi-hop communication,
data is processed by each intermediary node which results in considerable delay.
Single-hop and multi-hop communication utilize different formulae for determina-
tion of the amount of energy consumed.

Path loss is a term used to refer to the deterioration of signal strength of an
electromagnetic wave during its transmission toward the receiver. Communication
systems generally used include Bluetooth, ZigBee, MICS, etc. Deterioration of
performance may occur due to losses observed during communication.

Path loss encompasses all the issues commonly confronted in relation to waves
interacting with surrounding objects during the communication process, often
resulting in decrease in power density of an electromagnetic wave. In regard to
WBANS, path loss is influenced by distance and frequency.

During the transmission of data to the sink or relay nodes, one of the two path-
loss models will be employed, primarily selected based on the proximity of the
communicating nodes.

23.4.3 EENMBAN Protocol

Active mode, sleep mode, and transient mode constitute the three phases of sensor
nodes. Information is gathered subsequent to analysis and dispatched in active
mode. The node enters sleep mode in the absence of any activity. The duration
between switching from active mode to sleep mode and vice versa is termed as the
“transient mode.” “T” represents the aggregate time allotted, i.e., the accumulation
of time spent in active mode and time spent in sleep mode, while “N” denotes the
number of bits to be dispatched in the aforementioned time duration [23]. In light
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of the above, the energy consumed by one bit of data is determined with the help of
the following formula:

P Moot T-Myer + P.M;, T.Mj,

Eypi = N

(23.3)

In the above equation, Ep;; denotes energy consumed for one bit of data. The
power used during active mode is represented by P. M, while power consumed
during sleep mode is represented by P.Mj,. T. My represents time used during
active mode, where T.M;, denotes time eclipsed during sleep mode. Peak-to-
average ratio times transmission power divided by drain efficiency (¢), therefore,
represents power consumed while in active mode.

Due to the conductive nature of the human body and inclusion of different
materials with varying dielectric constants and characteristics of impedance, in its
composition, no system of communication is entirely free of loss. Systems with the
lowest possibility of loss are, however, favored. The reduction in the power density
of an electromagnetic wave is termed as “path loss.” Deterioration in the overall
performance of the system occurs due to path loss. Two varying path-loss models
have been employed here.

The first model was utilized to determine losses in line of sight communication.
The second was used for the exact purpose in non-line of sight communication.
The path-loss models put in service in this protocol were developed based on the
same functional principle as received signal strength indicator. In addition to the
numerous calculations made for the three protocols in discussion, bit error rate was
also determined for EENMBAN. The purpose of this additional calculation is to
obtain an accurate estimate of the number of bits corrupted during transmission.

23.5 Results and Discussions

23.5.1 Node Density Analysis of SIMPLE

Node density analysis for SIMPLE protocol was performed by observing its
performance using varying numbers of nodes. Two nodes were dedicated for
transmitting data directly to the sink, while the remaining nodes followed the multi-
hop mechanism. Five thousand rounds were observed for each set of nodes. While
employing a set of 6 nodes, energy loss was encountered around the completion of
500 rounds, and the first node stopped functioning, while no further nodes were lost
for the remainder of the 5000 rounds. Subsequently, the performance of a 7-node
set was observed.

The periodic loss of nodes was much more significant during this set of rounds as
3 nodes were lost around the 500 round mark and a further 3 were lost after another
250 rounds bringing the amount of dead nodes at 750 rounds to 6. Four nodes
stopped functioning after 500 rounds for the third round of experiments in which
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Fig. 23.2 Dead nodes after specified intervals in SIMPLE protocol

8 nodes were employed, while all the 8 nodes had expired after the completion of
750 rounds (Fig. 23.2).

For the set of 9 nodes, similar to the previous round, 4 nodes were lost after 500
rounds, and a further 4 expired after 750 rounds. The last node died at 1700 round
mark. The set of 10 nodes produced results identical to the previous set of rounds
in which 9 nodes were utilized, with the only exception being that the ninth node
died around the 1400 round mark with the tenth node expiring at the 1700 mark. It
is of particular notice that most nodes were lost after the completion of 750 rounds
during all the sets. Loss was minimal after that stage with only the 9 node and 10
node set encountering losses after 750 rounds. It should be further noted that the
best performance was produced by the 6 node set and the performance constantly
and significantly deteriorated with the gradual increase in the number of nodes,
resulting from the protocol’s inability to encounter path-loss model. Another reason
for the exacerbating performance was the continuous data transmission by the nodes
throughout the simulation.

23.5.2 Node Density Analysis of LAEEBA

A similar node density analysis was undertaken for LAEEBA. Similar to the tests
conducted for SIMPLE, groups of 6, 7, 8, 9, and 10 nodes were used. For the first
set of rounds at around the 750 round mark, 3 nodes stopped functioning, while a
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Fig. 23.3 Dead nodes after specified intervals in LAEEBA protocol

further 2 were lost after the completion of 1400 rounds bringing the total of expired
nodes to 5.

For the next set of rounds in which 7 nodes were employed, the first node died at
around the 500 round mark. A further 3 nodes were lost after the completion of 750
rounds. By the time 1400 rounds were completed, 2 more nodes had been rendered
nonfunctional bringing the total number of dead nodes to 6. During the next set
of rounds, a group of 8 nodes was employed. The first loss was encountered after
the completion of 500 rounds when 2 nodes stopped functioning. A further 4 nodes
expired after the completion of 750 rounds, while the remaining 2 nodes were lost
after the completion of 1100 rounds (Fig. 23.3).

The first 2 nodes died during the next set of rounds after only 400 rounds. Another
1 lost after 500 rounds while the fourth node stopped functioning after 600 rounds.
A further 3 nodes were lost at the 750 round mark, bringing the aggregate number of
nodes lost after 750 rounds to 7. The remaining 2 nodes were lost after 1200 rounds.
For the last set of rounds, a group of 10 nodes was evaluated. The results were almost
identical to the last set of rounds, except for the fact that the total number of nodes
lost after 750 rounds was 8 instead of 7. The remaining 2 nodes stopped functioning
after 1200 rounds.
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23.5.3 Node Density Analysis of EENMBAN

Node density analysis for EENMBAN produced significantly superior results as
compared to the other two protocols. For the first set of rounds conducted for a 6-
node group, no nodes were lost throughout the entirety of 5000 rounds (Fig. 23.4).

For the group of 7 nodes, the results were identical to the previous set of rounds
with all the nodes still functional after the completion of 5000 rounds. Although
no nodes were lost during the first two sets of rounds, there was insignificant loss
of energy nonetheless. For the next set of rounds, a group of 8 nodes was utilized.
The first loss was encountered after the completion of 1750 rounds, at which point 4
nodes stopped functioning. Three more nodes were rendered nonfunctional toward
the end of the 5000 round cycle, at around the 4800 round mark.

For the next set of rounds, in which 9 nodes were used, no loss was encountered
until the completion of 1750 rounds. Around this point in the cycle, 7 nodes were
lost, while the remaining 2 nodes were lost at the 2000 round mark.

For the last set of rounds, a 10-node group was used. The first 2 nodes stopped
functioning after the completion of 1500 rounds, while the remaining 8 nodes were
lost after the completion of 1750 rounds.

16 T T T T T T T T T

s EENMBAN--10 nodes | : : : :

14 }..| m— EENMBAN--9 nodes |.......... Loesnssadunensss ST -
s EENMBAN--8 nodes | : : : : '

) EENMBAN--7 nodes

wmmm— EENMBAN--6 nodes

No. of dead nodes
(o]

0 H L 1 1 | 1 | 1
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
No. of rounds (r)

Fig. 23.4 Dead nodes after specified intervals in EENMBAN protocol
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23.5.4 Throughput

Throughput represents the number of packets received at the base station after the
completion of one round. The throughput of the three protocols was compared in
order to gauge their performance. Similar to the previous simulations, groups of 6,
7, 8,9, and 10 nodes were used.

For the 6-node group, LAEEBA fared better in comparison with the other two
protocols with significantly superior throughput with SIMPLE and EENMBAN
exhibiting an almost identical performance. For the 7-node group, LAEEBA and
SIMPLE performed much better in comparison to EENMBAN with LAEEBA still
registering a superior throughput than SIMPLE. For the third set of rounds, 8 nodes
were employed for each protocol. EENMBAN was much better than SIMPLE and
LAEEBA protocols in terms of throughput (Fig. 23.5).

In contrast to the previous two rounds, EENMBAN dwarfed SIMPLE and
LAEEBA in terms of throughput displayed with the lagging protocols. Similar is
the case for 9- and 10-node set, i.e., EENMBAN outperform both SIMPLE and
LAEEBA by comparing their respective throughput values. However, LAEEBA
performance was slightly better than SIMPLE protocol.
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Fig. 23.5 Throughput comparison for various node densities
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23.6 Conclusion

In this research, we have tried to present an overview of the working methodology of
WBAN field, its applications, and various routing protocols designed for WBANSs.
What should be a suitable number of nodes to be deployed on a human body is still a
challenging issue. We have considered three popular routing schemes of WBAN and
presented an analysis with varying node deployments to judge their performance.
The three schemes considered are SIMPLE, LAEEBA, and EENMBAN.

Results from the node density analysis indicated better performance by LAEEBA
in comparison with SIMPLE for the 7- and 8-node groups in terms of stability period
and network lifetime. However SIMPLE fared better than LAEEBA for the 6-, 9-
, and 10-node groups. EENMBAN, however, produced significantly better results
than both LAEEBA and SIMPLE for all the groups with no loss of nodes occurring
until the completion of 1500 rounds in any set of rounds. Remarkably, no loss
occurred in the 6- and 7-node groups. The nodes generally lasted much longer even
after the first node expired.

However, considering throughput values of all three protocols for various sets
of nodes, LAEEBA protocol showed best result for 6- and 7-node set, while
EENMBAN throughput was much greater than the two protocols for the remaining
set of nodes, i.e., 8-, 9-, and 10-node sets.
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Chapter 24 ®
Research Challenges in the Internet Qe
of Things (IoTs)

Seema Begum, Yao Nianmin, Syed Bilal Hussain Shah, Inam Ullah Khan,
and Satish Anamalamudi

Abstract In the age of the technology and in the field of Computer Networking,
devices integrated with the Internet of Things (IoT) resulted in a variety of
popular E-Health, E-Commerce and E-Home. The Internet of Things will be next
revolutionary term in the today internet. An important function of the IoT is to
create various types of technologies, standards and then to integrate them. Today,
the capacities of IoT are improving by establishing security for both small and large
applications. To help and determine the direction of future research, IoT security
challenges and privacy issues will be highlighted in this chapter. The chapter
analyzes compares and consolidates the existing research, presents new findings
and discusses innovations in the security of the IoT. The challenges in this chapter
must be addressed, if the full potential of 10T is to be realized.
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24.1 Introduction

To begin let us define the Internet of Things (IoT). “The Internet of Things (IoT)
is the network of physical objects-devices, vehicles, buildings and other items that
are embedded with electronics, software, sensors and network connectivity, which
enables these objects to collect and exchange data.”

The IoT is a new and evolving concept as shown in Fig. 24.6 the investment
details that is expected to be widely used in future [1]. The IoT allows the Internet
to connect with applications and users by first connecting with objects. The IoT can
be implemented in various domains such as retail, agriculture, home, schools and
transportation, which can be accessed remotely with the use of the internet. IoT is
also able to act without the human involvement in the system. The concept of the
IoT is related to the remote sensor networks and remote personal area networks.
Communication in IoT is through computing machines and sensors embedded in
the systems. The goal of IoT is to provide a good infrastructure based on all
things present in the world and also to inform users about the state of things. The
evolution of the IoT will be evolving along with communication between machines.
This machine-to-machine communication will occur in a variety of domains, such
as smart cities, smart homes, smart schools and smart agriculture. Basically, IoT
products operate on old fashioned and closed embedded operating system software.
Network access needs to be restricted to improve the security terms of the IoT.
The segment of the network should monitor for potential traffic and improper
activities, then take action if any problem occurs. Many companies have embraced
IoT technologies for their potential impact. According to Cisco, there will be 50
billion objects (i.e., devices embedded with technology) connected to the IoT by
2020, as Fig. 24.1 illustrates the world market [1].
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Fig. 24.1 World market for integrated equipment in IoTs
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Because of this, privacy has been a hot topic in the research on the different types
of technology that enable IoT.

This chapter was written to help internet companies navigate the perils and
promises of IoT. We will discuss the unique aspects of the IoT in relation to the
informational technology of the internet.

The rest of the chapter describes the resources needed for IoT technology based
on the location where it is used. Each section focuses on security and related
challenges. The topics discussed include IoT in supermarket Agriculture, schools
the home, and traffic management.

24.2 10T in Super Market

Point of sale (POS) systems are used in the super markets to provide powerful
features such as warehouse hosting interfaces, enhanced reporting, file maintenance
and inventory control. POS software in supermarkets is used for stock maintenance,
expiry, provisioning, reordering wastage and return management. However, these
POS systems have some problems including insufficient customization, intensive
human resources and inefficient settlement. Currently, many super markets are using
IoT technology.

The technology includes radio Frequency Identification (RFID), as shown in
Fig. 24.2, smart shopping guides, self-checkout, logistics tracking, wireless and
ad-hoc communication with automatic identification, and mobile advertisement [2].

Fig. 24.2 Different designs
of RFID cards
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24.3 Challenges of Supermarket IoT

At present, manual stock frameworks are used for stocking, and buying items,
which are then recorded in a book. Such a system is prone to errors and may
lack information needed for proper operations. Data may not be appropriately
recorded or managed. From the wholesaler to retailer information on charges,
tickets, vouchers, and receipts are recorded in books; however, this system may
not facilitate optimal operations. Thus, it is troublesome to prepare, overhaul and
manage.
The issues associated with these systems include the following

. Time consumption

. Physical counts

. Supply requests

. Lack of automatic maintenance
. Lack of proper management

DN A W -

244 10T in Agriculture

The world of agribusiness is experiencing industrialization, but it is imperative
to also to create cooperation within the industry for advancement throughout the
world. Rural farmers have been concerned with improvements to advance agrarian
community and increase profits.

After many years of hard work positive outcomes have been seen in horticulture
framework advancements. These frameworks have the benefits of collecting and
tracking rural data. For example, more emphasis has been placed on equipment
than programming, without any data to address the production of needs of farmers.
Furthermore, available data are not adequately used by ranchers, so the impact of
data on horticulture, agriculturists and rural ranches has been minimal.

To change this situation and quickly improve farming conditions; it is important
to develop a horticultural cloud data that use IoT and RFID innovations [3].

An environmental control system could incorporate water quality monitoring,
programmed water quality, accurate compost treatments, soil quality and moisture
monitoring, and environmental condition (e.g., air, light) monitoring. A rural asset
control subsystem could incorporate an intelligent nursery that is able to program
and maintain a uniform temperature, control a water system that can dispense and
converse water, monitor of contamination and vermin, monitor plant and animal
health, and ensure the quality product [4—6].
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24.5 Different Challenges in IoT

Some of the major difficulties that should be considered when designing an IoT
based system including mechanical, social, legal, financial and business issues, with
an end goal to get wide acceptance from users. Guidelines and interoperability
standards are critical to create markets for new advancements. When gadgets by
different manufacturers are not compatible, interoperability is more troublesome,
and requires additional efforts to incorporate the different standards. Furthermore,
customers may tend to only purchase from a single manufacturer to avoid these
comparability issues if user cannot easily exchange information when they replace
a gadget with another from a different manufacturer, they will lose any benefits
that occurred from aggregating their information for some time. Security allows for
effective usage of the IoT with the help of inexpensive devices/gadgets to connect
one or many device together. However, these additional layers of programming,
middle ware, APIs, machine-to-machine communication results in more compli-
cated setup and new security dangers. Manufactures need to address these issues
with strategy driven ways to improve security and provisioning. With such a variety
of players required with the IoT, there will undoubtedly be turf wars as legacy
organizations attempt to protect their restrictive frameworks and as defenders of
open frameworks attempt to create new principles. New models may be developed
in light of requirements controlled by gadget class, control prerequisites, abilities
and usage. This presents opportunities for stage sellers and open-source promoters
to contribute and influence future principles [7].

24.6 IoT in Schools

The fast progression of information and Communication technologies has led to
IoT advancement in schools as well [8]. School campus may be composed of many
buildings constructed for different purposes. Each block of building has separate
systems for air conditioning, heating, ventilation and elevators, among others as
shown in Fig. 24.3. To manage these systems, IoT plays a major role in maintain
their correct working order. Sensing and control units allow for better maintenance.
For example RFID units can monitor the air ventilation by detecting the surrounding
climate and environmental changes. If any changes to the ventilation systems are
required, then the information can be automatically transmitted to the information-
gathering unit that is located in each block, i.e. the wireless central control unit.
Depending on the information received, the control unit may increase or decrease
the air conditioning Supply [9].
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24.6.1 Challenges of School-Based IoT

With the IoT, school can provide instructive results through richer learning experi-
ences and increase access to knowledge for students [10, 11].

An increasing number of students are learning with the assistance of a remote
gadget, whether it is a table brought from home or a school-issued laptop. Online
lessons can also be arranged to include captivating content. However, these devices
may “crash” outdated web systems in schools. To prepare, schools must upgrade to
secure and fast remote systems that can handle the data transmission from complex
projects being run on a large number of gadgets.

This preparation will pay off in spades. With e-learning applications, students can
work at their own pace, which allows the teacher to provide one-on-one instruction
to students who most require it. In addition, evaluations can be more consistent,
less manual and less time-consuming. Teachers no longer need to review each
examination or feed Scranton sheets into a machine. Finally, when associated
with the cloud, these e-learning advancements can collect information on student
progress, which can be used to enhance lesson plans for subsequent academic years
[12].

24.6.1.1 Enhanced Operational Efficiency
Instructive organizations are included many moving parts. So as to prevail at

what they do, they should have the capacity to monitor understudies, staff and
assets; all while holding costs in line. This is conceivable by utilizing empowering
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advancements that can without much of a stretch monitor individuals, resources
and exercises. Beforehand tricky assets, for example, projectors or lab gear—can
be outfitted with RFID peruses so that their whereabouts are unmistakable at all
circumstances. Ongoing deceivability implies instructors no longer need to invest
significant energy searching for these things and can rather concentrate on more
critical errands like educating and arranging educational module. Furthermore,
teachers can screen the state of their assets progressively so that if need be, things
can be supplanted with negligible disturbance to the school day. GPS beacons
can guarantee that understudies are represented progressively, minimizing tedious
exercises like recording participation. With RFID prepared rucksacks, understudies
can be consequently checked in as they board the transport. Likewise, the multi-
plication of brilliant ID cards and wristbands implies understudies can be naturally
checked “present” when they stroll through the classroom entryway. With portable
registering arrangements, operational barricades can be managed continuously. A
support laborer who discovers a broken candy machine can utilize a handheld gadget
to advise school authorities of the issue arrange the parts required as well as demand
extra repair administrations—while in the field.

24.6.1.2 More Secure Campus Designs

School authorities are under expanded weight to guarantee their grounds are safe. A
surge in school crises in the course of the most recent quite a long while, alongside
the developing feelings of trepidation over harassing and savagery, mean it’s more
critical than any time in recent memory to protect understudies. The IoT’s capacity
to track items, understudies and staff, what’s more, to interface gadgets crosswise
over campuses brings another level of security to establishments.

A GPS-empowered transport framework implies that transport courses can be
followed, so that guardians and chairmen can know where a given transport is at any
given time. Notwithstanding making the school travel more secure for understudies
(and significantly less unpleasant for guardians), understudies can be advised when
the transport is close to their pickup area; not any more sitting tight outside for a
late transport. ID cards and wristbands permit instructive associations to store the
last-known area of an understudy or guest, making a difference to guarantee the
ideal individuals are getting to the correct territories on grounds. They additionally
empower cashless installments at the school cafeteria or grounds store, which makes
a more streamlined exchange and can possibly demoralize tormenting and burglary.
At long last, the meeting of grounds correspondences permits staff to respond all
the more rapidly in a crisis circumstance. By associating portable workstations, cell
phones and two-way radios, staff can in a split second talk, message or send an email
to some other gadget in the system. For instance, a security monitor who spots a
battle can tell instructors and chairmen promptly, with one straightforward activity.
Presently, can come right away, and an acceleration of brutality can be maintained
a strategic distance.
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The IoT stands to significantly change the way organizations work, ensuring
important resources and improving understudy learning at each level. Notwithstand-
ing the quick advantages plot above, instructive establishments can tackle long haul
esteem from these advancements by investigating the subsequent information to
better arrangement asset portion, educational module and security methodology in
the years to come. Challenges and Open Issues.

24.7 1IoT in the Home

IoT applications are available in the market for consumer needs. IoT technology is
an emerging innovation for society that will change the ways that consumers interact
with other markets, such as energy, health, and transportation.

Implementation of this technology in the home will be described in this section,
along with its applications, security, and potential needs of users [13, 14].

The design, installation, and setup of a professional smart home system are
available only after smart electronic appliances have been integrated into the home.
As such, the IoT at home is likely to be added piece by piece as the need arises.
However these systems provide good insights energy savings, reducing the cost of
the home improving efficiency. The functioning of this technology in the home can
run in the background or foreground. The background activity of the home, can
automatically process everyday tasks in a smart energy system. For example, it can
adjust heating levels, by of sensing the people present in the home. When more heat
is required, the energy consumed by all devices is recorded and calculated for each
device separately, with approximate billing cost provided.

Security and safety can be controlled by users’ smart phones. The system can
also monitor for and alert users about unwanted behavior. Smoke detectors can be
remotely monitored for continuous connection: the customer can remotely verify
that devices are receiving powered and are turned on. Connected appliances will
be operating in the foreground, with their performance increased based on previous
usage. The system can provide safety and security for home that is connected with
the IoT technology. When integrated into the home, this system can provide a fully
automated process to control the home a true smart home as Fig. 24.4 clearly shows
[15].

24.7.1 Challenges of Home-Based loT

IoT manufacturers can demonstrate their commitment to buyers by designing and
building trustworthy devices. This technology can create an advantage over other
products by increasing the security and safety of users. They can also create an
effective process and provide a positive customer experience that meets users’
needs.
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24.8 IoT in Traffic Management Systems

The IoT plays a major role in intelligent traffic information systems by predicting
traffic flow conditions, current traffic operations and future traffic flows. This
traffic system allows drivers to find optimal routes to reduce their travel time.
IoT technology provides additional benefits for an intelligent traffic system, such
as high reliability, improved traffic conditions, information weather conditions,
between traffic safety, reduced traffic management costs and less traffic jam. An [oT
based traffic management system can be intelligent to collect of all traffic related
information to support the processing and analysis of traffic information. Such a
traffic system uses a number of different devices, including a global positioning
system, infrared sensors, laser sensors and RFID sensors [16-32].

An intelligent traffic management system using the IoT consists of three layers:
As shown in Fig. 24.5.

» Application layer
* Network layer
* Acquisition layer
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24.8.1 Challenges of loT-Based Traffic Management Systems

Due to the mobility of devices, radio frequency link variability and intermittent
connectivity, the mobile devices on the IoTs may have difficulty connecting other
devices on a network. For example, internet-connected cars are required to receive
and send data at different locations of gateway sensor nodes. The cars need to keep
the information while changing locations. To do this, IoT network paradigms should
incorporate concepts from delay-tolerant networks and mobile ad-hoc networks
[8, 16] (Fig. 24.6).

24.9 Conclusion

This paper has discussed IoT emerging technology in a variety of locations, where
people work and study. The benefits of these technologies were summarized. When
implemented correctly, they will efficiently and effectively improve the lifestyles of
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the user and provide benefits for society as whole. The chapter also described the
security issues and challenges associated with applications integrated in IoT. Smart
technology based on the IoT has great potential. By ensuring the integration of
safety and security features, manufacturer can increase the confidence of consumer
while advancing society.
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Chapter 25 )
Managing and Processing Information Qe
in the Internet of Things-Based Smart

City Environment Using Big Data

Analytics

Sarah Kaleem, Muhammad Talha, and Muhammad Babar

Abstract The extensive growth of the Internet of Things (IoT) is giving the
direction toward the smart cities. The smart city is preferred because it improves
the living standard of the people of the society and provides quality in the services.
These services are parking, health, transport, water, power, environment, and so
forth. The assorted environment of IoT and smart city is challenged by data
processing, decision-making, and notification management. In this research article,
specific architecture is proposed for data processing and notification management
in the smart city environment using loT. The processing is carried out with Hadoop
server using authentic dataset, and notification management is done based on
ontology.

25.1 Introduction

The inventiveness of Internet of Things (IoT) has been advanced with the wide
expansion of the smart devices, which is the backbone of the web nowadays [1,
2]. In recent times, the IoT is the center of researchers due to the smart devices
and the resulting applications of smart city [3-5]. The smart city idea started to
improve and optimize the quality of services provided to the citizens [6]. To manage
huge data in the smart city environment, data analytics is the key. In addition,
several individual works are presented to cover different smart city services [7, 8].
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Thereupon, processing data and managing notification are the basic needs of smart
city. For instance, cameras or sensors in a particular area collect the information
which is compared with threshold based on processing, and corresponding people
are notified accordingly. Processing and analytics in the smart city face a number
of challenges such as interoperability issues and different formats of data, and
anomalies like noise are found. In order to remove the said issues, preprocessing is
required [9, 10]. In this research article, data analytics and notification management
are incorporated to propose architecture for smart cities. The proposed architecture
is competent for data processing, intelligent decision-making, and user-centric
notification management. Hadoop is used for the processing of data in this work.
The processing is followed by intelligent decision generation associated with the
smart city notification management corresponding to the decisions that are executed.

25.2 Literature Review

The development of smart cities draws the attention of the researchers to work
on diverse solution to demonstrate the design for smart city using IoT. Big data
analytics plays a very important role in the smart city planning [11]. Different
proposals are proposed to overcome the issues with regard to smart cities and
IoT [12-15, 21]. Proposals are also found in literature for demonstrating the
combination of social network and IoT in the last decade [11, 16, 17]. To hold
an enormous data and provide services based on IoT, different proposals are given
[18]. IoT uses different tools for analyzing data, for instance, NoSQL, MapReduce,
Cassandra, etc. It is observed that many challenges that are to be handled, such as
preprocessing and communication for notifications in a smart city. Therefore, we
find out the necessities for an inventive communication model for smart city. The
data analytics involves many varied stages such as data recording, data cleaning,
data integration, data aggregation, data representation, and data analysis. These may
be faced with many challenges such as data format challenges, separation of the
valuable and helpful data, data heterogeneity, missing data, and timely processing.

To deal with aforementioned issues, the architecture proposed for smart city
planning [20, 22] and also security is taken into consideration in proposal [22], but
they have inefficient processing in terms of time.

25.3 Proposed Architecture

The proposed architecture is elaborated in detail in this section. The rationale
of this architecture is to have efficient data processing and decision-making with
proper notification management for smart city. The proposed system is connected
to smart societies including smart environment, smart traffic, smart weather, smart
health, and so forth. These societies are powered by a variety of communica-
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tion technologies such as ZigBee, Bluetooth, Wi-Fi, and 3G/4G networks. Data
collection is carried out by the corresponding smart city society. The proposed
architecture is basically composed of two different units: (1) data processing and
(2) decision-making and notification management. The detail description of these
units of proposed architecture is given below.

25.3.1 Processing Unit

This unit is responsible for processing the data and composed of (1) data prepro-
cessor and (2) Hadoop server shown in Fig. 25.1. Before the actual processing, we
perform preprocessing. The preprocessing is carried out to remove and resolve the
issue such as out-of-range, impractical data, and missing values. The preprocessing
includes data clustering, normalization, and filtration. The clustering is performed
using divide-and-conquer approach, normalization is performed using min-max
technique, and data filtration is performed using Kalman filter to remove noise. The
data processing is performed using Hadoop two nodes’ cluster with MapReduce
mechanism and Java programming.

The Hadoop is responsible for the actual processing which uses MapReduce. The
MapR works in (1) mapping process to transform one dataset values to another set
of data and (2) reducing processes which combine the data and results and reduce
quantity. The proposed architecture makes use of HDFS to make possible the data
storing and processing easily. The storage requirement of the proposed smart city
architecture is assisted by HDFS, which is the main storage of Hadoop. Since the
storage of HDFS is distributed, it supplements the MapReduce implementation on
smaller subsets of larger data cluster.

Processing Unit

Pre-Processing

Hadoop Server i Filtered Data

-

Fig. 25.1 Processing unit of proposed architecture
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Decision-Making and Notification Unit

Generate Decisions Classify Notification

Fig. 25.2 Decision-making and notification of proposed architecture

25.3.2 Decision-Making and Notification Unit

This is responsible for performing the decision-making and notification manage-
ment. It is used to generate the decisions and classify the events. The decision-
making server describes the decision according to an ontology that is used to
unicast the events. The corresponding society performs service selection procedure
to distinguish the high and low events. The service selection unit generates the
respective event and broadcasts to the implanted notification component which
includes departmental, service, and subservice level. Figure 25.2 represents the
overall working of this tier. Let us suppose the traffic data is processed using
proposed architecture and the traffic congestion is found on the road at a specific
lane A. The decision is taken, and event is produced and sent to road congestion
control department of the smart traffic society to notify the corresponding users to
opt a particular identified lane Y by system to avoid and control congestion.

25.4 Analysis and Results

The implementation is carried out with core i5 processor with 8GB RAM using
Hadoop two nodes’ cluster on Ubuntu (4GB RAM is devoted to each node)
and MapReduce with Java programming. The authenticated and reliable datasets
are acquired to validate the proposed architecture. To consider the fire detection
situations, the data of temperature of California state in the USA is taken from
the National Climatic Data Center [19]. The center of analysis is to evaluate
the proposed work based on already specified thresholds. The threshold for fire
detection is 45. Every time the data amount at a specific time goes beyond the normal
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threshold, a particular event is initiated to the relevant department. For instance, the
data is processed using proposed architecture and spawns proper events when the
number of automobiles exceeds the threshold limit. Figure 25.3 demonstrates this
scenario.

In order to sense or notice the fire in a specified situation based on temperature,
the fire happening time is examined. It is noticed that the temperature is considerably
changed from the specified range of temperature defined as normal temperature.
Furthermore, the illumination is also glowing with elevated strength. It is further
observed that the temperature exceeded the specified range from time to time due
to different causes other than fire. For that reason, two different thresholds are set;
they are (1) serious and (2) normal to sense fire as shown in Fig. 25.3. The serious
threshold is 55 °C and normal is considered 45 °C.

Moreover, when the room’s temperature exceeded from 55 °C (serious), the
fire distress is engendered to vigilant the system. Subsequently, the information
is communicated to the server, where warning signs are communicated to the
respective realm for practical actions. However, when the room’s temperature
exceeded from 45 °C (normal), the information is forwarded to the server for
analysis that considers statistical dealings to investigate the temperature. It may use
discrepancy and the mean to investigate the temperature. At last, the response will be
given based on statistical analysis to find the actual reason and cause of temperature
increase. In addition, no response will be given if the temperature is normal. It is
worth mentioning here that the serious and normal threshold differs from time to
time depending upon the sensor location.
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25.5 Conclusion

The understanding of the smart city is still very infant due to the revolution
of the conventional city functions. The smart city notion brings the researchers
and industries to the point to have well-organized and generic architecture. In
this research article, an efficient architecture of smart city is proposed using data
analytics which is performed using the Hadoop server with MapReduce mechanism.
This research intends to open concerns of smart urban to make possible the
complicated environment for analyzing real-time data. At the end, the dataset of
the temperature data is taken to examine and evaluate proposed work.
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Chapter 26 ®
Adaptive Transmission Based Qe
Geographic and Opportunistic Routing

in UWSNs

Saba Gul, Nadeem Javaid, Zahid Wadud, Arshad Sher, and Sheeraz Ahmed

Abstract UWSNs are frequency selective and energy-hungry due to the underwater
acoustic communication links. We propose adaptive transmission based geographic
and opportunistic routing (ATGOR) for efficient and reliable communication.
Opportunistic routing is utilized along with geographic routing to select a set of
forwarders from the neighboring nodes instead of a single forwarder. We propose a
3D network model logically divided into small cubes of equal volume with a goal
that the sensed data is transmitted by the unit of small cubes.

26.1 Introduction

In this regard, depth-controlled routing protocol (DCR) performs depth adjustment
based topology control for void recovery [1]. The proposed protocol organizes the
network topology and the number of connected nodes in a proactive manner to
overcome the voids. Similarly, for energy efficiency, weighting depth adjustment
forwarding area (WDFAD-DBR) for UWSNSs is proposed to maintain the balance
of energy consumption among the sensor nodes for prolonging network lifetime [7].
The selection of forwarder node based upon the depth leads to the selection of same
node due to which the energy of the node depletes quickly and void hole is created.
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In order to cater the void hole in the discussed existing state-of-the-art work,
we have proposed an algorithm named adaptive transmission based geographic
and opportunistic routing (ATGOR) protocol for UWSN. We have adjusted the
transmission range based on the location of the neighbor node. We will consider
depth and energy both parameters for the selection of the forwarder node in order to
ensure that cyclic selection of the forwarder node is avoided. This selection assures
that energy is efficiently utilized.

26.2 Related Work

A void aware pressure based routing technique is proposed by Noh et al. (VAPR).
VAPR utilizes geographic and opportunistic routing for transmitting the sensed data
from sensor nodes to the sonobuoys at water surface. The next-hop forwarder is
set to continue the forwarding process by selecting the forwarders in a vertical
direction towards the surface sinks based on pressure levels [4]. Noh et al. presented
another pressure based anycast routing algorithm (HydroCast) for underwater sensor
networks [3]. The next-hop forwarder selection is based on the pressure levels at
different sensor nodes. The proposed scheme performs void recovery and limits the
co-channel interference.

In [6], a depth based routing (DBR) protocol is proposed that utilizes multi-
sink architecture. DBR is a greedy routing algorithm in which sensor nodes select
the next-hop forwarder based on the depth of neighboring sensor nodes. Jor et al.
propose focused beam routing (FBR) protocol that is suitable for both static and
mobile sensor nodes [2]. In vector based forwarding (VBF) data packets are routed
along a virtual pipeline of fixed radius [5]. The radius of the virtual pipeline is
calculated based on the source, local distribution of sensor nodes, and the destination
position location.

26.3 System Model

[7331)
l

We assume that “i”” number of sensor nodes are random uniformly distributed over
a 3D network field forming a cube having volume “V.” Network field is logically
divided into uniform ’M” small cubes volume “v,” denoted as C{,Cs,---,Cy
(Fig. 26.1).

26.4 The Proposed Transmission Scheme

In this section we describe the adaptive transmission based geographic and oppor-
tunistic routing (ATGOR) in detail.
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Fig. 26.1 Network model

Enhanced Periodic Beaconing The periodic beacon message of each sink includes
the sequence number, its 1D, and its X and Y location. The sequence number
of beacon message is used to identify the most recent beacon of the sink. The
value of Z coordinate of sinks is omitted because the sinks are deployed over the
surface and the vertical movement of the sinks is negligible. Likely, each sensor
node embeds a sequence number, the corresponding CI D, node’s I D, and X,
Y, and Z position. Each node includes the sequence number, I D, and X and Y
coordinate of its reachable sinks. The sequence number of the beacon message
is incremented periodically after a fixed periodic interval of 30s. Each entry is
refreshed upon receiving the most recent beacon message based on the sequence
number.

Determine the Next-Hop Small Cube The process of small cube selection is
shown in Algorithm 1.

While choosing a forwarder set selection, when a forwarder is selected from the
ENN other nodes suppress their communication on overhearing the packet transfer.
If the highest priority node is failed to forward the packet, then the rest of the low
priority nodes transmit the packet. Algorithm 2 shows all the steps of forwarder set
selection.
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Algorithm 1 Election of ENC

: Node n; receives packet from node 7

: Acquires its CID

: Find ENC in its ETR

. if n; has found an ENC then

Acquire the ENC’s CID

. else if There is a void cube then
Choose another transmission level from 7},
Goto5

end if

Algorithm 2 ENN set selection

: ENN forwarder set selection;

: Find the number of nodes within the CID of the elected ENC

: Acquires the coordinates of nodes within the coordinates of ENC

: Acquires its CID

: Assign priorities to ENNs according to the distance with the nearest sink

[ O R S R T

26.5 Simulation Results and Discussion

In the simulation, we deploy 150—450 sensor nodes randomly in 1500 m x 1500 m x
1500 m region and the number of sinks is 25. Transmission ranges are set to be
150 m, 200 m, 250 m, 300 m, 350 m, 400 m, and 450 m. Each sensor node is assigned
an initial energy of 10 W. In all experiments the packet size is 150 bytes and the
data rate is 50 kbps. The energy consumption of transmission, receiving, and idle
state are 2W, 0.1 W, and 10 mW, respectively. We determine the performance of
proposed protocol according to the following parameters: packet delivery ratio
(PDR), fraction of void nodes, and energy consumption.

26.5.1 Results and Analysis

Scenario I Figure 26.2 shows the fraction of void nodes in the network. The
probability of void holes reduces as the node density increases. Our proposed
schemes perform better than the compared scheme. This is due to the adaptive
transmission range of sensor nodes. If sensor nodes near the water surface fail to
find any forwarder node in greedy strategy, then depth adjustment is performed
which causes high energy consumption. While in ATGOR sensor nodes overcome
the void hole by adaptively adjusting their transmission range to find the nearest
sink. Our proposed adaptive transmission range strategy proves to be useful to avoid
the void holes. Figure 26.3 depicts the PDR of the network. It can be seen that the
PDR increases as the node density increases. The increase in node density results
in reduced void nodes due to availability of high number of neighbors. The fixed
transmission range causes packet failure, thus adaptive transmission range reduces
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the packet failures. Energy consumption per packet per node is shown in Fig. 26.4.
In order to avoid the void holes in GEDAR energy consumption per packet per node
is high than our proposed schemes.

Scenario II Figure 26.5 shows the impact of different transmission levels on the
PDR. Transmission ranges 150 m, 200 m, 250 m, 300 m, 350 m, 400 m, and 450 m
are represented by 71, T», T3, T4, T5, Tg, and T7, respectively. It can be seen that
PDR increases as the transmission range increases. Increased transmission range
overcomes the void areas in the source to destination route. In this way, it is
ensured that the packet generated from the source reaches the destination. Fraction
of local maximum nodes at different transmission levels is shown in Fig. 26.6. High
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Fig. 26.5 Packets received at the sinks

transmission levels overcome the void areas and greater node density reduces the
voids due to more number of neighbors. Energy consumption in the network per
packet per node is shown in Fig. 26.7.

26.6 Conclusion

Our proposed scheme selects the next-hop small cube based on the distribution of
neighboring nodes. In case of a zero node in the neighboring cube, ATGOR adap-
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tively adjusts its communication range and avoids the void nodes. Our simulation
results demonstrate that the concept of adaptive transmission along with geographic
and opportunistic routing lead to the improvement of network performance in terms
of data delivery ratio, fraction of avoiding the local maximas and minimum energy

consumption.
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Chapter 27 )
Exploring IoT Applications for Disaster Qe
Management: Identifying Key Factors

and Proposing Future Directions

Umara Zafar, Munam Ali Shah, Abdul Wahid, Adnan Akhunzada,
and Shahan Arif

Abstract In the last few decades, disasters made a huge loss to human beings,
natural resources, and other assets. As we are living in an era of technology, there
can be no other way better than using ICT (information and communication tech-
nology) for disaster management, as communication is the most challenging part
of it. The Internet of Things (IoT), a rapidly emerging framework, can be utilized
in the best possible ways for the disaster preparedness phase to recovery phase.
This paper presents the survey of the work done for disaster management using
technology. A detailed analysis has performed to categorize different approaches of
disaster management based on supporting phase and technologies used. The best
used technology is highlighted. Moreover, forecasting about the growth of its usage
and the enhancement in disaster management is also done in this paper. The paper
also presents new direction of research in this most attention-grabbing topic.

27.1 Introduction

27.1.1 Internet of Things

As technology is enhancing, a society is formulating, where everyone will be
connected to everything [1]. It allows real-world devices and applications to develop
independent connection and exchange of data between each other. The Internet has
grown tremendously in recent years as it connects billions of things worldwide.
IoT technology is being increasingly applied to diverse application areas including
healthcare monitoring, disaster management, and vehicular management [2].
Making the IoT paradigm more tangible requires integration and convergence of
different knowledge and research domains, covering aspects from identification and
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communication to resource discovery and service integration [3]. In IoT, there are
many objects, sensors, communication links, or framework and processing units that
can be beneficial for decision-making and action entreating systems with the help
of different technologies [4]. The basic architecture of IoT is constructed on four
layers: perception, network, service, and interface layer [5].

Major elements in an IoT concept are sensors, RFID, WSN, WiMAX, etc.
In a WSN environment, the components which are important to consider for
WSN-monitored environment are WSN hardware, Communication Stack, WSN
middleware, and Secure Data Aggregation [6, 7]. Thus, in an area of interest, it
is significant to obtain the location information of sensor nodes within the margin of
error [8]. Here, we highlight the Sensor Web and categorize into these types: space,
underground, underwater, and creature sensors [9].

— Space sensors indicate tropical sensors such as satellites: using imagery to a hot
spot to monitor the spread of forest fires, using multi-sensor data sets of remote
sensing and models.

— Underground sensors are those which are usually concealed in the soil, a layer of
ice, and other geographical strata or assimilated in underground pipes, to observe
the mud slide disaster and to measure pore water pressure tensiometers.

— Underwater sensors state the sensors throw down into rivers and lakes or
integrated sensors with pipes under the water such as undersea sensors.

— Creature sensors refer to the sensors embedded in the integral part of animals or
human bodies to observe their behavior, health, locations, and other factors.

Another well-known technology for IoT is the RFID technology. It is a basic
and broadly used technology in this context and considered as criterion for the IOT.
RFID tags can automatically identify and track any object [10, 11].

An RFID system has three parts [12]:

— RFID tags, of two kinds either active or passive, refer to transponders attached to
objects to identify and count.

— A reader or transceiver is a combination of radio-frequency interface (RFI)
module and a controller.

— A data processing/application system, depending on the application, may be any
application/database or any other system.

27.1.2 Disaster Management

It is an incessant process in which efforts are made to manage risks and to avoid
the effects of disasters with the help of different authorities. Operative disaster
management is based on full incorporation of emergency plans at all stages of
participation by different authorities [13—17]. Any disaster can be managed at
different levels called phases of disaster management which are shown below in Fig.
27.1. Data collected from the sensor nodes transmits to a centralized control center
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and then to emergency operations center and rescue authorities through various
communication media, for example, RFID, wireless sensor networks, GIS/GPS,
mobile networks, and satellites. The disaster detection and warning dissemination
process in the best possible way are shown below in Fig. 27.2.

As discussed earlier, according to the stage at the time of the disaster, it could
be divided into two parts: pre-disaster and post-disaster. It contains detection,
monitoring, and forecasting in pre-disaster phase, or we can say it’s the time when
a disaster just occurred, while search, control, and rescue operations during disaster
and recovery as well are the parts of post-disaster. In this paper the focus is on both
the pre- and post-disaster management. Disasters cannot be eliminated, so it is very
important to find solutions to damage associated with them [18-22].

The purpose of conducting this research is to review the maximum number of
approaches used for disaster management in last years. Through it we categorized
that which specific technology is used and which phase of disaster management
is supported through any specific approach. Based on this study, we analyze and
highlight the most commonly and effectively used technology and its future growth.
Also, we predicted that in the coming years, improvement in people’s awareness
about disasters and its management will be enhanced and presented in some
graphical values.

The rest of the paper is structured as follows. Section 27.2 presents the literature
review of the work done for disaster management through technology. In Sect. 27.3,
an overview of the technology usage in the context of disaster management and
their evaluation is reported. The paper continues with an analysis and presented
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Fig. 27.2 Disaster management process

current and expected trends related to disaster management. Section 27.4 discusses
the analysis, while Sect. 27.5 presents the authors’ conclusions.

27.2 Disaster Management Approaches

Several disaster management approaches have been proposed in recent years to
minimize the loss or damage and enhance the process. These include collaborative
computer-based system or embedded system which is integrated with different
ICTs. Different researchers have proposed different methodologies.

27.2.1 Pre-disaster Management

It refers to managing disaster in mitigation and pre-preparation phase. It includes
mitigation measures to reduce exposure to the effects of disasters such as injuries
and loss of life and property, while preparation is focused on expecting how much a
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disaster can affect the community and how to react and recover from that situation.
It refers to the steps taken to prepare to minimize the impact of disasters, i.e., to
predict and prevent.

By analyzing flood prediction techniques built on GIS by means of ad hoc
wireless sensor network [23-25], a model for flood prediction is proposed which
is considered to be helpful for calculating the influence of flood damage with the
use of GIS simulation tool [26]. When it comes to prime to detect prime location
of ambulance and or other rescue authorities, Google Maps integrated with GIS
simulation tool can help [27, 28]; moreover flood risk analysis can be performed
through its use [29]. Another important factor is that for flood management GIS can
utilize unit hydrographs effectively [30, 31].

AnIIS (integrated information system) [32] was introduced named as ‘architype’
early warning system for snowmelt floods. It works by incorporating with IoT and
Geo-informatics for management of resources.

In [33] remote sensing and geographic information systems were used for the
estimation of the flash flow-flood area. GIS can deliver risk assessment and public
administration of natural exposures.

A framework of early warning system [34] was prototyped which integrates three
components: rainfall-induced landslide prediction model (SLIDE), susceptibility
model, and satellite-based forecasting model. Permutation of EEWS (earthquake
early warning system) and RSMS (real-time strong motion monitoring system) was
applied for response phase during an emergency in [35]. The stratagem is PDCA
cycle: plan, do, check, and action.

Decentralized message broadcasting approach for sensor cooperation [36] is
introduced to address the issues of message encircling in the system and event’s
identity confusion. Node level and network level virtualization can be practical
to evade redundant placement of weather sensors [37, 38] for weather data alerts,
which supports different kinds of applications for propagation of weather sensors.
Earthquake alert system for Pakistan [39] was proposed which used different open-
source technologies, like it takes real-time earthquake data from US Geological
Survey (USGS) public APL

In [40] multi-hazard early warning and response system was considered, which
focuses on reducing seismic alert time by exploring the use of vigorous seismic
sensors in WSN such as Wi-Fi, WIMAX, and Zigbee which are used for different
categories of networks. For detecting the earthquake, real-time wave signals are used
in EEW (earthquake early warning) system [41, 42]. People are alerted on the basis
of magnitude, velocity, and displacement detected. SEWAS (seismic early warning
alert system) [43] warns people about imminent strong shake, so that peoples could
take appropriate actions quickly, maintaining the integrity of the specifications.
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27.2.2 Post-disaster Management

It includes strategies to support rehabilitation after a disaster and recovery cover
which are oriented toward the reestablishment of human-centered services and
infrastructure, as well as the restoration of physical and ecological veracity of the
affected ecosystem.

In [44], a mini case study of occupational hazard is considered after which
solutions assumed are the use of plasters by each operational unit team which can
collect data about environment and sensor APIs on victim’s mobile phones and
finally grids, cloud, and crowd source computing for data processing and analysis
through which disaster managers outside the building can get all information.

Usually Web services provide exiled, determined facilities, while grids offer
state-full, transitory illustrations of objects [45]. IoT and DfPL system can account
the RSSI dimensions that can perceive the presence of humans in an environment
(location affected by disaster) [46]. There are many existent ways for implementing
WSN in IoT scenario [47], such as smoothing algorithm “SavitzkyGolay” and
classifiers like Naive Bayes, Tree Bagger, etc.

In [48], a research is conducted to support two hypotheses which are: (1) IoT
technology convulsions acknowledged information requests and (2) IoT has added
significance to disaster response processes. A project named SIGMA was presented
[49] exploiting cloud technologies to attain, incorporate, and compute records from
multiple sensor networks.

An emergency management system based on IoT architecture was proposed in
China, which can monitor any disastrous situation using sensors and intelligent
video [50]. In response to “Typhoon Morakot” in Taiwan, discussion research [51]
suggests that a system of emergency response via the Internet can allow people
to report any emergency to the government by using mobile wireless devices or
computers to assist in search and rescue operations. A system [18] for evaluating
disaster synthetically was designed based on seismic networks of things, which can
collect data through IoT in real time and then estimate the loss and forecast by
GIS. IoT may exercise the directional control function and accurate forecasting and
discard sudden emergencies effectively through different technologies [52].

Development of an instinctive user interface [53, 54] to dynamically manage
changes in workflow essentials of an emergency using WIFA approach incorporates
the concept of IoT to enable the performance of decision-making. For consistent
access to distributed database during any emergency, an emergency Role-based
Authentication/Authorization Protocol (eRAAP) integrated with an RFID service
(ROY) can be used [55]. RFID embedded portable devices and tags can be used to
publish the collection, storage, and with fewer errors efficient way to share building
assessment information to improve efficiency and effectiveness in the process of
emergency management [56].

Adoption of RFID in emergency management is mainly triggered by organiza-
tions’ goals to reduce response time [57]. With IoT concept real-time information
and situational awareness via RFID, WSN can be gathered, and this inclusive data
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can be presented to the emergency personnel [58, 59]. RFID electronic tags have
been installed on cylinders of hazardous chemicals and gas bottles for dangerous
goods detection as well [60]. An emergency management system based on WSID
(wireless sensor identification) is designed and implemented in order to solve
the inconvenience of aid persons [61]. In a disaster scenario, response time is
a crucial factor, so the time required to respond should be more concerning for
disaster managers [62], because quick response to any disastrous event enhances
the recovery, minimizes property damage, and helps in saving a life [63]. In disaster
management scenario, dynamically linked objects were used as smart resources
in JoT-enabled smart environment, and its modeling through social networking
analysis was proposed [64].

A WoO-based emergency fire management system integrated with ViO (virtual
objects) was proposed in [65, 66] which are derivate from physical objects and
interconnected in semantic ontology model. WoO kept the option of cooperation
between things, humans, amenities, resources, and different sorts of concrete things
such as virtual objects [67].

IoT-oriented service architecture for logistics management which is concerned
to emergency response was proposed in [68, 69] employed RFID smart sensor net-
works as objects enabled network architecture. MyDisasterDroid [70], an android
application, was developed which facilitates the rescue operations and work in
response phase during a disaster. Studies revealed that cellular technology could
be utilized for dissemination of pre- and post-disaster warnings effectively [71-75].

In [76] a framework was proposed for data delivery in large-scale networks
for disaster management, where numerous wireless sensors are distributed over
city traffic infrastructures. Smart wearable devices offer much potential to assist
citizens in disasters situations [77]. A new approach proposed in [78] incorporates
a mode of disaster on all mobile phones. In [79] two types of IoT-based recovery
resource management processes were designed. The first is a resource information
management process, and the second is a real-time management and monitoring
process for resources that are implemented following disasters.

Taxonomy of the related work done in disaster management through technologies
is shown below in Fig. 27.3.

Fig. 27.3 Contribution of 100% -
Lo o Technologies
technologies in disaster 90%
80%

management % Jon 69% 65%

£ 60% >9%

o o 50%

S 50%

§ 40%

2 30%
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20%

10%
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RFID GPS GIS WSN
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27.3 Performance Evaluation

We evaluate the performance of different parameters or technologies used for
disaster management in the past or used currently in this section. It provides
an inclusive comparison of different characteristics. The analysis is performed
using the basic parameters such as parameters for “data retrieval,” “technologies,”
“supporting phase,” and the “contributors” to that specific approach or system.
Table 27.1 provides the detailed overview of the approaches used for disaster
management. A comparative analysis is shown in this table by considering basic
parameters which are research focus, practical implementation, data retrieval param-
eters, technologies used, and supporting phase (of disaster management) regarding
different approaches.

27.4 Discussion

We are living in the era next to technology called the Internet of Things, or
Web-of-Objects, where each and everything, from ground to high-rise building,
can be integrated with technology. This concept is helping us in all fields, but
in this paper, we considered it regarding disaster management. As it has multiple
phases which are mitigation, preparedness, response, and recovery, we observed
that technology is adding benefit to any of these phases, resulting in a contribution in
the context of disaster management. For comparison and evaluation, we considered
the approaches/systems, their data retrieval parameters, and technologies used in
Table 27.1. It shows that a lot of work has been done in this context and the modern
technologies like WSN, RFID, GPS, GIS, etc. are no doubt very helpful for reducing
the effects of disasters. The analysis show that majorly using technology which is
adding real contribution for managing any disastrous situation is RFID with 69%
support as shown in Fig. 27.3. Secondly its WSN with a percentage of 65 and its
supporting the disaster management at different phases. Then 59% and 50% for GIS
and GPS respectively. On the basis of this study, we predicted that at which possible
level people awareness regarding emergency situations, disaster management, and
use of IoT can be increased in the upcoming years as shown in Fig. 27.4. It is
predicted that “people awareness” which is currently 44% could be increased up
to 65% in the coming years. “The use of IoT for disaster management” would
increase by 19% from now to then, as it is 55% in 2016 and can boost up to 74% in
2020. Most importantly, the overall disaster management which refers to the reduced
loss in lives and resources is predicted to increase up to 59% in the upcoming
years. In Fig. 27.5, the expected growth of RFID is predicted, which shows that
increment in its usage for disaster management during upcoming years is high.
Disasters cannot be eliminated and different disaster management systems have
been proposed, however, there is a need for more enhanced systems. Figure 27.6
shows the taxonomy of the disaster management systems found in literature.
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Expected People Awareness & loT Usage
Tends for Disaster Management
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Fig. 27.4 Current and expected trends related to disaster management

RFID Usage Growth for Disaster Management
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Increase 48 59 68
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Fig. 27.5 RFID usage growth in upcoming year

27.5 Conclusion

In this paper, we described the disaster management and its different phases, through
which we can reduce the impacts of disasters. The Internet of Things, an evolving
standard, can add a lot in this context. Major technologies of IoT, such as WSN,
RFID, GIS, and GPS, are described, and we did a complete review of the existing
use of these technologies in disaster management and at which level they are
contributing. A detailed analysis is performed, by observing different approaches,
their contribution, and supporting phases. On the basis of that evaluation, RFID is
the most common and valuable technology for managing disasters. By reviewing
all the work done in this field and the percentage of use of technologies and their
contributions, it is predicted that disaster management would increase in upcoming
years as people’s awareness and usage of IoT would increase. In the future it is
aimed that on the basis of this analysis, a complete [oT architecture for disaster



27 Exploring IoT Applications for Disaster Management: Identifying Key. . . 305

Fig. 27.6 Taxonomy of technologies used for disaster management

management will be proposed, in which the main focus will be on the shortest time
span in which a disaster alert can be reached to all concerned authorities and the use
of RFID for tracking all the “things” combined in a disaster managing environment.
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Chapter 28 ®
Spam User Detection Through Deceptive e
Images in Big Data

Shareena Zafar, Nawal Irum, Sidra Arshad, and Tahir Nawaz

Abstract Image mining has a very emerging sub-domain, namely, web image
mining, and researchers are warmly excited towards it. This study presents a deep
detail of former studies and ideas that we come up with, i.e. what is Image Mining
and what are Web Image Mining techniques. In the domain of web image mining,
this study also proposes an idea to recognize and cope with the deceptive images
found on the web. It further helps in banning the fraudulent and annoying web users
along with solutions in enhancing the users’ behavior in social networking websites
like Facebook, Twitter, Tumbler, etc., in blogs, and in e-shopping websites like eBay,
Amazon, Daraz.pk, Kaymu.pk, etc. Apart from this, the study also mentions nearly
of the conceivable future directions for the researchers in aforementioned domain.

28.1 Introduction

The advent of progressive web and multimedia technologies has made the data
available on the Internet to be grown rapidly. However, in the contemporary era,
the main focus is not only on storing the data but also on storing and then
extracting fruitful information from it for making smart decisions in the future.
Knowledge discovery is employed for this perseverance of extracting information
from enormous size datasets and using it in the future in certain ways. Data is not
considered a waste anymore but can be reused to produce new commercial value.
The rudimentary objectives of using data mining procedures are to extract valuable
knowledge patterns and information from data and to renovate it into understandable
formats to be used again. It results in generation of interesting patterns, unknown
previously. Data mining is an interdisciplinary field, i.e., a combination of artificial
intelligence, statistics, machine learning, and databases [1].
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Image mining is one of the most interesting areas in the field of data mining,
which deals with image data only. The traditional data mining techniques work
well with textual content, but do not process an image as it is but according to its
description. Image Mining employed in un-structured content works in integration
with certain other disciplines including Data Mining, Image Processing, Computer
Vision, Artificial Intelligence, Pattern Recognition, Databases, Soft Computing, and
Machine Learning. Image Mining is basically a technique that fetches expedient
information and discovers substantial patterns from large-scale images without
knowing any patterns in advance [2]. The process of image mining involves
analysis of the image (including the image pre-processing, object recognition,
and feature extraction), image classification by supervised classification or image
clustering, and management of the data retrieved from the images [1, 3—6]. The
primary objective is to gain all valuable patterns concealed inside an image without
having the knowledge of image content. The gained pattern can be of any kind
like classification patterns, correlation patterns, description patterns, and spatial or
temporal patterns [1]. Image mining can deal with all traits of large image databases,
e.g., image storages, image retrieval, and indexing methods. Commonly image
mining is done in two major ways. One of them is to mine from large number
of images alone, while the other one is to mine from incorporated assortments of
images.

Web Image Mining is a special subdivision of Image Mining which involves
useful information collection and uses pattern extraction from the huge image con-
tents available on WWW [7]. Similarly data mining when confined to multimedia is
termed as web image mining. Web image mining makes use of special image mining
techniques to draw conclusions and extract patterns from the images available on the
Internet which can be helpful in certain ways [8]. Websites, blogs, and other social
media platforms are ample cradle of information on the World Wide Web. With
each passing year, these sources of information are increasing in number, and hence
their contents, especially the image contents shared on them, have also increased
in number. Dealing with image contents and understanding the usage patterns of
these informative portals, web image mining can serve the best. In addition, the
data congregated can be in structured or unstructured format; therefore, traditional
mining techniques may not easily Cope with the work. Web image mining can
prove helpful especially when it deals with online shopping portals; the process
of understanding and analyzing the images becomes important which can be aided
by web image mining.

The Internet is a big source of data, and every passing day, the data available on
the World Wide Web is increasing rapidly. This expansion of data on one hand is
proving helpful to users and on the other hand is becoming difficult to manage and
store. It requires construction of very large datasets referred as big data that can be
analyzed to discover expedient patterns, correlations between different things, and
new trends. This analysis of big data to extract useful information is what we call
data mining. Fraud detection is a very important and emerging domain of mining the
big data, which involves analyzing users’ behavior and determining deviations from
the mainstream. Any deviations from the end-user behavior would point toward a
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fraud. For example, there is always a sort of pattern in which an end-user may use
his or her credit card for purchasing. Any sudden change in his purchasing behavior
can sound suspicious and be detected as a fraud. This detection is possible only if
his general behavior is analyzed by storing his data and purchase history and then
mining it using certain data mining techniques like outlier analysis. In the same way,
big data on the web can be mined to detect anything suspicious.

In contemporary era of technology, the images, web-based systems, online
sales/purchases, and socializing are turning out to be exceedingly imperative as
the Internet has reduced the distances. The images on the web are quite a big
part of the web surfing game. Every blogger, online seller, online buyer, auction
administrator, education-related person, social network users, researcher, and almost
everyone are somehow directly or indirectly going through billions of images on
the web every day. Meanwhile, the modern man is more concerned of what is
pleasing, authentic, and valued and what is annoying and fraudulent, while he uses
a certain system. Hence the web image mining has become a highly attractive and
rising sub-domain of image mining toward which researchers are warmly eager
to indulge. This study proposes a web image mining technique to understand and
improve the sale, purchase, and socializing behavior in e-shopping portals and social
networking websites such as OLX, eBay, Facebook, Twitter, etc. along with some
future directions. The rest of the section of this study contains literature review,
proposed methodology, conclusion, and future work, respectively.

28.2 Literature Review

In web image mining, a lot of applications from multimedia to e-business have
been found out in the research where understanding and improving the web usage
behavior of customers, readers, sellers, bloggers, and others while interacting with a
website have been made possible by mining algorithms and techniques. This Section
uncovers Techniques proposed in various studies from researchers who worked on
Image Mining.

One of the most interesting applications of web image mining has been proposed
for automatic collection and labeling of celebrity faces from the web, for example,
Xiao Zhang, Lei Zhang, Xin-Jing Wang, and Heung-Yeung Shum. A special face
annotation system does so in two simple steps. The first step involves labeling an
input image with celebrities by identification of the name of a celebrity from the text
that appears in surroundings. In the second step, the faces are assigned with celebrity
names via the label propagation on a special graph called the facial similarity
graph using a name assignment algorithm. This works by first constructing a large-
scale dataset called the CFW dataset. Of course there is a huge discrepancy in the
appearance of facial features; process of name assignment is limited by employing
context likelihood [9] (Fig. 28.1).

Mechanisms on huge visual data on the World Wide Web in the literature of
multimedia and computer vision have been studied in context to some specific points
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Fig. 28.1 Example of celebrity recognition with CFW dataset [9]

like web image application, visual concept web mining, and real-world sensing web
mining [9].

The importance of web usage is quite obvious in business applications for
which certain web usage mining techniques are used that explore the end-user’s
behavior while interacting with a certain website. To aid the techniques of web
usage mining in industries, the web data mining algorithms can be combined with
the web page’s language. An Intelligent Recommender System was proposed by
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Samar et al. for the quality evaluation of drinking water and performance evaluation
of the recommender system that was just presented [10].

Image mining revolves around large-scale datasets, the creation of which is a hot
topic of data science research. A technique for automatic construction of large-scale
datasets has been proposed that works well with noisy web images. The approach
proposes a rank-order distance-based density score for identification of positive seed
images. It basically works according to the idea of images that belong to specific
concept which are clustered firmly, while the outliers are usually much dispersed.
Iterative positive and negative mining along with adaptive thresholding techniques
are employed in this approach. First of all, large-scale noisy images are crawled
from the web, and clean seed images are generated from those crawled images.
Then by taking a start from the seeds, the dataset has grown further. In this way, the
dataset is constructed automatically [11].

Another technique for large-scale image dataset construction makes use of
Flicker groups for automatic building of a comprehensive visual resource and then
retrieving images by using it. Special re-ranking methods are used that reduce
the initial noise. The learning and prediction steps are made scalable by the use
of off-the-shelf linear models. The prediction scores of distinct models are then
concatenated, resulting in Semfeat image descriptions by retention of only the most
noticeable reactions [11].

Christophe et al., in their study based on outlier detection tools and techniques,
discussed the problem using customary techniques. They state that a survey by
Simmons, Nelson, and Simonsohn [12] showed how, due to the misuse of statistical
tools, significant results could easily turn out to be false positives. Identification
of outliers through the intervals that span over the mean plus/minus or standard
deviations remains a common practice. However, since both the mean and the
standard deviation are particularly sensitive to outliers, this method is problematic.
The authors highlight the limitations and issues found in using this method and
present the median absolute deviation, as an alternative and more robust measure of
dispersion, which is easy to implement. In their paper, a robust and easy-to-conduct
method for detecting outlying values in univariate statistic, the median absolute
deviation, is described. This indicator was initially developed by statisticians,
but its psychology is relatively. Whatsoever the method selected, the decision-
making concerning the exclusion criteria of outliers is necessarily subjective. More
generally, achieving a consensus as to which method is most appropriate and which
subjective threshold should be used (regardless of the method used) is of even
greater importance. Otherwise, the suspicion that researchers pick the method that
yields the most promising results will remain in the air even when, as in most cases,
it is unjustified [13].

A mining method for determining frequent image patterns in mammogram
images has been proposed with an efficient use of association rules. This approach
works in two steps. The first step involves finding the region of interest by digital
mammogram segmentation. Median filtering method is used to remove noise,
morphological processing is used to remove background artifacts to improve the
image quality that also used image enhancement techniques, and the pectoral muscle
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is removed completely by using RG algorithm. The second step makes use of the
association rules to determine frequent image patterns by image mining. The process
involves extracting features and selecting the ones most selective. When a feature
is selected, it is discredited, and transaction representation of the input images
is generated, which is fed to the a priori algorithm which ultimately generates
association rules. It also makes use of the ESAR algorithm. Mammogram images
can be diagnosed effectively using these association rules [3].

With so many Web Mining techniques, it is still required to modify and enhance
the features of Web Mining applications. Yang and Wu et al. discussed different data
mining issues in their identical study underfitting, overfitting, automatic cleaning of
data, data oversampling, and scalping up for high-dimensional data, sequence data,
and time series data. There are other issues like networks, data stream mining, and
dealing with the unstable data. The quality of web data can be improved by Web log
pre-processing. But it appears quite difficult for semi-structured data. The pattern
extraction techniques in data mining involve two basic approaches, predictive and
descriptive mining, with certain algorithms working for this purpose, but none of
them works efficiently [4].

In image mining, the preliminary objective is to extract features to acquire
significant knowledge discovery from images. There are voluminous features, but
to extract the best ones is important, which can be done efficiently by automated
techniques. The proposed tools use automated tasks that lessen human intervention,
likewise the IClass method. Others include color feature extraction, texture feature
extraction, edge feature extraction, and combining features. These feature extraction
techniques were also tried in integration with data mining algorithms [14].

Thomas Bayes’ theorem is used in statistical influence in data mining, while
a given dataset pattern can be defined with the regression theorem which helps
in forecasting and predictions. The genetic algorithm invented by John Holland
after getting inspired from the natural evolution process follows the principle of
Charles Darwin theory of evolution. Data-based distributed systems can be managed
with a special open-source software Hadoop. Clustering is performed according
to the RGB values of images and patterns that are analyzed. There are a lot of
applications of data mining, like neural networks, marketing, telecommunication,
Medicare, banking, DNA analysis, criminal investigation, surveillance, and the most
interesting image mining that can help a lot in the digital word and make the e-
commerce a lot more easy and interesting [15].

CBIR has proved to be an efficient technique for mining the multimedia data
available on social networks like Facebook, Flicker, etc. Certain other techniques of
image mining have also made this task easier. For example, classification, clustering,
CBIR, and image mining using the concepts of CBIR have a great impact [16].

By mining weakly labeled facial images, a web-based face annotation framework
was investigated in order to build a database with accurately labeled facial images.
With an unsupervised label refinement (ULR) technique, the label quality of web
images could be improved. With special optimization algorithms, the large-scale
learning tasks could be solved easily [5].
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Image segmentation is a technique used for identification of identical areas
in an image after it has been divided into different parts. To aid the process
of segmentation, a new approach was presented involving steps like image pre-
processing, Gaussian 3D blurring for image filtering, histogram equalization, image
5D process, and segmentation stage. The proposed methodology was experimented
with various data mining techniques like radial basis function (RBF) neural network,
wavelet transform, fuzzy discernibility classifier, harmony search, etc. [6].

Different image mining techniques have been employed in various fields. Gholap
et al. proposed content-based tissue image mining as the tissue mining process could
be faster if the images of tissues are indexed and mined on content. An image
mining technique using pattern identification and certain data mining models were
proposed by Sanhay et al. Image gathering, learning, and classification are the three
basic steps of this approach. Pattnaik et al. presented an image mining approach
using data compression techniques along with clustering. Decision tree-based image
processing was used by Kun-Che with an aim to hide significant information in
images. Image characteristics can be extracted pixel wise and changed in a table
that looks like a database authorizing diverse data mining algorithms to explore
them [1].

Image mining involves a few rudimentary steps: image analysis, object recogni-
tion, feature extraction, image classification, and data management. Classification
of images is done either by supervised classification process or by image clustering.
Data management involves storing, indexing, and retrieving images by dissimilar
queries like query by associate attributes, by description, or by content [17]. Figure
28.2 gives a graphical representation of the way it all works for image mining.

With invention of more and more digital imaging devices, it has become
important to recognize various categories of real-world scenes in images, and this
surely needs image mining. A generic image classification system with automated
mechanism of acquisition from the web is needed. A novel technique automatically
gathers large number of images from the World Wide Web and classifies the images
by making the gathered images the training datasets. The system is shown in Fig.
28.3. It has three basic modules: image-gathering module, image classification
module, and image-learning module. The congregation module automatically gath-
ers images, learning module extracts features from images, and the classification
module classifies images [19].

In order to fold large-scale web images automatically which are relevant to
specific concepts, a technique having a knowledge base with as many concepts
as possible was proposed. The datasets of images with good quality are collected
from analysis function of the surrounding HTML text. Images after being gathered
are segmented, and an iterative algorithm then computes a model for probability
distribution of the areas formed as a result of segmentation. The learned model
finally identifies the visual relevancy of images with the concept [20].

One of the very interesting image mining applications is the automatic web
image mining system that works to build a human age estimator based on facial
information. The best feature is that it works for all groups and qualities of images.
First of all, a large human aging image dataset is being crawled, and then human



318 S. Zafar et al.

inage - — — — — —p{ Knowledge

Data Management

Image
Classification

Image

Extraction

Recognition

Image
Collection

... Segmentation

Fig. 28.2 Traditional image mining process [1]

: /input image
World Wide We uknown iinage);
v
v e

?-"bear':"i { bear imagé { image } image « bear:
incat” | | image- i cat image : image- : feature: classifi-

"cow” =®\gathering [~ Zow image= learning [~ 5P3% =¥  ion

"dog” ;| module | : ,."gfm""g‘"; module by

“lion" i lon image : i class ; module

class gathered_b learning image classification
keywords images — images knowledge results

(known image)

Fig. 28.3 Image-gathering module, image-learning module, and image classification module [18]

face detectors in all images are used in order to detect faces. The image is refined
further by an outlier removing phase. Multi-instance regression learning algorithm
learns the human age estimator based on kernel regression [8].

Web mining is subcategorized into three classes, namely, web structure mining,
web content mining, and web usage mining. Web content mining refers to discov-
ering information from the web pages and web document contents. Web structure
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mining involves the analysis of relationship between web pages which are linked by
information. Web usage mining is one of the most interesting categories. It involves
monitoring the user activity by extracting patterns from logs [21].

Diverse web mining tools include screen-scraper, AA 6.1, WIE, Mozenda, and
WCE. The screen-scraper works best for mining websites. It can search databases,
and automation anywhere works for retraining the data on web. Both structured
and unstructured data can be structured with the Web Info Extractor. By Mozenda,
agents can be setup for web data extraction. WCE provides an interface which is
friendly and wizard driven [22].

In order to attain boost productivity and success of the CBR method, a novel
approach NPRF has been proposed to cope with the large-scale image data. The
user query log results in certain navigation patterns in which the feedback iteration
can be reduced ensuring efficiency. Effectiveness is ensured by making use of three
types of query refinement approaches, i.e., QR, QPM, and QEX [23].

Another study related to automatic image annotation involves image segmenta-
tion and feature extraction where feature extraction includes shape feature, texture
feature, color feature, and the spatial relationship of the contents inside the images.
Furthermore, it involves neural networks and labeling to perform the automatic
annotation of images which required a lot of labeled image data that are needed
for training of the model using artificial intelligence [24].

28.3 Problem

Every field of life prone to fraudulent activities and deceptions is always there. No
doubt the Internet has made our lives quite easy, but it does promote deception
as well, misleading the web surfers. This is the reason why we also call it Web of
Deception. It is not so hard for an ordinary person now to post something misleading
and ambiguous. There are so many online stores whose displayed products seem
quite different from the ones they actually trade and the ones they label at their
platforms. Spamming is another very common and irritating activity on the web.
Taking any action against spammers would require the detection process. First,
detection of spammers, spamming materials, and deceptive material on Internet by
mining the big data can make the Internet a reliable to surf. And secondly, there’s
a need to find out how to mine such big data efficiently for fraud detection? Hence
the basic objective of this study is to find solutions to these.

28.4 Proposed Methodology and Framework

As per the discussion, the trends of surfing, searching, and decision-making these
days have been highly bended toward self-adaption and image-driven strategies.
Existing Google and Bing Image Search is improved by utilizing the visual
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features of the images and click-through logs. Images on web can be used for
visual knowledge and prediction of trends. The face annotations, patterns, image
recognition, segmentations, classification, clustering of images, CBIR, and feature
extraction are well-practiced and emerging techniques that are developing every day
and being used for multiple purposes. But none of these are presently established
as being used to judge the incorrect images over the social networking websites and
especially in e-shopping portals.

What we are directing toward is that the techniques mentioned above can
be further utilized in combination to serve the Internet community by assuring
authenticity and truthfulness in online dealings. There are many recent trends and
surveys showing that certain people over the World Wide Web are spreading false
news images with wrong description for the sake of gaining publicity, more visitors,
likes, hits, views etc. hence misleading the users and wasting one’s time. To avoid
such problems, even more precisely to minimize the risk of being misleader over
the Internet and to improve the users’ surfing capability, we recommend a way out
here. Figure 28.4 shows the general working of the proposed framework, where
our proposed solution comprises three parts. The first part is based on the image
annotation or features/content extraction out of the images and then listing those
feature out in form of a description to identify that image. The second component
gets the description extracted out of the images and the actual surrounding text or
tags as input and finally compares them both to evaluate whether the image contents
are relevant to text or not. Finally, third component checks the spam thresh-hold
value for each user post to identify a user is habitual to spam posting or not.

Let’s consider an example for elaboration. Suppose somebody on Facebook
displays the content like flowers and a lady, while the link or description leading to
that image states that it’s a shirt and tattoo, and then it can be marked as a deceptive
image. In an another example of online dealing (e-shopping), while buying a Rolex
watch after opening product details, it shows any local brand name inside the dial of
the watch in the picture. Using the above mentioned methodology, such images can
be marked as deceptive. Data mining is used to work out deceptive images over the
web. This can support for furtherance in user experience in online socializing and
online dealings. In this way, analyzing the long-term behavior by examining image
content with their text in the huge historical repository would result in finding out
the people or area from where the people mostly use to post deceptive images that
can further help in taking measures of banning such users/sending clear warning to
them, etc.

The details of all three components of the main model for our proposed solution
“Spam User Detection Through Deceptive Images” are given below.

28.4.1 Image Feature Extraction Component

As described earlier, this component would extract the features and objects from
the images posted by user against a post/product ID. This study has shown
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that techniques like color features, age estimation, texture feature, shape feature,
spatial relationship, object recognition, edge recognition, near-duplicate images,
segmentation-based classification, CBIR, surrounding text, and image tagging
techniques are used to describe or fetch an image. Furthermore, texts tagged around
the images provide alternative, helping feature extraction to recognize images and
comprehend the content of images. All these in combination would work inside
a module to list out the features, contents, and objects in the images in the form
of a list for each post ID, and each of the post would further be classified in
the third module for every user’s ID. The inputs and outputs of this component
are graphically represented in Fig. 28.5 where two additional sub-components are
represented. These two are the base of whole working.

28.4.2 Image Data Repository

This repository is input to feature extraction module that would store and maintain
data collected from target website or e-portal by using different data collecting tools
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Fig. 28.5 Image feature extraction component

like web scraping and the one described by Keiji Yanai in [18]. The data to be
stored in different tables of this repository against post/product ID and user’s ID
includes the image bytes, image dimensions, image size, image URL, post URL,
user’s details, top comments, total posts per user, total images per post, spam count,
image per post count, posts per user count, related text, etc. The related text can
be tags, keywords, category, mentioned colors, image description, title, etc. (all
separated by some symbol like ““;”’). Note that all of the contents are not the input to
feature extraction but only the images, while the rest of the data would be used by

second and third module.

28.4.3 Extracted Description Repository

The second storage of data is done after the features are extracted out as the
output of feature extraction module. This repository would store and maintain data
generated as a result of feature extraction that would contain image dimensions,
image feature/contents/object list (all separated by ;" separator), and image
densities against image and post IDs. This database would be further utilized in

the description matching process.
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28.4.4 Description Matching Component

Coming toward the classifying module that would decide whether an image from a
post is spam or not, Fig. 28.6 demonstrates how this matching works. The module
has two inputs, one is the first data store, image data repository (described in the
previous section), and the other is second data store (from previous section), the
extracted description repository. This module takes description given by user from
first data store and objects/feature description from second data store and compares
each one (after separating one) with each one, turn by turn.

The threshold for classification proposed to set would be 50% of the total
features. Assuming 50% objects of the total features from first data store match
with the other, no action would be taken. While if 50% of them do not match, say
65% of the extracted objects in the image didn’t match the given description, then
this image would be marked as spam, and all other images in the post would be
examined.

Now again, if 50% of the total images didn’t appear to be spam by the method
described above, then the post would be marked as a spam post. Otherwise, no
action would be taken (as shown in Fig. 28.6). The spam count per image and per
post/product in the first data store has to be automatically updated every time this
module works.
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28.4.5 Spammer Classification Component

Once the spam posts are classified after a certain time lap, the spam count per
post is updated. The task of this component is to analyze the long-term behavior
and posting record of individual user one by one by examining the huge historical
repository or big data for the spam user. This sounds really a tedious and time-taking
job to minimize the time and to avoid exhaustive searching and matching for every
individual; the system would be directed to examine the spam post count maintained
in the user detail table per user. Figure 28.7 shows the framework for module, where
to search the spam count per user from the repository is needed to define a threshold
again for this module. System defines this to 50% posts/products of the total posts
per user. This sounds more like calculating support and then confidence for 50%
posts per user. Hence by looking up the total posts per user and the spam count of the
posts per user, the system can identify the deviation from mainstream by him/her.
Therefore, suppose the user’s more than half posting is spam, then he/she can be
considered as a habitual spammer and gets marked as a spam user in the system.

Fig. 28.7 Spam

identification component Spami Lost Count hertser ‘

!

Spam User Identification Module

Check
Spam Count
| against Threshold I
' of "'50%"
Doesn't > Exceeds
Exceed
No
Action

Identified Spam
Users



28 Spam User Detection Through Deceptive Images in Big Data 325

Every time when this module would work periodically, the list of such users would
be returned to the owner of target URL to take action according to company/vender
policies that will improve the users’ experience.

28.5 Conclusion

Observing various techniques in the field of image mining, it could be concluded
that there are lot of applications of image mining starting from multimedia to
business applications. Understanding the web usage behavior of customer while
interacting with a website has been made possible by image mining algorithms
combined with web developing scripts and languages. A special face annotation
system is designed with web image mining mechanism automatically collecting
and labeling celebrity faces from the WWW. A similar automatic web image
mining system is built according to the facial expression information available.
Automatic large-scale image dataset construction has also been made possible with
certain image mining techniques using rank-order distance-based density score for
identification of positive seed images and use of Flicker groups and re-ranking
methods. Frequent image patterns can be determined efficiently in mammogram
images by using association rules in the mining technique. An automated image
mining technique has made the feature extraction process easier in order to obtain
significant information from images. The multimedia data available on social
networks can be mined efficiently by means of CBIR. To recognize altered brands
of real-world scenes in images, a generic image classification system gathers images
automatically from web and classifies them. Moreover, there lie some issues in
application of certain Image Mining techniques like under-fitting, over-fitting, auto-
matic cleaning of data, data oversampling, and scalping up for high-dimensional,
sequence, and time series data.

Meanwhile, contemporary sharing and online dealing community has lots of
counterfeit e-business websites, scammers, etc. Even over authentic media, pre-
tenders are always present, and proposed solution can aid the user’s experience and
reduce the fraud risk on web by extracting any classification of deceptive images
and by listing out the images whose content doesn’t match the captions or attributes
mentioned (if any text related to that image exists). Hence this study proposed a new
idea to make the web surfing even better and to reduce the risk of fraud. The overall
user’s surfing experience over the web in all kinds of social networking websites
as well as in e-shopping and e-business websites is improved by collaborating a
few techniques like image recognition and associated image tags/text analysis by
matching the mentioned features to features extracted out of the image segments and
spatial relations. Once the features and precise contents of any certain image over the
web (like over blogs, social websites, or e-shopping websites) have been extracted
and listed out, these listings can be further made and input to some other technique
to take both the image feature and their surrounding text or tags, then finally
comparing them both to check whether the images match their title and purpose
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or not. The contents extracted out of the images over web and their relevance or
irrelevance can then be found and displayed at any certain platform where they are
presented. This relevance would then further aid in identifying spammers.

28.6 Future Work

As per the discussion, mining of the image content for advancement of web in
addition to the auction behavior and online dealings can be directed to some other
aspects. The implementation of the proposed methodology would make the things
go smoother than before as the online dealers can then work with an enhanced
understanding of their target users’ and customers’ behavior. However, some other
future directions may include the mining of images in user profiles and tracking
the long-term profile images rather than recent images to make the judgment even
more accurate. This might make another way out toward the advancement in online
dealings.

Other than this enhancement, another aspect of web mining can be the mining
of images of social media to enhance user experience and to build every social
platform to make one feel at ease. This improvement can be made by working for
a resemblance search and maintaining multimedia resemblance databases for the
social networking websites, i.e., Facebook. This can be achieved by mining of huge
repositories and extracting the features by joining the centroid to centers and using
artificial intelligence in combination to learn the images and face features adaptively
as a “family face feature list.” Nowadays, whenever we encounter some broken
images on Facebook, it gives us the caption like image may contain two people, a
bag, etc., so what we are directing toward is for Facebook to show siblings or family
member suggestions through mining for resemblance of family face features in the
images uploaded over the web.
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Chapter 29 ®)
A Tool for Knowledge-Oriented Qe
Physics-Based Motion Planning and

Simulation

Muhayyuddin Gillani, Aliakbar Akbari, Jan Rosell,
and Wajahat Mahmood Qazi

Abstract The recent advancements in robotic systems set new challenges for
robotic simulation software, particularly for planning. It requires the realistic behav-
ior of the robots and the objects in the simulation environment by incorporating
their dynamics. Furthermore, it requires the capability of reasoning about the action
effects. To cope with these challenges, this study proposes an open-source simula-
tion tool for knowledge-oriented physics-based motion planning by extending The
Kautham Project, a C++-based open-source simulation tool for motion planning.
The proposed simulation tool provides a flexible way to incorporate the physics,
knowledge, and reasoning in planning process. Moreover, it provides ROS-based
interface to handle the manipulation actions (such as push/pull) and an easy way to
communicate with the real robots.

29.1 Introduction

Planning and simulation play an important role in robotics research. These are
essential tools for the development of strategies and algorithms in various areas
of robotics such as motion planning, grasping, and manipulation. Moreover, these
tools allow to demonstrate the proposed strategies under different environmental
conditions and constraints. The existing software for robotics can be classified into
two categories: single domain and multi domain software. The former are designed
to address the problem in a specific domain of robotics. For instance, Graspitlt! [14]
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is developed to study the grasp planning problems, while Movelt! [19], Robotic
Library [3], and OpenRave [8] are used to study the motion planning issues. On the
contrary, the latter are designed in a generalized way to study the multiple domain
problems, such as Simox [21] that is designed to study motion planning and grasping
or The Kautham Project [17] that is used to study task and motion planning.

To capture the realistic behavior in simulation, it is required to incorporate the
dynamics of the robot and the environment. Simulation of dynamics is a challenging
task due to the fact that robotic systems are nonlinear in nature and due to the
difficulty in determining the exact values of the parameters involved (such as
forces that are acting on the system). To handle these issues the use of physics
engines (such as ODE, www.ode.org and Bullet, bulletphysics.org) in robotic
simulations is becoming popular. These engines provide a good approximation
of rigid-body dynamics. Moreover, physics engines are also used to develop the
dynamic simulators, such as Gazebo (gazebosim.org) which provide a dynamic
simulation environment for robotics. Beside the core robotic software, various
middle-ware frameworks (such as ROS [16] and OROCOS [6]) are proposed to
manage the communication between simulation and robot hardware. These middle-
wares help greatly to simplify interprocess communications and synchronization
issues.

The increasing complexity in the robotic systems, such as those including
collaborative robots (new generation of industrial robots) or humanoid robots, set
new challenges for robotic software. These challenges involve the rich semantic
description of the environment for the understanding of the scene, the incorporation
of dynamics in planning, the capability of reasoning about the performed actions,
and computational efficiency. It is difficult to find a software that addresses all
these challenging issues. The current study contributes along this line and proposes
a simulation framework for knowledge-oriented physics-based motion planning.
The current proposal extends The Kautham Project by integrating the ontological
knowledge, reasoning, and physics in the planning process.

The rest of the paper is structured as follows. The proposed framework is
explained in Sect.29.2. It involves the summary of the dependencies of the
proposed simulation framework, a brief overview of The Kautham Project, and
implementation details of how physics, knowledge, and reasoning in planning
process have been incorporated. Finally Sect. 29.3 concludes the study.

29.2 Knowledge-Oriented Physics-Based Planning
Framework

The proposed framework (Fig.29.1) is developed by extending The Kautham
Project. This section will briefly explain The Kautham Project and the implementa-
tion details of the proposed extensions for incorporating knowledge, reasoning, and
physics in planning.
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Fig. 29.1 Simulation framework for knowledge-oriented physics-based motion planning
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29.2.1 Dependencies

The robotic simulation software depends on several concepts such as robot mod-
eling, 3D rendering, and collision checking. It is difficult to develop a standalone
application from scratch; and therefore, in order to incorporate such features, usually
already existing libraries are used. The major dependencies of knowledge-oriented
physics-based planning framework are those of The Kautham Project. It is devel-
oped using C++ and uses many features of C++11 such as std features. It uses the
CMake (www.cmake.org) build system and it is available under GIT (git-scm.com)
version control system, and can be downloaded from sir.upc.ed/kautham. The
GUI is designed in Qt (qt-project.org), 3D rendering is performed using Coin3D
(www.coin3d.org). Robots and obstacles are defined using the Unified Robotic
Description Format (URDF, http://wiki.ros.org/urdf), and the Eigen library (http://
eigen.tuxfamily.org/) is used for linear algebra. The Open Motion Planning library
(OMPL [20]) is used as planning core. It provides various sampling-based motion
planners such as RRT [13], PRM [12], and KPIECE [18]. Moreover, it also provides
the capability of planning in state space where ODE is used as state propagator.
The current proposal enhances the use of ODE in planning process to incorporate
physics using knowledge-based reasoning. The knowledge is represented using Web
Ontology Language (OWL [4]) and the Prolog language (http://www.swi-prolog.
org/) is used for the reasoning over knowledge.


www.cmake.org
www.git-scm.com
https://sir.upc.ed/kautham
www.qt-project.org
www.coin3d.org
http://wiki.ros.org/urdf
http://eigen.tuxfamily.org/
http://eigen.tuxfamily.org/
http://www.swi-prolog.org/
http://www.swi-prolog.org/

332 M. Gillani et al.

7°»0.500 6.767 6,508 0,582 0.560 0.389 6.5808</Init>
7°»8.5 0.5 0.5 0.5 0.518 8.457 0.086 « al»

(a) (b)

Fig. 29.2 (a) An example of a problem file. (b) An example of a control file

29.2.2 The Kautham Project

The Kautham Project is a C++-based open-source software for motion planning. It
is used for teaching and research purposes at the Institute of Industrial and Control
Engineering (IOC-UPC). For research, it is used to develop and demonstrate the
motion planning algorithms, particularly for mobile and dexterous manipulators
(arms equipped with anthropomorphic hands and a mobile base).

Modeling A motion planning problem is described using an XML file (Fig. 29.2).
It consists of four components: robot model, object model, controls, and planner.
The main parameters that are specified for robots/objects are the path to the
corresponding model, translation limits (in case of mobile base), and initial position
with respect to the world frame. Controls are used to define the way how the degree-
of-freedoms (dof) will be actuated. In the simplest case, one control per dof is
considered. Controls can also be specified for obstacles (detailed explanation of
controls can be found in [17]). The final part of the problem XML file specifies the
name of the planner used (such as RRT), the planning parameters (such as planning
time and goal bias), and the query that contains the start and the goal configurations.

A robot is defined as a kinematic tree with optional mobile base, its configuration
space is R = SE(3) x R", where n represents the number of joints of the robot.
In case of fixed base, the SE(3) part is represented as null. The kinematic structure
of the robot is defined using URDF (Fig. 29.3). It contains the visual robot model,
the collision model, transformations between the links, joints (along with limits),
and dynamic parameters such as damping and masses. The visualization model
is defined with triangular meshes that can be represented in .wrl, .st/, and .dae



29 A Tool for Knowledge-Oriented Physics-Based Motion Planning and Simulation 333

k name="1ink_1_r">
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Fig. 29.3 (a) A part of the URDF file of the robot. (b) The URDF model of the table

formats. The collision model can be represented either by a triangular mesh or by
primitive shapes (cylinder, box, and sphere). Obstacles are also defined as robot data
structures, in case of fixed obstacles, none of its dof are actuated.

Kautham-Core It consists of the workspace, the configuration space, and a set of
planners. Once a problem is loaded, it fills the data structures of the workspace (that
includes the robot/obstacle models, their kinematic limits), and of the configuration
space. Moreover, it contains the methods for collision checking using PQP [11] or
FCL [15], and forward kinematics to move the robot to the particular configuration.
To sample the configuration space various state samplers (such as random, Gaussian,
and Halton) are included.

Two families of planning algorithms are implemented in The Kautham Project,
IOC planners and OMPL planners. The former contains potential field-based plan-
ners using navigation functions [5] and harmonic functions [7]. The latter contains
the sampling-based geometric and kinodynamic planners (such as RRT, PRM, and
EST) offered by OMPL. The detailed explanation regarding the implementation of
planners can be found here https://sir.upc.edu/projects/kautham/.

29.2.3 Physics-Based Planning

Physics-based motion planners have recently emerged as an extension to the
kinodynamic motion planners, in which the robot can interact with the objects in
the environment to purposefully manipulate. These interactions are modeled using
rigid-body dynamics. The tree-based kinodynamic motion planners can easily be
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extended for physics-based planning by replacing the state propagator with dynamic
engines (such as ODE). Moreover, the extension requires the proper definition of the
state validity checker, the contact dynamics, and the control space.

To enable the physics-based planning, ODE is used to handle the rigid-body
dynamics during propagation. It is an open-source C++-based dynamic engine
widely used in the robotics community. Moreover, OMPL provides a flexible way
of using ODE as state propagator. From the input files, the robot(s) and object(s)
and their properties (such as masses) are read and the ODE bodies are then created
using triangular meshes, although in case of simple shapes (such as box, sphere, or
cylinder), ODE primitive shapes are created. The kinematic tree that represents the
robot in the dynamic world is created by adding the joints between the robot bodies.
A motor (linear or angular, depending on the joint type) is added to each joint to
control the joint velocities and torques. Once the ODE world is created, a dynamic
environment class (with the name of the robot, such as YumiDynamicEnviroment) is
derived from the OpenDEEnvironment class provided by OMPL. The derived class
reimplements the functions by defining the control dimensions, control bounds, the
way of applying controls, the contact parameters (such as friction, slip, bounce
velocity), and the way of evaluating the collisions.

The control dimensions are set equal to the number of actuated degree-of-
freedoms and the control bounds define the control (velocity or torque) limits for
each joint. A method is provided to define the way of applying the controls. The
controls can be joint velocities with maximum allowed torque limits (that the motor
can exert to achieve the desired velocity). Contact parameters are defined between
each pair of bodies in contact, describing the interactions. For instance, when an
interaction takes place between two bodies, these parameters define how many
contact points must be considered, what is the value of the friction coefficient,
what is the bounce velocity, what is the constraint force mixing (CFM), and the
error reduction parameter (ERP). CFM and ERP are ODE parameters that model
the damping and spring behavior of the contact. These contact parameters must be
defined carefully because inappropriate values may result in unstable behaviors.

Since physics-based planning allows the dynamic interactions in planning, the
way of evaluating collision needs to be modified. Collisions with fixed objects will
be forbidden, but collision with movable objects will be allowed, although collision
with some movable object may be allowed only from certain parts. For instance,
the collision with a car-like object is allowed only from the front or rear side
and forbidden along the sides. The differentiation of the objects according to their
collision properties is a challenging issue. It is handled by incorporating the contact
constraints in the knowledge as explained in Sect. 29.2.4. The state validity checker
will evaluate the satisfaction of the constraints that are imposed by the knowledge.

The state space of each body (robot link or obstacle) in a dynamic environment
is 12 dimensional (three for position, three for orientation, three for linear velocity,
and three for angular velocity). It is represented as an OMPL OpenDEStatepace
that is a compound state space with three real vector spaces and one SO(3) space
for orientation. The state space implements the distance function to measure the
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distance between two states. The proposed framework provides two implementa-
tions of distance function that measure the distance in the workspace and in the
configuration space. To measure the former, the position of the TCP is projected
in the workspace and the Cartesian distance is measured there. Whereas the latter
measures the distance between two configurations.

The implementation of the control space includes different of sampling methods.
Since physics-based planning is computationally intensive, the complexity can be
reduced by implementing robust control sampling strategies. The current imple-
mentation provides a random control sampler, a heuristic-based control sampler,
and a power-efficient control sampler. The heuristic-based control sampler samples
n controls and selects the one that results in a state closer to the goal state. The
power-efficient control sampler adapts the control sampling strategy according to
the region of the state space, i.e., if the robot is in contact with an object the sampling
strategy computes the minimum force that is required to push the target object and
sample the controls accordingly.

All control-based planners offered by OMPL can be used for knowledge-oriented
physics-based planning. For every planner we need to set a pointer to the defined
dynamic environment, state space, and control space. The planners such as RRT,
KPIECE, EST, and SyCLoP are already available for planning. Other planners such
as SST can be incorporated easily.

29.2.4 Knowledge Representation and Reasoning

Knowledge is represented with ontologies using OWL, which is a formal way of
representing knowledge in terms of classes. These classes contain information about
the robot (robot kinematic and dynamic properties) and about the environment (the
objects and their relationship with each other). The relation among classes is defined
based on axioms. The axioms are facts that are used for conceptual understanding.
We used the protégé editor (http://protege.stanford.edu/) to formulate ontologies
(they can be found at https://sir.upc.edu/projects/ontologies/). Domain specific
ontologies can be easily defined to handle other planning domain problems, such
as task planning.

To enhance the planning process with knowledge, the knowledge is fetched from
the ontologies and stored in instantiated knowledge. The instantiated knowledge
is a low-level representation of knowledge that contains the type of the objects,
such as manipulatable or fixed, and their contact constraints. These constraints are
modeled by specifying regions around the objects, such that the robot can interact
with the objects only from these regions. Moreover, other types of constraints can be
introduced easily such as the manipulation constraints (constraints over orientation
that robot has to maintain during manipulation). The detailed explanation of
instantiated knowledge can be found in [9].

The reasoning module is defined in Prolog, which is a language of facts and
rules that defines predicates for the knowledge-based reasoning. The predicates are
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\#{ rdf has(ob, sir_npk:'has-contConst’, ) ), ContConst = null ), rof has(0bj, sir_npk:'has-gravitationalEffect’, G),
(a) (b)
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%Reasoning on object type.
object_classification(Obj, ObjType, Const):-
find_cont_const(0bj, ContConst), find_manip_const(0bj, ManipConst),
( ContConst = null, ManipConst = null, Const = null, ObjType = freely-manipulatable;
ObjType = constraint-oriented, ( ContConst = null, ManipConst \= null, Const=manip-const;
ContConst \= null, ManipConst = null, Const=cont-const;
ContConst \= null, ManipConst \= null, Const=cont-manip-const ) ), I.

(c)

Fig. 29.4 Examples of Prolog predicates (a) represents the predicate for the object properties, (b)
describes the predicate for the object data properties, and (c) describes the predicate for reasoning
over the object types

defined in a file (with extension .pl). While creating the ODE world, the Prolog
environment is initialized and reads the knowledge from the OWL using prede-
fined predicates. Some examples of the Prolog predicates are shown in Fig.29.4.
The predicates to access object and data properties are shown in Fig.29.4a, b,
respectively. The predicate find_cont_const(obj, ContConst) takes the name of ODE
body (from ODE world) as input and returns the associated contact constraints.
find_physical_attribute(obj,Mass.Fric- tion,GravEff) reads the physical properties
of the bodies in the ODE world. The predicate described in Fig.29.4c is an
example of the reasoning over OWL for the object classification. The predicate
object_classification(obj,objectType, Const) reasons about the types of the object
and classifies them accordingly into the manipulatable and fixed objects, along
with their constraints (contact and manipulation). The Prolog predicates fetch the
knowledge from the ontologies and fill the data structures of the instantiated
knowledge that is used by the motion planner. According to the problem domain,
more predicates can be easily defined.

29.2.5 Visualization

The proposed framework uses the Kautham-GUI tool for the visualization of
the scene. It provides the visualization of the robot model, the collision model,
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and the visualization of the configuration space (or a projection of it when its
dimension is greater than three). The scene can also be visualized with DrawStuff
(OpenGL-based ODE viewer). It provides the visualization of the collision model,
the actual robot/object model, and the mesh views. Figures 29.5 and 29.6 depict
the visualization using Kautham-GUI and DrawStuff, respectively. The numerical
results of a query (such as a list of configurations of the solution path) can also be
viewed using Kautham-Console that is a console-based interface of The Kautham
Project.

29.2.6 ROS Nodes

The Kautham Project provides a ROS-based interface through a node called
Kautham-Node. 1t provides the services such as OpenProblem, SetQuery, Solve,
and GetPath. The current proposal implements two further nodes, manipulation

(c) (d)

Fig. 29.5 Visualization with the Kautham-GUI. (a)-(d) Show the sequence of snapshots of the
robot motion to grasp the green box
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(a) (b) (<)

Fig. 29.6 Visualization with Drawstuff. (a, b) Depict the triangular mesh view and the actual view
of the scene. (¢) Show the initial and goal state of a planar robot

node and communication manager for handling the manipulation queries and
communicating with the real robot or a third party simulation environment, such
as Gazebo.

Manipulation Node The manipulation node extends the functionality of the
Kautham node. It is capable of handling the manipulation queries such as push or
pull queries. A manipulation query is defined by specifying a target object (that will
be pushed or pulled by the robot), the type of manipulation action (such as push,
pull, or move) and other planning parameters (such as planning time). In response it
returns the controls and durations that are to be applied to move the robot from the
start to the goal state by satisfying the constraints.

Communication Manager The communication manager is another ROS node that
manages the communication between the software and the real robot. It provides
the services to set the query for the manipulation node and sends the computed path
to the real robot via ROS/ROS Industrial and receives the feedback from the real
robot, such as joint states. Moreover, it also provides the communication between
the planning framework and Gazebo or Rviz (http://wiki.ros.org/rviz) to visualize
the computed path.

29.3 Conclusions

This paper described a simulation tool for knowledge-oriented physics-based
motion planning by extending The Kautham Project. It provides an easy and reliable
way to incorporate the rigid-body dynamics and the knowledge-based reasoning
(about the action effects) in planning process. It also provides the manipulation
node to easily handle the manipulation queries (such as push/pull). The proposed
simulation tool also provides an easy way to communicate with real robot through
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the ROS-based communication manager that manages the communication between
the proposed tool and the real robot. This simulation tool is used in several research
studies, such as [1, 2, 10].
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