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Abstract. We introduce an algebraic approach for the analysis and
composition of finite, discrete-time dynamical systems based on the
category-theoretical operations of product and sum (coproduct). This
allows us to define a semiring structure over the set of dynamical sys-
tems (modulo isomorphism) and, consequently, to express many decom-
position problems in terms of polynomial equations. We prove that these
equations are, in general, algorithmically unsolvable, but we identify a
solvable subclass. Finally, we describe an implementation of the semiring
operations for the case of finite cellular automata.

1 Introduction

Discrete dynamical systems are a formal tool widely used in applications to
model real phenomena. Even if this formalism provides very interesting results,
the overall theory is still a hot research topic. In this paper, we are going to adopt
an abstraction of the formalism of (finite) discrete dynamical systems in order to
provide general results which are valid for all the systems. The underlying idea
is that in the abstract view one can find patterns that are simpler to study and
precisely define and, in a second step, these patterns can be assembled to help
studying complex particular cases. For example, consider the finite dynamical
systems which are bijective. Their dynamics is represented by a graph which is
made of disjoint cycles and which coincides with the graph of a permutation.
Assume that from experimental data one knows that the phenomenon being
modelled has a certain number of periodic orbits. Then, it is natural to won-
der whether the observed system is composed of smaller parts and the overall
behaviour has some variables. In our setting this translates into the formula-
tion of an equation on dynamical systems in which the unknowns multiply the
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expected patterns. Unfortunately, we prove that solving equations over dynam-
ical systems is algorithmically infeasible in the general case, even in the case
of polynomial equations (Theorem1). However, if one of the two sides of the
equations is constant, then the problem of finding the roots turns out to be in
NP (Theorem 2). We believe it to actually be complete, and we suspect that its
weaker versions are good candidates for the class of NP-intermediate problems.
As a concrete example, we show that (finite) cellular automata are a subsemiring
of the semiring D of (finite) discrete dynamical system and that, indeed, they
are isomorphic to the whole D.

The paper is structured as follows. The next section introduces the formalism
and basic concepts. It also provides a first example of a subsemiring (Proposi-
tion 1). Section 3 introduces the concept of equations over dynamical systems
and the main results of the paper. Cellular automata and their subsemiring are
introduced in Sect. 4. In the last section we draw our conclusions and provide
several research directions for further developments.

2 The Semiring of Dynamical Systems

In this paper, a (finite, discrete-time) dynamical system is any pair (D, f)
where D is a finite set of states and f : D → D is the next-state function which
maps each state to the next one. We sometimes refer to (D, f) simply as D when
the function f is implied by the context. We also allow D = ∅ as a legitimate
set of states; in that case, f is necessarily the empty function.

Given a dynamical system, one can consider the graph of its dynam-
ics G(D, f) having the states D as vertices, and those edges (x, y) ∈ D2 such
that f(x) = y. A graph represents the dynamics of a dynamical system if and
only if it is functional, i.e., each vertex has outdegree exactly 1; since there is a
bijection between dynamical systems and functional graphs, we sometimes refer
interchangeably to a dynamical system and the graph of its dynamics.

Finite dynamical systems form a category D [3, p. 136], where
arrows (D, f) → (E, g) are given by functions ϕ : D → E compatible with the
two dynamics: g ◦ ϕ = ϕ ◦ f . This category has an initial object 0 (the empty
dynamical system) and terminal objects 1 (any single-state dynamical system
with the identity function). Furthermore, this category has products:

(D, f) × (E, g) = (D × E, f × g) where (f × g)(d, e) = (f(d), g(e))

which corresponds to the tensor product of the graphs of the dynamics, and
coproducts (or sums):

(D, f) + (E, g) = (D � E, f + g) where (f + g)(x) =

{
f(x) if x ∈ D

g(x) if x ∈ E

which corresponds to the disjoint union of the graphs of the dynamics.
The product D × E defined above consists in the parallel, synchronous exe-

cution of the two dynamical systems D and E. The sum D + E is the mutually
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exclusive alternative between the behaviour of D and the behaviour of E; the
resulting dynamical system behaves as one of the two terms, depending on its
initial state.

In this paper we are only interested in the dynamics of dynamical systems,
irrespective of the precise nature of their states and their next-state functions. In
other words, we consider dynamical systems having isomorphic graphs of their
dynamics as identical. With this convention, the objects of the category D of
finite dynamical systems are a countable set rather than a proper class, and
the operations of sum (coproduct) and product give it a commutative semiring
structure with zero and identity [2]. Indeed, as can be easily checked from the
definitions above:

– (D,+) is a commutative monoid with neutral element 0,
– (D,×) is a commutative monoid with neutral element 1,
– products distribute over sums: x × (y + z) = x × y + x × z.

Notice that this semiring is not a ring, since no element (besides the trivial case
of 0) possesses an additive inverse; furthermore, the only element invertible with
respect to the product is trivially 1. This follows immediately from the fact
that sum and product are monotonic with respect to the sizes of the dynamical
systems. On the other hand, this same property guarantees us that D is an
integral semiring, i.e., there are no zero divisors.

While the graphs of the dynamics of the sum of two dynamical systems
simply consist of the juxtaposition of the graphs of the two terms, the product
generates more interesting results, as shown in Fig. 1. Just by looking at the
Cayley table of the monoid (D,×), we can already observe that the semiring D
does not possess unique factorisations. Indeed, we have

and both and are irreducible (any nontrivial factorisation would oth-
erwise appear, due to its size, in the Cayley table of Fig. 1).

Another interesting property of D is that it contains the semiring of the
natural numbers, which is initial in the category of commutative semirings.

Proposition 1. The semiring D contains a subsemiring N isomorphic to the
natural numbers.

Proof. For each n ∈ N, let ϕ(n) ∈ D be the dynamical system consisting
of exactly n fixed points (i.e., the identity function over a set of n points),
and let N = ϕ(N). Clearly N contains both 0 = ϕ(0) and 1 = ϕ(1).
Given ϕ(m), ϕ(n) ∈ N we have ϕ(m)+ϕ(n) = ϕ(m+n) ∈ N and ϕ(m)×ϕ(n) =
ϕ(n × m) ∈ N. Finally, we have ϕ(m) = ϕ(n) if and only if m = n. This means
that ϕ is a semiring monomorphism, and that its image N is a subsemiring of D
isomorphic to N. ��

Due to Proposition 1, in the following we will denote the subsemiring N of D
simply by N.
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Fig. 1. A portion of the Cayley table of the commutative monoid (D,×), including
products of all dynamical systems with 0, 1, and 2 states, as well as some dynamical
systems with 3 states, in increasing order of size (and arbitrary order among those with
the same size).

3 Polynomial Equations

Having equipped the dynamical systems D with a semiring algebraic structure
allows us to formulate a number of problems in terms of polynomial equa-
tions. Recall that the polynomials over a commutative semiring are themselves
a commutative semiring; in our case, we deal with polynomials over several vari-
ables D[X1, . . . , Xk].

One basic problem is to analyse a given dynamical system D in terms of
smaller, simpler components. For instance, a solution to an equation of the form
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allows us to express the (parametric) behaviour on the right-hand side in terms
of a possibly different set of components combined as described on the left-hand
side. One possible solution is

In a ring R, by moving all terms on the left-hand side, any polynomial equa-
tion can be expressed as p( �X) = 0 with �X = (X1, . . . , Xk) a set of variables
and p ∈ R[ �X] a polynomial. In a proper semiring this is generally impossible,
due to the lack of additive inverses; in our case, due to the above-mentioned
monotonicity of + and × with respect to the sizes of dynamical systems, the
equations of the form p( �X) = 0 are actually trivial, as they only admit the
solution �X = �0 when the constant term of p is null, and no solution other-
wise. A general polynomial equation in D will then have the form p( �X) = q( �X)
with p, q ∈ D[ �X].

Given a set of variables �X = (X1, . . . , Xk), a polynomial p ∈ D[ �X], where
the maximum degree of each variable is d, can be denoted by

p =
∑

�i∈[0,d]k

a�i
�X

�i with �X
�i =

k∏
j=1

X
ij
j

Unfortunately, the algorithmic solution of polynomial equations over D turns
out to be impossible by reduction from Hilbert’s tenth problem [4]. This is not an
immediate corollary of Proposition 1, since a polynomial equation over N might
admit non-natural solutions in the larger semiring D of dynamical systems1; for
instance, the equation 2X2 = 3Y has the non-natural solution

However, this equation obviously also has the natural solution X = 3, Y = 6
(uncoincidentally, these are the sizes of the dynamical systems of the previous
solution). As we are going to show, this is actually a general property of equations
over N: by moving to the larger semiring D we might be able to find extra
solutions, but only if there already exists a natural one.

Given a dynamical system D ∈ D, let |D| denote the size of its set of states.

Lemma 1. The function | · | : D → N is a semiring homomorphism.

Proof. Clearly |0| = 0 and |1| = 1. Since sums and products in D respectively
involve the disjoint union and the Cartesian product of the sets of states, we
have |D1 + D2| = |D1| + |D2| and |D1 × D2| = |D1| × |D2|. ��
1 While the existence of integer roots of a polynomial in Z[X] is undecidable, the
existence of roots in the larger ring of real numbers is decidable, and the problem
becomes even trivial for complex roots (due to the fundamental theorem of algebra).
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Lemma 2. Let �X = (X1, . . . , Xk) be variables, let p, q ∈ N[ �X] be polynomials,
and suppose that p( �D) = q( �D) for some �D ∈ Dk. Then, there exists �n ∈ N

k

such that p(�n) = q(�n).

Proof. Let �D = (D1, . . . , Dk) ∈ Dk and suppose

p =
∑

�i∈[0,d]k

a�i
�X

�i q =
∑

�i∈[0,d]k

b�i
�X

�i

Since p( �D) = q( �D), we also have |p( �D)| = |q( �D)|, and since | · | is a semiring
homomorphism (Lemma 1), this means that

∑
�i∈[0,d]k

a�i| �D
�i| =

∑
�i∈[0,d]k

b�i| �D
�i| with | �D�i| =

k∏
j=1

|Dj |ij

or, in other words, that p(| �D|) = q(| �D|), where | �D| = (|D1|, . . . , |Dk|). By let-
ting �n = | �D|, the thesis follows. ��

Since, by Proposition 1, every natural solution to a polynomial equation
over N is also a dynamical system, we obtain that each equation over N has
a solution in D if and only if it has a solution in N. The latter is a variant of
Hilbert’s tenth problem [4], proving our problem also algorithmically unsolvable.

Theorem 1. The problem of deciding whether a general polynomial equation
over D admits a solution (and, by implication, finding one such solution when
it is the case) is undecidable. ��
Remark 1. Notice that, although polynomial equations over N with solutions
in D always admit a natural solution, this is not always the case for equations
with more general coefficients; for instance

but cannot have a solution with natural X, since X2 would also be natural,
while the right-hand side of the equation is never natural.

The equations become algorithmically solvable if one side is a constant, i.e.,
if the equation has the form p( �X) = D with p ∈ D[ �X] and D ∈ D. Indeed,
in that case the size |D| of the right-hand side of the equation allows us to
perform a bounded search: due to the monotonicity of + and × with respect to
the sizes of the dynamical system, each dynamical system of an assignment to �X
satisfying the equation (excluding any redundant variables which only appear
with coefficient 0) has size at most |D|.

Assuming that the coefficients of the polynomials are given in input as explicit
graphs, the value of each variable can be guessed in polynomial time by a non-
deterministic Turing machine; the solution can then be checked by evaluating the
polynomial on the left-hand side, with the caveat that we must halt and reject
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as soon as the partial result becomes larger than the right-hand side (this avoids
a potentially exponential increase of the evaluated graph due to a polynomial of
large degree). Finally, we need to check whether the evaluated left-hand side and
the right-hand side of the equation are isomorphic, which can easily be performed
by guessing an isomorphism between the two graphs. We can therefore conclude
that

Theorem 2. The problem of finding solutions of polynomial equations over D
with a constant side is in NP.

4 The Semiring of Cellular Automata

When dealing with a semiring, one interesting problem to tackle in order to
understand its structure is to find its subsemirings. In the case of the semiring D
specifically, it is also important to establish whether specific kinds of dynamical
systems correspond to subsemirings or other subsets, such as ideals.

Let us consider finite, one-dimensional cellular automata (A,n, r, λ), where A
is the alphabet of states, n the number of cells, r the radius and λ : A2r+1 → A
the local rule; we also assume cyclic boundary conditions for simplicity.

The additive identity 0 of D has the empty graph as its dynamics; in terms
of cellular automata this corresponds to length-0 automata. Notice that this
is actually an equivalence class of automata, since any choice of A, r and λ
generates this dynamics whenever n = 0.

The multiplicative identity 1 of D has a dynamics consisting of a single fixed
point. This dynamics is generated exactly by the cellular automata having |A| =
1, i.e., exactly one state a, with any length n and radius r, and with the constant
local rule λ(a, . . . , a) = a.

Given two cellular automata (A1, n1, r1, λ1) and (A2, n2, r2, λ2) with global
rule Λ1 and Λ2 respectively, their sum can be constructed as an automa-
ton (A3, n3, r3, λ3) with alphabet A3 = An1

1 � An2
2 , i.e., the disjoint union of

the global configurations of the two automata, length n = 1, radius r = 0 and
local rule λ3 : A1

3 → A3 defined by

λ3(c) =

{
Λ1(c) if c ∈ An1

1

Λ2(c) if c ∈ An2
2

Since n = 1, the local rule λ3 is, in fact, identical to the global rule Λ3, and this
easily allows us to see that the dynamics of this automaton is the disjoint union
of the dynamics of the terms of the sum, as required.

A configuration of the product of two cellular automata (A1, n1, r1, λ1)
and (A2, n2, r2, λ2) is obtained by “laying side-by-side” the configurations of
the two automata and grouping the cells together in order to obtain rectangular
macro-cells:
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The length of the product automaton is n3 = gcd(n1, n2), with macro-cells
consisting of c1 = n1/n3 cells of the first automaton and c2 = n2/n3 cells of the
second; its alphabet is thus A3 = A

n1/n3
1 ×A

n2/n3
2 . The radius can be computed

by including the minimal number of macro-cells that suffices in order to include
the neighbourhoods of the cells of the two automata being multiplied, as depicted
in Fig. 2. A neighbourhood of the first automaton is contained within a radius
of �r1/c1� =

⌈
r1n3
n1

⌉
macro-cells, and a neighbourhood of the second within a

radius of �r2/c2� =
⌈

r1n3
n2

⌉
; by taking the maximum, in order to account for

both original automata, we obtain

r3 = max
(⌈r1n3

n1

⌉
,
⌈r1n3

n2

⌉)
=

⌈
gcd(n1, n2) × max

( r1
n1

,
r2
n2

)⌉
.

Fig. 2. If the two automata being multiplied have radius r1 = 1 and r2 = 2, respec-
tively, then computing the next state of the dark grey micro-cell in the first (resp.,
second) row requires the states of the neighbouring cells in light grey, as shown in the
top left (resp., top right) diagram. These are entirely contained in a neighbourhood of
macro-cells of radius r3 = 1 in the product automaton (bottom diagram).

Since finite cellular automata can generate the dynamics of the identity ele-
ments 0 and 1, and are closed under sum and product, they constitute a sub-
semiring of D. Notice that, since any finite dynamical system (D, f) can be
implemented as a length-1, radius-0 cellular automaton over the alphabet D,
this semiring actually coincides with the whole semiring D.

5 Conclusions

In this paper, we have presented a new abstract way of reasoning about finite
discrete dynamical systems which is inspired by category theory. Introducing
the natural operations of addition and multiplication over dynamical systems
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provides an algebraic structure of semiring to the set of dynamical systems. This
allowed to introduce classical formalisms for semirings like polynomials and lead
to polynomial equations. We stress the importance of polynomial equations as
a tool for the analysis of the dynamics of a system. Indeed, their solutions (if
any) provide useful decompositions to further analyse the overall behaviour of
the system.

Although solving general polynomial equations is algorithmically impracti-
cable (see Theorem 1), the same problem turn out to be in NP in the case of
polynomial equations in which the right-hand side is constant (see Theorem2).
Of course, this might still prove infeasible (if the problem turns out to be NP-
complete, as expected) but it has the merit of being decidable. However, remark
that, the proof of Theorem2 essentially consists of two parts: guessing potential
candidates and then checking if the two members of the equation are isomor-
phic. Now, consider the subsemiring B of D made by the dynamical systems
which have a bijective next-state function. These systems are indeed permuta-
tions and for them the graph isomorphism problem can be solved in polynomial
time (see [1]). It is therefore natural to ask for a polynomial time algorithm
for this subsemiring. This subsemiring might be a good candidate for targeting
polynomial time solving algorithms.

Another research direction naturally arises along the same line of thoughts. It
consists in finding more significant subsemirings and their practical implications.

The exploration of polynomial equations in the general case has just started
and most of the questions are still open. For example, can the number of solu-
tions to a polynomial equation be tightly bounded? Is there any interesting
decomposition theorem into irreducibles? What is precisely the role played by
irreducibles w.r.t. the dynamical behaviour? Are they just a base for the limit
set or can we extract more information?
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