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Preface

This volume contains the papers presented at ISPEC 2018: the 14th International
Conference on Information Security Practice and Experience held during September
25–27, 2018, in Tokyo.

The ISPEC conference series is an established forum that brings together researchers
and practitioners to provide a confluence of new information security technologies,
including their applications and their integration with IT systems in various vertical
sectors. Previously, ISPEC took place in Singapore (2005), Hangzhou, China (2006),
Hong Kong, SAR China (2007), Sydney, Australia (2008), Xi’an, China (2009), Seoul,
Korea (2010), Guangzhou, China (2011), Hangzhou, China (2012), Lanzhou, China
(2013), Fuzhou, China (2014), Beijing, China (2015), Zhangjiajie, China (2016) and
Melbourne, Australia (2017).

In this year, there were 73 submissions in total. Each submission was reviewed by
an average of 2.8 Program Committee (PC) members. The committee decided to accept
two invited papers, 25 full papers, and 12 short papers, with an acceptance ratio of
34.2%. ISPEC 2018 was made possible by the joint effort of numerous people and
organizations worldwide. There is a long list of people who volunteered their time and
energy to put together the conference and who deserve special thanks. First and
foremost, we are deeply grateful to all the PC members for their great effort in reading,
commenting on, debating, and finally selecting the papers. We also thank all the
external reviewers for assisting the PC in their particular areas of expertise.

We would like to emphasize our gratitude to the general chairs, Prof. Kazuamsa
Omote and Prof. Jiageng Chen, for their generous support and leadership that ensured
the success of the conference. Thanks also go to the liaison chair, Dr. Naoto Yanai, the
local organizing chair, Dr. Keita Emura, the publication chairs, Dr. Weizhi Meng and
Prof. Takeshi Okamoto, the publicity chair, Prof. Atsuo Inomata, and the registration
chair, Prof. Masaki Fujikawa.

We sincerely thank the authors of all submitted papers and all the conference
attendees. Thanks are also due to the staff at Springer for their help in producing the
proceedings and to the developers and maintainers of the EasyChair software, which
greatly helped simplify the submission and review process. Last but certainly not least,
our thanks go to the Japanese Research Society ISEC of IEICE and CSEC of IPSJ for
supporting the conference, as well as Hitachi, Ltd., Mitsubishi Electric Corporation,
TOSHIBA Corporation, Huawei Technologies Co., Ltd., and ANDISEC, Ltd. for
sponsoring the conference.

July 2018 Chunhua Su
Hiroaki Kikuchi
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Macros Finder: Do You Remember
LOVELETTER?

Hiroya Miura(B), Mamoru Mimura, and Hidema Tanaka

National Defense Academy, Yokosuka, Japan
{em56030,mim,hidema}@nda.ac.jp

Abstract. In recent years, the number of targeted email attacks which
use Microsoft (MS) document files has been increasing. In particular,
damage by malicious macros has spread in many organizations. Rele-
vant work has proposed a method of malicious MS document files detec-
tion. To the best of our knowledge, however, no method of detecting
malicious macros exists. Hence, we proposed a method which detects
malicious macros themselves using machine learning. First, the proposed
method creates corpuses from macros. Our method removes trivial words
in the corpus. It becomes easy for the corpuses to classify malicious
macros exactly. Second, Doc2Vec represents feature vectors from the
corpuses. Malicious macros contain the context. Therefore, the feature
vectors of Doc2Vec are classified with high accuracy. Machine learning
models (Support Vector Machine, Random Forest and Multi Layer Per-
ceptron) are trained, inputting the feature vectors and the labels. Finally,
the trained models predict test feature vectors as malicious macros or
benign macros. Evaluations show that the proposed method can obtain
a high F-measure (0.93).

Keywords: Macro · Machine learning
Natural language processing technique · Bag-of-Words · Doc2Vec

1 Introduction

In recent years, email has become one of the most popular communication tools.
In this situation, targeted email attacks have become a big threat to society.
A targeted email attack is a specific attack in which the attacker attempts
to persuade a victim to run specific action. Depending on the specific action,
there are two types of targeted email attacks. One is to open malicious links
and to download a malware, and the other is to open malicious attachments.
Attackers attempt to earn credibility with their victims through an eloquent
mail text. Moreover, the attackers convince victims to unknowingly download
a malicious file attachment or click-through to a malicious site. According to a
report published by Sophos [1], most targeted email attacks are the attachment
type. Moreover, the report shows that 85% of the attached files are Microsoft
Office documents (MS documents) files. The report shows that most malicious
c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 3–18, 2018.
https://doi.org/10.1007/978-3-319-99807-7_1
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MS document files have malicious macros. Malicious macros have a long history.
For example, the LOVELETTER worm of malicious macro infected more than
45 million computers, and some organizations suffered serious damage in 2000.
After that, the occurrence of malicious macros gradually slacked off. However,
they were enlivened again from 2014 onwards.

Next, we show the importance of detecting malicious macros themselves.
Relevant work [5] analyzes the structure of docx files, and detects malicious
docx files. The work does not, however, discriminate between malicious macros
and benign macros. If the dataset contains benign macros and malicious macros,
the work probably cannot detect malicious docx files. If malicious docx files are
camouflaged with a structure of benign docx files, attackers can probably evade
the detection model. Detecting malicious macros themselves can overcome these
weaknesses. Hence, detecting malicious macros is an effective and important
method.

We will introduce an outline of the proposed method. The proposed method
detects malicious macros themselves using machine learning. First, the proposed
method creates corpuses from macros. Our method reduces trivial words in the
corpus. It becomes easy for the corpuses to classify malicious macros exactly.
We use Term Frequency (TF) or Term Frequency-Inverse Document Frequency
(TFIDF) in the reducing words process. TF is a method which weights value
corresponding to frequency of words in a corpus. TFIDF is a method which
weights a representative word in a corpus. Second, Doc2Vec (D2V) or Bag-
of-Words represents feature vectors from the corpuses. D2V is a model that
represents vectors from the context of the documents. Bow is a method that
represents vectors corresponding to the frequency of the words.

Next, Support Vector Machine (SVM), Random Forest (RF) and Multi Layer
Perceptron (MLP) are trained, inputting the feature vectors and the labels.
Finally, the trained models predict test feature vectors as malicious macros or
benign macros.

Next, we will show three viewpoints of verification experiments in this paper.

(1) Which is more effective, TF or TFIDF?
(2) Which is more effective, D2V or Bow?
(3) What is the best combination of these methods and classifiers?

In order to answer these questions, we conducted verification experiments. Based
on the results of these verification experiments, this paper makes the following
contributions:

(1) we confirmed that D2V was effective in classifying malicious macros.
(2) we confirmed that reducing words using TF was effective in classifying mali-

cious macros.
(3) we confirmed that classifiers in which the strong point was to solve the

problem of linear separability, were effective in classifying malicious macros.

We will introduce the structure of this paper. Section 2 introduces relevant
work and reveals the differences between this paper other and relevant study.
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Section 3 presents an overview of the background. Section 4 presents the proposed
method. Section 5 describes experiments. Section 6 discusses the results of the
experiments. Finally, we conclude this paper.

2 Related Work

In targeted email attacks, attackers use document files in which are embedded
malicious source codes, or executable files. Most malicious executable files are
camouflaged with a change of document icon and the file extension. Methods
of detecting these malicious files can be categorized into static analysis and
dynamic analysis. Dynamic analysis is the testing and evaluation of a program
by executing data in real-time. Static analysis is a method of program debugging
that is done by examining the code without executing the program.

Malicious document files are roughly categorized into MS document files
and PDF files [1]. This section presents the relevant work in two parts (MS
document files detection and malicious PDF files detection). Since our method
does not execute specimens for detecting malicious macros, our method is the
static analysis. Therefore, we present the relevant work within the static analysis
range, in this section.

We will show representative work for malicious executable files detection
using the dynamic analysis, as a reference. Rieck et al. [2] proposed a framework
for the dynamic analysis of malicious executable binaries behavior using machine
learning. Bayer et al. [3] proposed a tool which monitors the behavior of Windows
API, to classify malicious executable files. Next, we will show representative
work for malicious executable files detection using the static analysis. Perdisci
et al. [4] proposed a framework which detects malicious executable files using
the static analysis. The framework classifies malicious executable codes using
n-gram analysis. Even if executable files are packed, the framework is able to
classify.

MS Document File. This section presents relevant work on the detection of
malicious MS document files. Nissim et al. [5] proposed a framework (ALDOCX)
that classifies malicious docx files using various machine learning classifiers.
ALDOCX created feature vectors from the path structure of docx files. This
is a practical method, because ALDOCX framework has updatability and incor-
porates new unseen malicious docx files created daily. Naser et al. [6] proposed a
method to detect malicious docx files. The method parses structure of docx files,
and analyzes suspicious keywords. These works do not support the classification
of Excel files and Power Point files. Our method, however, can be applied to
malicious MS document files which are Word files, Excel files and Power Point
files.

Otsubo et al. [7] proposed a tool (O-checker) to detect malicious document
files (e.g. rtf, doc, xls, pps, jtd, pdf). O-checker detects malicious document
files which contain executable files, using deviation of file format specifications.
O-checker focuses on embedded executable files however, and cannot classify
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macros themselves. Even if the malicious documents do not contain executable
files, our proposed method can detect malicious macros.

Boldewin implemented a tool (OfficeMalScanner) [8] to detect MS document
files which contain malicious shellcodes or executable files. The tool scans entirely
malicious files, and detects features of strings of Windows API, shellcode patterns
and embedded OLE data [9]. The tool scores each document corresponding to
each of the features. If the scores are more than a certain threshold, the tool
judges the file as a malicious file.

Mimura et al. [10] de-obfuscate embedded executable files in a malicious
document file (e.g. doc, rtf, xls, pdf) and detect them. The detection rate was
verified in the work, and it was confirmed that the detection rate was higher than
the detection rate of OfficeMalScanner. [7,8,10] focused on embedded malicious
executable files or shellcodes, but not, however, on detecting malicious macros
themselves.

PDF File. Next, this section presents related work which deals with the detec-
tion of malicious PDF files. Igino Corona et al. [11] proposed a method that
refers to the frequency of suspicious reference APIs, to classify malicious PDF
files. Liu et al. [12] proposed a method that analyzes obfuscated scripts to classify
malicious PDF files. This method uses the characteristics of obfuscation, which
is common to our method. However, these methods classify only malicious PDF
files, and are fundamentally different from our method, which classifies malicious
macros.

3 Relevant Techniques

3.1 Malicious Macros

This section describes the behavior of malicious macros, and reveals their fea-
tures. There are two types of malicious macros, Downloader and Dropper.

Downloader is a malicious macro which enforces download malware upon a
victim. An attacker uses a slick text of the type that the victim expects, and
induces the victim to open an attachment. When the victim opens the attach-
ment, the computer is forced into connecting to a malicious server. When Down-
loader connects to the server, it tends to uses external applications (Internet
Explorer, etc.). Finally, the computer downloads and installs a malware from
the server.

With Dropper, malicious codes (a binary of EXE files, etc.) are embedded
in Dropper itself. When a victim opens the attachment of a phishing email,
Dropper executes the codes contained in it as an executable file. The difference
between Dropper and Downloader is that Dropper itself is able to fraudulently
operate upon victim computers. Unlike Downloader, Dropper can infect victims
without communicating an external resource (server or database, etc.).
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Table 1. Typical obfuscation methods

# summary

1 Obfuscation of replacing statement name, etc.

2 Obfuscation of encoding and decoding ASCII code

3 Obfuscation of character string by encoding conversion using exclusive OR

4 Splitting characters

5 Using reflection function

3.2 Obfuscation of Malicious Macros

The source codes of most malicious macro tend to be obfuscated. Therefore, cap-
turing the characteristics of obfuscation can effectively predict malicious macros.
We will show some obfuscation methods of the source codes.

Table 1 shows typical obfuscation methods in the source codes. Method 1
replaces class names, function names, etc with random strings. The random
strings tend to be more than 20 characters. Method 2 encodes and decodes
strings to ASCII codes. Macros provide AscB function and ChrB function. AscB
function encodes character strings to ASCII codes. ChrB function encodes ASCII
codes to character strings. Using AscB functions, attackers can conceal strings
to encode the hexadecimal of ASCII codes. Moreover, ChrB function can convert
ASCII codes to readable character strings. Method 3 performs using exclusive-
OR any strings with a key. Many of the keys are intricately calculated and
perform logic operations. Method 4 subdivides strings. Subdivided character
strings are assigned to variables. By adding together those variables, the original
strings are restored. Method 5 uses reflection functions which execute strings
as instructions. For example, the strings are function names, class names and
method names. CallByName function is a reflection function in the source codes.
Using the CallByName function, attackers can hide the executing function.

3.3 Bag-of-Words

Words and documents need to be represented by feature vectors so that com-
puters can interpret a natural language. Bow is the most basic natural language
processing technique. Bow is a method of representing the frequency of a token
in a sentence to an element of a vector corresponding to the token. Bow does not
consider word order or meaning of tokens. In Bow, the number of unique tokens
and the number of elements are the same. When the number of unique tokens
diverges, the number of elements likewise diverges. Therefore, when Bow repre-
sents feature vectors, it may be necessary to adjust the number of dimensions.

3.4 Doc2Vec

D2V is a natural language processing technique. D2V is a model that is improved
Word2Vec (W2V). First of all, we will introduce W2V. W2V is a model that is
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used to represent word embeddings. W2V is a two-layer neural network that is
trained to reconstruct the linguistic context of words. W2V has a hidden layer
and an output layer. The input of W2V is a large corpus of documents, and W2V
represents the input in feature vectors. The number of dimensions of the feature
vector is typically several hundred. Each unique token in the corpus is assigned
a corresponding element of the feature vector. Word vectors are positioned in
the vector space such that common contexts in the corpus are positioned in close
proximity to one another in the space. This is based on the probability of words
co-occurrence around a word. W2V has two algorithms, which are Continuous
Bag-of-Words (CBow) and Skip-Gram. CBow is an algorithm which predicts a
centric word from surrounding words. Skip-Gram is an algorithm which predicts
surrounding words from a centric word. Using these algorithms, W2V can obtain
similarity of words, and also predict equivalent words.

D2V has two algorithms which are Distributed Memory (DM) and Dis-
tributed Bag-of-Words (DBow). DM is an algorithm that is improved CBow.
In addition to a large corpus of documents, those document-IDs input into DM.
DBow is an algorithm which improves Skip-Gram. The input of DBow is not the
words of documents but document-IDs. Using these algorithms, D2V can obtain
similarity of documents, and also vectorize the documents.

3.5 Term Frequency-Inverse Document Frequency

Term Frequency-Inverse Document Frequency (TFIDF ) is a numerical value
that determines the importance of the words in the corpus. We will introduce
how TFIDF value is calculated.

TFIDF = frequencyi,j × log2
D

document freqi

The frequencyi,j is the frequency of a token i in a document j. The
document freqi is the frequency of documents in which the token i appears.
The TF is the frequencyi,j . The IDF is the logarithm of a value in which D
( the number of total documents ) is divided by the document freqi. TFIDF
value is a value which is the multiplication of TF and IDF . Finally, TFIDF
value is normalized.

When a word appears rarely in an entire corpus and appears frequently in a
document, the TFIDF value increases the priority of the word.

4 Proposed Method

This section proposes our method. Figure 1 shows an outline of the proposed
method. The purpose of the proposed method is to detect unseen malicious
macros with high classification accuracy. Step 1 extracts macros from MS doc-
ument files. Step 2 separates words in the macros to create corpuses. Step 3
replaces words with characteristics of the same types of obfuscation (such as



Macros Finder: Do You Remember LOVELETTER? 9

Fig. 1. Process procedure of unseen malicious macros detection

hexadecimal ASCII codes), with a word. Step 4 reduces trivial words in the cor-
puses using TF or TFIDF. Step 5 represents feature vectors from the corpus
using Bow or D2V. The proposed method inputs the training feature vectors
and the labels into classifiers (SVM, RF and MLP). Finally, we input the test
feature vectors into trained classifiers, and obtain the labels.

4.1 Extract Source Code Process

The proposed method extracts macros from MS document files using Olevba
[13]. Olevba is open source software that can extract macros from MS document
files. Olevba can extract regardless of the platform.

4.2 Separating Words Process

The purpose of the separating words process is to create corpuses of the macros.
The process replaces special characters that are shown in Table 2 with a blank.
The source codes of malicious macros are intricately written, with many spe-
cial characters. Therefore, the separating words process creates simple corpuses
which are only alphabets and numbers.
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Table 2. Replaced special characters

Special character Name Special character Name

” double quote + plus

’ single quote / slash

{ quare bracket & and

( round bracket % percentage

, comma yen sign

. period $ dollar sign

∗ asterisk # sharp

- haihun @ at mark

Table 3. Replacing specific strings

Methods Characters pattern Replaced strings

1 Hexadecimal (Type of 0xXX) 0xhex

2 Hexadecimal (Type of &HXX) andhex

3 Asc, AscB, AscW asc

4 A string of 20 or more characters longchr

5 A number of 20 digits or more longnum

6 Element of array Elementofarray

4.3 Replement Process

This section discusses the replacement process. The purpose of the process is to
collect words into each obfuscation. The process replaces words with character-
istics of same type of obfuscation, with one token. Generally, malicious macros
are obfuscated. The process can convert the corpuses to improve classification
accuracy.

We will show an example of the process. The process replaces the hexadecimal
values with one token as follows.

Before the process: 0xFF 0x14 0xA2

After the process: 0xhex 0xhex 0xhex
In this example, each hexadecimal value is treated as a different token before the
process replacing the tokens. However, after the process of replacing character-
istics, they are treated as the same token. The process replaces words regarded
as different features with one word. Therefore, the replacement process improves
the classification accuracy. Table 3 shows string patterns and replaced strings.
These string patterns frequently appear in malicious macros.
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4.4 Reducing Words Process

The purpose of the reducing words process is to reduce trivial words for improv-
ing classification accuracy. The frequency of words in macros is biased. A feature
vectors of D2V and Bow are affected by the frequency of words. Thus, each word
in a corpus has the some worth for the classification of malicious macros.

The process prioritizes words in the corpuses with TF or TFIDF. First, the
process calculates the TF or TFIDF of each word in all the corpuses. Next,
we define a threshold. Finally, the process replaces words in which the TF or
TFIDF value is less than the threshold, with “NONE”. Through the process,
the words which are bigger than the threshold remain in the corpuses.

4.5 Representing Feature Vectors Process and Classification
of Macros

In the representing feature vectors process, D2V or Bow represents feature vec-
tors by processed corpuses. Next, we input training feature vectors and the labels
into classifiers (SVM, RF and MLP) in order to train the classifier. Test feature
vectors are input into the trained classifier, and our method detects malicious
macros.

5 Experiment

This section describes the verification experiments. The objective is to verify the
next four factors.

1 Investigating the most effective corpus for improving F-measure
2 Comparing D2V and Bow
3 Comparing TF and TFIDF
4 Investigating the best combination of the above factors and classifiers (SVM,

RF and MLP).

Verification Experiment 1 investigates effective corpuses which classify mali-
cious macros. Bow represents feature vectors from malicious corpuses, benign
corpuses and corpuses which are both. Next, SVM classifies each the feature
vector, and obtains each classification accuracy.

The classification accuracy of D2V and Bow is compared in Verification
Experiment 2. Each method represents feature vectors from corpuses. The best
corpuses in Verification Experiment 1 are used in Verification Experiment 2. The
feature vectors are classified using SVM, RF and MLP.

The classification accuracy of TF and TFIDF is compared in Verification
Experiment 3. The best corpuses in Verification Experiment 1 are used in Ver-
ification Experiment 3. Feature vectors are represented using the best method
(D2V or Bow) in Verification Experiment 2.
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5.1 Experiment Environment

We implemented our proposed method with Python2.7 in the environment as
shown in Table 4. We used gensim-2.0.0 [14] to implement Bow and D2V. Gensim
has many functions related to natural language processing techniques. We used
scikit-learn-0.18.1 [15] to implement SVM, RF and MLP. Scikit learn is a machine
learning library and has many classification algorithms.

Table 4. Experiment environment

CPU IntelCorei7 (3.30 GHz)

Memory 32 GB

OS Windows8.1Pro

Table 5. Breakdown of The dataset

Specimens of 2015 Specimens of 2016

Benign files Malicious files Benign files Malicious files

622 515 1200 641

5.2 DataSet

This section presents the dataset of the experiments. Table 5 shows the break-
down of the dataset. This dataset was collected and provided by Virus Total
[16]. We selected specimens which had been uploaded to Virus Total for the first
time between 2015 and 2016. We collected macros whose file extensions have
doc, docx, xls, xlsx, ppt and pptx. We treat the specimens which more than 29
out of 58 anti-virus vendors judged as malicious, as malicious specimens. We
treated the specimens which all anti-virus vendors judged as benign, as benign
specimens. There was no overlap in these specimens.

5.3 Evaluation Measure

This section presents the evaluation measures in the experiments. Malicious
macros is treated as true label and benign macros is treated as false labels in the
experiments. Table 6 shows the confusion matrix. We used Precision (P), Recall
(R) and F-measure (F) as evaluation metrics. We will indicate the definition of
each evaluation metric.

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F −measure =
2Recall × Precision

Recall + Precision
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Table 6. Confusion matrix

Actual value

True False

Predicted result Positive TP FP

False FN TN

Fig. 2. The classification accuracy of each corpus in each dimension using TF and Bow

5.4 Verification Experiment 1

Experimental Approach. The objective is to investigate the most effective
corpus for improving F-measure in Verification Experiment 1. The experiment
selects from malicious corpuses, benign corpuses and corpuses which are both.
The procedure of the experiment is shown next. The corpuses are created using
Step 1 to Step 3 in Fig. 1. In the reducing process, we reduce the words in the
corpus using the TF threshold. When the TF of a word is less than the TF
threshold, the word is replaced with one word. Next, Bow represents three fea-
ture vectors from malicious corpuses, benign corpuses and corpuses which are
both. Training feature vectors and the labels are input into an SVM classifier for
training. Test feature vectors are input into the trained classifier to obtain pre-
dicted labels. The parameter of SVM is the default. Training data are specimens
from 2015. Test data are specimens from 2016.



14 H. Miura et al.

Result of Verification Experiment 1. Figure 2 shows the classification accu-
racy of each feature vector. The horizontal axis is the dimensions, and the vertical
axis is the F-measure. When we represent feature vectors from malicious cor-
puses, the classification accuracy is higher than the classification accuracy of
benign corpuses and corpuses which are both. Therefore, we conclude that the
malicious feature vectors are effective in classifying malicious macros.

Fig. 3. The classification accuracy of each classifier using TF

5.5 Verification Experiment 2

Experimental Approach. The objective is to compare the classification accu-
racy of D2V and Bow in Verification Experiment 2. The procedure of the exper-
iment is shown next. The corpuses are created using Step 1 to Step 3 in Fig. 1.
In the reducing words process, we reduce the words in the corpus using TF. The
feature vectors of two patterns are represented from malicious macros using D2V
and Bow. D2V is set up such that the number of dimensions is 100, the num-
ber of epochs is 30 and the algorithm is DBow. Each of the feature vectors and
the labels are input into three classifiers (SVM, RF and MLP) for training. The
parameters of SVM and RF are default values. Verification Experiment 2 sets up
MLP such that the input layer size is the number of unique tokens, the hidden
layer size is 500, and the activation function is ReLU (Rectified Linear Unit). The
classifier is input into the test feature vectors to predict malicious macros and
benign macros. Finally, we obtain the F-measure of each of the feature vectors.
Training data and test data are the same as for Verification Experiment 1.

Result of Verification Experiment 2. (a), (b) and (c) in Fig. 3 show the
result of Verification Experiment 2 in each classifier. The horizontal axis is the
dimensions, and the vertical axis is the F-measure. The F-measure of D2V is
higher than Bow in (a) and (c). In contrast, the F-measure of Bow is higher
than D2V in (b). In (c), when the number of dimensions is 21506 using D2V,
the F-measure is the best (0.93). Moreover, the F-measure of a combination of
MLP and D2V is stable.
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Fig. 4. The classification accuracy of each dimension using TF and TFIDF

5.6 Verification Experiment 3

Experimental Approach. The objective is to compare the F-measure of the
TF and the TFIDF in Verification Experiment 3. The corpuses are created using
Step 1 to Step 3 in Fig. 1. In the reducing process, we reduce the words in the
corpus using two methods, which are TF and TFIDF. The feature vectors are
represented using D2V. The settings of D2V are the same as in Verification
Experiment 2. Each of the training feature vectors and the labels are input
into MLP for training. MLP is input into the test feature vectors to predict
malicious macros and benign macros. Finally, we obtain the F-measure of each
of the feature vectors. The training data and the test data are the same as for
Verification Experiment 1.

Result of Verification Experiment 3. Figure 4 shows the result of Verifi-
cation Experiment 3. The horizontal axis is the number of unique tokens, and
the vertical axis is the F-measure. Generally, the classification accuracy of the
TFIDF threshold is decreased. However, the classification accuracy of the TF
threshold is stable and high. The highest F-measure is 0.93.
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6 Discussion

6.1 Efficient Corpus

In Verification Experiment 1, we confirmed high classification accuracy using
malicious corpuses. Benign macros are used for various purposes. Therefore,
benign macros contain various tokens. In contrast, the purpose of malicious
macros is simple. The purpose of malicious macros is to infect the victim’s com-
puter with malware. The source codes of the malicious macros contain many
tokens which communicate to external servers, and are obfuscated. The source
codes of the malicious macros frequently contain these characteristic tokens.
Therefore, the replacement process can capture the characteristic, and the pro-
posed method obtains high classification accuracy. In Bow, an element of the
feature vectors is the frequency of a token. Therefore, malicious corpuses do
better than other corpuses in Verification Experiment 1.

Table 7. Characteristic tokens

Token Appearance ratio
of malicious macro

Token Appearance ratio
of benign macro

Elementofarray 99% Elementofarray 43%

Andchr 93.9% Andchr 28%

Next 90.9% Next 27.9%

Function 85.1% Function 18.3%

String 83.3% String 25.7%

Len 79% Len 14.7%

Public 77.5% Public 17.7%

Longchr 73.7% Longchr 19.7%

Createobject 73% Createobject 6.6%

Error 73% Error 20.7%

Byte 56.1% Byte 1.5%

Callbyname 51.3% Callbyname 0.1%

6.2 Effectiveness of Bow and D2V

In Verification Experiment 2, we verified an efficient method of representing
feature vectors. As a result, we concluded that D2V is better than Bow. As the
TF threshold is high, low frequently-tokens are reduced and high frequently-
tokens remain. In (c) of Fig. 3 using D2V, even if the dimension is the smallest
(concretely, the dimension is 1515), the classification accuracy remains high.
D2V represents word embedding. Therefore, we consider that the high-frequency
token contains the context.
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6.3 Efficient Classifier

In Verification Experiment 2, we confirmed that the classification accuracy of
MLP and SVM was high. However, the classification accuracy of the RF classifier
was low. Generally, the strong point of MLP and SVM is in solving the problem
of linear separability. However, the strong point of RF is in solving the problem
of linear inseparability. Therefore, we consider that the feature vectors of D2V
can be separated linearly. In (a) and (c) of Fig. 3, the classification accuracy of
D2V is higher than Bow. As a reason for this, we conclude that D2V tends to
suit SVM and MLP in the classification of malicious macros.

6.4 Effectiveness of TFIDF

When the number of tokens is small, the classification accuracy decreased in
Fig. 4 using TFIDF. Many words which are replaced in the replacement process,
exist in the malicious corpus. Therefore, the TFIDF values of replaced words
are small. While the TFIDF threshold is high, replaced words are reduced. We
indicate the representative tokens in Table 7. We define the appearance ratio as
“Number of the files which contain the token / Number of files”. Therefore, we
consider that the classification accuracy decreased using the TFIDF threshold.

In Fig. 4 using a TF threshold, the classification accuracy is more stable and
we higher than TFIDF. As the TF threshold is high, the characteristic words of
malicious macros remained and low frequently-word are reduced. Therefore, TF
is more effective than TFIDF.

7 Conclusion

In this paper, we discussed effective methods of detecting unseen malicious
macros. The proposed method reduces trivial words in corpuses. Next, the cor-
puses are converted to feature vectors using a linguistic approach. The training
feature vectors and labels are input into a classifier. Finally, the test feature
vectors are input into the trained classifier, and we obtain predicted labels. This
paper investigated effective methods of reducing trivial words (TF and TFIDF),
vectorizing methods (D2V and Bow) and classifiers (SVM, RF and MLP). As a
result, it was seen that the combination of TF, D2V and MLP is effective for
the detection of unseen malicious macros in our method. The highest F-measure
is 0.93. We discussed effectiveness of the proposed method in this paper. We
concluded that the feature vectors of D2V are effective in classifying unseen
malicious macros. Our future work is to implement a tool which can detect
malicious macros in real-time.
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Abstract. Anomaly detection on log data is an important security
mechanism that allows the detection of unknown attacks. Self-learning
algorithms capture the behavior of a system over time and are able to
identify deviations from the learned normal behavior online. The intro-
duction of clustering techniques enabled outlier detection on log lines
independent from their syntax, thereby removing the need for parsers.
However, clustering methods only produce static collections of clusters.
Therefore, such approaches frequently require a reformation of the clus-
ters in dynamic environments due to changes in technical infrastructure.
Moreover, clustering alone is not able to detect anomalies that do not
manifest themselves as outliers but rather as log lines with spurious fre-
quencies or incorrect periodicity. In order to overcome these deficien-
cies, in this paper we introduce a dynamic anomaly detection approach
that generates multiple consecutive cluster maps and connects them by
deploying cluster evolution techniques. For this, we design a novel cluster-
ing model that allows tracking clusters and determining their transitions.
We detect anomalous system behavior by applying time-series analysis to
relevant metrics computed from the evolving clusters. Finally, we eval-
uate our solution on an illustrative scenario and validate the achieved
quality of the retrieved anomalies with respect to the runtime.

Keywords: Log data · Cluster evolution · Anomaly detection

1 Introduction

Recent technological advancements have led to an increase of network commu-
nication between computer systems. Unfortunately, this also causes the appear-
ance of novel attack vectors and other previously unimaginable threats. Poten-
tial entry points allowing intrusions thereby include legacy systems that are not
updated regularly or products that loose vendor support and are insufficiently
protected because of outdated security measures.
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It is therefore necessary to deploy Intrusion Detection Systems (IDS) that are
differentiated between three forms: (i) signature-based detection, a blacklisting
approach that compares events with a known set of patterns, (ii) anomaly-based
detection, which is able to detect deviations from learned normal system behav-
ior, and (iii) stateful protocol analysis, a whitelisting approach that requires
expert knowledge to build a model of allowed system behavior [13]. However,
complex computer systems generally require too much effort to be appropriately
modeled and blacklisting approaches are not protecting against unknown forms
of attacks. Thus, we argue that anomaly detection offers a feasible alternative
while being able to flexibly adapt to changing system environments.

Many anomaly detection techniques base on machine learning algorithms
that operate in three different settings: (i) supervised, where a training set that
contains labeled events both for normal and malicious behavior is analyzed to
classify future events, (ii) semi-supervised, where only normal system behavior
is provided as training input, and (iii) unsupervised, where no training set is
required and learning happens on-the-fly during detection [4]. We recommend
an unsupervised approach for several reasons. First, creating a comprehensive
labeled data set for supervised algorithms that considers all types of attacks is
a difficult task that requires time-consuming manual work and expert knowl-
edge. Second, capturing normal system behavior for semi-supervised algorithms
requires anomaly-free environments that can hardly be guaranteed in practice.
Finally, dynamic networks that exhibit changing system behavior over time fre-
quently require regenerations of the training data even in anomaly-free settings.

Attacks are usually planned to only show minor visible effects on the system.
Fortunately, even very subtle intrusions manifest themselves in log files that
record all events taking place in a system. Moreover, it is possible to trace a
detected attack to its origin by analyzing the corresponding log lines. Such an
investigation on historic data that detects anomalies in hindsight is known as
forensic analysis. Contrary to that, online anomaly detection processes the lines
as they are generated and identifies anomalies that do not comply with the
learned behavior, thereby identifying attacks close to the time when they occur.

There exist norms on what characters are allowed in log data (e.g., RFC3164)
and standards that define the syntax of log messages for specific services (e.g.,
syslog for UDP). However, log files often accumulate logs from multiple services
and thus several standards may be mixed together, each of which requiring its
own parser. Therefore, a more general approach that employs string metrics for
grouping similar log lines independent from their structure is beneficial. Methods
that form such cluster maps, i.e., sets of grouped log lines, successfully detected
anomalous lines in [17], however provide only a static view on the data. Such
existing solutions do not focus their attention on the following challenges:

– Log data is inherently dynamic and thus insufficiently analyzed by static clus-
ter maps. Cluster Evolution (CE) techniques solve this problem by identifying
connections between clusters from different maps.

– Anomalous log lines not only differ in their similarity but also relate to sudden
changes in frequency, correlation or interruptions of temporal patterns.
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– Cluster features, i.e., metrics retrieved from CE, require time-series analysis
(TSA) methods for detecting anomalies in their continuous developments.

– Parsers cannot be defined for text-based log lines without known syntaxes
and thus string metrics are required for similarity-based clustering.

Therefore, there is a need for dynamic log file anomaly detection that does
not only retrieve lines that stand out due to their dissimilarity with other lines,
but also identifies spurious line frequencies and alterations of long-term periodic
behavior. We therefore introduce an anomaly detection framework containing
the following novel features:

– An algorithm for consolidating the evolution of clusters from a continuous
and potentially endless series of static cluster maps,

– the computation of metrics based on the temporal cluster developments,
– time-series modeling and one-step ahead prediction for anomaly detection,
– linear scalability on the number of log lines allowing real-time analysis,
– detection of contextual anomalies, i.e., outliers within their neighborhood,
– a realistic scenario evaluating the efficiency and effectiveness of our method.

The paper is structured as follows: Sect. 2 summarizes the field of CE for
anomaly detection. Section 3 gives an overview about the concept of our app-
roach. Sections 4 and 5 explore the theoretical background of CE and TSA
respectively. Section 6 contains the evaluation and Sect. 7 concludes the paper.

2 Related Work

A large amount of research in the field of Cluster Evolution (CE) focuses on
graphs (e.g., [3]). With its well-founded theoretical basis that covers both static
and dynamic techniques, graph theory is a powerful tool for analyzing many
kinds of network structures. For example, social networks conveniently represent
graphs and are therefore frequently the target of so-called community evolution
analyses. Similarly, the network connections between users within a computer
system are often represented as a graph that allows the derivation of several
relevant metrics that facilitate reasoning over the current state and behavior of
the system. This idea has successfully been extended to anomaly detection by
approximating and examining the dynamic development of metrics with time-
series models [12]. However, most graph-based algorithms are not designed for
a direct application of text-based CE.

When observing clusters over time it is important to identify any occurring
changes of individual clusters or the overall cluster structure. Spiliopoulou et al.
[15] introduces an algorithm on detecting these changes. Potentially applicable
metrics derived from cluster interdependencies are given in [16].

He et al. [8] generate an event count matrix as a template for storing the fre-
quencies of log lines. They then employ machine learning on fixed time windows,
sliding time windows and session identifiers in order to identify deviations from
the template. Applications that require tracking clusters over time also exist in
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research areas other than security, such as GPS tracking [9] where groups of
points move across a plane. The clusters are described by relevant properties
such as size, location and direction of movement, all of which are incremen-
tally updated in every time step. Zhou et al. [19] introduce a similar dynamic
collection of cluster features called Exponential Histogram of Cluster Features.
Lughofer and Sayed-Mouchaweh [11] discuss an incremental method that sup-
ports adding and removing elements from clusters as well as merges and splits
that can occur when clusters collide into or move through each other.

Chi et al. [5] suggest to smooth the time-series for retrieving more robust
insights into the cluster developments and introduce two frameworks that focus
on preserving the cluster quality and cluster memberships respectively. Xu
et al. [18] extend these techniques by an evolutionary clustering algorithm.
Chakrabarti et al. [2] outline the importance of alignment with snapshots of
historical clusterings and propose an adapted hierarchical and K-Means algo-
rithm as a solution.

3 Concept

This section uses an illustrative example to describe the concept of the anomaly
detection approach that employs Cluster Evolution (CE) and time-series analysis
(TSA). For this, consider log lines that correspond to three types of events,
marked with ©, � and �. The bottom of Fig. 1 shows the occurrence of these
lines on the continuous time scale that is split up by t0, t1, t2, t3 into three time
windows. The center of the figure shows the resulting sequence of cluster maps
C, C′, C′′ generated for each window. Note that in this example the clusters are
marked for clarity. Due to the isolated generation of each map it is usually not
possible to draw this connection and reason over the developments of clusters
beyond one time window. The cluster transitions shown in the top of the figure,
including changes in position (C� in [t1, t2]), spread (C� in [t2, t3]), frequency
(C� in [t2, t3]) as well as splits (C© in [t2, t3]), are thus overseen.

Fig. 1. Bottom: log lines occurring within time windows. Center: static cluster maps
for every window. Top: schematic clusters undergoing transitions.
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We therefore introduce an approach for dynamic log file analysis that involves
CE and TSA in order to overcome these problems (Fig. 2). In step (1), the
algorithm iteratively reads the log lines either from a file or receives them as a
stream. Our approach is able to handle any log format, however, preprocessing
may be necessary depending on the log standard at hand. In our case, we use
the preprocessing step (2) to remove any non-displayable special characters that
do not comply to the standard syslog format defined in RFC3164. Moreover,
this step extracts the time stamps associated with each log line as they are not
relevant for the clustering. This is due to the fact that the online handling of lines
ensures that each line is processed almost instantaneously after it is generated.

(1) Read input file 
line by lineLog file

(2) Preprocessing: 
Extract time 

stamp, sanitize 
strings

(3) Insert line into 
cluster map of 
current time 

window

Time?

(5) Determine 
cluster transitions 
from previous to 

current time 
window

(6) Compute 
cluster evolution 

metrics

(7) Approximate 
time-series model 
and compute one-

step ahead 
prediction

(8) Detect 
anomalies by 

comparing 
prediction with 

actual value

(9) Find 
correlations 

between log lines 
by clustering time-

series

> 

(4) Allocate line 
into cluster maps 
of preceding and 

succeeding 
windows

< time window

time window

Fig. 2. Flowchart of the dynamic clustering and anomaly detection procedure.

Step (3) involves grouping log lines within each time window according to
their similarity, resulting in a sequence of cluster maps. It is non-trivial to deter-
mine how clusters from one map relate to clusters from the maps created during
their preceding or succeeding time windows. Clustering the lines constituting
each map into the neighboring maps (4) establishes this connection across mul-
tiple time windows and allows the determination of transitions (5). A cluster from
one time window evolves to another cluster from the following time window if
they share a high fraction of common lines. More sophisticated case analysis is
also able to differentiate advanced transitions such as splits or merges.

Several features of the clusters are computed (6) and used for metrics that
indicate anomalous behavior. As the computations of these metrics follow the
regular intervals of the time windows, we use TSA models (7) to approximate
the development of the features over time. The models are then used to fore-
cast a future value and a prediction interval lying one step ahead. If the actual
recorded value occurring one time step later does not lie within these limits (8),
an anomaly is detected. Figure 3 shows how the prediction limits (dashed lines)
form “tubes” around the measured cluster sizes. Anomalies appear in points
where the actual cluster size lies outside of that tube.

Finally, the time-series of the cluster properties are also grouped according
to their pairwise correlations. An incremental algorithm groups the time-series
similarly to the clustering of log lines. Carrying out this correlation analysis in
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Fig. 3. Time-series representing the sizes of two evolving clusters (black solid lines)
with prediction intervals (blue dashed lines) and detected anomalies (red circles). Top:
a cluster affected by all anomalies. Bottom: a cluster not affected by periodic events.
Anomalies are caused by (a) incorrect periodicity, (b) sudden frequency increase, (c)
long-term frequency increase, (e) slow frequency increase. (d) is a false positive. (Color
figure online)

regular intervals allows determining whether time-series that used to correlate
with each other over a long time suddenly stop or whether new correlations
between clusters appear, which are indicators of anomalous events (9).

4 Cluster Evolution

This section describes in detail how online CE is performed on log lines. The
approach is introduced stepwise, starting with a novel clustering model that
establishes connections between cluster maps. Subsequently, we explain the pro-
cess of tracking individual clusters and determining their transitions.

4.1 Clustering Model

Considering only the lines of a single time window, we employ our incremental
clustering approach introduced in [17]. The procedure is as follows: The first line
always generates a new cluster with itself as the cluster representative, a surro-
gate line for the cluster contents. For every other incoming line the most similar
currently existing cluster is identified by comparing the Levenshtein distances
between all cluster representatives and the line at hand. The processed line is
then either allocated to the best fitting cluster or forms a new cluster with itself
as the representative if the similarity does not exceed a predefined threshold t.

This clustering procedure is repeated for the log lines of every time win-
dow. The result is an ordered sequence of independent cluster maps C, C′, C′′, . . ..
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While the sequence itself represents a dynamic view of the data, every cluster
map created in a single time window only shows static information about the
lines that occurred within that window. The sequence of these static snapshots
is a time-series that only provides information about the development of the
cluster maps as a whole, e.g., the total number of clusters in each map. How-
ever, no dynamic features of individual clusters can be derived. It is not trivial
to determine whether a cluster C ∈ C transformed into another cluster C ′ ∈ C′

due to the fact that a set of log lines from a different time window was used
to generate the resulting cluster. This is due to the nature of log lines that are
only observed once in a specific point of time, while other applications employing
CE may not face this problem as they are able to observe features of the same
element over several consecutive time windows.

Fig. 4. Solid lines: construction of cluster map. Dashed lines: log lines allocated to
neighboring map.

In order to overcome the problem of a missing link between the cluster maps,
we propose the following model: Every log line is not only clustered once to estab-
lish the cluster map in the time window in which it occurred, but is also allocated
to the cluster maps created in the preceding and succeeding time windows. These
two cases are called construction and allocation phase respectively. The construc-
tion phase establishes the cluster map as previously described and each cluster
stores the references to the lines that it contains. The allocation phase allocates
the lines to their most similar clusters from the neighboring cluster maps. This
is also carried out using the incremental clustering algorithm, with the difference
that no new clusters are generated and no existing clusters are changed, but only
additional references to the allocated lines are stored.

Figure 4 shows the phases for two consecutive cluster maps. The solid lines
represent the construction of the cluster maps C and C′ by the log lines s1, . . . , s11
that occurred in the respective time window, e.g., clusters C� and C© store
references to the lines in R�curr and R©curr respectively, and C ′

� and C ′
©
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store their references in R′
�curr and R′

©curr. The dashed lines represent the
allocation of the lines into the neighboring cluster maps. Clusters in C store
references to allocated log lines from the succeeding time window in R�next and
R©next. Analogously, clusters in C′ store references to allocated log lines from
the preceding time window in R′

�prev and R′
©prev. Note that in the displayed

example, s3 was allocated to C� in C but to C© in C′. Further, s5 and s9 are
not allocated at all. The following section describes how this model is used for
tracking individual clusters over multiple time windows.

4.2 Tracking

For any cluster C ∈ C and any other cluster C ′ ∈ C′, a metric is required that
measures whether it is likely that C transformed into C ′, i.e., whether both clus-
ters contain logs from the same system process. An intuitive metric that describes
the relatedness of C and C ′ is their fraction of shared members. As previously
mentioned, it is not possible to determine which members of each cluster are
identical and it is therefore necessary to make use of the previously introduced
clustering model that contains references to the neighboring lines. There exists
an overlap metric based on the Jaccard coefficient for binary sets introduced in
[7] that was adapted for our model by formulating it in the following way:

overlap(C,C ′) =

∣
∣
(

Rcurr ∩ R′
prev

) ∪ (Rnext ∩ R′
curr)

∣
∣

∣
∣R′

curr ∪ R′
prev ∪ Rnext ∪ Rcurr

∣
∣

(1)

Note that the sets of references Rcurr and R′
prev both correspond to log lines that

were used to create cluster map C and can thus be reasonably intersected, while
Rnext and R′

curr both reference log lines from cluster map C′. The overlap lies in
the interval [0, 1], where 1 indicates a perfect match, i.e., all log lines from one
cluster were allocated into the other cluster, and 0 indicates a total mismatch.

Clusters can also be tracked over multiple time windows by applying the same
idea to C ′ and C ′′, C ′′ and C ′′′, and so on. In a simplistic setting where clusters
remain very stable over time, this is sufficient for tracking all log line clusters
separately. However, in realistic scenarios with changing environments clusters
frequently undergo transitions such as splits or merges which negatively influence
the overlap and may indicate anomalies. In the following chapter, the tracking
of clusters is therefore extended with a mechanism for handling transitions.

4.3 Transitions

Clusters are subject to change over time. There exist internal transitions that
only influence individual clusters within single time windows, and external tran-
sitions that affect other clusters as well [15]. We consider the cluster size denoted
by |C| as the most important internal feature as it directly corresponds to the
frequency of log lines allocated to cluster C. Formally, a cluster C grows in size
from one time step to another if |C ′| > |C|, shrinks if |C ′| < |C| and remains
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of constant size otherwise. Alternative internal features derived from the distri-
bution of the cluster members are their compactness measured by the standard
deviation, their relative position as well as their asymmetry, i.e., their skewness.

Clusters from different time windows are affected by external transitions. In
the following, θ is a minimum threshold for the overlap defined in Eq. (1) and
θpart is a minimum threshold for partial overlaps that is relevant for splits and
merges. In general, partially overlapping clusters yield smaller overlap scores,
thus θpart < θ. We take the following external transitions into account:

1. Survival: A cluster C survives and transforms into C ′ if overlap(C,C ′) > θ
and there exists no other cluster B ∈ C or B′ ∈ C′ so that overlap(B,C ′) >
θpart or overlap(C,B′) > θpart.

2. Split: A cluster C splits into the parts C ′
1, C

′
2, . . . , C

′
p if all individual

parts share a minimum amount of similarity with the original cluster, i.e.,
overlap(C,C ′

i) > θpart,∀i, and the union of all parts matches the original
cluster, i.e., overlap(C,

⋃
C ′

i) > θ. There must not exist any other cluster
that yields an overlap larger than θpart with any of the clusters involved.

3. Absorption: The group of clusters C1, C2, . . . , Cp merge into a larger cluster
C ′ if all individual parts share a minimum amount of similarity with the
resulting cluster, i.e., overlap(Ci, C

′) > θpart,∀i, and the union of all parts
matches the resulting cluster, i.e., overlap(

⋃
Ci, C

′) > θ. Again, there must
not exist any other cluster that yields an overlap larger than θpart with any
of the clusters involved.

4. Disappearance or Emergence: A cluster C disappears or a cluster C ′ emerges
if none of the above cases holds true.

By this reasoning it is not possible that a connection between two clusters is
established if their overlap does not exceed θpart, which prevents partial clusters
that do not exceed this threshold from contributing to the aggregated cluster in
the case of a split or merge. In order to track single clusters it is often necessary to
follow a specific “path” when a split or merge occurs. We suggest to prefer paths
to clusters based on the highest achieved overlap, largest cluster size, longest
time that the cluster exists or combinations of these.

4.4 Evolution Metrics

Knowing all the interdependencies and evolutionary relationships between the
clusters from at least two consecutive time windows, it is possible to derive in-
depth information about individual clusters and the interactions between clus-
ters. Definite features such as the cluster size that directly corresponds to the
frequency of the log lines within a time window are relevant metrics for anomaly
detection, however do not necessarily indicate anomalies regarding changes of
cluster members.

A more in-depth anomaly detection therefore requires the computation of
additional metrics that also take the effects of cluster transitions into account.
Toyoda and Kitsuregawa [16] applied several inter-cluster metrics in CE analysis
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that were adapted for our purposes. For example, we compute the stability of a
cluster by s =

∣
∣R′

prev

∣
∣ + |Rcurr| − 2 · ∣

∣R′
prev ∩ Rcurr

∣
∣, where low scores indicate

small changes of the cluster and vice versa. For a better comparison with other
clusters, a relative version of the metric is computed by dividing the result by
∣
∣R′

prev

∣
∣ + |Rcurr|. There exist numerous other metrics that each take specific

types of migrations of cluster members into account.
A simple anomaly detection tool could use any of the desired metrics, com-

pare them with some predefined thresholds and raising alarms if one or more of
them exceeds this threshold. Even more effectively, these metrics conveniently
form time-series and can thus be analyzed with TSA methods.

5 Time-Series Analysis

The time-series derived from metrics such as the cluster size are the founda-
tion for analytical anomaly detection. This section therefore describes how TSA
methods are used to model the cluster developments and perform anomaly detec-
tion by predicting future values of the time-series.

Model. Time-series are sequences of values associated with specific time points.
For our purposes, a time step therefore describes the status of the internal and
external transitions and their corresponding metrics of each cluster at the end
of a time window. These sequences are modeled using appropriate methods such
as autoregressive integrated moving-average (ARIMA) processes. ARIMA is a
well-researched modeling technique for TSA that is able to include the effects of
trends and seasonal behavior in its approximations [6].

Clearly, the length of the time-series is ever increasing due to the constant
stream of log messages and at one point will become problematic either by lack of
memory or by the fact that fitting an ARIMA model requires too much runtime.
As a solution, only a certain amount of the most recent values are stored and
used for the model as older values are of less relevance.

Forecast. With appropriate estimations for the parameters, an extrapolation
of the model into the future allows the computation of a forecast for the value
directly following the last known value. In our experiments an ARIMA model is
fitted in every time step and we are interested only in predictions one time step
ahead rather than long-term forecasts.

The smoothness of the path that a time-series follows can be highly different.
Therefore, neither a threshold for the absolute nor the relative deviation between
a prediction and the actual value is an appropriate choice for anomaly detection.
Assuming independent and normally distributed errors, the measured variance of
previous values is therefore used to generate a prediction interval which contains
the future value with a given probability. Using the ARIMA estimate ŷt, this
interval is computed by

It =
[

ŷt − Z1− α
2
se, ŷt + Z1− α

2
se

]

(2)
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where Z1− α
2

is the quantile 1 − α
2 of the standard normal distribution and se is

the standard deviation of the error, se =
√

1
n−1

∑
(yt − ȳt)2.

Correlation. Some types of log lines appear with almost identical frequencies
during certain intervals, either because the processes that generate them are
linked in a technical way so that a log line always has to be followed by another
line, or the processes just happen to overlap in their periodical cycles. In any way,
the time-series of these clusters follow a similar pattern and they are expected
to continue this consistent behavior in the future. The relationship between two
time-series yt, zt is expressed by the cross-correlation function [6], which can be
estimated for any lag k as

CCFk =

⎧

⎪⎨

⎪⎩

∑N
t=k+1(yt−ȳ)·(zt−k−z̄)√∑N

t=1(yt−ȳ)2
√∑N

t=1(zt−z̄)2
if k ≥ 0

∑N+k
t=1 (yt−ȳ)·(zt−k−z̄)√∑N

t=1(yt−ȳ)2
√∑N

t=1(zt−z̄)2
if k < 0

(3)

where ȳ and z̄ are the arithmetic means of yt and zt, respectively. Using the cor-
relation as a measure of similarity allows grouping related time-series together.

Detection. For every evolving cluster, the anomaly detection algorithm checks
whether the actual retrieved value lies within the boundaries of the forecasted
prediction limits calculated according to Eq. 2. An anomaly is detected if the
actual values falls outside of that prediction interval, i.e., yt /∈ It. Figure 3 shows
the iteratively constructed prediction intervals forming “tubes” around the time-
series. The large numbers of clusters, time steps and the statistical chance of
random fluctuations causing false alarms often make it difficult to pay atten-
tion to all detected anomalies. We therefore suggest to combine the anomalies
identified for each cluster development into a single score. At first, we mirror
anomalous points that lie below the tube on the upper side by

st =

{

yt if yt > ŷt + Z1− α
2
se

2ŷt − yt if yt < ŷt − Z1− α
2
se

(4)

With the time period τt describing the number of time steps a cluster is already
existing we define CA,t as the set of clusters that contain anomalies at time step
t and exist for at least 2 time steps, i.e., τt ≥ 2. We then define the anomaly
score at for every time step by

at = 1 −
∑

Ct∈CA,t

((

ŷt + Z1− α
2
se

) · log (τt)
)

|CA,t|
∑

Ct∈CA,t
(st · log (τt))

(5)

When there is no anomaly occurring in any cluster at a specific time step, the
anomaly score is set to 0. The upper prediction limit in the numerator and the
actual value in the denominator ensure that at ∈ [0, 1], with 0 meaning that no
anomaly occurred and scores close to 1 indicating a strong anomaly. Dividing
by |CA,t| and incorporating the cluster existence time τt ensures that anomalies
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detected in multiple clusters and clusters that have been existing for a longer
time yield higher anomaly scores. The logarithm is used to dampen the influence
of clusters with comparatively large τt.

Finally, we detect anomalies based on changes in correlation. Clusters which
correlate with each other over a long time during normal system operation should
continue to do so in the future. In the case that some of these cluster perma-
nently stop correlating, an incident causing this change must have occurred and
should thus be reported as an anomaly. The same reasoning can be applied to
clusters which did not share any relationship but suddenly start correlating.
Therefore, after the correlation analysis has been carried out sufficiently many
times to ensure stable sets of correlating clusters, such anomalies are detected
by comparing which members joined and left these sets.

6 Evaluation

This section describes the evaluation of the introduced anomaly detection
methodology. At first, the attack scenario and evaluation method are outlined.
Then the detection capabilities of our method with different values for the sim-
ilarity threshold and time window size are assessed and discussed.

6.1 Attack Scenario

In order to identify many clusters, we pursue high log data diversity. For this,
we propose the following evaluation scenario that adapts an approach intro-
duced in [14]: A MANTIS Bug Tracker System1 is deployed on an Apache Web
Server. Several users frequently perform normal actions on the hosted website,
e.g., reporting and editing bugs. At some point, an unauthorized person gains
access to the system with user credentials stolen in a social engineering attack.
The person then continues to browse on the website, however following a dif-
ferent scheme, e.g., searching more frequently for open issues which simulates
suspicious espionage activities. Such actions do not cohere with the behavior of
the other users and we therefore expect to observe corresponding alterations in
the developments of the log clusters. Due to the fact that only the probabilities
for clicking on certain buttons are changed, we expect that the log lines pro-
duced by the attacker will be clustered together with the log lines describing
normal behavior and that this causes an increase in the measured cluster size.
In addition, an automatized program that checks for updates in regular intervals
is compromised by the attacker and changes its periodic behavior. In this case,
we expect that the changes of the periodic cycles are also reported as anomalies.
The injected attacks include one missing periodic pulse, two sudden increases of
cluster size with different length and one slowly increasing cluster size.

1 https://www.mantisbt.org/.

https://www.mantisbt.org/
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6.2 Evaluation Environment

The log data was generated on a general purpose workstation, with an Intel Xeon
CPU E5-1620 v2 at 3.70 GHz 8 cores and 16 GB memory, running Ubuntu 16.04
LTS operating system. The workstation runs a virtual Apache Web server host-
ing the MANTIS Bug Tracker System, a MySQL database and a reverse proxy.
The log messages are aggregated with syslog. The anomaly detection algorithm
was implemented in Java version 1.8.0.141 and runs on a 64-bit Windows 7
machine, with an Intel i7-3770 CPU at 3.4 GHz and 8 GB memory.

6.3 Method

The log data was collected for 96 h from the previously mentioned Bug Tracker
System. Furthermore, sample log lines that correspond to the injected system
changes were extracted. These lines were aggregated with their respective occur-
rence time points in a ground truth table. One of these entries is counted as
a true positive (TP ) if the algorithm detects an anomalous log cluster with a
representative similar to the log line specified in the ground truth table, i.e., the
computed string similarity is not smaller than the similarity threshold t used
during clustering, and additionally the detection time is not earlier than 30 min
or later than 60 min of the time specified in the ground truth table. If one of
these requirements is not met, the entry is counted as a false negative (FN).
Detected anomalies that do not correspond to any entries are counted as false
positives (FP ). True negatives (TN) are determined computationally.

With this setting, statistically relevant characteristics regarding the qual-
ity of the resulting classification were measured. These include the true pos-
itive rate (TPR = TP

TP+FN ), false positive rate (FPR = FP
FP+TN ), precision

(P = TP
TP+FP ) and recall (R = TPR). Plotting the latter two against each

other leads to the Receiver Operating Characteristic (ROC) curve, a common
evaluation and comparison method for classification systems. Curves are created
by running the anomaly detection algorithm with different parameter settings,
with well-performing classifiers being located in the top-left corner of the ROC
diagram (high TPR, low FPR). We also added the first median as it describes
the performance of a random guesser and every reasonable classifier has to lie
above this line. Finally, also the well-known F1-score = 2·P ·R

P+R is computed.

6.4 Results

Figure 3 shows the cluster size developments of two log line clusters, the one-
step ahead prediction limits forming tubes around the curves and the anomalies
that are detected whenever the actual size falls outside of this tube. The present
types of anomalies in the plot are: (a) a periodic process skipping one of its
peaks, (b) a spike formed by a rapid short-term increase in line frequency, (c) a
plateau formed by a long-term frequency increase, (d) a false positive and (e) a
slowly increasing trend. The curve in the top part of the figure corresponds to
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a cluster affected by all injected anomalies. While anomalies (a)-(c) are appro-
priately detected, anomaly (e) is not detected in this cluster because the model
adapts to the slow increase of frequency that occurs within the prediction bound-
aries, thereby learning the anomalous behavior without triggering an alarm. We
intentionally injected (e) in order to show these problems that occur with most
self-learning models. These issues can be solved by employing change point anal-
ysis methods that detect long-term changes in trends [10]. The bottom part of
the figure corresponds to a cluster containing only log lines that are specifically
affected by anomalies (c) and (e). Accordingly, the anomalies manifest them-
selves more clearly and the high deviations from the normal behavior makes
their detection easier. The fact that each of the numerous evolving clusters are
specific to certain log line types is a major advantage of our method. In partic-
ular, more than 300 evolving clusters representing more than 90% of the total
amount of log lines were identified.

Fig. 5. The aggregated anomaly score displayed as a time-series and correctly increas-
ing when the system behavior changes (red shaded intervals). (Color figure online)

The anomaly score aggregated over all evolving clusters that exist for at least
20 time steps is displayed in Fig. 5. The figure clearly shows that the anomaly
score increases at the beginning and end of every attack interval. This corre-
sponds to the fact that our algorithm detects changes of system behavior, but
almost immediately adapts to the new state. Only returning from this anomalous
state to the normal behavior is again detected as an anomaly.

Different parameters were used to create the ROC curves displayed in Fig. 6.
In the left plot, the similarity threshold t ∈ [0, 1] from the incremental clustering
procedure was varied. A high similarity threshold causes that only highly similar
lines are allocated to the same cluster, i.e., the total number of clusters per time
window increases. A low similarity threshold causes the opposite. We discovered
that low similarity thresholds (t < 0.5) cause too many different log line types
being grouped into the same clusters and the cluster representatives therefore
not appropriately describing their content. This in turn leads to mismatching
clusters between the time windows that do not reach the minimum required
threshold for establishing a connection.

The curves were created by changing the prediction level (1 − α), i.e., the
width of the prediction interval, with narrow tubes leading to higher TPR and
FPR and broad tubes leading to lower TPR and FPR. Favorable values (high
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TPR, low FPR) are located close to the top-left corner of the plot. The figure
shows that a moderate width is superior to the extremes as they suffer from either
low TPR or high FPR. All threshold values yield reasonably good performances
in the ROC plot because our injected anomalies always manifest themselves
in multiple clusters, but there is a preference towards thresholds around 0.85
achieving TPR = 61.8% with only FPR = 0.7%. In general, higher thresholds
enable an increased granularity and should therefore be preferred for detecting
anomalies that only affect a single or few log line types.
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Fig. 6. Left: ROC curves for different threshold values. Right: ROC curves for different
time window sizes.

The top left part of Fig. 7 shows the runtime with respect to different thresh-
old values. Moderate threshold values yield lower runtimes then values closer to
0 or 1. The top right part of the figure shows that the runtime scales linearly with
the number of log lines, which is important for processing continuous streams.

In addition to the threshold, the influence of the time window size was inves-
tigated. The right side of Fig. 6 shows ROC curves where the same data set was
analyzed with a similarity threshold of 0.9 and varying time window sizes. The
curves indicate that good results are achieved with time window sizes similar to
the attack durations (10–30 min). In general, very large time windows are not
sufficiently fine-grained and therefore easily miss anomalies that only occur dur-
ing very short intervals. Clearly, smaller time windows yield finer granularities
(i.e., more time steps in any given period) and also reduce the average reaction
time, i.e., the average amount of time that passes between an anomaly occurring
and being detected ( time window

2 ). On the other hand, time windows smaller than
the appearance frequency of certain log line types may result in incomplete clus-
ter maps that do not contain evolving clusters of these logs. Thus, the correct
choice for the time window size largely depends on the log frequencies.

Finally, the measurements regarding the runtime are shown in the bottom
part of Fig. 7. Time window sizes that performed well in the ROC analysis also
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Fig. 7. Left: runtime comparison for different parameter settings. Right: runtime mea-
sured with respect to the number of processed log line shows linear scalability. Top:
threshold as changed parameter. Bottom: time window size as changed parameter.

showed low runtimes, because generating the time-series model is easier when
the time window is aligned to the period. Again, the runtimes scaled linearly
with the number of log lines independent from the size of the time window.

For brevity, we only discuss the results of the evaluation centered around the
F1-score but omit the plots. The results showed that the recall increases for a
higher threshold almost up to 1. Moreover, the size of the prediction interval had
a clear influence on the recall for any given threshold level, with smaller sizes
increasing the achieved recall score. This is due to the fact that actual anomalies
fall outside of the tube more easily and thus improve the recall. While the preci-
sion also improves with a higher threshold, the results showed just the opposite
characteristic regarding the prediction interval size, with large tubes increasing
the precision. This is due to the fact that from all the detected anomalies, only
highly diverging points that are likely to be actual anomalies exceeded the limits
of the tube. For high similarity thresholds, precision scores between 0.2 and 0.3
are reached. Only when precision and recall are combined in the F1-score the
superiority of moderate tube sizes over the extremes becomes apparent. These
observations emphasize the importance of the tube size and confirm the superi-
ority of higher similarity thresholds already ascertained in the ROC analysis.



Time Series Analysis 35

7 Conclusion and Future Work

In this work we introduced a dynamic anomaly detection algorithm for log data.
By deploying an incremental clustering algorithm on multiple time windows
rather than the whole data, we were able to establish a sequence of static cluster
maps that collectively represent dynamic system behavior. We used cluster evolu-
tion techniques in order to identify developments of single clusters and employed
time-series analysis for detecting anomalous deviations of relevant metrics.

The evaluation showed that clusters formed by groups of log lines belonging
to a certain event are successfully tracked over time. Furthermore, the results
showed that injected anomalies manifested themselves as sudden changes in the
generated time-series and were appropriately detected by our algorithm.

We computed the overlap between cluster maps from two neighboring time
windows. However, the quality of the connections between clusters could be
enhanced by taking more distanced time windows into account. Moreover, there
exist other time-series models able to predict future values, some of which may
show a higher precision or runtime enhancements compared to ARIMA models.

As most unsupervised self-learners, our model suffers from poisoning of the
data, i.e., anomalous behavior affecting future detections [1]. For example, reg-
ularly occurring log lines from malicious processes are learned after some time.
An attacker is able to exploit this vulnerability by carefully injecting log lines
that slowly adapt the learner to the changed system behavior. We are planning
to investigate methods for change point analysis in order to solve these issues.

Acknowledgment. This work was partly funded by the FFG project synERGY
(855457).
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Abstract. Photo Response Non–Uniformity (PRNU) is one of the most
effective fingerprints used to detect the source camera of an image. Image
Anonymization on the other hand, is a task of fooling the source camera
identification, in order to protect the user’s anonymity in sensitive situa-
tions involving whistleblowers, social activists etc. To protect the privacy
of users especially over the web, image anonymization is of huge impor-
tance. Counter–Forensic attacks on source camera identification try to
make an image anonymous by nullifying the detection techniques. For
almost every counter–forensic source camera identification attack, anti–
counter attacks are being designed and hence there is a need to either
strengthen the previous counter–forensic attacks or design a new attack
altogether. In this work, we propose a new counter–forensic attack to
source camera identification, using the Universal Wavelet Relative Dis-
tortion function designed for steganography. The main principle behind
Universal Wavelet Relative Distortion is to embed changes in an image in
regions such as textures or noisy parts which are crucial to source cam-
era identification. We show through our experiments, when a random
bit–string is inserted recursively in an image, the correlation strength of
the noise residual based source camera identification gets significantly
weak and such methods fail to map the source camera of the image
under question. In the proposed method, the visual quality of the modi-
fied image is not changed, which makes our method a strong solution to
image anonymization.

Keywords: Cybercrime · Counter forensics · Digital forensics
Fingerprint · PCE · PSNR · SSIM · Steganography
Source camera identification

1 Introduction

Multimedia forensics is an emerging field which investigates the evidence in the
form of digital materials from a crime scene. Image forensics deals with provid-
ing evidence in a court of law or to help the investigative agencies regarding the
c© Springer Nature Switzerland AG 2018
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images found with a suspect. Source Camera Identification is a crucial task of
identifying the source camera of an image under question. By mapping an image
under question back to its source, important evidence can be gathered against
any culprits with malicious intentions such as child pornographers. Now, with a
great success in source camera identification, images found in a crime scene can
be produced in a court of law as evidences. But, it rises an important debate
on the privacy and secrecy aspects in certain situations such as whistleblowers
and social/human activists who wish to share/send sensitive images and want to
remain anonymous. User Anonymization [1–3] is a field of science that deals with
making users remain anonymous while being able to share multimedia informa-
tion over the Internet. It is necessary for certain online users to be not concerned
about their privacy when using Internet and not worried about being tracked
online. Especially for social activists and whistleblowers, spreading their infor-
mation while maintaining anonymity is highly essential. It has been successfully
established [4–7] that the noise residual content in an image is a strong finger-
print which determines the source camera of the test image. The noise pattern
in an image is added by the underlying camera sensor while capturing a scene.
It is possible to map an image to its camera sensor by matching the noise resid-
ual in the image against the Sensor Pattern Noise (SPN) of the camera. As a
counter-attack to Photo Response Non Uniformity (PRNU) based source cam-
era identification, image anonymization technqiues either suppress the PRNU
content in an image or follow some other transformation on the image to make
the underlying source detection process fail.

The main principle involved in PRNU based source identification is to find a
correlation between the noise residual (PRNU) in an image and the sensor pat-
tern noise (SPN) of each camera in hand. The correlation is either in the form of
Normalized Cross Correlation (NCC) [4] or Peak–to–Correlation–Energy ratio
(PCE) [5]. The source camera is mapped to an image based on a decision thresh-
old against the correlation value. When a test image is manipulated through the
image anonymization techniques, the correct source mapping is not possible. At
present, Image anonymization techniques [8–12] w.r.t source camera identifica-
tion are successful in deceiving the PRNU based source camera identification
techniques. These techniques are also known as the counter–forensic attacks on
source camera identification. In case of anonymization techniques such as Seam
Carving [12] and Adaptive PRNU Denoising (APD) [10], the correlation value
of the manipulated test image with its source camera falls below the threshold
value, making it difficult to make any decision about the source of the image.
In case of Fingerprint Copy [11] anonymization technique, the noise residual in
the test image is removed and a fingerprint of another camera is added to the
test image, thus making the correlation value falsely point to the other camera
but not the original source. Though the present image anonymization techniques
are successful, recent advances [13–16] in source camera identification are able
to combat the geometrical manipulations as well the image anonymization tech-
niques. In this paper we follow the approach of suppressing the PRNU content in
an image, because several common geometrical transformations such as rotation,
scaling etc. could not effect the PRNU based methods of source detection [17].
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Our major contribution in this paper is a new image anonymization counter-
forensic attack on PRNU based Source Camera Identification (SCI). In this
paper, we adopt a recent steganographic technique to embed a random bit–string
into the test images. The distortion used in this paper, ultimately suppresses
the PRNU content in the test image to very low levels such that the correlation
between the PRNU of the image and that of the camera becomes very weak to
positively identify the source of the test image. The embedding mechanism of
the distortion function makes the PRNU based source camera identification task
insignificant.

The rest of the paper is organised as follows. Section 2 describes the back-
ground about PRNU based source camera identification and the other counter–
forensic attacks in brief. In Sect. 3, we detail our proposed counter–forensic attack
using the universal wavelet relative distortion. In Sect. 4, we show our experi-
mental findings and conclude in Sect. 5 with a direction towards future work.

2 Background

Ever since the breakthrough about the usage of noise residual as a unique fin-
gerprint of camera in [4], there have been multitude of works to address Source
Camera Identification (SCI). For each camera at hand, a reference noise pattern
is estimated as the unique camera fingerprint and the test image’s noise residual
is used to map against the reference pattern. The PRNU based schemes also
found to be robust to many manipulations such as JPEG compression, gamma
correction, resizing and rotation [18]. Various enhancements [6] have been car-
ried out to improve the PRNU based methods, by making the schemes more
adaptive to any scene content. More recently, the use of sensor pattern noise
in SCI is strengthened by including a locally adaptive DCT filtering [7]. In this
paper we target the PRNU based SCI techniques for image anonymization. We
describe the methodologies of PRNU based SCI in Sect. 2.1.

2.1 PRNU Based Source Camera Identification

An image is formed in a camera sensor as per the reaction to the reflected
light from the object. While forming the final digital image, the sensor pattern
noise (K) of the camera is added along with other noise components such as
dark current, shot noise etc. The sensor pattern noise of the camera being a
multiplicative noise, is specific to each camera device [18] and thus the final
image formed can be represented as follows:

Px = P0 + (P0K + φ1) (1)

where Px is the final digital image formed, P0 is the amount of incident light on
the sensor from the object, K is the PRNU factor of the sensor and φ1 is the
collection of other noises.
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Through the application of a de–noise filter, majority of the other noise
components are eliminated. Thus, the Noise Residual or the PRNU component
of a single (ith) image Ii can be calculated as:

PRNUIi = P (i)
x − DF (P (i)

x ) (2)

where, DF is a de–noise filter (we use Weiner filter in the wavelet domain). The
de–noised image is then subtracted from the original image to generate the noise
residual PRNUIi .

The camera fingerprint K can be approximated from the noise residuals of
N number of images taken from the same camera (N should be sufficiently large
for example greater than 50).

Camera fingerprint or the Sensor Pattern Noise (SPN) of a camera Cj can
then be calculated as:

SPNCj
=

∑N
i=1 PRNUIi · P

(i)
x

∑N
i=1 (P (i)

x )
2 (3)

To map an image under question, Itest to one of the sensor pattern noises
available with the forensic analyst, a correlation mechanism is employed such
as Normalized Cross Correlation (NCC) [4] or the Peak–to–Correlation–Energy
ratio (PCE) [5]. The NCC between the noise residual (NR) of Itest and SPN of
a camera Cj is calculated as:

ρj(Itest) =
(NR(Itest) − NR(Itest)).(SPN(Cj) − SPN(Cj))∥
∥
∥NR(Itest) − NR(Itest)

∥
∥
∥

∥
∥
∥SPN(Cj) − SPN(Cj)

∥
∥
∥

(4)

where,′.′ is the dot product, ‖‖ is L2 norm, bar represents the mean value.
The similarity between an image PRNU and a camera SPN is computed in

terms of Peak–to–Correlation–Energy ratio (PCE) as,

PCE(Ii, Cj) =
ρ2peak

1
|r|−|ε|

∑
r/∈ε ρ2r

(5)

where, ρ represents the normalized cross correlation between PRNUItest and
SPNCj

. ρpeak is the largest cross correlation value specific to (Itest,Cj) by shift-
ing the image k possible times, r represents the set of all cross correlation values
for (Itest,Cj) and ε represents a small area near the cross correlation peak which
is removed in order to calculate the PCE ratio, ρr represents the cross correlation
values corresponding to the entries in r, but not belonging to ε.

As discussed in [5], PCE is a much stable test statistic than the NCC, for
the simple reason that PCE can perform well for any image size. In this paper,
we use the PCE as the correlation test statistic and target to minimize the PCE
value. Without any loss of generality, we state that PCE value between the noise
residual of Itest and SPN of camera Cj is HIGH when the test image actually
belongs to Cj , else it will be LOW. PCE is a better correlation metric, because,
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the threshold selection for NCC has to be changed every–time the cameras in
hand changes. For the case of PCE, a fixed decision threshold can be applied [12].
Our goal in this paper is to make the PCE value of the noise residual of modified
test image and the sensor patter noise of the source camera to be less than the
fixed threshold, while maintaining the same image quality.

3 Proposed Image Anonymization

Image anonymization against PRNU based Source Camera Identification (SCI)
majorly involve disturbing the correlation process and hence making the source
attribution fail. We propose a technique to attack PRNU based SCI by formulat-
ing a distortion function which is used in steganography as a means to disturb
the correlation process in SCI [19,20]. In this section, we provide a detailed
description of the proposed image anonymization technique.

3.1 The Counter–Forensic Attack Model

In this section, we propose an image anonymization technique to counter PRNU
based source camera identification. We use the Universal Wavelet Relative Dis-
tortion (UNIWARD) distortion technique [20] to perform image anonymization
here. The key functionality in the distortion function is to embed a random
bit–string into noisy/textured regions of the image. On doing so, the image
noise characteristics are disturbed, so that source camera identification based on
PRNU of those images (as discussed in Sect. 2.1), fails.

The proposed image anonymization technique using UNIWARD is shown in
Algorithm 1. The technique can be broadly summarized into the following steps:

– First, the Sensor Pattern Noise (SPN) of the camera C is calculated by aver-
aging the PRNU noise residuals of N (= 100 in our experiments) images.

– Then, image Itest is generated from the input image Itest, by repeatedly
embedding random bit–strings into the image, until the PCE correlation
between PRNUItest

and SPNC is less than a pre–defined decision thresh-
old. When the PCE falls below the threshold, the image is considered to be
sufficiently anonymized so as to prevent its source attribution.

Different authors have adopted PCE ≈ 50 as the decision threshold [5,12], but
to further strengthen the proposed attack, we use a much lesser threshold value
of 10. In the proposed attack, we perform the embedding continuously till PCE
reaches 0 or less.

Unlike the other steganographic algorithms which does the embedding in
clean edges of the image, UNIWARD finds the regions with textured and/or
noisy regions for embedding. A distortion function is applied in the form of a
sum of relative changes between the embedded image and original in wavelet
domain. The distortion function is constructed using the directional filter banks
that find possible directions of texture and/or noisy regions for embedding [20].
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Algorithm 1. Generation of manipulated image for counter–forensic
attack on SCI

Input: An image Itest taken by camera C to be anonymized, Set of 100 images taken by C

for SPN calculation.

Output: Source anonymized image Itest.

1 Numerator = 0; //Initialization

2 Denominator = 0; //Initialization

3 SPNC = 0; //Initialization

4 for each image I taken by camera C do

5 PRNU(I) = I– DF (I);

6 Numerator = Numerator+PRNU(I).I; /* ’.’ is the dot product operator*/

7 Denominator = Denominator+I2;

8 end

9 SPNC = Numerator
Denominator ; // SPN computation for Camera C

10 Itest = Itest;

11 PCEPrev = PCE(PRNU(Itest), SPNC);

12 PCECurrent = PCEPrev ;

13 repeat

14 PCEPrev = PCECurrent;

15 Itemp = Itest;

16 Payload = GeneratePayload(NP );

17 repeat

18 /*Find the best region to embed the payload by computing the distortion cost from

Eq. 6 */

19 X=Itemp

20 Y = X → (X + 1)

21 /* K is the kernel built from 1-D low pass wavelet decomposition filters*/

22 for k = 1 to 3 do

23 Wk(X) = Kk � X

24 Wk(Y ) = Kk � Y

25 end

26 /* Each W is of size n1 × n2 */

27 (n1, n2) = size(W 1(X))

28 /* C ≈ 10−5 is a very small number to avoid division by zero */

29 MinCost = ∞
30 for i = 1 to 3 do

31 for j = 1 to n1 do

32 for k = 1 to n2 do

33 D(X, Y ) = D(X, Y ) +

∣
∣
∣Wi

jk(X)−Wi
jk(Y )

∣
∣
∣

C+Wi
jk

(X)

34 end

35 end

36 end

37 if D(X, Y ) < MinCost then

38 MinCost = D(X, Y )

39 J = j

40 K = k

41 end

42 until All the regions are covered;

43 Itest = Embed(Itemp, payload, J, K);

44 PCECurrent = PCE(PRNU(Itest), SPNC);

45 /* Exit criteria to ensure finiteness of the algorithm */

46 if PCECurrent − PCEPrev < ε then

47 return PCECurrent;

48 end

49 until PCECurrent < 0;
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As described in [19], smoothness of the image is found in multiple directions
using Daubechies 8-tap Wavelet Directional Filter Bank. Direction residuals are
calculated in horizontal, vertical and diagonal directions to detect smoothness.
The directional residual for an image I is given as W (k) = K(k) � I, � is the
mirror padded convolution operation, k ∈ 1, 2, 3 denotes various directions, K
denotes the kernels in each specific direction.

Impact of embedding is pre–computed on the wavelet coefficients when a
JPEG coefficient is changed by 1. The pixels are chosen for embedding where
the impact is minimum i.e. sum of relative changes is minimum. The impact
between a pair of images (X,Y ) where X is the input cover image, Y is the
output stego image, is called as the distortion function defined as follows:

D(X,Y ) =
3∑

i=1

∑

j,k

∣
∣
∣W i

jk(X) − W i
jk(Y )

∣
∣
∣

ε + W i
jk(X)

(6)

where W denotes the wavelet coefficients of an image, i denotes the decompo-
sition levels in wavelet domain, (j, k) denote the corresponding wavelet coeffi-
cients, ε is a very small number used to avoid division by zero. In case of JPEG
images, the distortion is calculated by decompressing the images into spatial
domain and using the above equation. When one JPEG coefficient is changed,
it impacts 8 × 8 pixels which in turn affect (8 + (s − 1)) × (8 + (s − 1)) wavelet
coefficients (where s × s is the size of 2-D wavelet support). The payload is of
no significance for image anonymization, but serves purely to perform the dis-
tortion (through UNIWARD) and disturb the PRNU content of the image by
embedding in noisy regions.

To ensure the finiteness of the algorithm, we set an exit criteria by checking
if there is only a negligible change (we used ε = 10−2, in step 49, in Algorithm 1)
in the PCE value between two successive iterations.

3.2 Attack Analysis

For PRNU based source camera identification to fail, there should not be any
block in the test image, whose noise residual matches with the SPN of the corre-
sponding camera. In this section, we analyse the proposed image anonymization
technique, so as to find out whether there is any block in the final output image,
whose SPN matches with the source camera. Our claim is as follows:

Claim: There is no block in the final anonymized image, I, that matches with
the SPN of camera C.

Proof: Let P be the statement that there is a block in the final anonymized
image, I, that matches with the SPN its source camera C. We use the technique
of proof by contradiction to prove that P is true. Let us assume P is false, i.e.,
there are L blocks in I that match the SPN of camera C (denoted as SPNC).
For all of these L blocks that match SPNC , the NCC values ( ρ in Eq. 4) will
be high. This causes the PCE value to be high as there will be a ρpeak (as in
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Fig. 1. Performance evaluation of PCE value variation over 113 iterations for one test
image from camera C4 (Panasonic DMC FZ50).

Eq. 5) associated with these L matched blocks. But, according to Algorithm1,
the PCE between the final image and camera C, is bound to be less than 0,
which contradicts our assumption. Hence, it is proved that there is no block in
the final images, which matches with the SPN of its source.

The UNIWARD distortion discussed, finds a noisy region in one of the blocks
Bl for which the cost is least, (l ∈ 1, 2, 3...L) and embeds the dummy payload
there. By the definition of NCC discussed, the ρ value corresponding to that block
Bl where the embedding happened, would be low (which means it is not a match).
In the next iteration, the same process is repeated and now l ∈ 1, 2, 3...L − 1.
Ultimately when the PCE value becomes less than 0, it signifies that there are
no more noisy regions to embed. When there are no noisy regions to embed, the
PRNU based SCI techniques fail to map the source camera.

4 Experimental Results and Discussion

In this section, the performance of the proposed anonymization technique is eval-
uated. The benchmarks for evaluation are as follows: (I) PCE of the anonymized
image, to judge the strength of the attack, and (II) PSNR and SSIM for eval-
uating image quality degradation. In our experiments, we use Dresden Image

Table 1. List of cameras used in our experiments from dresden database

Camera make Model Resolution Format Alias

KODAK M1063 3664× 2748 JPEG C1

NIKON D70 3008× 2000 JPEG C2

OLYMPUS MJU 3648× 2736 JPEG C3

PANASONIC DMC-FZ50 3648× 2736 JPEG C4

PRAKTICA DCZ5.9 2560× 1920 JPEG C5

SAMSUNG L74 3072× 2304 JPEG C6

SONY H50 3456× 2592 JPEG C7
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Table 2. Average PCE obtained by different counter–forensic attacks, for seven camera
models, and ten images from each.

Camera PCE value of counter–forensic attack

Original Seam carving [12] APD [10] FP Copy [22] Proposed attack

C1 6528.16 0.221 0.65 1.69 −0.59

C2 1018.43 0.85 0.71 −0.13 −1.005

C3 333.31 −0.26 0.22 0.431 −0.94

C4 172.4 0.51 0.58 2.73 −0.86

C5 285.27 1.16 0.803 0.527 −0.72

C6 390.55 1.241 0.697 0.96 −0.64

C7 1778.5 −0.95 −0.23 −0.29 −1.32

Database [21], which is a benchmark dataset for Image Source Identification
and related forensic researches. We experiment with a set of 7 cameras of differ-
ent makes and models, the list of which is provided in Table 1. We use 100 images
from each camera, for calculating the Sensor Pattern Noise (SPN) of each cam-
era. We test the proposed image anonymization technique with 10 images taken
from each camera (total 70 images). A pre–defined decision threshold is adopted
in our experiments for source camera identification. If PCE of the anonymized
image is greater than the threshold, only then it is possible to attribute the
image to its corresponding source camera. In earlier works, a decision threshold
of 50 was used [5,12], but to further strengthen the proposed attack, we use a
much lesser threshold value of 10. Hence, if the proposed attack is strong enough
for a threshold of 10, it is definitely strong for any threshold higher than 10.

4.1 PCE Results and Analysis

The objective of the proposed image anonymization technique is to minimise the
PCE correlation between the sensor pattern noise (SPN) of the camera and the
PRNU noise residual of the test image. We construct the SPN of the reference
cameras with 100 test images. The PRNU extraction is performed for the test
image, as explained in Sect. 2. The PCE correlation is found considering the
entire images (no cropping). In the proposed approach, we repeatedly embed
random bit–strings into the image until the PCE of the anonymized image is
less than 0. This can be clearly observed from Table 2, which presents the aver-
age PCE results of different counter–forensic schemes. Specifically, in Table 2,
we present the performance evaluation results of the following state–of–the–art
counter–forensic attacks: Seam Carving [12], Adaptive PRNU Denoising [10],
Fingerprint Copy [22], in terms of anonymized image PCE, for the camera mod-
els listed in Table 1. Total 10 images, which were not used in calculating the
sensor pattern noise, are used for testing here.

For a counter–forensic technique to be considered as a successful attack on
PRNU based source camera identification, the PCE correlation values must
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Fig. 2. Image Qualities (a) Before anonymization, and (b) After anonymization using
the proposed technique.

be sufficiently low, so as to prevent mapping of the image to its source. In
effect, the PCE values must be lower than the decision threshold. The aver-
age PCE values of different counter–forensic attacks are shown in Table 2. The
PCE values of the anonymized images using the proposed technique, fall below
0. For the other attacks, the PCE values are not mandatorily negative. This
is achieved by pre–defining the desired PCE range (<0, in Algorithm 1) of
the counter–forensically modified image, and controlling the number of itera-
tions of the algorithm, accordingly. PCE is the primary statistic to measure
the strength of image anonymity brought about by a counter–forensic attack.
Since, for every counter–forensic attack mentioned in Table 2, the obtained PCE
value falls below the decision threshold of 10, all of them qualify as successful
counter–forensic attacks. The proposed anonymization technique constitutes a
new form of counter–forensic attack, which would help to further strengthen
existing PRNU based source camera identification models.

The proposed anonymization technique is iterative, i.e., in each iteration a
random bit–string is embedded and the PCE value between the noise residual
and the SPN of the camera is measured. If the PCE value in ith iteration is
above the decision threshold then the iterations are repeated until the desired
threshold is reached. In Fig. 1, we show the plot between the number of iterations
and the corresponding PCE values of one test image from camera C4 (Panasonic
DMC FZ50). The decision threshold is PCE = 10, and the PCE value can be
observed to gradually decrease over the subsequent iterations. After the tenth
iteration, it reaches below the threshold. However, we can further reduce the
PCE by conducting additional iterations, as evident from Fig. 1.

4.2 Image Quality Analysis

The proposed anonymization technique as well as all the compared methods
(namely APD, FP Copy and Seam Carving) are successful in defeating the
PRNU based source camera identification schemes (as discussed in Sect. 4.1).
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Table 3. Average PSNR of the anonymized images with respect to the originals

Camera Average PSNR [db]

APD [10] FP copy [22] Proposed Seam carving [12]

C1 38.76 38.56 32.45 28.75

C2 36.52 39.91 31.2 29.84

C3 37.41 37.81 33.16 31.46

C4 34.68 41.59 28.97 32.67

C5 35.28 38.64 29.53 28.79

C6 32.69 33.63 31.25 30.28

C7 32.28 39.71 30.18 29.16

Table 4. Average SSIM of the anonymized images with respect to the originals

Camera Average SSIM [db]

APD [10] FP Copy [22] Proposed Seam Carving [12]

C1 0.994 0.987 0.911 0.910

C2 0.991 0.976 0.964 0.925

C3 0.983 0.995 0.932 0.928

C4 0.982 0.979 0.922 0.915

C5 0.992 0.988 0.907 0.917

C6 0.999 0.991 0.929 0.911

C7 0.997 0.982 0.936 0.928

In this section, we perform an analysis on the image quality generated from
different schemes. In Fig. 2, we present a comparison of a test image captured
by Panasonic DMC-FZ50 (camera C4), with its anonymized form (using the
proposed technique), in terms of image quality. There are no visually evident
artefacts in the anonymized image, shown in Fig. 2(b), as compared to the origi-
nal image in Fig. 2(a). In this paper, we use Peak Signal to Noise Ratio (PSNR)
and Structural Similarity Index (SSIM), as the evaluation metrics to measure
the quality of the final anonymized image. The PSNR and SSIM results for
different camera models, averaged over 10 test images from each, are shown
in Tables 3 and 4 respectively. Out of all the compared methods, the Adaptive
PRNU Denoising (APD) method works best for preserving the image quality
while removing the noise residual in an image. The Fingerprint Copy (FP Copy)
method also fairs well in preserving the image quality to a great extent. The
quality of the images anonymized by the proposed technique is better than that
of Seam Carved images both in terms of PSNR and SSIM.

The reduction in PSNR/SSIM is nothing but the cost to be incurred to
achieve considerably low PCE value. If we accept a higher PCE value (for e.g.
2), then the PSNR and SSIM results would be close to APD and FP Copy. This
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can be controlled in our attack model in step 49 of Algorithm1. The results
presented in Tables 3 and 4, prove that the proposed image anonymization tech-
nique, preserves the image quality considerably, while reducing the PCE value
which is less than all other anonymization techniques.

5 Conclusion

The current counter–forensic image anonymization methods are being studied
carefully and anti measures are in place to overcome image anonymization. In
this scenario, every possibility of new image anonymization attacks, are very cru-
cial to be known to forensic experts. In this paper, we introduce a new counter–
forensic attack on PRNU based source camera identification. We showed through
our experiments that, the UNIWARD distortion function which is famously used
in steganography, can be a very efficient attack on the PRNU based source attri-
bution techniques. The embedding of random bit–strings may also serve as a
distraction apart from serving as a counter–forensic attack.

In future, we would like to extend this work and try to improve the output
image quality. We would like to experiment the robustness of the attack under
various image manipulations such as JPEG compression, image resizing etc.
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Abstract. Ring signature is a variant of digital signature, which makes
any member in a group generate signatures representing this group with
anonymity and unforgeability. In recent years, ring signatures have been
employed as a kind of anonymity technology in the blockchain-based
cryptocurrency such as Monero. Recently Malavolta et al. introduced
a novel ring signature protocol that has anonymity and unforgeability
in the standard model [33]. Their construction paradigm is based on
non-interactive zero-knowledge (NIZK) arguments of knowledge and re-
randomizable keys.

In this work, for the purpose of lower bandwidth cost in blockchain,
we improve their ring signature by proposing a compact NIZK argument
of knowledge. We show our NIZK holds under a new complexity assump-
tion Compact Linear Knowledge of Exponent Assumption. Without the
expense of security, our proposed ring signature scheme is anonymous
and unforgeable in the standard model. It saves almost half of storage
space of signature, and reduces almost half of pairing computations in
verification process. When the ring size is large, the effect of our improve-
ments is obvious.

Keywords: Blockchain · Ring signature · NIZK
Argument of knowledge

1 Introduction

In 2008, Satoshi Nakamoto first proposed the blockchain to build cryptocur-
rency bitcoin as a public transaction ledger [34]. With the decentralization of
blockchain, cryptocurrency bitcoin first solves double-spending problem with-
out a central server. The blockchain and bitcoin have also provided inspirations
for various applications offering value or trust [41]. In recent years, ring signa-
ture was deployed to build transaction protocols for blockchain-based cryptocur-
rencies. Monero is one of the popular cryptocurrencies that mainly focuses on
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anonymity, and its underlying CryptoNote protocol deploys ring signature as
core cryptographic tools to provide anonymity [36].

The notion of ring signature was first proposed to leak secrets, by Rivest,
Shamir and Tauman [35] with many extensions after that such as using different
mathematical assumptions [16], based on different cryptosystems [2,4,5], with
linkability and/or revocability [1,3,20,22,23,25,27,40], with blinding feature [8],
in a threshold setting [24,39,42,44,45], security enhancement [10,18,26,28,30–
32] and efficiency improvement [21,29,43]. This cryptographic tool has ability
to leak the endorsement of any messages signed by one member in a group, but
does not reveal his identification. Compared with the group in group signatures
[9], a ring is not managed by a group manager. Actually, ring members can be
included in the ring completely unawarely. Since rings are ad-hoc, which means
that the signing process cannot be controlled by any centralized authority after
original setup.

In the past years, the security of most ring signature constructions holds in
ROM (Random Oracle Model) [11] or CRS (Common Reference String) model
[19]. In ASIACRYPT 2017, Malavolta et al. presented a generic ring signature
construction that has anonymity and unforgeability in the standard model [33].
In their scheme, a ring signature protocol can be divided into two components:
the re-randomizable key and the NIZK (Non-Interactive Zero-Knowledge) sys-
tem. A novel feature of this scheme is that one can modify its NIZK system
independently to obtain variants of the original scheme.

Bandwidth usage is one of the main targets for blockchain benchmarks,
which influences transaction processing performance of blockchain significantly.
To reduce bandwidth in blockchain, Groth et al. proposed a logarithmic-size ring
signature for blockchain cryptocurrency [15]. Sun et al. proposed an accumulator-
based transaction protocol for Monero to reduce transaction size [38]. These two
works are both in the ROM. In this work, to improve the efficiency, we design
a new assumption CL-KEA (Compact Linear Knowledge of Exponent Assump-
tion), then a compact NIZK argument of knowledge under this assumption is
proposed. With the remarkable properties of our compact NIZK, we build a
compact ring signature scheme in standard model. Compared with Malavolta et
al.’s scheme [33], the signature size of our scheme is smaller, and the verification
computation is more efficient.

2 Preliminaries

In this work, we use λ to denote a security parameter, use negl(λ) to denote
a negligible function in a security parameter λ, and use [n] to denote a set
{1, ..., n} for a positive integer n ∈ N. We define y ← S for sampling y from a
set S randomly.
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2.1 Bilinear Maps

Let g1 and g2 be generators of two cyclic groups (G1,G2) of large prime order p,
respectively. There exits a homomorphism function φ : G2 → G1 and a bilinear
map function e : G1 × G2 → GT which holds:

– Non-degeneracy. e(g1, g2) �= 1.
– Computability. All group operations in (G1,G2,GT ), the homomorphism φ

and the map e are efficiently computable.
– Bilinearity. For all (a, b) ∈ Z

2
p and (C,D) ∈ G1 ×G2, e(Ca,Db) = e(C,D)a·b.

– Homomorphism. For all (D,E) ∈ G
2
2, φ(D · E) = φ(D) · φ(E).

2.2 NIZK Arguments of Knowledge

Definition 1 (NIZK Arguments of Knowledge [14]). Let R be a relation
corresponding to a NP language L. NIZK arguments of knowledge have following
ppt algorithms:

(α, θ) ← G(1λ): On input the security parameter λ, this algorithm outputs a
trapdoor α and a common reference string θ.

π ← P(θ, w, s): On input a θ, a witness w and a statement s, where (w, s) ∈ R,
this algorithm outputs a argument π.

1/0 ← V(θ, π, s): On input a θ, a proof π and a statement s, this algorithm
outputs a bit b, which is 1 or 0.

π ← S(θ, α, s): On input a θ, a trapdoor α and a statement s, this algorithm
outputs an argument π.

(s, π, w) ← E(α, θ): On input a trapdoor α and a θ, this algorithm outputs a
statement s, a argument π and a witness w.

Definition 2 (Perfect Completeness). For all λ ∈ N, (α, θ) ← G(1λ) and
(w, s) ∈ R such that

Pr[(α, θ) ← G(1λ), π ← P(θ, w, s) : 1 ← V(θ, π, s)] = 1.

Definition 3 (Perfect Zero-Knowledge). For all λ ∈ N, (α, θ) ← G(1λ) and
(w, s) ∈ R, there exists a simulator S such that

Pr[P(θ, w, s) = S(θ, α, s)] = 1.

Definition 4 (Computational Knowledge Soundness). For all λ ∈ N,
(α, θ) ← G(1λ), (w, s) ∈ R and any ppt adversary A, there is an extractor
E that has full access to the adversary it holds that

Pr
[

(π, s) ← A(θ), (s, π, w) ← EA(α, θ)
: (w, s) ∈ R

∣∣∣∣1 ← V(θ, π, s)
]

≥ 1 − negl(λ).
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2.3 Ring Signature

Definition 5 (Ring Signature [6]). A ring signature protocol includes a triple
of ppt algorithms RSig= (Gen, Sig, Ver) as follows:

(vk, sk) ← Gen(1λ): On input the security parameter λ, this algorithm outputs
a verification key vk and a signing key sk. Define the ring R = {vki}i∈[n].

σ ← Sig(R, sk,m): On input a ring R, a signing key sk and a message m, this
algorithm outputs a signature σ.

1/0 ← Ver(R,m, σ): On input a ring R, a message m and a signature σ, this
algorithm outputs a bit 1 which means the ring signature passes the verifica-
tion. Otherwise, output a bit 0.

A ring signature must satisfies Anonymity and Unforgeability as defined
in [6].

2.4 Programmable Hash Function

Definition 6 (Programmable Hash Function [17]). There are two algo-
rithms H=(HGen,HEval) in the programmable hash function as follows:

k ← HGen(1λ): On input the security parameter λ, this algorithm generates a
public key k.

c ← HEval(k,m): On input a public key k and a message m ∈ {0, 1}∗, this
algorithm outputs a hash value c.

3 Overview of Malavolta et al.’s Scheme

In this section, we show an overview of Malavolta et al.’s scheme [33].

3.1 NIZK

Firstly, we recall the language L corresponding to disjunction of discrete loga-
rithm defined in [33] as follows:

L = {{Ai}i∈[n] ∈ G
n
1 : ∃(a, i) : ga

1 = Ai}.

Then we recall the NIZK system of [33] as Fig. 1.
As we can see, this NIZK argument doesn’t need random oracles and the

security is mainly based on L-KEA (Linear Knowledge of Exponent Assumption).
We note that although there exists a common reference string in their NIZK, it
doesn’t mean their ring signatures need the CRS, we talk about it later.
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Fig. 1. NIZK for disjunctive statements in Malavolta et al.’s scheme [33]

3.2 Ring Signature

Then we show the generic ring signature constructions introduced by Malavolta
et al. as Fig. 2. Their novel work is based on re-randomizable keys [12] and
the above NIZK arguments of knowledge. To make their ring signature scheme
independent with the CRS, they divide the CRS of NIZK into a part of each
verification key, achieving that the CRS of NIZK is not the CRS of ring signa-
ture. A potential feature of their ring signature is that the NIZK argument of
knowledge is a independent component, thus it can be modified with other valid
NIZK systems, such as [13,14].

An obvious deficiency of their ring signature scheme is the signature size. In
their scheme, a signature includes two proofs of NIZK arguments of knowledge
and each proof consists of 2n group points for a n-sized ring. Consequently, their
signature consists of (4n + 3) group points and an integer.

4 Our NIZK Arguments of Knowledge

We propose a new NIZK argument of knowledge to improve efficiencies of [33].
Our main idea is to compress the size of NIZK argument without changing
degrees of the polynomials in the security proof of assumption, thus the security
of new NIZK arguments of knowledge holds as before. We note that our NIZK is
secure based on CL-KEA, which is a variant of L-KEA.

4.1 Complexity Assumptions

Assumption 1 (Compact Linear Knowledge of Exponent (CL-KEA)).
For all λ ∈ N, n ∈ poly(λ) and ppt adversaries A there is a ppt algorithm EA
with full access to A it holds that



Compact Ring Signature in the Standard Model for Blockchain 55

Fig. 2. Ring signature scheme in Malavolta et al.’s scheme [33]

Pr

⎡
⎢⎢⎣ (Q, {Ti, Ai}i∈[n]) ← A(p, e, g1, g2, g

x
2 ),

(a, P, {Ti, Ai}i∈[n]) ← EA(p, e, g1, g2, g
x
2 )

∣∣∣∣∣∣∣∣

∑
i∈[n] Dlogg2

(Ti) · Dlogg1
(Ai)

= Dlogg1
(Q)

∧∏
i∈[n] Ti = gx

2

∧∀i ∈ [n] : ga
1 �= Ai

⎤
⎥⎥⎦

≤ negl(λ).

W.l.o.g., we use O to represent the set of five oracles with the generic group model
from [7] and we randomly pick encoding functions (γ1, γ2, γT ) corresponding to
groups (G1,G2,GT ) in the following.

Theorem 1. For all λ ∈ N, n ∈ poly(λ) and ppt adversaries A with oracle
access to O there is a ppt extractor EA with full access to A such that

Pr

⎡
⎢⎢⎢⎢⎢⎢⎣

(γ1(q), {γ2(ti), γ1(ai)}i∈[n]) ← A(p, γ1(1), γ2(1), γ2(x)),
(a, γ1(q), {γ2(ti), γ1(ai)}i∈[n]) ← EA(p, γ1(1), γ2(1), γ2(x))

∣∣∣∣∣∣∣∣∣∣∣∣

∑
i∈[n] ti · ai

= q
∧∑

i∈[n] ti
= x

∧∀i ∈ [n] :
a �= ai

⎤
⎥⎥⎥⎥⎥⎥⎦

≤ negl(λ).
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Proof. We construct an extractor E as follows.

1. E initializes 3 lists (W1,W2,WT ).
2. E randomly picks s1 ← {0, 1}∗, s2 ← {0, 1}∗ and sx ← {0, 1}∗, then it adds

(1, s1) to W1, adds (1, s2) to W2 and adds (x, sx) to W1. We note that the
entries of the lists can be denoted by (F, s), where F is a generic polynomial
and s is a randomly picked string.

3. E simulates the queries of A to the oracle set O:
– On input 2 strings (si, sj), E first retrieves Fi and Fj from lists W1, W2

or WT . Next it calculates Fk = Fi ± Fj and outputs sk if (Fk, sk) ∈ W∗.
– On input 2 strings (si, sj), E first retrieves Fi and Fj from lists W1 or

W2. Next it calculates Fk = Fi · Fj and outputs sk if (Fk, sk) ∈ WT .
– On input a string sk, E first retrieves Fk from list W2. Next it outputs si

if (Fk, si) ∈ W1.
Whenever (Fk, s∗) /∈ W∗, E randomly picks s′

k ← {0, 1}∗, adds (Fk, s′
k) to the

corresponding list W∗ and outputs s′
k.

4. At some time, E receives a tuple (q, {ai, ti}i∈[n]) from A.
5. For all i ∈ [n], E retrieves Fai

from list W1, which corresponds to ai.
6. If some Fai

is a constant (degx(Fai
) = 0), E returns Fai

. Otherwise it aborts.

Whenever E doesn’t abort, we denote the element that E outputs by o, thus
γ1(o) = ai. Then we prove this happens with negligible probability.

Our prove includes three lemmas, first we recall the lemma in [37]:

Lemma 1. Let F ({xi}i∈[m]) be a polynomial and deg(F ) ≤ d, p be the largest
prime dividing a integer n′ and we randomly generate {xi}i∈[m] ← Z

m
n′ it holds

that:

Pr[F ({xi}i∈[m]) = 0 mod n′] ≤ d

p

Lemma 1 provides any polynomials F = 0 with deterministic maximum prob-
ability. As our extractor described above, we note that degx(Fi) ≤ 1 and
degx(Fj) ≤ 1, then degx(Fk) ≤ 2, where (Fi, si) ∈ W1, (Fj , sj) ∈ W2 and
(Fk, sk) ∈ WT .

Lemma 2. For all (Fai
, sai

) ∈ W1 and (Fti
, sti

) ∈ W2 it holds that:

Pr[degx(Fti
) = 1 ∧ degx(Fai

) = 1] ≤ negl(λ).

Proof. Let Fq be a polynomial such that (Fq, sq) ∈ W1, thus degx(Fq) ≤ 1.
If we assume Fq =

∑
i∈[n] Fti

· Fai
, it is obvious that for all i ∈ [n] either

Fti
or Fai

must be a constant. For some random x ← Zp, it is required that
Fq(x) =

∑
i∈[n] Fti

(x) · Fai
(x).

By Lemma 1 we know that:

Pr[Fq(x) −
∑
i∈[n]

Fti
(x) · Fai

(x) = 0] ≤ 1
p
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where 1
p is negligible. It follows that

Pr[Fq −
∑
i∈[n]

Fti
· Fai

�= 0] ≤ 1
p
.

Then we conclude that

Pr[degx(Fti
) = 0 ∨ degx(Fai

) = 0] ≥ ε(λ)

where ε is a non-negligible function. �
Here we note that degx(Fti

) = degx(Fai
) = 0 doesn’t contradict our theorem.

Lemma 3. For all (Fti
, sti

) ∈ W2:

Pr[∀i ∈ [n] : degx(Fti
) = 0] ≤ negl(λ).

Proof. We assume that for all i ∈ [n]:

Pr[∀i ∈ [n] : degx(Fti
) = 0] ≥ ε(λ).

As we argued that
∑

i∈[n] Fti
(x) = x, it is required that

Pr[
∑
i∈[n]

Fti
(x) − x = 0] ≥ ε(λ)

where
∑

i∈[n] Fti
(x) is some random constant. Obviously this contradicts Lemma

1. Thus we conclude that there exits at least one i such that degx(Fti
) = 0.

�
By Lemmas 2 and 3 we show that there exits an i:

Pr[degx(Fti
) = 1 ∧ degx(Fai

) = 0] ≤ negl(λ)

which follows that the extractor E returns o with negligible probability. �

4.2 Our Construction

Then we propose a new NIZK argument of knowledge. Our scheme is described
in Fig. 3. The biggest improvement we make is to sum all Qi to obtain one
element Q in the process of proving, and then we replace Qi with Q to reduce
the size of argument. At the same time, the smaller argument size yields less
pairing computations in the verification process. Thus our construction saves
almost half of storage space of signature and reduces almost half of pairing
computations. When n is large, the effect of this improvement is obvious.

Theorem 2. The scheme in Fig. 3 has perfect zero-knowledge.

Proof. We construct a simulator S(θ, α, s) to prove perfect zero-knowledge as
follows:
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Fig. 3. NIZK for disjunctive statements.

1. S parses the common reference string θ as T ∈ G2 and parses a statement s
as {Ai}i∈[n] ∈ G

n
1 .

2. S randomly picks a j ← [n] and {ti}i∈[n]\j ← Z
n−1
p , it computes {Ti =

(g2)ti}i∈[n]\j and {Qi = (Ai)ti}i∈[n]\j .
3. S computes

Tj =
T∏

i∈[n]\j gti
2

Qj = A
α−∑

i∈[n]\j ti

j

Q =
∏

i∈[n]

Qi.

4. S outputs (Q, {Ti}i∈[n]).

As this simulation is efficient, we note that {Ti}i∈[n] is picked identically to P
and Q =

∏
i∈[n] A

Dlogg1
(Ti)

i . It shows that the scheme has perfect zero-knowledge.
�

Theorem 3. The scheme in Fig. 3 has computational knowledge soundness.

Proof. We construct an extractor E to prove computational knowledge soundness
as follows:

E(α, θ). This extractor runs the adversaries A on the θ and receives (s =
{Ai}i∈[n], π = (Q, {Ti}). As we defined above, E has full access to A to obtain
(s, π, w). For all i ∈ [n], it outputs (a, i) when Ai = ga

1 .
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We note that if
∏

i∈[n] Ti = T = gα
2 and Dlogg1

(Q) =
∑

i∈[n] Dlogg2
(Ti) ·

Dlogg1
(Ai), the extraction is successful. As CL-KEA we described above, it hap-

pens with ε(λ). �

5 Compact Ring Signature

In this section, we present a compact ring signature scheme based on our pro-
posed NIZK arguments of knowledge. Before introducing our ring signature
scheme, we first recall the corresponding language described in [33].

L =

⎧⎨
⎩

({ki}i∈[n], c, {zi}i∈[n], z
′,m) ∈ G

λ·n+1
1 × G

n+1
2 × {0, 1}∗ :

∃(ρ, δ, i) :
z′

zi
= gρ

2 ∧ c = HEval(ki,m)δ

⎫⎬
⎭ .

This language can be separated into two sub-languages as follows:

L1 =

⎧⎨
⎩

({zi}i∈[n], z
′) ∈ G

n+1
2 :

∃(ρ, i) :
z′

zi
= gρ

2

⎫⎬
⎭ .

L2 =
{

({ki}i∈[n], c,m) ∈ G
λ·n+1
1 × {0, 1}∗ :

∃(δ, i) : c = HEval(ki,m)δ

}
.

We note that L essentially includes two NIZK arguments of knowledge for dis-
junctive discrete logarithms ( z′

zi
, ρ) and (c, δ) as above. It is easy to see the first

language L1 works well with their NIZK arguments of knowledge. However we
have no idea for the second one, in their scheme the set {HEval(ki,m)δ}i∈[n]\j is
not public to all and not generated. To make it compatible we make some small
changes such that:

L′
2 =

{
({ki}i∈[n], c,m) ∈ G

λ·n
1 × G2 × {0, 1}∗ :

∃(
1
δ
, i) : HEval(ki,m) = c

1
δ

}
.

First we change the witness from (δ, i) to (1δ , i), thus the corresponding disjunc-
tive discrete logarithm becomes (HEval(ki,m), 1

δ ). Then we change the range of
hash function from G1 to G2. From these two changes, it is easy to show that
both L1 and L′

2 can work well with their NIZK arguments of knowledge, same
to ours. More details about this feature are shown in Figs. 4 and 5.

Formally, we combine L1 and L′
2 as follows:

L′ =

⎧⎨
⎩

({ki}i∈[n], {zi}i∈[n], z
′, c,m) ∈ G

λ·n
1 × G

n+2
2 × {0, 1}∗ :

∃(ρ,
1
δ
, i) :

z′

zi
= gρ

2 ∧ HEval(ki,m) = c
1
δ

⎫⎬
⎭ .
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5.1 Scheme Description

Based on primitives, our ring signature RSig= (Gen,Sig,Ver) includes three algo-
rithms as follows:

Gen(1λ): on input a security parameter λ, this algorithm randomly picks x ← Zp,
β ← Zp and generates k by calling HGen(1λ). It calculates z = gx

1 and C = gβ
2 ,

outputs (sk, vk), where vk = (z, k, C) is a verification key and sk = x is a
signing key.

Sig(R, skj ,m): on input R = {vki}i∈[n], a signing key skj and a message m, this
algorithm randomly picks (s, ρ, δ) ← Z

3
p, generates a re-randomizable signing

key sk′
j = skj + ρ and corresponding re-randomizable verification key z′

j =
zj · gρ

1 , computes ci = φ(HEval(ki,m||R)) ∈ G1, c = HEval(kj ,m||R)δ ∈ G2

and y = c
1

x′+s . This algorithm proves two statements as follows:
– Prove a statement (R, z′) by calling P

(∏
i∈[n] Ci, (R, z′), (ρ, j)

)
as Fig. 4

and outputs π1.
– Call P

(∏
i∈[n] Ci, (R, ci, c), ( 1δ , j)

)
to prove a statement (R, ci) as Fig. 4

and outputs π2.
As a result, this algorithm outputs σ = (π1, π2, c, y, s, z′).

Verify(R,m, σ): on input a ring R = {vki}i∈[n], a message m and a signature
σ, compute ci = φ(HEval(ki,m||R)) ∈ G1. First this algorithm verifies two
statements as follows:

– Verify a statement (R, z′) by calling V
(∏

i∈[n] Ci, (R, z′), π1

)
as Fig. 5

and outputs b1.

Fig. 4. Proving of NIZK arguments of knowledge.
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Fig. 5. Verification of NIZK arguments of knowledge.

– Verify a statement (R, ci) by calling V
(∏

i∈[n] Ci, (R, ci, c), π2

)
as Fig. 5

and outputs b2.
Then if e(z′ · gs

1, y) = e(g1, c) ∧ b1 = 1 ∧ b2 = 1 it returns 1. Otherwise it
returns 0.

5.2 Scheme Analysis

The Anonymity and Unforgeability of this kind of ring signature have been
proven in [33], we don’t show details again. We compare Malavolta et al.’s scheme
and ours in Table 1.

As shown in the table, both L-KEA and CL-KEA are secure in the generic
group model, thus the improvements are not at the expense of security. On the
other hand, we do not change the sizes of signing key and verification key. Our
main contribution is that we reduce almost half of the signature size and half of
pairing computations in verification, when n is large.
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Table 1. Comparisons between Malavolta et al.’s scheme[33] and ours

Ring signature [33] Ours

Model Standard Standard

Anonymity � �
Unforgeability � �
Assumption q-SDH+ L-KEA q-SDH+ CL-KEA

Ring size poly(λ) poly(λ)

Signing key size Zp Zp

Verification key size (λ + 2)G (λ + 2)G

Signature size (4 · n + 3)G + Zp (2 · n + 5)G + Zp

Signing computations (4 · n + 3)E + nH (4 · n + 3)E + nH

Verification computations (4 · n + 2)P + E + nH (2 · n + 4)P + E + nH

Here we denote an exponentiation computation by E, a bilinear pairing
computation by P and a hash function computation by H.

6 Conclusion

In this work, first we propose a new NIZK argument of knowledge. With its
good properties, a compact ring signature scheme is constructed in the stan-
dard model. Compared with the Malavolta et al.’s scheme [33], our construction
reduces the signature size and pairing computations in verification process. We
believe this improvement will reduce bandwidth cost in blockchain in the future.
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Abstract. To provide a search functionality for encrypted data, pub-
lic key encryption with keyword search (PEKS) has been widely recog-
nized. In actual usage, a PEKS scheme should be employed with a PKE
scheme since PEKS itself does not support the decryption of data. Since
a naive composition of a PEKS ciphertext and a PKE ciphertext does
not provide CCA security, several attempts have been made to integrate
PEKS and PKE in a joint CCA manner (PEKS/PKE for short). In this
paper, we further extend these works by integrating secure-channel free
PEKS (SCF-PEKS) and PKE, which we call SCF-PEKS/PKE, where
no secure channel is required to send trapdoors. We give a formal secu-
rity definition of SCF-PEKS/PKE in a joint CCA manner, and pro-
pose a generic construction of SCF-PEKS/PKE based on anonymous
identity-based encryption, tag-based encryption, and one-time signature.
We also strengthen the current consistency definition according to the
secure-channel free property, and show that our construction is strongly
consistent if the underlying IBE provides unrestricted strong collision-
freeness which is defined in this paper. Finally, we show that such an
IBE scheme can be constructed by employing the Abdalla et al. trans-
formations (TCC 2010/JoC 2018).

Keywords: PEKS · Integration of PEKS and PKE
Secure-channel free · Joint CCA security

1 Introduction

Integration of Searchable Encryption and Public Key Encryption:
Public key encryption with keyword search (PEKS) [6] has been widely recog-
nized as a cryptographic primitive providing a search functionality for encrypted
data. Briefly, a trapdoor tω is generated with respect to a keyword ω, and one
can search a ciphertext of ω by using tω. As defined by Abdalla et al. [1], PEKS
should provide (wrong keyword) consistency and keyword privacy. Briefly, the
former guarantees that for two distinct keywords ω and ω′, a ciphertext of ω

c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 69–86, 2018.
https://doi.org/10.1007/978-3-319-99807-7_5
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is not searched by tω′ . The latter guarantees that no information of keyword is
revealed from the ciphertext. Abdalla et al. [1] gave a generic construction of
PEKS from anonymous identity-based encryption (IBE), e.g., [7,11,23].

In actual usage, PEKS should be employed with a PKE scheme since PEKS
itself does not support the decryption of data. For example, assume that an
e-mail is required to be encrypted. Then, a sender encrypts the mail header or
title using a PEKS scheme, and encrypts the mail body using a PKE scheme
whose public key is managed by the receiver. Then, a mail gateway can forward
the encrypted e-mail by using PEKS, and the receiver can decrypt the cipher-
text using their own secret key of the PKE scheme. From now on, we denote
the integrated PEKS and PKE as PEKS/PKE as in [30]. As a naive composi-
tion, for a PEKS ciphertext CPEKS and a PKE ciphertext CPKE, a ciphertext of
PEKS/PKE is described as its concatenation CPEKS||CPKE.

Although indistinguishability against chosen ciphertext attack (IND-CCA)
is widely recognized as a standard security definition of PKE, obviously, the
naive composition does not provide CCA security even if the underlying PKE
scheme is CCA secure. For example, the challenge ciphertext C∗

PEKS||C∗
PKE can be

modified such as CPEKS||C∗
PKE where CPEKS �= C∗

PEKS, and one can send it to the
decryption oracle. This was pointed out by Baek et al. [4] who gave a definition of
joint CCA security for PEKS/PKE. Later, Zhang and Imai [30] pointed out that
Baek et al.’s definition does not consider keyword privacy. They gave a formal
definition of PEKS/PKE that captures both data privacy and keyword privacy,
and proposed a generic construction of PEKS/PKE. Abdalla et al. [2,3] fur-
ther pointed out that there is a room for improvement in the Zhang-Imai model
since an adversary is not allowed to access the test oracle in the model. Chen et
al. [12] further considered the trapdoor oracle, and proposed a generic construc-
tion of PEKS/PKE from (hierarchical) IBE schemes. As concrete constructions,
Buccafurri et al. [9] and Saraswat and Sahu [27] proposed PEKS/PKE schemes
from (asymmetric) pairings.1

Secure-Channel Free PEKS: In typical usage of PEKS, a receiver generates
a trapdoor, and sends it to a server (e.g., mail gateway). Then, since anyone can
run the test algorithm when they obtain a trapdoor, the trapdoor must be sent
to the server via a secure channel. To remove the secure channel, secure-channel
free PEKS (SCF-PEKS), which is also called designated tester PEKS, has been
proposed [13–15,20,26,28]. Unlike the case of employing SSL/TLS in a naive
way, only the designated server can run the test algorithm even if trapdoors are
exposed. In SCF-PEKS, the server also has a public key and a secret key, and
a keyword is encrypted by using the server pubic key in addition to the receiver
pubic key. The test algorithm is run by using the server secret key in addition
to a trapdoor.

1 As a similar primitive, decryptable searchable encryption has been proposed [18,21]
where keywords can be recovered from ciphertexts via the decryption procedure.
One main difference from PEKS/PKE is that no plaintext space is defined.
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Our Contribution: As in PEKS, all PEKS/PKE have assumed that trapdoors
are sent to the server via a secure channel. In this paper, to remove this limitation
we propose PEKS/PKE supporting secure-channel free property, which we call
SCF-PEKS/PKE.

First we give a formal security definition of SCF-PEKS/PKE in a joint CCA
manner. Basically, we extend the security definition of SCF-PEKS given by Fang
et al. [16].2 We strengthen their consistency definition as follows. First, an adver-
sary is allowed to access the trapdoor oracle in our model. Owing to the secure-
channel free property, this setting is natural since trapdoors are sent via a public
channel. Moreover, we give the server secret key to the adversary to guarantee
that the server has no way of producing inconsistent ciphertexts. We call this
weak consistency. We further strengthen the consistency, which we call strong
consistency, where (1) an adversary can obtain trapdoors even for challenge key-
words, and (2) an adversary is allowed to produce the challenge ciphertext. The
first extension is the same as that of unrestricted strong robustness [17], and
the second extension is the same as those of strong robustness [2,3] and strong
collision-freeness [25]. For keyword privacy, as in Fang et al., we consider two
situations where either an adversary is modeled as the server (then the server
secret key is given to the adversary), or an adversary is modeled as a receiver
(then the receiver secret key is given to the adversary). In the former, the adver-
sary is allowed to access the trapdoor oracle and the test oracle, and in the latter,
the adversary is allowed to access the test oracle. We additionally consider the
decryption oracle to integrate SCF-PEKS and PKE in our joint CCA security.
We further define data privacy. To guarantee that the server does not obtain
information of data via the test procedure, we give the server secret key to the
adversary. Moreover, the adversary is allowed to access the decryption oracle.

Second, we propose a generic construction of SCF-PEKS/PKE with weak
consistency from anonymous IBE, tag-based encryption (TBE) [24], and a one-
time signature (OTS). We also show that our construction is strongly consistent
if the underlying anonymous IBE provides unrestricted strong collision-freeness
which is implied by unrestricted strong robustness [17]. We will show how to
construct these ingredients in Sect. 5. Our construction can be seen as an exten-
sion of a generic construction of SCF-PEKS from the same ingredients as above,
proposed by Emura et al. [14], by considering an observation given by Abdalla
et al. [2,3]. Namely, Abdalla et al. mentioned that if PEKS and PKE support
tags, then these can be combined via the Canetti-Halevi-Katz (CHK) transfor-
mation [10], leading to a PEKS/PKE scheme secure in the joint CCA manner.
That is, by introducing an OTS scheme, a verification key is regarded as a tag
of both ciphertexts, and a signature is produced on them. We point out that the
Emura et al. construction yields a “tag-based” SCF-PEKS scheme. By intro-
ducing a TBE scheme as the underlying PKE scheme supporting tags, we can
construct SCF-PEKS/PKE secure in the joint CCA manner. We further modify
the construction to protect against re-encryption attacks (See Sect. 4: High-level

2 Remark that we do not consider security against keyword guessing attacks which is
considered by Fang et al. [16], and leave it as a future work of this paper.
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Description of Our Construction for details) by preparing an IBE plaintext to
be correlated to a verification key.

2 Preliminaries

We denote that x
$←− S when x is chosen uniformly from a set S. y ← A(x)

means that y is an output of an algorithm A under an input x. We denote State
as the state information transmitted by the adversary to himself across stages
of the attack in experiments.

First, we introduce the definition of TBE [24] as follows. Let T AG and MTBE

be a tag space of TBE and a plaintext space of TBE, respectively.

Definition 1 (Syntax of TBE). A TBE scheme TBE consists of the following
three algorithms, TBE.KeyGen, TBE.Enc and TBE.Dec:

TBE.KeyGen(1κ): This key generation algorithm takes as an input the security
parameter κ ∈ N, and return a public key pkTBE and a secret key skTBE.

TBE.Enc(pkTBE, t, M): This encryption algorithm takes as input pkTBE, a mes-
sage M ∈ MTBE with a tag t ∈ T AG, and returns a ciphertext CTBE.

TBE.Dec(skTBE, t, CTBE): This decryption algorithm takes as inputs skTBE, t,
and CTBE, and returns a message M or a reject symbol ⊥.

Correctness is defined as follow: For all (pkTBE, skTBE) ← TBE.KeyGen(1κ), all
M ∈ MTBE , and all t ∈ T AG, TBE.Dec(skTBE, t, CTBE) = M holds, where
CTBE ← TBE.Enc(pkTBE, t, M).

Next, we define selective-tag weakly secure against chosen ciphertext attack
(IND-stag-CCA) as follows.

Definition 2 (IND-stag-CCA). For any probabilistic polynomial-time (PPT)
adversary A and the security parameter κ ∈ N, we define the experiment
ExpIND-stag-CCA

TBE,A (κ) as follows.

ExpIND-stag-CCA
TBE,A (κ):

(t∗,State) ← A(1κ); (pkTBE, skTBE) ← TBE.KeyGen(1κ)

(M∗
0 ,M∗

1 ,State) ← AOTBE.DEC(find, pkTBE); μ
$←− {0, 1}

C∗
TBE ← TBE.Enc(pkTBE, t

∗,M∗
μ); μ′ ← AOTBE.DEC(guess, C∗

TBE,State)

If μ = μ′ then output 1, and 0 otherwise

– OTBE.DEC: This decryption oracle takes as input a tag and a ciphertext
(t, CTBE) �= (t∗, C∗

TBE) and returns the result of TBE.Dec(skTBE, t, CTBE).

We say that TBE is IND-stag-CCA secure if the advantage

AdvIND-stag-CCA
TBE,A (κ) :=| Pr[ExpIND-stag-CCA

TBE,A (κ) = 1] − 1/2 |

is negligible for any PPT adversary A.
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Next, we introduce definition of anonymous IBE with CCA security [19] as
follows. Let ID and MIBE be an identity space and a plaintext space of IBE,
respectively.

Definition 3 (Syntax of IBE). An IBE scheme IBE consists of the following
four algorithms, IBE.Setup, IBE.Extract, IBE.Enc and IBE.Dec:

IBE.Setup(1κ): This setup algorithm takes as an input the security parameter
κ ∈ N, and return a public key params and a master key mk.

IBE.Extract(params, mk, ID): This extract algorithm takes as input an identity
ID ∈ ID and mk, and returns a secret key skID corresponding to ID.

IBE.Enc(params, ID, M): This encryption algorithm takes as input params, ID
∈ ID, a message M ∈ MIBE, and returns a ciphertext CIBE.

IBE.Dec(params, skID, CIBE): This decryption algorithm takes as inputs skID

and CIBE, and returns a message M or a reject symbol ⊥.

Correctness is defined as follows: For all (params,mk) ← IBE.Setup(1κ), all
M ∈ MIBE, and all ID ∈ ID, IBE.Dec(params, skID, CIBE) = M holds, where
CIBE ← IBE.Enc(params, ID, M) and skID ← IBE.Extract(params, mk, ID).

Next, we define indistinguishability against chosen ciphertext attack (IBE-
IND-CCA) as follows.

Definition 4 (IBE-IND-CCA). For any PPT adversary A and the security
parameter κ ∈ N, we define the experiment ExpIBE-IND-CCA

IBE,A (κ) as follows.

ExpIBE-IND-CCA
IBE,A (κ):

(params,mk) ← IBE.Setup(1κ)

(M∗
0 ,M∗

1 , ID∗,State) ← AOIBE.DEC,OIBE.EXTRACT(find, params); μ
$←− {0, 1}

C∗
IBE ← IBE.Enc(params, ID∗,M∗

μ)

μ′ ← AOIBE.DEC,OIBE.EXTRACT(guess, C∗
IBE,State)

If μ = μ′ then output 1, and 0 otherwise

– OIBE.DEC: This decryption oracle takes as input (ID,CIBE) �= (ID∗, C∗
IBE)

and returns the result of IBE.Dec(params, skID, CIBE) where skID ←
IBE.Extract(params,mk, ID).

– OIBE.EXTRACT: This extract oracle takes as input an identity ID �= ID∗and
returns the corresponding secret key skID ← IBE.Extract(params, mk, ID).

We say that IBE is IBE-IND-CCA secure if the advantage

AdvIBE-IND-CCA
IBE,A (κ) :=| Pr[ExpIBE-IND-CCA

IBE,A (κ) = 1] − 1/2 |

is negligible for any PPT adversary.

Next, we define anonymity against chosen-ciphertext attack (IBE-ANO-
CCA).
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Definition 5 (IBE-ANO-CCA). For any PPT adversary A and the security
parameter κ ∈ N, we define the experiment ExpIBE-ANO-CCA

IBE,A (κ) as follows.

ExpIBE-ANO-CCA
IBE,A (κ):

(params,mk) ← IBE.Setup(1κ)

(ID∗
0 , ID∗

1 ,M
∗,State) ← AOIBE.DEC,OIBE.EXTRACT(find, params); μ

$←− {0, 1}
C∗

IBE ← IBE.Enc(params, ID∗
μ,M∗)

μ′ ← AOIBE.DEC,OIBE.EXTRACT(guess, C∗
IBE,State)

If μ = μ′ then output 1, and 0 otherwise

– OIBE.DEC: This decryption oracle takes as input (ID,CIBE) �∈ {(ID∗
0 , C

∗
IBE),

(ID∗
1 , C

∗
IBE)} and returns the result of IBE.Dec(params, skID, CIBE) where

skID ← IBE.Extract(params,mk, ID).
– OIBE.EXTRACT: This extract oracle takes as input ID �∈ {ID∗

0 , ID∗
1} and returns

the corresponding secret key skID ← IBE.Extract(params,mk, ID).

We say that IBE is IBE-ANO-CCA secure if the advantage

AdvIBE-ANO-CCA
IBE,A (κ) :=| Pr[ExpIBE-ANO-CCA

IBE,A (κ) = 1] − 1/2 |

is negligible for any PPT adversary.

Next, we define unrestricted strong collision-freeness where strong means
that an adversary is allowed to produce the challenge ciphertext C∗

IBE. This is
an extension of strong collision-freeness [25]. Informally, strong collision-freeness
guarantees that no adversary can produce a ciphertext whose decryption result
for two decryption keys are the same, i.e., M∗

0 = M∗
1 . In addition, in our unre-

stricted strong collision-freeness definition, the trapdoor oracle has no restriction
as in unrestricted strong robustness [17]. Informally, unrestricted strong robust-
ness guarantees that no adversary can produce a ciphertext whose decryption
result for two decryption keys are both non-⊥. Since the condition M∗

0 = M∗
1 is

not required, our unrestricted strong collision-freeness is an intermediate notion
where it is weaker than unrestricted strong robustness and is stronger than
strong collision-freeness. How to construct an IBE scheme with unrestricted
strong collision-freeness is explained in Sect. 5.

Definition 6 (Unrestricted Strong Collision-Freeness). For any PPT adversary
A and the security parameter κ ∈ N, we define the experiment ExpIBE-usCF

IBE,A (κ)
as follows.

ExpIBE-usCF
IBE,A (κ):

(params, mk) ← IBE.Setup(1κ)

(C∗
IBE, ID∗

0 , ID∗
1) ← AOIBE.EXTRACT(find, params)

skID∗
0

← IBE.Extract(params, mk, ID∗
0); skID∗

1
← IBE.Extract(params, mk, ID∗

1)

M∗
0 ← IBE.Dec(params, skID∗

0
, C∗

IBE); M∗
1 ← IBE.Dec(params, skID∗

1
, C∗

IBE)

If M∗
0 �= ⊥ ∧ M∗

1 �= ⊥ ∧ M∗
0 = M∗

1 then output 1, and 0 otherwise
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– OIBE.EXTRACT: This extract oracle takes as input ID with no restriction, and
returns the corresponding secret key skID ← IBE.Extract(params,mk, ID).

We say that IBE is unrestricted strongly collision-free if the advantage

AdvIBE-usCF
IBE,A (κ) := Pr[ExpIBE-usCF

IBE,A (κ) = 1]

is negligible for any PPT adversary A.

Next, we introduce OTS [5] as follows. Let MSig be a message space.

Definition 7 (Syntax of OTS). A OTS scheme OTS consists of the following
three algorithms, Sig.KeyGen, Sign and Verify:

Sig.KeyGen(1κ): This key generation algorithm takes as an input the security
parameter κ ∈ N, and returns signing/verification key pair (Ks, Kv).

Sign(Ks,M): This signing algorithm takes as inputs Ks and a message M ∈
MSig, and returns a signature σ.

Verify(Kv,M, σ): This verification algorithm takes as input Kv, M , and σ, and
returns 1 (valid) or 0 (invalid).

Correctness is defined as follows: For all (Ks, Kv) ← Sig.KeyGen(1κ) and all
M ∈ MSig, Verify(Kv,M, σ) = 1 holds, where σ ← Sign(Ks,M).

Next, we define strong existential unforgeability against chosen message
attack (sEUF-CMA) of OTS as follows.

Definition 8 (one-time sEUF-CMA). For any PPT adversary A and the secu-
rity parameter κ ∈ N, we define the experiment Expone-timesEUF-CMA

OTS,A (κ) as
follows.

Expone-time sEUF-CMA
OTS,A (κ):

(Ks, Kv) ← Sig.KeyGen(1κ); (M,State) ← A(Kv); M ∈ MSig

σ ← Sign(Ks, M); (M∗, σ∗) ← A(σ,State)

If Verify(Kv, M∗, σ∗)=1 and (M∗, σ∗) �=(M, σ) then output 1, and 0 otherwise

We say that OTS is one-time sEUF-CMA secure if the advantage

Advone-time sEUF-CMA
OTS,A (κ) := Pr[Expone-time sEUF-CMA

OTS,A (κ) = 1]

is negligible for any PPT adversary.

3 Definitions of SCF-PEKS/PKE

In this section, we define SCF-PEKS/PKE. As in SCF-PEKS, the server and a
receiver manage keys separately. A keyword ω and a plaintext M are encrypted
by the server public key, pkS, and the receiver public key, pkR. Although a secret
key of the receiver, skR, plays the role of generating trapdoors in SCF-PEKS, we
additionally require that skR plays a role of decrypting a ciphertext. To search
for an encrypted keyword, the test algorithm requires both the server secret key,
skS, and the corresponding trapdoor. Let K be the keyword space and M be
the message space.
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Definition 9 (Syntax of SCF-PEKS/PKE). A SCF-PEKS/PKE scheme
SCF-PEKS/PKE consists of the following six algorithms,
SCF-PEKS/PKE.KeyGenS, SCF-PEKS/PKE.KeyGenR, SCF-PEKS/PKE.Trapdoor,
SCF-PEKS/PKE.Enc, SCF-PEKS/PKE.Dec and SCF-PEKS/PKE.Test:

SCF-PEKS/PKE.KeyGenS(1κ): This server key generation algorithm takes as
input the security parameter 1κ (κ ∈ N), and returns a server public key
pkS and a server secret key skS.

SCF-PEKS/PKE.KeyGenR(1κ): This receiver key generation algorithm takes as
input the security parameter 1κ (κ ∈ N), and returns a receiver public key
pkR and a receiver secret key skR.

SCF-PEKS/PKE.Trapdoor(pkR, skR, ω): This trapdoor generation algorithm
takes as input pkR, skR, and a keyword ω ∈ K, and returns a trapdoor tω
corresponding to keyword ω.

SCF-PEKS/PKE.Enc(pkS, pkR, ω,M): This encryption algorithm takes as input
pkR, pkS, ω, and a message M ∈ M, and returns a ciphertext λ.

SCF-PEKS/PKE.Dec(pkR, skR, λ): This decryption algorithm takes as input pkR,
skR, and λ, and returns a message M or a reject symbol ⊥.

SCF-PEKS/PKE.Test(pkS, skS, pkR, tω, λ): This test algorithm takes as input
pkS, skS, pkR, tω, and λ, and returns 1 if ω = ω′, where ω′ is the keyword
which was used for computing λ, and 0 otherwise.

Correctness is defined as follows: For all (pkS, skS) ← SCF-PEKS/PKE.KeyGenS
(1κ), all (pkR, skR) ← SCF-PEKS/PKE.KeyGenR(1κ), all ω ∈ K and all M ∈
M, let λ ← SCF-PEKS/PKE.Enc(pkS, pkR, ω,M) and tω ← SCF-PEKS/PKE.
Trapdoor(pkR, skR, ω). Then

SCF-PEKS/PKE.Test(pkS, skS, pkR, tω, λ) = 1 and

SCF-PEKS/PKE.Dec(pkR, skR, λ) = M holds.

Next, we define consistency. Basically, consistency guarantees that for two
trapdoors tω∗ and tω̂∗ where ω∗ �= ω̂∗, a ciphertext of ω∗ is not searched by
tω̂∗ . We give two definitions. The former case, which we call weak consistency, is
essentially the same as that of Chen et al. [12] where the ciphertext λ∗ is honestly
generated. Due to the secure-channel free setting, we additionally consider the
trapdoor oracle, and give skS to the adversary.

Definition 10 (Weak Consistency). For any PPT adversary A and the security
parameter κ ∈ N, we define the experiment ExpWEAK-CONSIST

SCF-PEKS/PKE,A (κ) as follows.

ExpWEAK-CONSIST
SCF-PEKS/PKE,A (κ):

(pkS, skS) ← SCF-PEKS/PKE.KeyGenS(1
κ)

(pkR, skR) ← SCF-PEKS/PKE.KeyGenR(1
κ)

(M∗, ω∗, ω̂∗) ← AOSCF-PEKS/PKE.TRAP(pkS, skS, pkR)
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M∗ ∈ M; ω∗, ω̂∗ ∈ K; ω∗ �= ω̂∗

λ∗ ← SCF-PEKS/PKE.Enc(pkS, pkR, ω∗, M∗)

tω̂∗ ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω̂∗)

If SCF-PEKS/PKE.Test(pkS, skS, pkR, tω̂∗ , λ∗) = 1 then output 1, and 0 otherwise

– OSCF-PEKS/PKE.TRAP: This trapdoor oracle takes as input ω where ω �∈ {ω∗, ω̂∗}
and returns tω ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω).

We say that SCF-PEKS/PKE is weakly consistent if the advantage

AdvWEAK-CONSIST
SCF-PEKS/PKE,A (κ) := Pr[ExpWEAK-CONSIST

SCF-PEKS/PKE,A (κ) = 1]

is negligible for any PPT adversary A.

Next, we strengthen weak consistency, which we call strong consistency. Here,
an adversary is allowed to produce the ciphertext λ∗. This situation is the same
as those of strong robustness [2,3] and strong collision-freeness [25]. Note that,
an adversary is not allowed to obtain decryption keys for challenge identities in
these models. In our model, the trapdoor oracle has no restriction, i.e., an adver-
sary can obtain trapdoors of challenge keywords. This situation is the same as
that of unrestricted strong robustness [17]. Our strong consistency captures the
following situation. Owing to the secure-channel free property, an adversary can
observe trapdoors. Let the adversary obtain tω∗ and tω̂∗ . Moreover, assume that
the adversary knows keywords ω∗ and ω̂∗ associated with tω∗ and tω̂∗ , respec-
tively.3 Then, the adversary may produce a ciphertext where the test algorithm
decides that the ciphertext is associated with both ω∗ and ω̂∗. Strong consistency
prevents this attack.

Definition 11 (Strong Consistency). For any PPT adversary A and the secu-
rity parameter κ ∈ N, we define the experiment ExpSTRONG-CONSIST

SCF-PEKS/PKE,A (κ) as
follows.

ExpSTRONG-CONSIST
SCF-PEKS/PKE,A (κ):

(pkS, skS) ← SCF-PEKS/PKE.KeyGenS(1κ)
(pkR, skR) ← SCF-PEKS/PKE.KeyGenR(1κ)

(λ∗, ω∗, ω̂∗) ← AOSCF-PEKS/PKE.TRAP(pkS, skS, pkR); ω∗, ω̂∗ ∈ K; ω∗ �= ω̂∗

tω∗ ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω∗)
tω̂∗ ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω̂∗)
If SCF-PEKS/PKE.Test(pkS, skS, pkR, tω∗ , λ∗) = 1 and

SCF-PEKS/PKE.Test(pkS, skS, pkR, tω̂∗ , λ∗) = 1
then output 1, and 0 otherwise

– OSCF-PEKS/PKE.TRAP: This trapdoor oracle takes as input ω with no restriction,
and returns tω ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω).

3 This assumption is also natural since we do not consider keyword guessing
attacks [16].
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We say that SCF-PEKS/PKE is strongly consistent if the advantage

AdvSTRONG-CONSIST
SCF-PEKS/PKE,A (κ) := Pr[ExpSTRONG-CONSIST

SCF-PEKS/PKE,A (κ) = 1]

is negligible for any PPT adversary A.

Next, we define two security notions for keyword privacy, indistinguishability
of keywords against chosen keyword attack with the server secret key (IND-CKA-
SSK) and indistinguishability of keywords against chosen keyword attack with
all trapdoors (IND-CKA-AT). In the IND-CKA-SSK definition, an adversary A
is modeled as the server, and thus skS is given to A. If A obtains trapdoors, then
A can run the test algorithm by myself. Thus, trapdoors of challenge keywords
(ω∗

0 , ω
∗
1) are not given to A. Instead, A is allowed to access the test oracle for

(λ, ω) /∈ {(λ∗, ω∗
0), (λ

∗, ω∗
1)}. To guarantee that no information of keyword is

revealed via the decryption procedure, A is allowed to access the decryption
oracle with no restriction.

Definition 12 (IND-CKA-SSK). For any PPT adversary A and the security
parameter κ ∈ N, we define the experiment ExpIND-CKA-SSK

SCF-PEKS/PKE,A(κ) as follows.

ExpIND-CKA-SSK
SCF-PEKS/PKE,A(κ):

(pkS, skS) ← SCF-PEKS/PKE.KeyGenS(1
κ)

(pkR, skR) ← SCF-PEKS/PKE.KeyGenR(1κ)

(ω∗
0 , ω∗

1 , M∗,State)

← AOSCF-PEKS/PKE.DEC,OSCF-PEKS/PKE.TRAP,OSCF-PEKS/PKE.TEST(find, pkS, skS, pkR)

μ
$←− {0, 1}; λ∗ ← SCF-PEKS/PKE.Enc(pkS, pkR, ω∗

μ, M∗)

μ′ ← AOSCF-PEKS/PKE.DEC,OSCF-PEKS/PKE.TRAP,OSCF-PEKS/PKE.TEST(guess, λ∗,State)

If μ = μ′ then output 1, and 0 otherwise

– OSCF-PEKS/PKE.DEC: This decryption oracle takes as input λ with no restriction,
and returns the result of SCF-PEKS/PKE.Dec(pkR, skR, λ). Remark that λ∗

is also allowed to input.
– OSCF-PEKS/PKE.TRAP: This trapdoor oracle takes as input ω where ω �∈ {ω∗

0 , ω
∗
1}

and returns tω ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω).
– OSCF-PEKS/PKE.TEST: This test oracle takes as input (λ, ω) where (λ, ω) /∈

{(λ∗, ω∗
0), (λ

∗, ω∗
1)}, compute tω ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω),

and returns result of SCF-PEKS/PKE.Test(pkS, skS, pkR, tω, λ).

We say that a SCF-PEKS/PKE scheme SCF-PEKS/PKE is IND-CKA-SSK
secure if the advantage

AdvIND-CKA-SSK
SCF-PEKS/PKE,A(κ) :=| Pr[ExpIND-CKA-SSK

SCF-PEKS/PKE,A(κ) = 1] − 1/2 |

is negligible for any PPT adversary A.
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Next, we define IND-CKA-AT. In the IND-CKA-AT definition, an adversary
A is modeled as a receiver. Thus, skR is given to A. Then, A can generate
trapdoors for all keywords. Since A does not have skS, A is not allowed to run
the test algorithm. Thus, A is allowed to access the test oracle for (λ, ω) /∈
{(λ∗, ω∗

0), (λ
∗, ω∗

1)}. To guarantee that no information of keyword is revealed via
the decryption procedure, A is allowed to access the decryption oracle with no
restriction.

Definition 13 (IND-CKA-AT). For any PPT adversary A and the security
parameter κ ∈ N, we define the experiment ExpIND-CKA-AT

SCF-PEKS/PKE,A(κ) as follows.

ExpIND-CKA-AT
SCF-PEKS/PKE,A(κ):

(pkS, skS) ← SCF-PEKS/PKE.KeyGenS(1κ)
(pkR, skR) ← SCF-PEKS/PKE.KeyGenR(1κ)
(ω∗

0 , ω
∗
1 ,M

∗,State)

← AOSCF-PEKS/PKE.DEC,OSCF-PEKS/PKE.TEST(find, pkS, pkR, skR)

μ
$←− {0, 1}; λ∗ ← SCF-PEKS/PKE.Enc(pkS, pkR, ω∗

μ,M∗)

μ′ ← AOSCF-PEKS/PKE.DEC,OSCF-PEKS/PKE.TEST(guess, λ∗,State)
If μ = μ′ then output 1, and 0 otherwise

– OSCF-PEKS/PKE.DEC: This decryption oracle takes as input λ with no restriction,
and returns the result of SCF-PEKS/PKE.Dec(pkR, skR, λ). Remark that λ∗

is also allowed to input.
– OSCF-PEKS/PKE.TEST: This test oracle takes as input (λ, ω) /∈

{(λ∗, ω∗
0), (λ

∗, ω∗
1)}, computes tω ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω),

and returns result of SCF-PEKS/PKE.Test(pkS, skS, pkR, tω, λ).

We say that a SCF-PEKS/PKE scheme SCF-PEKS/PKE is IND-CKA-AT secu-
rity if the advantage

AdvIND-CKA-AT
SCF-PEKS/PKE,A(κ) :=| Pr[ExpIND-CKA-AT

SCF-PEKS/PKE,A(κ) = 1] − 1/2 |

is negligible for any PPT adversary A.

Next, we define the data privacy for SCF-PEKS/PKE under chosen cipher-
text attack with the server secret key and all trapdoors (IND-CCA-SSK/AT)
as follows. To guarantee that the server does not obtain any information of
plaintext, the adversary A is given to skS. Moreover, to guarantee that no infor-
mation of plaintext is revealed via the text procedure, A is allowed to access the
trapdoor oracle with no restriction.

Definition 14 (IND-CCA-SSK/AT). For any PPT adversary A and the secu-
rity parameter κ ∈ N, we define the experiment ExpIND-CCA-SSK/AT

SCF-PEKS/PKE,A (κ) as
follows.
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ExpIND-CCA-SSK/AT
SCF-PEKS/PKE,A (κ):

(pkS, skS) ← SCF-PEKS/PKE.KeyGenS(1κ)
(pkR, skR) ← SCF-PEKS/PKE.KeyGenR(1κ)
(ω∗,M∗

0 ,M∗
1 ,State)

← AOSCF-PEKS/PKE.DEC,OSCF-PEKS/PKE.TRAP(find, pkS, skS, pkR)

μ
$←− {0, 1}; λ∗ ← SCF-PEKS/PKE.Enc(pkS, pkR, ω∗,M∗

μ)

μ′ ← AOSCF-PEKS/PKE.DEC,OSCF-PEKS/PKE.TRAP(guess, λ∗,State)
If μ = μ′ then output 1, and 0 otherwise

– OSCF-PEKS/PKE.DEC: This decryption oracle takes as input a ciphertext λ �= λ∗,
and returns the result of SCF-PEKS/PKE.Dec(pkR, skR, λ).

– OSCF-PEKS/PKE.TRAP: This trapdoor oracle takes as input ω with no restriction,
and returns tω ← SCF-PEKS/PKE.Trapdoor(pkR, skR, ω). Remark that ω∗ is
also allowed to input.

We say that a SCF-PEKS/PKE scheme SCF-PEKS/PKE is IND-CCA-SSK/AT
secure if the advantage

AdvIND-CCA-SSK/AT
SCF-PEKS/PKE,A (κ) :=| Pr[ExpIND-CCA-SSK/AT

SCF-PEKS/PKE,A (κ) = 1] − 1/2 |

is negligible for any PPT adversary A.

4 Generic Construction of SCF-PEKS/PKE

In this section, we propose a generic construction of SCF-PEKS/PKE. We con-
struct SCF-PEKS/PKE from IBE = (IBE,Setup,IBE.Extract,IBE.Enc,IBE.Dec),
TBE = (TBE.KeyGen,TBE.Enc,TBE.Dec), and OTS = (Sig.KeyGen,Sign,Verify).
Our construction can be seen as an extension of a generic construction of PEKS
(from anonymous IBE proposed by Abdalla et al. [1]) and a generic construc-
tion of SCF-PEKS (from anonymous IBE, TBE, and OTS proposed by Emura
et al. [14]).

The Abdalla et al. construction is briefly explained as follows. A receiver
has the master key mk as its secret key skIBE

R . A keyword ω is regarded as
an identity, i.e., K is set to ID, and is encrypted as follows. First, a random
plaintext R ∈ MIBE is chosen, and next R is encrypted by IBE such that
CIBE ← IBE.Enc(params, ω,R). Then, the PEKS ciphertext is (CIBE, R). A trap-
door tω is the decryption key skω ← IBE.Extract(params, skIBE

R , ω). The test
algorithm outputs 1 if IBE.Dec(params, tω, CIBE) = R holds. Since the under-
lying IBE is required to be anonymous, no information of ω is revealed from
CIBE. By additionally employing TBE and OTS, Emura et al. [14] added the
secure-channel property to the Abdalla et al. construction. In their construc-
tion, the server manages a key pair of TBE (pkTBE

S , skTBE
S ). A random plain-

text R ∈ MIBE is encrypted by IBE, and the IBE ciphertext is encrypted by
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TBE such that CTBE ← TBE.Enc(pkTBE
S ,Htag(Kv), CIBE), where the verifica-

tion key Kv is regarded as the tag and Htag : {0, 1}∗ → T AG is a target
collision-resistant (TCR) hash function. Finally, a signature is computed such
that σ ← Sign(Ks, (CTBE, R)). The SCF-PEKS ciphertext is (CTBE,Kv, σ). The
test algorithm first decrypts CTBE using skTBE

S , next it decrypts its decryption
result using a trapdoor, and then obtains R. The test algorithm outputs 1 if σ
is valid on (CTBE, R). Owing to the double encryption, both skTBE

S and tω are
required to run the test algorithm. It is particularly worth noting that the ran-
dom plaintext R is NOT contained in the ciphertext. Emura et al. mentioned
that even if R is contained in a ciphertext, it does not affect the security, and
the reason for removing R is to reduce the ciphertext size.

High-Level Description of Our Construction: To integrate SCF-PEKS and
PKE, the receiver additionally manages a key pair of TBE (pkTBE

R , skTBE
R ). Since

the Emura et al. construction above can be seen as “tag-based” SCF-PEKS, a
plaintext M ∈ MTBE is encrypted by pkTBE

R with the same tag Htag(Kv) such
that

CTBE,S ← TBE.Enc(pkTBE
S ,Htag(Kv), CIBE) and

CTBE,R ← TBE.Enc(pkTBE
R ,Htag(Kv),M)

Here, for the sake of clarity, we use subscript S for ciphertexts encrypted by
the server pubic key pkTBE

S , and use subscript R for ciphertexts encrypted
by the receiver pubic key pkTBE

R . The sender computes the OTS σ on
(CTBE,S, CTBE,R, R). A SCF-PEKS/PKE ciphertext is described as λ =
(CTBE,S, CTBE,R,Kv, σ,R). It is particularly worth noting that the random plain-
text R is contained in the ciphertext unlike in the Emura et al. construction.
The ciphertext now provides public verifiability since anyone can verify σ. Since
the decryption algorithm needs to verify σ, this public verifiability is necessary.

The construction basically works well since TBE+OTS yields CCA-secure
PKE [24]. The main difficulty to be handled is explained as follows. Let
λ∗ = (C∗

TBE,S, C
∗
TBE,R,K∗

v , σ∗, R∗) be the challenge ciphertext in the IND-
CKA-SSK game. Now we consider how to reduce the IND-CKA-SSK secu-
rity to the IBE-ANO-CCA security. Since the adversary A has skTBE

S , A can
decrypt C∗

TBE,S. Let C∗
IBE be the decryption result. Then, A can compute a valid

ciphertext λ �= λ∗ such that (1) (Ks,Kv) is chosen by A with the condition
Kv �= K∗

v , (2) C∗
IBE is re-encrypted with the tag Htag(Kv) such that CTBE,S ←

TBE.Enc(pkTBE
S ,Htag(Kv), C∗

IBE), (3) CTBE,R ← TBE.Enc(pkTBE
R ,Htag(Kv),M)

is computed with arbitrary M , (4) σ ← Sign(Ks, (CTBE,S, CTBE,R, R∗)) is com-
puted, and (5) λ = (CTBE,S, CTBE,R,Kv, σ,R∗) is sent to the test oracle with
ω ∈ {ω∗

0 , ω
∗
1}. Although the reduction algorithm obtains C∗

IBE, the algorithm
cannot send the challenge ciphertext C∗

IBE with either ω∗
0 or ω∗

1 to the decryption
oracle of IBE. Thus, the security proof fails. To protect against this re-encryption
attack, we modify the plaintext of CIBE as

CIBE ← IBE.Enc(params, ω,R) with R = Hibe(Kv)
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where Hibe : {0, 1}∗ → MIBE is a TCR hash function, and the test algorithm
checks whether or not R = Hibe(Kv). This structure prevents the adversary
from employing different Kv and thus, if C∗

IBE appears as above, then Kv = K∗
v

must hold unless the TCR property is broken. Since this situation contradicts
sEUF-CMA security, our simulation works well. Since R can be computed from
Kv, we can now remove R from λ without losing public verifiability, and an
SCF-PEKS/PKE ciphertext is described as λ = (CTBE,S, CTBE,R,Kv, σ).

We give our construction as follows. Assume that CIBE ⊆ MTBE and CTBE ×
CTBE ×MIBE ⊆ MSig, where CIBE and MIBE are a ciphertext space and plaintext
space of IBE respectively, MTBE is a plaintext space of TBE, and MSig is a
message space of OTS.

The Proposed Construction

SCF-PEKS/PKE.KeyGenS(1κ): Run (pkTBE
S , skTBE

S ) ← TBE.KeyGen(1κ). Output
pkS = pkTBE

S and skS = skTBE
S .

SCF-PEKS/PKE.KeyGenR(1κ): Run (pkIBE
R , skIBE

R ) ← IBE.Setup(1κ) and
(pkTBE

R , skTBE
R ) ← TBE.KeyGen(1κ). Output pkR = (pkIBE

R , pkTBE
R ) and skR =

(skIBE
R , skTBE

R ). We assume that TCR hash functions Htag : {0, 1}∗ → T AG
and Hibe : {0, 1}∗ → MIBE are contained in pkR.

SCF-PEKS/PKE.Trapdoor(pkR, skR, ω): Parse pkR = (pkIBE
R , pkTBE

R ) and skR =
(skIBE

R , skTBE
R ). Run skω ← IBE.Extract(pkIBE

R , skIBE
R , ω) and output tω = skω.

SCF-PEKS/PKE.Enc(pkS, pkR, ω,M): Parse pkS = pkTBE
S and pkR =

(pkIBE
R , pkTBE

R ). Run (Ks,Kv) ← Sig.KeyGen(1κ) and compute t =
Htag(Kv) and R = Hibe(Kv). Run CIBE ← IBE.Enc(pkIBE

R , ω,R). Compute
CTBE,S ← TBE.Enc(pkTBE

S , t, CIBE), CTBE,R ← TBE.Enc(pkTBE
R , t,M), and

σ ← Sign(Ks, (CTBE,S, CTBE,R, R)), and output λ = (CTBE,S, CTBE,R,Kv, σ).

SCF-PEKS/PKE.Dec(pkR, skR, λ): Parse pkR = (pkIBE
R , pkTBE

R ), skR =
(skIBE

R , skTBE
R ) and λ = (CTBE,S, CTBE,R,Kv, σ). Compute R = Hibe(Kv). If

Verify(Kv, (CTBE,S, CTBE,R, R), σ) = 0, then output ⊥. Otherwise, compute
t = Htag(Kv) and output M ← TBE.Dec(pkTBE

R , skTBE
R , t, CTBE,R).

SCF-PEKS/PKE.Test(pkS, skS, pkR, tω, λ): Parse pkS = pkTBE
S , skS = skTBE

S ,
pkR = (pkIBE

R , pkTBE
R ), and λ = (CTBE,S, CTBE,R,Kv, σ). Compute

t = Htag(Kv), and run C ′
IBE ← TBE.Dec(pkTBE

S , skTBE
S , t, CTBE,S) and

R′ ← IBE.Dec(pkIBE
R , tω, C ′

IBE). Output 1 if R′ = Hibe(Kv) and
Verify(Kv, (CTBE,S, CTBE,R, R′), σ) = 1 hold, and 0 otherwise.

Obviously, correctness holds if TBE, IBE, and OTS are correct. Due to the page
limitation, we omit security proofs of following theorems. We will show the details
of proofs in the full version of this paper.

Theorem 1. SCF-PEKS/PKE is weakly consistent if IBE is IBE-IND-CPA
secure.

Theorem 2. SCF-PEKS/PKE is strongly consistent if IBE is unrestricted strong
collision-free.
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Theorem 3. SCF-PEKS/PKE is IND-CKA-SSK secure if IBE is IBE-ANO-
CCA secure, OTS is one-time sEUF-CMA secure, and Hibe is a TCR hash
function.

Theorem 4. SCF-PEKS/PKE is IND-CKA-AT secure if TBE is IND-stag-CCA
secure, OTS is one-time sEUF-CMA secure, and Htag is a TCR hash function.

Theorem 5. SCF-PEKS/PKE is IND-CCA-SSK/AT secure if TBE is IND-stag-
CCA secure, OTS is one-time sUF-CMA secure, and Htag is a TCR hash func-
tion.

5 Instantiation of Our Generic Construction

For TBE, we can simply employ the Kiltz TBE scheme [24], and for the
OTS, we can employ any sEUF-CMA secure OTS scheme, e.g., the Wee OTS
scheme [29]. We explain how to construct an IBE scheme that matches our
requirements, i.e., with unrestricted strong collision-freeness which defined in
this paper, and with IBE-ANO-CCA security. To the best of our knowledge, the
strongest notion among several robustnesses and collision-freenesses is complete
robustness defined by Farshim et al. [17]. They showed that complete robust-
ness implies unrestricted strong robustness. Since unrestricted strong collision-
freeness is implied by unrestricted strong robustness, it is enough to construct
an IBE scheme with complete robustness for our purpose. Farshim et al. also
showed that the transformation from weakly robust IBE (and commitment with
the standard hiding and binding properties) to strongly robust IBE, proposed by
Abdalla et al. [2,3], is already powerful enough to construct completely robust
IBE.4 Moreover, Abdalla et al. also proposed a transformation from IBE to
weakly robust IBE. Since these transformations preserve the anonymity and
CCA security of the underlying IBE scheme, we can construct an IBE-ANO-
CCA secure IBE scheme with unrestricted strong collision-freeness by applying
the two Abdalla et al. transformations (from normal to weakly robust, and from
weakly robust to strongly robust).

We have three candidates as the underlying IBE scheme.5 One candidate
is the Gentry IBE scheme [19] which is IBE-ANO-CCA secure in the standard
model. As another standard model construction, we can employ a variant of
the Boyen-Waters IBE scheme [8] that uses the CHK transform to achieve IBE-
ANO-CCA security. Although Abdalla et al. [2,3] mentioned that these schemes
4 Farshim et al. [17] showed that a transformation proposed by Mohassel [25] is also

powerful enough to construct completely robust IBE,al though the transformation
requires the random oracle.

5 Although other anonymous IBE schemes without random oracles based on simple
assumptions have been proposed, we cannot employ them. For example, the Chen
et al. IBE scheme [11] and the Jutla-Roy IBE scheme [22,23] are IBE-ANO-CPA
secure. Although Jutla and Roy gave a CCA version, the scheme is not anonymous
due to its public verifiability where one can check whether or not a ciphertext is
valid for an identity.
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are not robust, we can add unrestricted strong collision-freeness property to them
via the Abdalla et al. transformations. Other candidate is the CCA-version of the
Boneh-Franklin IBE scheme [7] which is IBE-ANO-CCA secure in the random
oracle model. The scheme is also known to provide strong robustness. However,
it is not clear whether the scheme provides unrestricted strong collision-freeness.
Thus, we need to properly employ the Abdalla et al. transformation.

Since unrestricted strong collision-freeness is weaker than complete robust-
ness, employing the two Abdalla et al. transformations as above may be some-
what excessive. Thus, directly and simply constructing an IBE-ANO-CCA secure
IBE scheme with unrestricted strong collision-freeness is left as an interesting
open problem.
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Abstract. Order preserving encryption (OPE) is an encryption scheme
that the ciphertexts retain the order of their underlying plaintexts. It
could be used to perform the order comparison or the efficient range
query over encrypted data. Recently, plenty of work has been proposed
on the construction of OPE scheme. Nevertheless, many existing OPE
schemes require multiple rounds (O(log n)) of interaction. As a result,
real-time online, network delay and communication transmission failure
are the efficiency challenges for the order comparison or range query. In
this paper, we propose an almost non-interactive OPE scheme called BF-
OPE. The BF-OPE scheme works by integrating Bloom filter and prefix
encoding. They enable the encrypted data items to be compared when
a token is provided by the client. Furthermore, the padding technique
has been used to hide the frequency information both in data items and
query ranges on the ciphertexts. Finally, we prove that the proposed
scheme is secure with respect to the leakage function LI .

Keywords: Range query · Order preserving encryption
Order revealing encryption · Ideal security

1 Introduction

Range query, a common query operation, is generally used to select contiguous
elements according to a label such as a timestamp and index. In particular, it
draws much attention in “Big Data” for its power of boosting the system to
perform some analysis over the stored data. To support high efficiency and low
cost, these databases are always stored on remote untrusted servers, which drives
the need to secure outsource the database. It is well-known that the traditional
encryption schemes provide a way to achieve data confidentiality, however, it also
destroys the order information and makes query difficult without decryption,
notably for range query.
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OPE is a simple and efficient encryption scheme where the order of plain-
texts remained in the ciphertexts, namely, Enc(x) > Enc(y) if and only if x > y.
It enables the cloud server to perform comparison and range query directly over
encrypted database [9,11,13,31,32], thus makes it very suitable in the outsourc-
ing [8,10,26,30] in cloud computing. Therefore, the study on designing a secure
and efficient OPE scheme is of both theoretical and practical significance.

Agrawal et al. [1] firstly proposed the definition of OPE while gave no secu-
rity analysis. Boldyreva et al. [4] provided a rigorous treatment about the secu-
rity and proved that ideal security is infeasible for OPE under certain implicit
assumptions. As a result, they proposed an OPE scheme named as BCLO, and
it achieves random order preserving function (ROPF) security, a weaker security
definition. The ROPF security was later shown to leak at least half of the plain-
text bits [5]. Popa et al. [24] proposed the first ideal security OPE scheme which
is a mutable order preserving encryption (mOPE) scheme. The mOPE ensures
that it will not reveal no more information except the order of the plaintexts.
The main idea of mOPE is to build a balanced tree containing the plaintexts
encrypted by the traditional encryption scheme. In addition, the mOPE scheme
is interactive and requires multiple rounds of communication between the client
and the cloud server. When updating or querying, it requires O(log n) rounds
of communication and O(1) client storage, where n is the number of items in
database. The multiple rounds of interaction bring the new challenge for the
client real-time online and network communication.

Recently, different from the traditional OPE schemes, Boneh et al. [6] firstly
formalized the notion of order revealing encryption (ORE) scheme, which reveals
the order of the corresponding plaintexts and nothing else. It is a generalization
of OPE scheme. However, based on multilinear maps, the scheme in [6] is too
impractical for most applications and remains a theoretical result. Lewi et al.
[19] proposed an efficient ORE scheme, which is secure with the leakage function
LI . Due to the size of the ciphertext is linear to the plaintext space, it is limited
to small message spaces.

1.1 Our Contributions

In this paper, we further study the problem on the construction of order pre-
serving encryption scheme. The contributions of this paper are as follows:

– We present a new non-interactive OPE scheme named BF-OPE by integrating
Bloom filter and prefix encoding. BF-OPE can achieve efficient comparison
over encrypted data without requiring additional interactions between the
client and the server.

– We introduce the padding technique [25] to randomize the data items and
query ranges, which can hide the frequency information on both data items
and ranges. Security analysis shows that the proposed scheme satisfies the
desired security goal.
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1.2 Related Work

The problem of range query [7,21] is the most important query operation in “Big
Data”. The approach of range query can be divided into fully homomorphic
encryption, searchable encryption [20,27,28] and order preserving encryption.
OPE, as a practical approach for range query, has been studied in the past
decades [1,4,14,18,24].

The concept of OPE was proposed by Agrawal et al.[1] in 2004. The basic
idea is to take a target distribution which provided by a client and transform
plaintext in such a way that the transformation preserves the order and follows
target distribution. This scheme can only be used in a static system, and gave
no security analysis. In [4], Boldyreva et al. introduced the ideal security defini-
tion and proposed the first provable OPE scheme, which we call BCLO scheme.
They also proved that an OPE scheme is impossible to achieve ideal security
unless its ciphertext space is extremely large exponential in the size of plain-
text space. Therefore, the proposed BCLO scheme achieved a weaker security
ROPF. Later, they showed that a ROPF scheme achieves security of window
one-wayness. However, Boldyreva et al. [5] and Xiao et al. [29] proved that the
BCLO scheme leaked at least half of plaintext bits. In [12], Dyer et al. designed
an OPE scheme based on approximate integer common divisor problem. But
scheme [12] only achieved window one-wayness security. There are other schemes
[16,22,23,29] provided weaker security guarantee by making some assumptions
about the attack, which donot hold in practice.

Popa et al. [24] proposed the first ideally-secure order preserving encoding
scheme based on a data structure, where this scheme revealed no more informa-
tion besides the lexicographical order. The main idea of their scheme is muta-
ble ciphertext, which means order preserving encodings for several plaintexts
change with updating a value. They proved that it is impossible for a linear
length encryption scheme to achieve ideal security even if the encryption is
stateful, namely, the mutable ciphertext is the precondition for ideal security.
Kerschbaum [17] pointed out every (deterministic) OPE scheme suffer a sim-
ple attack from the frequency information. Therefore, he proposed a stronger
security definition, indistinguishability under frequency analyzing ordered cho-
sen plaintext attack (IND-FAOCPA), and settled for an encryption scheme with
this stronger security. The main idea of this scheme is to randomize ciphertext to
hide frequency information. Inspired by the buffer tree [2], Roche et al. [25] pro-
posed a construction technique of order preserving tree and designed the partial
order preserving encoding (POPE) scheme. The POPE scheme supports insert-
heavy database and leaks less order information. However, all these schemes need
multiple rounds of interaction.

1.3 Organization

The rest of this paper is organized as follows. The preliminaries are given in
Sect. 2. The construction of BF-OPE scheme is given in Sect. 3. The security
and efficiency analysis of the proposed scheme are given in Sect. 4. Finally, we
give the conclusions in Sect. 5.
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2 Preliminaries

In this section, we present some cryptographic tools and techniques used in our
scheme, and the general definition of OPE scheme.

2.1 Bloom Filter

In [3], Bloom proposed the concept of Bloom filter (BF), which can be used to
test whether an element belongs to a set. A Bloom filter contains a bit array
of m bits and r independent hash functions defined as follows: hi : {0, 1}∗ →
[1,m]; i ∈ [1, r]. In the initial phase, all the positions of the bit array are set to
0. If an element is added to the set, put it into the r hash functions to get r
array positions, and turn these positions to 1. If the value of this position is 1,
the operation does not work.

Given an element, the BF can test whether the element belongs to the set.
Given an element x, the BF computes the r hash functions to get r array posi-
tions. If a value of these positions is 0, the element does not belong to the set.
On the contrary, if all the positions are 1, we cannot decide whether this element
belongs to the set or not. This is because of the existence of false positive.

Fig. 1. A Bloom filter construction.

As shown in Fig. 1, it is easy to see that element p does not belong to the set
and w belongs to. Although all the positions are 1, the element q does not belong
to. That is called as false positive. The false positive satisfies Pf = (1−e−kn/m)k

and reaches its minimum value 2−r, if r = ln 2 ∗ (m/n), where n denotes the
number of elements, r the number of hash functions, m the size of the Bloom
filter.

2.2 Prefix Encoding

In [15], Gupta et al. utilized the prefix encoding to proceed range query over the
plaintexts. The basic idea of prefix encoding is to convert the problem whether
an element belongs to a range into the problem whether the intersection of two
sets is empty.
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Given an element x of w bits and its binary representation x = b1b2 · · · bw,
the prefix family of x is F (x) = {b1b2 · · · bw, b1 · · · bw−1∗, · · · , b1 ∗ · · · ∗, ∗ ∗ · · · ∗},
which has the size of w + 1. Given a range [a, b], we denoted the minimum cover
set of prefixes as S([a, b]). Its size is at most 2w − 2, where a and b are two
elements of w bits. For example, given 3 of 5 bits, its prefix family is F (3) =
{00011, 0001∗, 000 ∗ ∗, 00 ∗ ∗∗, 0 ∗ ∗ ∗ ∗, ∗ ∗ ∗ ∗ ∗} and the range prefix of [0, 6] is
S([0, 6]) = {000 ∗ ∗, 0010∗, 00110}. For a data item x and range [a, b], x belongs
to range [a, b] if and only if there exists a prefix P ∈ F (x) such that P ∈ S([a, b]),
i.e., F (x) ∩ S([a, b]) �= φ. From the above example, we can draw the conclusion
that 3 ∈ [0, 6] because F (3) ∩ S([0, 6]) = {000 ∗ ∗}.

2.3 Order Preserving Encryption

An order preserving encryption scheme is a tuple of polynomial-time algorithms
OPE=(KeyGen, BuildTree, Enc, Search, Update, Dec) defined over a
database D with the following properties:

– KeyGen(1λ) → SK : On input the security parameter λ, the KeyGen
algorithm is run by the client to generate a secret key SK, which is secretly
stored by the client.

– BuildTree(D) → Γ : On input the database D, the BuildTree algorithm is
run by the client to build an OPE tree Γ , which is used to store and index
the data items.

– Enc(SK,Γ ) → Γ ∗ : On input the secret key SK and the OPE tree Γ , the
Enc algorithm is run by the client to produce the encrypted tree Γ ∗.

– Search(SK,Γ ∗, R) → I∗ : On input the secret key SK, encrypted OPE tree
Γ ∗ and query range R, the Search algorithm is run to output the encrypted
results for the client.

– Update(Γ ∗, SK, a) → Γ ∗ : On input the secret key SK and the data item
a, the Update algorithm inserts the new data item into the OPE tree.

– Dec(SK, I∗) → I : On input the secret key SK and the encrypted results
I∗, the Dec algorithm is run by the client to obtain the results I.

Remark 1. In this paper, we use Γ ∗ and I∗ to denote the ciphertexts of OPE
tree Γ and result I, respectively.

Following, we also introduce some necessary definitions in our scheme. As
described in [19], the correctness and security definitions were proposed as fol-
lows.

Definition 1 (Correctness). We say that an OPE scheme over a well-domain
D is correct if for SK ← KeyGen(1λ) such that, for ∀m ∈ D and range R, if
m ∈ R, I∗ = Search(SK,Γ ∗, R) then m ∈ Dec(SK, I∗).

Definition 2 (Security). We say that an OPE scheme is secure with leakage
function LI if for all adversaries A, the scheme reveals no more information



92 J. Guo et al.

besides the leakage function LI . In particular, we define leakage function LI as
follows:

LI(mi,mj) = {positiondiff (mi,mj)},

where positiondiff (mi,mj) gives the position of the first bit where mi and mj

differ.

3 Main Construction of BF-OPE Scheme

In this work, we consider an OPE scheme used in the range query system in the
outsourcing computing model, as illustrated in Fig. 2. The system model contains
two entities: the client and the cloud server. The client is an entity who wants to
outsource his own database to the cloud server, and the cloud server is an entity
who provides the storage service and stores encrypted database on behave of the
clients. We can view the cloud server as “honest-but-curious”. That means, the
cloud server follows the proposed protocol and returns the answers honestly, but
tries to learn information about the encrypted data.

Fig. 2. Architecture of range query.

3.1 Main Idea

In this paper, we propose a new order preserving encryption scheme, BF-OPE
scheme, for range query over encrypted database in cloud computing. The BF-
OPE scheme can reduce the communication overhead between the client and the
cloud server. Our main idea is that we insert an OPE index after the cipher-
text of the data item. The OPE index can help the cloud server to decide the
order information, therefore, the cloud server does not need to seek the order
information by the interactions between him and the client.

We use the prefix encoding technique to change the problem on how to con-
struct an OPE index to test whether the intersection of two sets is empty. Triv-
ially, the problem can be solved by testing whether an element belongs to a set.
In this condition, we use Bloom filter to test over the ciphertexts. However, the
frequency information is revealed in the phase of Update and Search. This is
because that the data item and range prefix is unique. To solve this problem, we
use padding technique to hide the frequency information. Moreover, to protect
the functionality of query, we take different padding techniques for the data item
and query range. The detailed description is presented as follows.
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3.2 The BF-OPE Scheme

A B-tree is a tree in which leaf node stores data items and internal node stores
split points indicating the difference of subtrees. All data items in the left subtree
of v are smaller than v and all data items in the right subtree are larger than v.
The cloud server cannot obtain the order of two encrypted data in the same leaf
node. In this paper, we build an OPE tree index which is inspired by the B-tree in
the proposed scheme. For each node, we suppose that it has a storage limitation
L, where L is the storage capacity of the client. Without loss of generality, we
assume that all data items are w1-bit and greater than 0. A detailed description
of the proposed scheme is as follows.

– KeyGen (1λ): Taking the security parameter λ as input, the client initializes
the system parameters.
1. By DET, we refer to an IND-CPA secure symmetric encryption scheme

DET = (DET.Key, DET.Enc, DET.Dec). The client generates the secret
key sk1 ← DET.Key(1λ).

2. A Bloom filter with r hash functions is initialized. At the same time, the
client uses r secret keys k1, k2, · · · , kr to compute r keyed hash functions.

Therefore, the client has the secret key SK = (sk1, sk2), where sk1 =
DET.Key(1λ), sk2 = (k1, k2, · · · , kr).

– BuildTree(D): Taking the database D as input, a client stores the data items
in a B-tree in plaintext.
1. The client firstly randomizes the data items d through padding a w1-bit

random number r as d||01||r. For simplicity, we always use d to represent
its randomization. Therefore, d is a w-bit data, where w = 2w1 + 2.

2. Afterwards, the client computes the data prefix F (d) and range pre-
fix S([0, d]) (only for internal node), and then inserts the prefixes in
the corresponding node. The client builds the OPE tree as Γ , where
Γ = {(d1, F (d1)), · · · , (dn, F (dn)), (t1, F (t1), S([0, t1])), · · · , (tm, F (tm),
S([0, tm]))}, n is the number of data items in the database and m denotes
the number of split points in the OPE tree. A toy example of OPE tree
Γ is shown in Fig. 3.

– Enc (SK,Γ ): Taking secret key SK and OPE tree Γ as input, the client
encrypts data items, data prefix and rang prefix to protect the privacy of
data items.
1. The client firstly encrypts data items as

Cdi
= DET.Enc(sk1, di), (1 ≤ i ≤ n)

Ctj = DET.Enc(sk1, tj), (1 ≤ j ≤ m).

2. The client computes the Bloom filter for the set of data prefix and range
prefix. For leaf node d, the client computes its Bloom filter of set F (d) as
BF1d. For split point t, namely internal node, the client computes Bloom
filters of F (t) and S([0, t]) as BF1t and BF2t, respectively.
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The client uploads encrypted OPE tree Γ ∗ = {(Cd1 , BF1d1), · · · , (Cdn
,

BF1dn
), (Ct1 , BF1t1 , BF2t1), · · · , (Ctm , BF1tm , BF2tm)} to the cloud server.

– Search (SK,Γ ∗, [a, b]): Taking secret key SK = (sk1, (k1, k2, · · · , kr)) and
query range [a, b] as input, the client generates the search token TK for the
range [a, b]. Subsequently, the cloud server searches over the encrypted tree
Γ ∗, achieves the encrypted results I∗, and returns it to the client.
1. For a query range [a, b], the client firstly randomizes the range through

padding w1-bit random numbers r1, r2 as a||0||r1 and b||11||r2. For sim-
plicity, we always use a and b to represent its randomization, respectively.

2. The client computes range prefix as S([a, b]) = {P1, P2, · · · , Pl} and out-
puts its search token as a matrix to the cloud server.

M[a,b] =

⎛
⎜⎝

H(k1, P1) H(k2, P1) · · · H(kr, P1)
...

...
. . .

...
H(k1, Pl) H(k2, Pl) · · · H(kr, Pl)

⎞
⎟⎠

3. After receiving the matrix M[a,b], the cloud server searches OPE tree
from the root node to the leaf node. The cloud server could find the
leftmost and rightmost leaf nodes that intersect with range. Subsequently,
the cloud server outputs the ciphertexts in the leaf node between these
two leaf nodes and tests the data items in these two leaf nodes whether
belong to the range, if belongs to, outputs it. More concretely, the cloud
server tests whether S([a, b]) intersects with data index F (t), where t
is a split point. If intersects, there exists a prefix Pi ∈ S([a, b]) such
that Pi ∈ F (t), namely, there exists a row i in matrix M[a,b] such that
BF1(Pi) = 1. The equation BF1(Pi) = 1 means the values at the position
H(k1, Pi),H(k2, Pi), · · · ,H(kr, Pi) of Bloom filter BF1 are all equal to
1. After finding the leftmost and rightmost leaf nodes, the cloud server
returns data in the leaf node between these two leaf nodes. The data items
in these two nodes can be decided as above.

– Update (Γ ∗, a): Taking encrypted OPE tree Γ ∗ and the new data item a,
the client generates the ciphertext Ca and the token TKa, and submits them
to the cloud server. Afterwards, the cloud server uses the ciphertext Ca and
the token TKa to update the encrypted OPE tree Γ ∗.
1. The client computes ciphertext Ca, data index BF1, and matrix MF (a),

where

MF (a) =

⎛
⎜⎝

H(k1, P1) H(k2, P1) · · · H(kr, P1)
...

...
. . .

...
H(k1, Pw+1) H(k2, Pw+1) · · · H(kr, Pw+1)

⎞
⎟⎠

Then the client submits them to the cloud server.
2. After receiving (Ca, BF1a, MF (a)), the cloud server searches the leaf node

to insert new data through texting whether there exists a row i satisfies
BF1(Pi) = 1. Finally, the cloud server inserts data a into its correspond-
ing leaf node. The test algorithm is similar to the range query.
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Fig. 3. The OPE tree construction.

When arriving at its storage limitation L, this leaf node splits into two
leaf nodes and inserts a new split point into its parent node. The cloud
server first returns left and right split point of this leaf node to the
client, like C92, C118. If it is the rightmost leaf node, the cloud server
only returns its left split point. After receiving these two split points, he
decrypts them, selects a value a between these two split points, computes
(Ca, BF1, BF2,M[0,a]), and uploads it to cloud server. The cloud server
splits the leaf node into two leaf nodes and inserts (Ca, BF1, BF2) as
a new split point, as shown in Fig. 4. If the parent contains too many
split points, the split propagates upward. Tree splitting is the only step
which needs intersection in our scheme. The deletion operation is a little
different from the insertion operation. In deletion, the client computes
MF (a) and submits it to the cloud server. The cloud server finds the data
items precisely. In the leaf node, the cloud server decides whether two ele-
ments are the same one. Namely, there is no row i in matrix MF (a) such
that BF1(Pi) = 0 (the Bloom filter of data in leaf node). In this paper,
we divide modification into deletion and insertion. Thus, the proposed
scheme can be used in a dynamic database. If we donot take data update
into consideration, the range index BF2 can be removed from split point.

– Dec(SK, I∗): Taking the secret key SK and encrypted results I∗ as input,
the client decrypts the encrypted results and obtains results I. Furthermore,
the client removes the padding numbers and obtains the data item.

4 Analysis

In this section, we present the security and efficiency analysis of the proposed
BF-OPE scheme.
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Fig. 4. A toy example of OPE tree.

4.1 Security Analysis

Theorem 1. The proposed BF-OPE scheme over a well-domain D is correct.

Proof. We suppose that data item d ∈ D, range ∈ [a, b] and their randomization
d||01||r, a||00||r1, b||11||r2, where r, r1, r2 are three w1-bit random numbers. If
d ∈ [a, b], then we have d||01||r ∈ [a||00||r1, b||11||r2] holds.

If d||01||r ∈ [a||00||r1, b||11||r2] holds, then F (d||01||r)∩S([a||00||r1, b||11||r2])
�= φ. In this condition, data d||01||r will be returned as the search result, namely,
Cd||01||r ∈ I∗, where I∗ = Search(SK,Γ ∗, [a, b]). After decryption, we have
d ∈ Dec(SK, I∗).

Theorem 2. The proposed BF-OPE scheme is secure with respect to leakage
function LI .

Proof. The ciphertexts were composed of Ca and index. The ciphertext Ca was
produced through a plaintext-indistinguishable encryption scheme. In this case,
the ciphertexts have the property that they are semantically-secure encryptions.
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Furthermore, we consider the security of index, which has not been solved
by padding technique. If |F (a) ∩ F (b)| = m, then the first bit, where mi and mj

differ, occurs at m−th, namely, a1 = b1, · · · , am−1 = bm−1, and am �= bm. Since
padding technique runs through padding randomness number r behind data d,
it cannot solve the above problem. The basic reason is that an adversary has the
ability to decide whether P1 = P2, where P1 ∈ F (a) and P2 ∈ F (b). In insertion
phase, the client provides the matrix MF (a) and MF (b). In this condition, the
cloud server decides the identical row in matrix MF (a) and MF (b). Therefore, the
cloud server knows the leakage function LI(mi,mj) = {positiondiff (mi,mj)}.

4.2 Efficiency Analysis

For the convenience of discussion, some marks are introduced. We denote by E
an encryption, D a decryption, H an operation of Hash, r the number of Hash
in Bloom filter, n the size of a database, and w the bits of our data item. We
omit other operations such as comparison of plaintexts.

Table 1. Computation cost of our scheme

Schemes Scheme [19] Scheme [24] BF-OPE

Security IND-rOCPA IND-OCPA LI(mi,mj)

Interaction 0 log n 0

Client (Insert) E + 2w · (D + H) E + log n ·D E + (w + 1) · rH
Client (Delete) E log n ·D (w + 1) · rH
Client (Search) 2E 2 logn ·D (2w − 2) · rH
Cloud (Insert) logn ·H 0 0

Cloud (Delete) logn ·H 0 0

Cloud (Search) 2 logn ·H 0 0

Table 1 presents the comparison among scheme [19], scheme [24] and BF-
OPE scheme. It can be seen that scheme [24] achieves IND-OCPA security,
which is the first scheme who achieved the ideal security. In scheme [19], the
right components achieve IND-OCPA security denoted as IND-rOCPA security.
The proposed BF-OPE scheme leaks the bit where the difference happens.

When inserting, deleting and querying, scheme [24] needs log n rounds of
interaction. The client decrypts ciphertexts to help cloud server to decide the
order of two ciphertexts in update and query phase. In scheme [24], the cloud
server does nothing computation in update and query phase. In BF-OPE scheme,
the cloud server checks whether the position of Bloom filter is equal to 1. Owing
to the low computation overhead, both the computation of cloud server are
denoted as 0.
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5 Conclusions

In this paper, we propose an almost non-interactive order preserving encryption
scheme for range query, which is a basic search operation in the outsourced
database. Note that the state-of-the-art order preserving encryption scheme
called mOPE needs multiple rounds of interaction between the clients and the
cloud server. Therefore, the mOPE is easily influenced by the network failures
and increases the communication burden. Based on these reasons, we designed a
BF-OPE scheme, which is secure with respect to the leakage function LI and can
hide the frequency information of outsourced data. Furthermore, the proposed
scheme leaks partial order information among the ciphertexts.

Acknowledgements. This work was supported by the National Cryptography Devel-
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Abstract. Hierarchical identity-based fully homomorphic encryption
(HIBFHE) aggregates the advantages of both fully homomorphic encryp-
tion (FHE) and hierarchical identity-based encryption (HIBE) that per-
mits data encrypted by HIBE to be processed homomorphically. This
paper mainly constructs a new leveled HIBFHE scheme based on Learn-
ing with Rounding (LWR) problem, which removes Gaussian noise sam-
pling in encryption process. In more detail, we use the lattice basis del-
egation method proposed by Agrawal, Boneh and Boyen at CRYPTO
2010 to generate delegated basis, while cleverly exploit a scaled round-
ing function of LWR problem to hide plaintext rather than adding an
auxiliary Gaussian noise matrix. Besides, Gentry, Sahai and Waters con-
structed the first leveled LWE-based HIBFHE schemes from identity-
based encryption scheme at CRYPTO 2013, in this work, however, we
also focus on improving their leveled HIBFHE scheme, using Alperin-
Sheriff and Peikert’s technically simpler method. We prove that our
schemes are adaptively secure under classic lattice hardness assumptions.

Keywords: FHE · Hierarchical identity-based encryption
Learning with Rounding

1 Introduction

Fully Homomorphic Encryption (FHE) is a very attractive cryptographic primi-
tive that allows computations of arbitrary programs on encrypted data without
decrypting it first, and then is a powerful tool for handling many core prob-
lems in cloud computing, e.g., private outsourcing of computation, SQL query,
private information retrieval, secure multi-party computation (MPC), etc. The
first candidate lattice-based FHE scheme is based on ideal lattices proposed by
Gentry [19] in 2009. In particular, he put forward a remarkable “bootstrapping”
c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 101–115, 2018.
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theorem for the first time, which implies that if a scheme is capable of evaluating
its own (augmented) decryption circuit (it needs an “encryption” of the secret
key) and added with the “circular security” assumption made in [19], then one
can transform it into a full fledged one which enables arbitrarily large homomor-
phic computations on encrypted data. However, his solution is complicated and
involves relatively untested cryptographic assumptions.

The more attractive and implementable lattice-based FHEs (see [3,9,10,12,
21]) started with the work of Brakerski and Vaikuntanathan (BV11b) [12], who
devised relinearization and dimension-modulus reduction techniques that play a
key role in their construction. The optimized version of the scheme [10] proposed
by Brakerski, Gentry and Vaikuntanathan (BGV) is Halevi and Shoup’s scheme
[23], which was recognized as one of the most efficient leveled FHE1 schemes,
using the dimension reduction and modulus reduction iteratively and gradually.
It is worth mentioning that Gentry, Sahai and Waters [21] (GSW) used a novel
technique of so-called approximate eigenvector method to construct a conceptu-
ally simpler leveled FHE scheme with simpler and more directly homomorphic
operations. Moreover, this GSW needs no user’s “evaluation key” and has an
interesting property of asymmetric noise growth because of its GSW-style matrix
operations. The GSW was subsequently improved by Alperin-Sheriff and Peikert
[3] (GSW variant) who leveraged a “gadget matrix” G developed by Micciancio
and Peikert [24].

In fact, the above lattice-based FHEs have been enjoying the intensive study
for their faster implementation, stronger malleability and applicability; and more
importantly, stronger security, since these schemes are based on Learning with
Errors (LWE) problem [27] which was proved to be at least as hard as some worst-
case lattice problems [11,27] (e.g., GapSVP, which was regarded to be secure
even after the advance of quantum computers). Therefore, these lattice-based
FHEs are very attractive and conductive for the studying of the post-quantum
cryptography.

IBE and HIBE. Identity-Based Encryption (IBE) is a generalization of public
key encryption (PKE) that allows a sender to encrypt a message using the recip-
ient’s identity − any arbitrary string such as an e-mail address − as a public
key, which was first proposed by Shamir [28] in 1984. The ability to use iden-
tities as public keys avoids the need to distribute public key certificates, which
is very useful in many applications such as email where the recipient is often
off-line and unable to present a public-key certificate while the sender encrypts
a message. The first construction of IBE is based on bilinear maps assumption
[7] or quadratic residue assumption [17]. Since then, a series of schemes, which
are based on bilinear maps assumption [31], quadratic residue assumption [8]
and LWE assumption [1,2,14,20], have been proposed.

Hierarchical Identity-Based Encryption (HIBE) is an extension of IBE
scheme where entities are arranged in a directed tree [22]. Specifically, each
entity in the tree obtains a private key from its “parent” (higher-level) and then
1 Leveled FHE is capable of evaluating arbitrary polynomial-depth circuits, without

Gentry’s bootstrapping procedure.
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delegates private keys for its “children” (lower-level) so that a child entity can
decrypt plaintext intended for it, or for its children, but cannot decrypt plain-
text intended for any other nodes in the tree; this delegation process is one-way:
a child node cannot use its private key to recover the key of its parent or its
siblings. Based on this kind of framework, a few HIBEs based on LWE problem
(see [1,2,14]) and (H)IBEs based on the LWR problem (see [18,32]) have been
presented. We will give a formal introduction for LWR problem [5] in Sect. 2. As
far as the efficiency of HIBEs is concerned, the lattice basis delegation problem
is the main bottleneck, although the problems that existed in IBEs, e.g., the size
of ciphertext and parameters, also affect the efficiency.

HIBFHE. Hierarchical Identity-Based FHE (HIBFHE) as an extension of
HIBE, as a matter of fact, has captured researchers’ attentions as it aggre-
gates the advantages of both FHE and HIBE [21]. Roughly speaking, the
data encrypted by HIBE support arbitrarily complex evaluations without being
decrypted, and such properties of hierarchy and homomorphism are very use-
ful in access control of encrypted data [15]. However, there are a few results. In
fact, Gentry, Sahai and Waters [21] also used their “flatten” technique to compile
all HIBEs [1,2,14], which thus results in leveled HIBFHE schemes. After that,
Wang et al. [30] used the MP12-trapdoor for lattices [24] to improve the IBE
scheme in [1], then compiled this improved IBE and obtained a leveled IBFHE.
However, if we extend their leveled IBFHE to leveled HIBFHE, it is very easy
to find that the dimension of lattice will expand when the delegation mecha-
nism is used to generate delegated basis for the identity of lower-level; or more
precisely, the dimension will increase linearly with the depth of hierarchy. Conse-
quently, private keys and ciphertexts become longer and longer as one descends
into the hierarchy. This problem also resides in Sun et al.’ [29] RLWE-based lev-
eled IBFHE (which is selective-ID secure). Actually, this RLWE-based leveled
IBFHE is based on the structure of GSW and thus is impractical, because the
GSW is not fully compatible with RLWE problem due to its asymmetric noise
growth [21].

It is worth noting that all (H)IBFHEs aforementioned are leveled homo-
morphic, which means that they can only bear homomorphic computations of
a priori polynomial-depth circuits, except the first non-leveled IBFHE scheme
proposed by Clear and McGoldrick [16] under the existential hypothesis of indis-
tinguishable obfuscator. This is because we cannot use bootstrapping theorem
to transform a leveled (H)IBFHE scheme into “pure” one, for bootstrapping
in the identity-based setting needs to non-interactively derive from the public
parameters an “encryption” of the secret key for an arbitrary identity. But this
“encryption” is user-specific and is not identity-based, in the sense that it only
can be obtained interactively from user-specific. While obtaining this “encryp-
tion” interactively undermines the main appeal of IBE: its non-interactivity.

Our Contributions. We present two leveled HIBFHE schemes with fixed
dimensions and short ciphertexts. Our first and main scheme, which is based
on LWR problem [5] and is proved to be secure against adaptive chosen-
identity attack, needs no Gaussian noise sampling in encryption process. In our
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LWR-based leveled HIBFHE scheme, we use the basis delegation technique in
[2] to generate identity-specific basis without increasing the dimension of the
lattice in derive phase, and then use the preimage sampleable algorithm in [20]
to yield the identity-specific secret key in extract phase. In encryption process,
we cleverly use the scaled rounding function of LWR problem to hide plaintext
rather than adding an auxiliary Gaussian noise matrix. The resulting cipher-
texts have constant size and are not relevant to the depth of hierarchy. Our
LWR-based leveled HIBFHE scheme gets rid of Gaussian noise sampling merely
in encryption process, but this is enough for improving the efficiency. Because
the generating processes of public keys and secret keys, which involve Gaus-
sian sampling, are implemented only once in general case, while there are a
large number of times for the encryption process. More importantly, removing
the Gaussian noise sampling in encryption process will strengthen safety, due
to some potential side-channel vulnerabilities (result in complete leakage of the
secret key) incurred by Gaussian noise sampling in every encryption process
[13,26]. Although it is possible to create good implementations which protect
against side-channel attacks, these implementations are very complex. However,
such improvements are obtained with a penalty: the size of the secret key, the
public key and the ciphertext of the LWR-based leveled HIBFHE scheme are all
slightly bigger than that of our improvement on the LWE-based leveled HIBFHE
scheme [21] (up to a small polynomial in n), and the security reduction loss
of our LWR-based leveled HIBFHE scheme is also bigger due to the reduction
between LWE and LWR (up to a polynomial). These can be seen from the Table 1
in the full version of the paper.

We also present a more efficient leveled HIBFHE scheme based on LWE prob-
lem. In our LWE-based leveled HIBFHE scheme, we use a technically simpler
variant method [3] of GSW to generate ciphertext with constant length, and
then we obtain more compact parameters due to the simple and tight noise
analysis technique when performing homomorphic evaluations. In fact, that we
present this improved construction is meant to help us compare the LWE-based
leveled HIBFHE scheme with our novel LWR-based leveled HIBFHE scheme
more clearly.

Organization. In Sect. 2, we give the preliminaries including notations, hard-
ness assumptions and some related algorithms to be used in this paper. The
definition of hierarchical identity-based FHE, the lattices and discrete Gaussians
can be found in the full version of the paper. In Sect. 3, we present our construc-
tion of LWR-based leveled HIBFHE scheme. Section 4 follows an improvement on
the previous LWE-based leveled HIBFHE. Finally, we conclude the paper with
future direction in Sect. 5.

2 Preliminaries

Notations. We say that a function negl(n) is negligible if negl(n) is smaller
than all polynomial fractions for sufficiently large n. For a positive integer q,
we define the set Zq � [−q/2, q/2) ∩ Z, and all logarithms on q are base 2. All
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arithmetics are performed over Z or Q when division is used, and for ease of
use, we let [n] � {1, · · · , n}. We denote vectors in bold lowercase (e.g., x) and
matrices in bold uppercase (e.g., A); xt (resp. At) denotes the transpose of the
vector x (resp. A). For any x ∈ Q, we denote by �x�, �x�, �x� the rounding
of x down, up, or to the nearest integer; these notations also apply to vector
and matrix. The multiplication between two vectors x, y over Zq is denoted by
<x,y>q (i.e., <x,y> mod q). In this paper, || · || denotes Euclidean norm unless
otherwise stated, and for a n-dimensional vector x = {x1, · · · , xn}, we denote its
magnitude by |x| � max{|xi|}i∈[n] where |xi| refers to x′

i s magnitude, moreover,

vectors (e.g., a) are treated as columns. We let x
$← D denote that x is randomly

sampled from a distribution D and x
$← S denote that x is uniform over a set

S. For any matrix A ∈ Z
n×m
q , A ∈ X n×m (resp. A $← X n×m) denotes that for

i ∈ [n], j ∈ [m] its entry A[i][j] ∈ X (resp. A[i][j] $← X ) where X is a set or
distribution. This also applies to vector.

2.1 Hardness Assumptions

Learning with Errors (LWE). The well-known learning with errors (LWE)
problem has been enjoying a fame for its versatility in the constructions of lattice-
based schemes, and was conjectured to be secure in quantum setting ever since
Regev [27] introduced it and gave a quantum reduction from some standard
lattice problems to the LWE problem (subsequently followed by some classi-
cal reduction [11,25]). The binLWE problem is a specific form of LWE where
the secret s is chosen uniformly from {0, 1}n, or generating the binLWE prob-
lem directly from LWEn,q,m,χ(D) by letting D = {0, 1}n. As for the security of
binLWE problem, Brakerski et al. [11] proved that the binLWE problem is at least
as hard as the original LWE problem.

Definition 1 (B-Bounded Distributions [6,9]). A distribution ensemble

{χn}n∈N, supported over the integers, is called B-bounded if Pr[e $← χn | ||e|| >
B] = negl(n). We say a B-bounded distribution e is balanced if Pr[e ≥ 0] ≥ 1

2
and Pr[e ≤ 0] ≥ 1

2 .

Learning with Rounding (LWR). As a deterministic variant of LWE prob-
lem, Learning with Rounding (LWR) problem, was firstly proposed by Banerjee,
Peikert and Rosen [5] for improving the efficiency of pseudorandom generator
(PRG) based on the LWE problem. Interestingly enough, the implicit noise in
LWR is deterministic which derandomizes the random noise in LWE. Meanwhile,
the single implicit noise in LWR is smaller than that in LWE. Specifically, the
noise in LWE is B-bounded, while the implicit noise has magnitude less than 1

2
in LWR.

For the positive integers n, m and p < q, we firstly recall the scaled rounding
function [5] �·�p which will be used in encryption process in Sect. 3. It is defined
as follows: ⌈ · ⌋

p
: Zq −→ Zp

a �→ ⌈
p
q · a

⌋
.
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The scaled rounding function �·�p denotes the component-wise rounding if the
entry is a vector or matrix.

For a n-dimensional vector s sampled from a distribution D ⊂ Z
n
q , we define

the LWR distribution LWRn,q,p(D) � {(ai, �〈ai, s〉�p) ∈ Z
n
q × Zp|ai

$← Z
n
q } in

which the pair (ai, �〈ai, s〉�p) denotes a LWR sample (instance). As with the
LWE problem, LWR problem can be also divided into two problems: the search
and decision problems. The search LWR problem is defined as finding the secret
s given m independent instances chosen from LWRn,q,p(D). While the decision
LWR problem, denoted by DLWRn,m,q,p(D), is to distinguish (with non-negligible
advantage) m samples (ai, �〈ai, s〉�p) chosen from LWRn,q,p(D), from m indepen-
dent samples chosen according to the uniform distribution over Z

n
q × Zp. The

LWRn,q,p(D) assumption implies that the DLWRn,m,q,p(D) problem is infeasible.
As with the binLWE problem, we can also get binLWR problem from LWRn,q,p(D)
by letting D = {0, 1}n.

As for the hardness of the LWR problem, Banerjee et al. [5] presented an
efficient reduction from LWE problem to LWR problem for super-polynomial
modulus q. Subsequently, Alwen et al. [4] gave a reduction that allows for a
polynomial modulus q, but that restricts the number of samples and fails to
apply to all values of the modulus q. In 2016, the reduction in [4] was extended
by Bogdanov et al. [6] who eliminated the theoretic restriction on the modulus q,
though the number of samples in [6] is required to be less than O(q/Bp) (weaker
than that in [4]). For completeness, we give the Theorem 1 that is adapted from
[6]. Note that the reduction from LWE to binLWE was shown in [11], hence by
combining the reduction with Theorem 1, we can safely reduce the hardness of
binLWR problem to LWE problem.

Theorem 1 ([6]). For every ε > 0, positive integers n, m, q > 2mpB, p|q, and
if there is an algorithm A such that

∣
∣PrA,s[A(A, �As�p) = 1] − PrA,v[A(A,v) = 1]

∣
∣ ≥ ε,

where A $← Z
m×n
q , s $← {0, 1}n and v $← Z

m
p , then there exists another algorithm

B that runs in time polynomial in n, m, the number of divisors of q, and the
running time of A such that

PrA,s[B(A,As + e) = s] ≥
(

ε

4qm
− 2n

pm

)2

· 1
(1 + 2Bp/q)m

for noise distribution e that is B-bounded and balanced in each coordinate, where
it requires that B ≥ 2

√
n due to the reduction (quantum or classical) from certain

lattice problems to LWE problem [11,27].

Note that Theorem 1 concerns the search bin-LWE problem, which is
not easier than its decision problem. Moreover, we remark that the term
PrA,s[A(A, �As�p) = 1] − PrA,v[A(A,v) = 1] in Theorem 1 can be inter-

preted as the decision DLWRn,m,q,p(D) problem for the fixed s $← {0, 1}n (set
D = {0, 1}n).
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2.2 Gadget Matrices and Some Algorithms

In this subsection, we recall the gadget matrix [24] and four important algorithms
that will be used in our constructions and security proofs. Roughly speaking, we
generate the master public matrix together with a short basis by employing
the trapdoor generation algorithm [24] and then use the lattice basis delegation
algorithm [2] to generate delegated basis. At last, output the identity-specific
secret key by utilizing the preimage sampleable algorithm [20].

For the integer q, we define the gadget matrix G := Im+1 ⊗ gt, where
gt := (1, 2, · · · , 2�log q�−1) ∈ Z

�log q�
q and Im+1 denotes the (m + 1)-dimensional

identity matrix. Moreover, we define the deterministic inversion function G−1 :
Z
(m+1)×m′
q → {0, 1}m′×m′

where m′ = (m + 1) · �log q�, which is equal to bit
decomposition that decomposes x into its bit representation over Zq and has the
property that for any matrix A ∈ Z

(m+1)×m′
q it holds that G · G−1(A) = A.

Since there are two moduli q, p in LWR problem, here we construct another gad-
get matrix Ĝ constructed as Ĝ := Im+1 ⊗ ĝt where ĝt := (1, 2, · · · , 2�log p�−1) ∈
Z

�log p�
p . The deterministic inversion function Ĝ−1 is defined by the same method

as above.

Lemma 1 ([24]). Let n, q > 2 and m ≈ 2n log q be positive integers, there is a
PPT algorithm GenTrap(1n, 1m, q) that outputs a parity-check matrix A ∈ Z

n×m
q

and a trapdoor X with a tag H such that the distribution of A is statistically close
to the uniform. Then one can use the trapdoor and any basis S for Λ⊥

q (G) to
generate a short basis TA for lattice Λ⊥

q (A), and the parameters satisfy s1(X) ≤
1.6

√
n log q and ||T̃A|| ≤ 3.8

√
n log q, where s1(X) is the largest singular value

of X.

Remark 1. Note that it is easy to compute a basis S for Λ⊥
q (G), whenever the

modulus q is power-of-two or not, since G is gadget matrix whose trapdoor is
publicly known.

The following SampleRwithBasis lemma plays a key role in our security proofs,
this is due to the fact that the simulator (challenger) calls the SampleRwithBasis
algorithm to generate short basis, and then uses this basis to generate identity-
specific secret key for answering the secret key query. While the Lattices Basis
Delegation lemma is of crucial importance in the constructions of our schemes.
In the lattices basis delegation mechanism, it is required that the matrix R is
invertible mod q in Z

m×m
q where all the columns of R are “low norm”. Similarly

with [2], we denote by Dm×m the distribution (DZm
q ,σR

)m conditioned on the
matrix R being invertible mod q in Z

m×m
q , where σR =

√
n log q · ω(

√
log m).

Lemma 2 ([2]). Let q > 2 be a prime and m ≥ 2n log q. For all but at most
a q−1 fraction of rank n matrices A in Z

n×m
q , there exists a PPT algorithm

SampleRwithBasis(A) that outputs a matrix R ∈ Z
n×m sampled from a distri-

bution statistically close to Dm×m and a basis TB for lattice Λ⊥
q (B) with the

parameter σR ≥ ||T̃B|| ·ω(
√

log m) with overwhelming probability, where it holds
that B = A · R−1(mod q).
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Lemma 3 ([2]). Let q > 2 and let A be a matrix in Z
n×m
q with m ≥ 2n log q.

Let TA be a basis for lattice Λ⊥
q (A). Given a matrix R sampled from the dis-

tribution Dm×m and the parameter σ > ||T̃A|| · σR · √
m · ω(log3/2 m), there

is a PPT algorithm BasisDel (A,TA,R, σ) that outputs a basis TAR−1 for
the lattice Λ⊥

q (AR−1) with overwhelming probability, where TAR−1 satisfies
||TAR−1 || ≤ σ · √

m.

One can generate identity-specific secret keys for all identities in hierarchy
via the following preimage sampleable algorithm [20].

Lemma 4. Let n and q be positive integers with q ≥ 2, and let m > n. Let TA

be a short basis for lattice Λ⊥
q (A) and σ ≥ ||T̃A|| · ω(

√
log m). Then for c ∈ R

m

and u ∈ Z
n
q :

1. Pr[ x $← DΛu
q (A),σ | ||x|| >

√
m · σ ] ≤ negl(n).

2. There is a PPT algorithm SamplePre(A,TA, σ,u) that outputs x ∈ Λu
q (A)

sampled from a distribution statistically close to DΛu
q (A),σ.

3 Our LWR-Based Scheme

In this section, based on LWR problem, we use the three algorithms outlined in
Sect. 2.2 to construct a leveled hierarchical identity-based FHE in the random
oracle model. Similarly to [2], we also utilize a hash function H : ({0, 1}∗)≤d →
Z

m×m
q | id �→ H(id) ∼ Dm×m for mapping the identity id to a matrix in

Z
m×m
q , where the requirement is that the H(id) is distributed as Dm×m over

the choice of the random oracle H.

3.1 Leveled Hierarchical Identity-Based FHE from LWR

As what mentioned before, the leveled HIBFHEs have the properties of hierarchy
and homomorphism, thus we assume the maximal depth of the hierarchy is d
and the maximal homomorphically evaluable depth is L. Similarly to [2], we
choose a Gaussian parameter σ = (σ1, · · · , σd) needed in Derive and Extract
processes, where it holds that

{
σ� > σ�−1 · m3/2 · ω(log2 m) > σ1 · (

m3/2 · ω(log2 m)
)�−1

σ1 > ||T̃A|| · σR · √
m · ω(log3/2 m).

Comparing to the LWE-based scheme, our LWR-based leveled HIBFHE scheme
uses the scaled rounding function to hide plaintext instead of Gaussian noise
sampled from a discrete Gaussian distribution, and therefore it doesn’t need the
Gaussian noise parameter α = (α1, · · · , αd) any more.

– Setup(1λ, 1d, 1L). Choose a lattice dimension parameter n = n(λ, d, L), mod-
uli q = q(λ, d, L) and p = p(λ, d, L) that satisfies p|q. Also, choose parameter
m = m(λ, d, L) ≥ 2n log q. Let k = �log p� and N = (m + 1) · k. Then
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call the PPT algorithm GenTrap(1n, 1m, q) to generate a parity-check matrix
A ∈ Z

n×m
q and a trapdoor X with a tag H such that the distribution of A is

statistically close to the uniform. Based on Lemma 1, use the trapdoor X and
a random basis S for Λ⊥

q (G) to generate a short basis TA for Λ⊥
q (A). Choose

uniformly at random a vector u ∈ Z
n
q . Finally, the master public parameters

is mpk := (A,u), and the corresponding master secret key is msk := (TA).
– Derive(mpk,Tid|�, id). Take as input public parameters mpk, a private basis
Tid|� corresponding to a “parent” identity id|� = (id1, · · · , id�) at level 	 and
a “child” identity id = (id1, · · · , id�, · · · , idk) of a lower level k where k ≤ d,
do the following processes:
1. For i ∈ [	], compute H(idi), and set Rid|� = H(id�) · · · H(id1) ∈ Z

m×m.
Then compute Bid|� = A ·R−1

id|� ∈ Z
n×m
q . Let Tid|� be the short basis for

Λ⊥
q (Bid|�).

2. Compute R = H(idk) · · · H(id�+1) ∈ Z
m×m and set Bid = Bid|� ·R−1 ∈

Z
n×m
q .

3. Invoke T′ ← BasisDel(Bid|�,Tid|�,R, σk) to obtain a short random basis
for Λ⊥

q (Bid).
4. Output the delegated basis Tid = T′.

– Extract(mpk,Bid,Tid, id). Take as input public parameters mpk, and
an identity id of depth |id| = 	. Run the PPT algorithm Sam-
plePre(Bid,Tid, σ�,u) to sample a short vector x ∈ Z

m such that Bid · x =

u (mod q). Then output identity-specific public key pkid : P =
[
Bt

id

ut

]
, and

the identity-specific secret key skid : s = (−x, 1). Note that st ·P = 0 (mod q).
– Enc(pkid, id, μ). To encrypt a message μ ∈ {0, 1}, sample a small matrix

M $← {0, 1}n×N . Output a ciphertext

C = �P · M�p + μĜ ∈ Z
(m+1)×N
p .

– Dec(C, skid). Choose the penultimate column vector c of ciphertext C, and
then compute

μ =
∣
∣�2

p
· 〈s, c〉p�

∣
∣.

– Add(C1, C2). For two ciphertext matrices C1 and C2 decrypting to plain-
texts μ1 and μ2 under identical identity, output

CAdd � C1 + C2.

– Mult(C1, C2). For two ciphertext matrices C1 and C2 decrypting to plain-
texts μ1 and μ2 under identical identity, the multiplication is defined as

CMult � C1 · Ĝ−1(C2).
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3.2 Correctness and Parameters

Firstly, according to Lemma 4, x ∈ Λu
q (A) is sampled from a distribution sta-

tistically close to DΛu
q (A),σ�

that satisfies ||x|| ≤ √
m · σ� with overwhelming

probability. Combining Lemmas 1 and 3 with the parameters set in Sect. 3.1, we
can set σ� = m

3
2 � · ω(log2� m). Next, we analyze the correctness and the magni-

tude of noise. The penultimate column vector of Ĝ is (0, 0, · · · , v) ∈ Z
m+1
p where

v ∈ (p/4, p/2]. We write E = �P · M�p − p
q · P · M ∈ [−1/2, 1/2](m+1)×N , and

then its penultimate column vector is e ∈ [−1/2, 1/2]m+1. According to the Dec
algorithm, we have

μ =
∣
∣⌈2

p
· 〈s, c〉p

⌋∣∣ =
∣
∣⌈2

p
· (〈s, e〉 + μv)

⌋∣∣,

as long as

|e′| = |〈s, e〉| ≤ ||e|| · (||x|| + 1) ≤ m
3
2 �+1 · ω(log2� m) < p/4. (1)

Since the homomorphic addition is obvious, we mainly analyze homomorphic
multiplication.

Homomorphic Multiplication. To multiply two ciphertext matrices C1,C2 ∈
Z
(m+1)×N
p designated for messages μ1, μ2 ∈ {0, 1}, we have

st · Mult(C1,C2) = st · C1 · Ĝ−1(C2) = (st · E1 + μ1st · Ĝ) · Ĝ−1(C2)

= (e′
1 · Ĝ−1(C2) + μ1e′

2) + μ1μ2st · Ĝ,

where Ĝ−1(C2) ∈ {0, 1}N×N . Then e′
1 · Ĝ−1(C2)+μ1e′

2 is the total noise which
is of magnitude

|e′
1 · Ĝ−1(C2) + μ1e′

2| ≤ m
3
2 �+1 · ω(log2� m) · (N + 1)

by Eq. (1). It is clear that the noise growth factor is N +1, and therefore after L
levels of homomorphic multiplication, the noise grows from an initial magnitude
of m

3
2 �+1 · ω(log2� m), to m

3
2 �+1 · ω(log2� m) · (N + 1)L.

Our LWR-based scheme removes Gaussian noise sampling in encryption pro-
cess, but there are two moduli p, q satisfying q > 2mpB and p|q where B ≥ 2

√
n

(according to Theorem 1). In fact, it is sufficient to set q = pn
3
2 due to

m ≥ 2n log q, and then we have m ≥ 2n log q = 2n log p+3n log n. Therefore, we
can get the the following theorem.

Theorem 2. For the parameters λ, d, L, n = n(λ, d, L) and m = m(λ, d, L) ≥
2n log q, if the polynomial size moduli p ≥ (4n log2 p)

3
2d+L+1 · ω(

(2 log n)2d
)
and

q = pn
3
2 , our LWR-based scheme is a correct L-leveled HIBFHE.

Overall, the moduli p and q are both of polynomial size in parameter n, and
then combining the Theorem 1 with the reductions between LWE problem and
certain standard lattice problems (e.g., GapSVP), we can base the security of
our LWR-based leveled HIBFHE scheme on these worst-case lattice problems
with polynomial approximation factors.
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3.3 Security

We prove that our LWR-based leveled HIBFHE scheme is INDr-ID-CPA secure.
More precisely, the challenger in our simulated attack model can answer any type
of query sent by the adaptive adversary. Comparing to the security proof in [2],
the setup of simulated attack model and the random oracle hash H query are
almost the same as theirs (for simplicity, we omit them in our security proof),
but the challenger needs to run PPT algorithm SamplePre to obtain the secret
key for answering the identity-specific secret key query in our security proof.
The full proof of Theorem 3 is given in the full version of the paper.

Theorem 3. Let A be a PPT adversary that attacks our LWR-based scheme,
and QH be the number of hash H queries made by A and d be the maximal hier-
archy depth, where H is a hash function modeled as a random oracle. Then there
is a PPT algorithm B that solves the DLWRn,m,q,p(D) problem with advantage ε,
such that, if A is an adaptive adversary ( INDr-ID-CPA) with advantage ε′, then
it holds that ε′ ≤ ε · (d · Qd

H) + negl(n).

4 Improvement on Previous LWE-Based Scheme

4.1 Our Leveled Hierarchical Identity-Based FHE from LWE

Here, we also assume the maximal depth of the hierarchy is d and the maximal
homomorphically evaluable depth is L, and we choose a Gaussian parameter
σ = (σ1, · · · , σd) (the same as that in Sect. 3.1) and a Gaussian noise parameter
α = (α1, · · · , αd) needed in the encryption process. We omit the corresponding
homomorphic addition and multiplication, since they are identical to that of
LWR-based scheme presented in Sect. 3.

– Setup(1λ, 1d, 1L). Choose a lattice dimension parameter n = n(λ, d, L), mod-
ulus q = q(λ, d, L), also, choose parameter m = m(λ, d, L) ≥ 2n log q. Let
k = �log q� and N = (m + 1) · k. Call the PPT algorithm GenTrap(1n, 1m, q)
to generate a parity-check matrix A ∈ Z

n×m
q and a trapdoor X with a tag

H such that the distribution of A is statistically close to the uniform. As per
Lemma 1, use the trapdoor X and a random basis S for Λ⊥

q (G) to generate
a short basis TA for Λ⊥

q (A). Choose uniformly at random a vector u ∈ Z
n
q .

Finally, the master public parameter is mpk := (A,u), and the corresponding
master secret key is msk := (TA).

– Derive(mpk,Tid|�, id). Take as input public parameter mpk, a private basis
Tid|� corresponding to a “parent” identity id|� = (id1, · · · , id�) of level 	 and
a “child” identity id = (id1, · · · , id�, · · · , idk) of lower level k where k ≤ d,
do the following processes:
1. For i ∈ [	], compute H(idi) and set Rid|� = H(id�) · · ·H(id1) ∈ Z

m×m.
Then compute Bid|� = A ·R−1

id|� ∈ Z
n×m
q . Let Tid|� be the short basis for

Λ⊥
q (Bid|�).

2. Compute R = H(idk) · · ·H(id�+1) ∈ Z
m×m and then set Bid = Bid|� ·

R−1 ∈ Z
n×m
q .
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3. Invoke T′ ← BasisDel(Bid|�,Tid|�,R, σk) to obtain a short random basis
for Λ⊥

q (Bid).
4. Output the delegated basis Tid = T′.

– Extract(mpk,Bid,Tid, id). Take as input public parameter mpk, and
an identity id of depth |id| = 	. Run the PPT algorithm Sam-
plePre(Bid,Tid, σ�,u) to sample a short vector x ∈ Z

m such that Bid · x =

u (mod q). Then output identity-specific public key pkid : P =
[
ut

Bt
id

]
, and

the identity-specific secret key skid : s = (1,−x). Note that st ·P = 0 (mod q).
– Enc(pkid, id, μ). To encrypt a message μ ∈ {0, 1}, sample a small matrix

M $← {0, 1}n×N and a small noise matrix E $← D(m+1)×N
Z,α�q . Output a cipher-

text C = P · M + 2E + μG ∈ Z
(m+1)×N
q .

– Dec(skid,C). Choose the first column vector c of ciphertext C. Output μ =
〈s, c〉q (mod 2).

4.2 Correctness, Parameters and Security

Performing the decryption procedure on ciphertext in the scheme, we
have 〈s, c〉 ≡ μ + 2〈e, s〉 mod q. According to Lemma 4, the noise term e is

the column vector of E $← D(m+1)×N
Z,α�q that satisfies ||e|| ≤ √

m + 1 · α�q with
overwhelming probability, while x ∈ Λu

q (A) is sampled from a distribution sta-
tistically close to DΛu

q (A),σ�
that satisfies ||x|| ≤ √

m · σ� with overwhelming

probability. As with that in Sect. 3.2, we can set σ� = m
3
2 � · ω(log2� m) and

then α� =
(
m

3
2 �+2L+1 · ω(log2�+1 m)

)−1. While according to Regev’s reduction
[27] which requires α�+1q > 2

√
n, we can choose q of polynomial size such that

α�q = O(
√

n) > 2
√

n. It follows that

|2〈e, s〉| ≤ 2||e|| · (||x|| + 1) = O(
√

n) · m
3
2 �+1 · ω(log2� m) < q/2.

Moreover, similarly with our LWR-based leveled HIBFHE and [3], after perform-
ing homomorphic evaluations on ciphertexts, the noise grows linearly in N + 1
and asymmetrically in the ciphertexts’ respective noises. For simplicity, we just
present the result by the following theorem.

Theorem 4. For the parameters λ, d, L, n = n(λ, d, L) and m = m(λ, d, L) ≥
2n log q, if the polynomial size modulus q ≥ (3n log2 q)

3
2d+L+1 · ω

(
(2 log n)2d

)
,

our construction based on LWE is a correct L-leveled HIBFHE.

The modulus q is of polynomial size and the Gaussian noise rate α is of
inverse-polynomial size in the parameter n, this allows the security to be based
on certain worst-case lattice problems with polynomial approximation factors. As
for the security, we note that the main difference between our LWR-based scheme
and LWE-based scheme depends on Enc algorithm. The LWR-based scheme uses
the scaled rounding function to hide plaintext contrast to the Gaussian noise
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used in the LWE-based scheme, therefore the security proofs for both are almost
identical, except that they are based on different hard problems. For complete-
ness, we give the following theorem.

Theorem 5. Let A be a PPT adversary that attacks our LWE-based scheme,
and QH be the number of hash H queries made by A and d be the maximal hier-
archy depth, where H is a hash function modeled as a random oracle. Then there
is a PPT algorithm B that solves the DLWEn,q,m,χ(D) problem with advantage ε,
such that, if A is an adaptive adversary ( INDr-ID-CPA) with advantage ε′, then
it holds that ε′ ≤ ε · (d · Qd

H) + negl(n).

5 Conclusion and Future Direction

We presented two leveled HIBFHE schemes from LWR and LWE. Our LWE-
based leveled HIBFHE scheme is an improvement on the previous LWE-based
leveled HIBFHE scheme. Our novel leveled HIBFHE scheme is based on LWR
problem, which is, to the best of our knowledge, the first LWR-based leveled
HIBFHE scheme. Our proposed LWR-based leveled HIBFHE scheme has big-
ger parameters than the previous LWE-based leveled HIBFHE scheme and our
improved scheme, but it does not need Gaussian noise sampling in encryption
process. Thus, the LWR-based leveled HIBFHE scheme still has advantage and
can be seen as an alternative one. Furthermore, in this work we proved that our
two leveled HIBFHE schemes are both secure against adaptive chosen-identity
attack. However, the bootstrapping method cannot be used to transform our
leveled HIBFHE into non-leveled (pure) HIBFHE, due to IBE’s property of
non-interactivity. Therefore, a subject of our future work is to design a pure
IBFHE without indistinguishable obfuscator.
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Abstract. At Asiacrypt 2013, Qin and Liu showed a leakage-resilient
chosen-ciphertext attacks (LR-CCA) secure public-key encryption
(PKE) from one-time lossy filter (OT-LF) and hash proof system (HPS),
from which, combining garbled circuits (GC), we present an LR-CCA
secure generic construction for single-key and single-ciphertext functional
encryption (FE) via hash proof system (HPS) and one-time lossy fil-
ter (OT-LF). We bypass known obstacles in realizing leakage-resilient
using garbled circuits that make a non-black-box use of the underly-
ing cryptographic primitives. Efficient instantiations of DDH-based and
DCR-based HPS and OT-LF indicate that our approach is practical in
realizing LR-CCA secure FE scheme under the standard assumptions.
Moreover, our constructions from the DDH and DCR assumptions result
in the same leakage rate as Qin and Liu’s.

Keywords: Functional encryption
Leakage-resilient chosen-ciphertext · Garbled circuits

1 Introduction

As one of the most fundamental and widely used cryptographic primitives, tra-
ditional public-key encryption (PKE) is viewed as a method to encrypt point-
to-point communication where encrypted data x is aimed at a known user in
advance. This primitive guarantees that only the user that owns the (unique)
secret key sk corresponding to the encryption key pk can decrypt ctx (where ctx
encrypts x under pk) and obtains the plaintext x. Due to the single functionality
on the secret key for PKE, any holder of the secret key has very limited control
on the encrypted messages. To overcome this problem, functional encryption
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(FE) [32], as one of the most advanced cryptographic primitives which enables
a system having flexibility in controlling encrypted data, was proposed and got
developed [13,14,26,29,32]. At a high level, in a functional encryption, an owner
of a master secret key msk can generate a functional decryption key skf for a
function f belonging to a family F . By decrypting a ciphertext ctx of a message
x using skf except which no information about x is revealed from ctx.

Due to the ability to generate functional decryption keys, functional encryp-
tion enables one to construct a cryptographic system with fine-grained access
control. Informally, a secure functional encryption should resist the indistin-
guishability (IND) security in which the adversary tries to distinguish the encryp-
tions of two messages even given some functional keys for functions that the
adversary adaptively chooses. Formal security models for FE were developed
in [13,14]. Later, many provably secure FEs were proposed, where the research
mainly falls into two lines: the first line mainly focuses on the work in explor-
ing different security models (such as indistinguishable chosen-plaintext attacks
security (IND-CPA), indistinguishable chosen-ciphertext attacks security (IND-
CCA), etc.) [2,3,9,10,13]; the second line aims to developing [5,7,8,15,20,23,24,
34] different hardness assumptions (such as indistinguishable obfuscation (IO),
multi-linear maps, etc.) that FEs base on.

Note that none of the above FEs can achieve leakage-resilient security.
Leakage-resilient cryptography emerged as a theoretical foundation to address
side-channel attacks, when a significantly fraction of the secret key is leaked
to the adversary. Despite the great success in leakage-resilient cryptography
in the past decade, little progress was made on functional encryptions (FEs)
until the work of Zhang et al. [36] and Chow et al. [16]. Concretely, the work
in [36] introduced an encoding mechanism and then used it to construct two
leakage-resilient (LR) attribute-based encryption (ABE) schemes based on com-
posite order bilinear groups assumption. While in [16], Chow et al. proposed
three practical leakage-resilient identity-based encryptions (IBEs) from simple
assumptions in the standard model by combining identity-based hash proof sys-
tem (IB-HPS) with three IBE variants (i.e., Boneh-Boyen IBE, Waters IBE, and
Lewko-Waters IBE). Before this, LR secure IBE [4,6] were not desirable because
they were either provably secure in the random oracle model or based on non-
static assumptions. Although progress in LR security in the above two types of
schemes, there still exists some inherent problems: (1) the access structures seem
specific to different constructions; (2) most of these constructions are not generic
due to the use of concrete assumptions. Thus, we raise the following questions:
is it possible to construct leakage-resilient FE with more general functionalities
supportting different access structures, and does there exist generic FE frame-
work that can resist chosen-ciphertext attacks (CCA) without relying on concrete
assumptions?

1.1 Our Contribution

In this paper, we give a new generic FE framework (in the public key setting for
deterministic functions) from garbled circuits (GC), hash proof system (HPS)
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and one-time lossy filter (LF), which achieves leakage-resilient chosen-ciphertext
security (LR-CCA security) in the standard model. We mainly benefit from
several useful features of the underlying primitives: (1) the HPS is perfectly uni-
versal, i.e., the hash value is completely uniform over the key space even given
invalid ciphertexts and the projection key; (2) the OT-LF is (K, lL)-lossy which
helps to achieve CCA-security, where lLF is the allowable leakage on input K;
(3) the garbled circuits provide privacy for circuits, which helps to solve the
key-leakage problem in private key queries (note that the circuit is constructed
mainly based on the master secret key). By carefully employing the above fea-
tures, we bypass several obstacles, e.g., the master secret key-leakage on the
functional keys, to obtain a generic framework for FE with LR-CCA security (in
the public-key settings for deterministic functions) in the standard model.

Note that, despite the leakage-resilient secure IBEs [16] and ABEs [36] may
be viewed as two special examples of FE, the techniques in both schemes are still
unable to apply to our scheme. The reason mainly focuses on the following points.
First, in the IBE schemes [16], since the encryption algorithm only binds the
identity with a plaintext-irrelevant component of the ciphertext (the ciphertext
consists of three components), the functions used for generating functional keys
will be independent of the decrypted plaintexts; second, since our scheme is
generic and does not rely on any concrete assumptions, especially the composite
order bilinear groups and the customized encoding mechanism, it is still unable
to satisfy our requirement by using the techniques in [36]. We achieve our goal by
first adapting the PKE scheme in [30] to the FE setting, and then combining the
technique of garbled circuits with LF. Technically, the garbled circuits are needed
for solving the key-leakage problem in the key queries and the LF is needed
for verifying the well-formedness of the ciphertext. Besides, we also provide an
instantiation for our scheme through the existing DDH-based HPS [30] and OT-
LF [30] and obtain a same leakage rate 1/2 − o(1) as in [30].

1.2 Our Techniques

Our starting point is Qin and Liu’s LR-CCA secure public-key encryption scheme
[30] where the hash proof system (HPS) and one-time lossy filter (OT-LF) were
used for the fundamental building blocks. Informally, in their scheme, the private
key is just the secret key of the HPS, and the ciphertext ct consists of (C, s, U =
Ext(K, s) ⊕ x, π = LFlpk,t(K), tc), where K = HPS.Pub(pk,C,w), C ←$ V,
s ←$ {0, 1}d, and tc ←$ Tc. The key K, with the random string s together as
input of the extractor Ext, masks the message x and handles the key-leakage, and
the function LFlpk,t(K) is applied to verify the well-formedness of the ciphertext
and thus guarantees that the scheme achieves CCA security. Just as its name
suggests, the OT-LF only allows making one time lossy tag query to the oracle.

Since our scheme allows the adversary to make challenge query once, the
OT-LF just satisfies our requirements. Moreover, to deal with the key-leakage
from functional key queries, we apply a circuit garbling scheme GC which, intro-
duced by Yao [35] to our scheme for computing functional keys, where the circuit
garbling scheme allows computing a function f on an input x without leaking
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anything about f or x besides f(x). In particular, the one-time property on
LF and GC is employed to respond to the single-key and single-challenge of our
scheme. Specifically, a garbling scheme has three related algorithms: garbling
algorithm GC.Grl, evaluation algorithm GC.Eval and simulation algorithm Sim.
The garbling algorithm taking as input a circuit G and outputting a pair of
garbled circuit and labels (˜G, {Lw,b}w∈inp(G),b∈{0,1}) is used for computing our
functional key skf = (˜G, {Lw,b}w∈inp(G),b∈{0,1}). The evaluation algorithm tak-
ing as input a garbled circuit ˜G and an input encoding {Lw,ctw}w∈inp(G) and
outputting G(ct) is used for decrypting. While the simulator Sim is used for sim-
ulating the functional key in the proof without knowing the circuit. The circuit
privacy guarantees that the keys generated in both cases are computationally
indistinguishable.

Roughly speaking, our scheme consists of the following key steps: (1) in the
setup phase, the secret key sk of the HPS serves as the master secret key of our
scheme; (2) the encryption algorithm encrypts a message x in the same way as
[30], i.e.,

K ← HPS.Pub(pk,C,w), U = Ext(K, s) ⊕ x, π = LFlpk,t(K);

(3) the functional key skf is computed via the garbling algorithm GC.Grl,
i.e., skf = (˜G, {Lw,b}w∈inp(G),b∈{0,1}), where (˜G, {Lw,b}w∈inp(G),b∈{0,1}) ←$

GC.Grl(1λ,G[mpk,msk, f ]) (see Fig. 2 for the circuit G[mpk,msk, f ]); (4) the
decryption uses the evaluation algorithm GC.Eval(˜G, {Lw,ctw}w∈inp(G)) to decrypt
by using labels {Lw,ctw}w∈inp(G) in the private key. By the correctness of the
schemes GC and HPS, we can get f(x) with overwhelming probability.

Our LR-CCA secure FE scheme is immediate if the underlying hash proof
system and lossy filter can be instantiated. Fortunately, DDH-based and DCR-
based hash proof system (HPS) and one-time lossy filters (LF) can be found in
[30]. In addition, [23] shows that a garbling scheme can be constructed from one-
way function. Embedding these building blocks to the generic FE construction,
we can obtain DDH-based and DCR-based FEs with LR-CCA security. Like
ABEs in [1,36], in our scheme, the private key size, ciphertext size and leakage
bound are Θ(ñ) times larger than that of IBEs in [16]. Although the leakage
rate, 1/2 − o(1), in our scheme is 1/2 times less than that of ABEs in [1,36]
(achieving (1− o(1))), it is 1/6− o(1) larger than that of IBEs in [16] (achieving
at most 1/3 − o(1)). Besides, our scheme also obtains CCA security and more
general functionalities compared with the schemes in [1,16,36].

1.3 Other Related Works and Discussions

The leakage-resilient notion was proposed by Halderman et al. in [27] in order to
solve side-channel attacks on hardware device where a significant fraction of the
secret key is leaked to the adversary. Since that, leakage-resilient (LR) security
got further developed via various methods [19,30,31]. Particularly, at Asiacrypt
2013, Qin and Liu proposed an LR-CCA secure public key encryption (PKE)
from hash proof system and one-time lossy filter where the leakage rate was first
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raised to 1/2−o(1) in practical PKE. Followed by their work, at Asiacrypt 2016,
Faonio and Venturi [19] further promoted LR security in PKE by combining the
technique of tamper resilience. Identity-based encryption (IBE) and attribute-
based encryption (ABE), as two special examples of functional encryption (FE),
also capture progress in LR security. The early-age LR IBEs [4,6] are designed
based on regular IBE [12,21,22] which is efficient but only provable secure in
the random oracle model or from “nonstatic” assumption in the standard model.
Following the work in [4,6], Chow et al. [16] presented practical LR IBEs from
simple assumptions in the standard model. In 2013, the LR security in ABE was
first considered by Zhang et al. [36] where a customized encoding mechanism
was used to construct access structure.

All the above schemes (including IBEs and ABEs) seem specific to access
control structures which are either for identity functions (in IBEs) or from cus-
tomized encoding mechanism (in ABEs). Up to now, realizing FEs with LR
security for general functionalities, especially those with LR-CCA security under
standard assumptions, is still not resolved. In this paper, we focus on this prob-
lem and solve it by presenting a generic construction of FE with LR-CCA security
and giving an instantiation based on the DDH assumption.

1.4 Organizations

The rest of this paper consists of the following parts. In Sect. 2, we provide
some preliminaries to help readers review some known notions. In Sect. 3, we
give the definition and security model of functional encryption (FE). In Sect. 4,
we present a generic construction of FE and prove its security. In Sect. 5, we
provide an instantiation based on the DDH assumption and analyze its security.
In Sect. 6, we show a comparison in efficiency and security with the existing
related schemes. In Sect. 7, we give our conclusions and further open problems.

2 Preliminaries

In this section, we introduce some notations and present definitions for vari-
ous cryptographic primitives that we shall use in our construction of functional
encryption. We assume familiarity with standard secure chameleon hashing func-
tion and the reader can refer to Sect. 2.4 in [30] for the details. Below, we recall
the notions of randomness extractor, garbled circuits, hash proof system and
one-time lossy filter.

2.1 Notations

Throughout the paper, we let N denote the set of natural numbers, λ ∈ N denote
the security parameter, and “PPT” denote probabilistic polynomial time. If x
denotes a string, then x denotes its complement. Let y ← A(x1, · · · ;R) denote
the operation of running algorithm A on inputs x1,· · · and coins R to output y.
For simplicity, we write y ← A(x1, · · · ;R) as y ←$ A(x1, · · · ) with implied coins.
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If n ∈ N, we let [n] denote the set {1, · · · , n}. We call a function negl negligible
in λ if negl(λ) ∈ λ−ω(1) and a function poly a polynomial if poly ∈ λO(1). If X
is a random variable over the set S, then we write maxa∈SPr[X = a] to denote
the predictability of X and − log(maxa∈SPr[X = a]) denote the min-entropy
H∞(X) of X. If C denotes circuit, then we use notation C[z] to emphasize the
fact that the value z is hard-wired into C. If D denotes a distribution over a set
S, then x ←$ D denotes uniformly and randomly choosing an element from set S
according to distribution D, and x ←$ S denotes choosing an element randomly
from set S.

In this paper, for convenience, we apply a code-based game playing framework
in [11,33] to our scheme. Roughly speaking, a game G has a main procedure,
and possibly other procedure. G begins by executing the main procedure which
runs an adversary A after some initialization. A can make oracle calls permitted
by G. When A finishes execution, G continues to execute with A’s output. By
GA ⇒ y, we denote the event that G executes with A to output y. Generally, we
abbreviate GA ⇒ true or GA ⇒ 1 as G. The boolean flag and set are initialized
to false and ∅ respectively.

2.2 Randomness Extractor

In this section, we recall the definition of randomness extractor. First we recall
some basic notions from [30]. Let SD(X,Y ) = 1

2

∑

a∈D |Pr[X = a] − Pr[Y = a]|
denote the statistical distance of random variables X and Y over set D. If
the min-entropy of X is defined as H∞(X) = − log(maxa∈D Pr[X = a]), then
the average min-entropy of X conditioned on Y is formalized as ˜H∞(X|Y ) =
− log(Ey←Y [2−H∞(X|Y =y)]).

Lemma 1 [18]. Let X, Y and Z be random variables. If Y has at most 2l

possible values, then ˜H∞(X|(Y,Z)) ≥ ˜H∞(X|Z) − l.

Definition 1 (Randomness Extractor). An efficient function Ext : X ×S →
Y is an average-case (ν, ε2)-strong extractor if for all pairs of random variables
(X,Z) such that X ∈ X and ˜H∞(X|Z) ≥ ν, we have

SD((Z, s,Ext(X, s)), (Z, s, UY)) ≤ ε2.

Where s ←$ S and UY is uniform over Y.

Applying the general Leftover Hash Lemma in [18], it is easy to conclude that
a family of universal hash functions H = {Hs}s∈S can be viewed as an average-
case (˜H∞(X|Z), ε2)-strong extractors when ˜H∞(X|Z) ≥ log |Y| + 2 log(1/ε2)|
holds.

2.3 Garbled Circuits [23]

In this section, we review the definition of circuit garbling scheme from [23]. A cir-
cuit garbling scheme GC consists of two PPT algorithms GC = (GC.Grl,GC.Eval),
where GC.Grl is a circuit garbling procedure and GC.Eval is the corresponding
evaluation procedure. We give the formal description as follows.
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Garbling. The garbling algorithm GC.Grl(1λ,C) takes as input a security param-
eter 1λ and a circuit C ∈ Cλ, where C = {Cλ}λ∈N is a family of circuits.
It outputs a garbled circuit ˜C and labels {Lw,α}w∈inp(C),α∈{0,1} where each
Lw,α ∈ {0, 1}λ.

Evaluation. The evaluation algorithm GC.Eval(˜C, {Lw,xw
}w∈inp(C)) takes as

input a garbled circuit ˜C and an input encoding {Lw,xw
}w∈inp(C) on x ∈

{0, 1}inp(C), where inp(C) denotes the input length of C. It outputs y = C(x).

Correctness. For correctness, we require that for any circuit C and input x ∈
{0, 1}inp(C), we have

Pr[C(x) = GC.Eval(˜C, {Lw,xw
}w∈inp(C))] = 1,

where (˜C, {Lw,α}w∈inp(C),α∈{0,1}) ←$ GC.Grl(1λ,C).

Security. Let Sim be a PPT simulator. We define the game between a challenger
C and a PPT adversary A as follows.

Initialization. First, the challenger C chooses a random bit b ←$ {0, 1}
and sends 1λ to the adversary A. Then, A sends a circuit C ∈
Cλ and a message x ∈ {0, 1}inp(C) to C. If b = 0, C computes
(˜C, {Lw,α}w∈inp(C),α∈{0,1}) ←$ GC.Grl(1λ,C) and returns (˜C, {Lw,xw

}w∈inp(C));
otherwise, it returns (˜C, {Lw,xw

}w∈inp(C)) ←$ Sim(1λ, |C|,C(x)).

In this game, we define the advantage of the adversary A as

AdvgcGC,Sim,A(λ) = |Pr[b′ = 1|b = 0] − Pr[b′ = 1|b = 1]|.

We say that GC is secure if there exists a PPT simulator Sim such that for
any PPT A, the advantage function AdvgcGC,Sim,A(λ) is negligible.

As noted in [23], a circuit garbling scheme GC can be constructed from one-
way function. Any such construction is also suitable for our scheme. In particular,
we stress that the circuit garbling scheme defined here is one-time, namely, we
allow the adversary to obtain at most one input encoding.

2.4 Hash Proof System (HPS)

Here, we review the definition of hash proof system (HPS) introduced by Cramer
et al. in [17]. First, we give the definition of projective hash function.

Definition 2 (Projective Hash Function). Let PK be a public key set, SK
a secret key set, K an encapsulated key set, C a ciphertext set and V ⊂ C a valid
ciphertext set and we assume that there exists efficient algorithms which can
sample sk ←$ SK, (C,w) ←$ V and C ←$ C\V, where w is a witness showing
C ∈ V. Let Λsk be a hash function indexed with sk ∈ SK that maps the ciphertext
set C to the encapsulated key set K. The hash function Λsk is projective if there
exists a projection function μ : SK → PK such that μ(sk) ∈ PK determines
the behavior of Λsk over the subset V of valid ciphertexts. In addition, we also
assume that both Λ(·) and μ are efficiently computable.
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Definition 3 (Universal [17]). A projective hash function Λsk is ε1-universal,
if for all pk ∈ PK, C ∈ C\V, and K ∈ K, the probability Pr[Λsk(C) =
K|(pk,C)] ≤ ε1 holds with H∞(Λsk(C)|(pk,C)) ≥ log(1/ε1), where the proba-
bility is over all sk ∈ SK such that pk = μ(sk).

Definition 4 (Hash Proof System (HPS)). A hash proof system consists of
three PPT algorithms (HPS.Gen, HPS.Pub, HPS.Priv). The parameter generation
algorithm HPS.Gen(1λ) takes as input 1λ and outputs system public parameter
pp = (Description, PK, SK, K, C, V, Λ(·) : C → K, μ : SK → PK), where
Description contains some description information about pp. The public evalu-
ation algorithm HPS.Pub(pk,C,w) takes as input a pubic key pk = μ(sk), a
ciphertext C ∈ V and a witness w of C and outputs the encapsulated symmet-
ric key K = Λsk(C). The private evaluation algorithm HPS.Priv(sk, C) takes as
input the secret key sk and a ciphertext C ∈ V and outputs the encapsulated sym-
metric key K = Λsk(C). We call a hash proof system HPS is ε1-universal,
if

1. For all sufficiently large λ ∈ N and pp ← HPS.Gen(1λ), the underlying pro-
jective hash function is ε1(λ)-universal for negligible ε1(λ).

2. The underlying subset membership problem defined below is hard. Further-
more, a hash proof system HPS is called perfectly universal if ε1(λ) = 1/|K|.

Definition 5 (Subset Membership Problem (SMP) [30]). We say that
the subset membership problem with respect to a hash proof system HPS holds if
the ciphertexts C0 ←$ V and C1 ←$ C\V are computationally indistinguishable.
Formally, if for all PPT adversary A, the advantage function Advsmp

HPS,A defined
below

Advsmp
HPS,A(λ) = |Pr[A(C,V, C0) = 1|C0 ←$ V] − Pr[A(C,V, C1) = 1|C1 ←$ C\V]|,

is negligible in the security parameter λ.

2.5 One-Time Lossy Filter (LF) [30]

We review the definition of one-time lossy filter from [30].

Definition 6 (One-Time Lossy Filter). An (D, lLF) one-time lossy filter
(LF) consists of three PPT algorithms LF = (LF.KG, LF.Eval, LF.Ltag). Below,
we describe the three algorithms, respectively.

Key Generation. The algorithm LF.KG(1λ) takes as input 1λ and outputs a
key pair of (lpk, ltk). The public key lpk defines a tag space T = {0, 1}∗ × Tc

which consists of two disjoint subsets, the lossy tag subset Tloss ⊂ T and the
injective tag subset Tinj ⊂ T . A tag t = (ta, tc) contains an auxiliary tag
ta ∈ {0, 1}∗ and a core tag tc ∈ Tc which may be injective or lossy or neither.
ltk is a trapdoor that helps to compute a lossy tag.

Evaluation. The algorithm LF.Eval(lpk, t,X) takes as input the public key lpk, a
message X ∈ D and a tag t = (ta, tc) ∈ T and computes the value LFlpk,t(X).
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Lossy Tag Generation. The algorithm LF.Ltag(ltk, ta) takes as input a trap-
door ltk and an auxiliary tag ta and returns a core tag tc such that t = (ta, tc)
is lossy.

Lossiness. If t is injective, the function LFlpk,t(X) is injective and has image
size of |D|. If t is lossy, then LFlpk,t(X) is lossy and has image size at most
lLF.

Indistinguishability. Lossy tags are indistinguishable from random ones. For-
mally, for all PPT adversary A, if the advantage function AdvindLF,A(λ) defined
below

AdvindLF,A(λ) = Pr[A(1λ, lpk)LF.Ltag(ltk,·) = 1] − Pr[A(1λ, lpk)OTc (·) = 1],

is negligible in λ, where (lpk, ltk) ← LF.KG(1λ) and OTc
(·) is the oracle that

samples a random core tag tc.
Evasiveness. Non-injective tags are hard to find, even if given multiple lossy

tags. Formally, for all PPT adversary A, the advantage function AdvevsLF,A
defined below

AdvevsLF,A(λ) = Pr[t ∈ T \Tinj |t ← A(1λ, lpk)LF.Ltag(ltk,·)],

is negligible in λ, where (lpk, ltk) ← LF.KG(1λ) and t = (ta, tc) is a non-
injective tag such that tc is not obtained via oracle LF.Ltag(ltk, ·).

Remark 1. As remarks in [30], the term “one-time” in the above definition
means that the adversary is allowed to query lossy tag generation oracle only
once in both indistinguishability and evasiveness games which just is the need
for our scheme constructed below.

3 Public-Key Functional Encryption (PK-FE) for
Deterministic Functions

In this section, we describe the definition of public-key functional encryption
(PK-FE) for deterministic functions (hereafter, we abbreviate “public-key func-
tional encryption for deterministic functions” as “FE”). Below, let X = {Xλ}λ∈N,
Y = {Yλ}λ∈N and F = {Fλ}λ∈N be the message space, image space and function
space, respectively, where each function f ∈ F takes as input a string x ∈ X
and outputs f(x) ∈ Y.

3.1 Definition for PK-FE for Deterministic Functions [25]

An FE scheme FE consists of four PPT algorithms FE = (FE.Setup, FE.KG, FE.E,
FE.D) over message space X = {Xλ}λ∈N and function space F = {Fλ}λ∈N.

Setup. The setup algorithm FE.Setup(1λ) takes as input 1λ and outputs a key
pair (mpk,msk), where mpk is the master public key and msk is the master
secret key.
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Key Generation. The key generation algorithm FE.KG(msk, f) takes as input
a master secret key msk and a function f ∈ Fλ and outputs a private key
skf .

Encryption. The encryption algorithm FE.E(mpk, x) takes as input a master
public key mpk and a message x ∈ Xλ and outputs a ciphertext ct.

Decryption. The decryption algorithm FE.D(skf , ct) takes as input a private
key skf and a ciphertext ct which encrypts a message x, outputs f(x) ∪ {⊥}.

For correctness, we require that there exists a negligible function negl(λ) such
that for all sufficient large λ ∈ N, for all (mpk,msk) ←$ Setup(1λ), f ∈ Fλ and
x ∈ Xλ, it holds that

Pr[FE.D(FE.KeyGen(msk, f),FE.E(mpk, x)) = f(x)] ≥ 1 − negl(λ).

3.2 Security Definitions

We now present leakage-resilient chosen-ciphertext (LR-CCA) security defini-
tions for FE. We first observe that existing LR security definitions for FE (e.g.,
the LR security for ABE [36] and IBE [16]) only consider the malicious receiver
and key-leakage settings, in that they intuitively guarantee that an adversary
who owns a secret key skf corresponding to a deterministic access structure f
cannot learn x from an encryption of x even a significantly fraction of the secret
key is leaked to the adversary (imply the leakage to the master secret key). In
this work, we are also interested in achieving security against both malicious
senders and key-leakage for general access structure. In particular, we would
like guarantee that the adversary cannot learn anymore than f(x) for a general
access structure f from a ciphertext even leaking a fraction of the master secret
key to the adversary.

We consider a unified adversarial model that captures malicious receiver,
malicious senders and key-leakage. Here we present a semi-adaptive security
definitions, where the adversary may choose the challenge messages and function
after the master public key. Note that our definition here is for single-key query
and single-ciphertext FE, namely, in the security game, the adversary is only
allowed to make key and challenge ciphertext only once. In order to formalize the
intuition that an adversarial sender cannot force “incorrect” outputs on honest
receivers, we allow the adversary to make arbitrary decryption queries (ct, g)
such that ct = ct∗ to a decryption oracle, where ct∗ is the challenge ciphertext.
After receiving (ct, g), the challenger decrypts ct under the secret key skg which
is generated using the master secret key msk and the function g.

Formally, we give a concrete description about the security via a game
INDLRCCAA

FE,lL,F (λ) (in Fig. 1) between a challenger C and an adversary A =
(A1,A2), where the leakage bound lL is predefined at the beginning of the game.
We call an adversary A admissible if the tuple (x0, x1, f) chosen by the adver-
sary satisfies f(x0) = f(x1). We define the advantage of an admissible adver-
sary A in the indistinguishable game INDLRCCAA

FE,lL,F (λ) as AdvIND-LR-CCA
FE,lL,F,A (λ) =

|Pr[INDLRCCAA
FE,lL,F (λ) = 1] − 1

2 |.
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Fig. 1. INDLRCCA game for IND-LR-CCA security of FE.

Definition 7 (IND-LR-CCA). We say that FE is indistinguishability-based
lL-leakage-resilient chosen-ciphertext secure (IND-based lL-LR-CCA secure) if
for any PPT admissible adversary A, the advantage function AdvIND-LR-CCA

FE,lL,F,A (λ)
is negligible.

Note that, for convenience, we write “indistinguishability-based lL-LR-CCA”
as “IND-LR-CCA” or “lL-LR-CCA” in the following sections.

4 The Construction

In this section, we give a construction of FE (public key functional encryption
for deterministic functions). The scheme FE = (FE.Setup, FE.KG, FE.E, FE.D)
needs the following building blocks:

– A ε1-universal hash proof system HPS = (HPS.Gen, HPS.Pub, HPS.Priv).
– A (K, lLF) one-time lossy filter LF = (LF.KG, LF.Eval, LF.Ltag).
– An average-case ((ν−lLF−lL), ε2)-strong extractor Ext : K×{0, 1}d → {0, 1}m.
– A secure circuit garbling scheme GC = (GC.Grl,GC.Eval).

Setup. On input 1λ, the setup algorithm FE.Setup(1λ) first samples a public
parameter pp ←$ HPS.Gen(1λ) and a key-pair (lpk, ltk) ←$ LF.KG(1λ). Next,
it picks sk ←$ SK and sets pk = μ(sk), where SK is contained in pp. Finally,
it outputs the master public key mpk = (pp, lpk, pk) and master secret key
msk = sk.

Encryption. On input the master public key mpk and a message x ∈ {0, 1}m,
the encryption algorithm FE.E(mpk, x) first samples a seed s ←$ {0, 1}d, a
core tag tc ←$ Tc, and a C ←$ V with witness w. Then, compute

K ← HPS.Pub(pk,C,w), U = Ext(K, s) ⊕ x, π = LFlpk,t(K),

where t = (ta, tc) with ta = (C, s, U). Finally, it outputs ciphertext ct =
(C, s, U, π, tc).
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Key Generation. On input the master secret key msk and a function f ∈
Fλ, the key generation algorithm FE.KG(msk, f) first constructs a circuit
G[mpk,msk, f ](·) (as in Fig. 2) with mpk, msk and f hardwired in. Then, it
computes (˜G, {Lw,b}w∈inp(G),b∈{0,1}) ←$ GC.Grl(1λ,G[mpk,msk, f ]) and sets
private key skf = (˜G, {Lw,b}w∈inp(G),b∈{0,1}). Finally, it outputs skf .

Decryption. On input a private key skf = (˜G, {Lw,b}w∈inp(G),b∈{0,1}) and
a ciphertext ct, the decryption algorithm FE.D(skf , ct) computes y =
Eval(˜G, {Lw,ctw}w∈inp(G)) and outputs y.

Fig. 2. Circuit G[mpk,msk,f ]

Correctness. The correctness of the above construction follows from the cor-
rectness of the underlying hash proof system HPS, the one-time lossy filter LF
and the circuit garbling scheme GC.

Ideas. As in [30], a hash proof system HPS and a one-time lossy filter LF are
employed separately to deal with the key-leakage in the ciphertext and the CCA
security of the scheme. Specifically, the hash proof system HPS first generates an
encapsulated key K, which is then converted to a shorter key to hide the plain-
text x via an extractor. The lossy filter LF helps to verify the well-formedness of
the ciphertext. Furthermore, to deal with the secret-key leakage in the functional
key queries, a garbling scheme GC is used to compute the functional keys. Specif-
ically, in the real scheme, we employ the garbling algorithm GC.Grl to compute
the functional key, while in the security proof which is computed using a simu-
lator Sim. This works well because the latter only reveals a function output of
challenge plaintexts for a function with which the adversary makes a key query.
Furthermore, by the security definitions of FE (the security definition of FE
requires that the outputs of a function f on any two challenge messages (x0, x1)
are equal, i.e., f(x0) = f(x1)), this leakage would not help the adversary in an
attacking game. In the challenge ciphertexts, since the filter LF works in the lossy
mode, it only leaks a little information about the key K. In particular, for an
invalid ciphertext submitted by the adversary in the decryption queries, since the
filter works in the injective mode with overwhelming probability, the ciphertext
will be rejected by the decryption oracle with the same large probability.

Parameters, Leakage Rate and CCA-Security. As in [30], to make our
construction tolerate leakage rate as much as possible, it is necessary to consider
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a perfectly ε1-universal hash proof system, i.e., ε1 ≤ 1/|K|. In this way, ν =
log(1/ε1) ≥ log |K| − 1. Thus, when K is large enough, the leakage rate achieves
log |K|/|skf | asymptotically, where |skf | is the bit size of individual functional
key skf . In particular, we stress that the leakage on the private key in fact
implies the leakage on the master secret key. In addition, if lL = 0 and 1/ε1 ≥
m + lLF + ω(log λ), the above construction is CCA-secure.

Security. The security of the construction follows the theorem below.

Theorem 1. Assume the ε1-universal hash proof system HPS exists, LF is an
(K, lLF) lossy filter, Ext : K × {0, 1}d → {0, 1}m is an average-case ((ν − lLF −
lL), ε2)-strong extractor, the circuit garbling scheme GC = (Grl,Eval) is secure,
A = (A1,A2) is a PPT adversary, lL is a bounded amount of leakage on the
private key. Let ν −m− lLF − lL ≥ ω(log λ) and ν = log(1/ε1). Then there exists
four PPT adversaries Aind, Asmp, Agrl and Aevs and a simulator Sim running
in approximately the same time as A such that

AdvIND-LR-CCA
FE,lL,F,A (λ) ≤ AdvindLF,Aind

(λ) + Advsmp
HPS,Asmp

(λ) + 2AdvgcGC,Sim,Agrl
(λ)

+ qdAdv
evs
LF,Aevs

(λ) + qd.2lL+lLF+m/(2ν − qd) + 2ε2 (1)

where qd is a polynomial in the security parameter λ.

Proof. We first define a sequence of games and then prove the output of every
game is computationally indistinguishable from that of its adjacent game. In
each game, we assume that the adversary A is admissible and makes at most qd

decryption queries.

Game Sequence. Our proof employs the following game sequence.

G0: This is the original game where the challenge ciphertext encrypts the
challenge message xb. In this game, each decryption query (ct, g) is
answered using a decryption key skg = (˜G, {Lw,b}w∈inp(G),b∈{0,1}) ←$

GC.Grl(1λ,G[mpk,msk, g]), where G[mpk,msk, g] is the same as
G[mpk,msk, f ] (see Fig. 2), except that it has function g hardwired in it.
For convenience, we write G[mpk,msk, g] as Gg.

G1: The same as G0 except that the core tag t∗c in challenge ciphertext ct∗

is computed as t∗c = LF.Ltag(ltd, t∗a) instead of sampling t∗c ←$ Tc, where
t∗a = (C∗, s∗, U∗).

G2: The same as game G1 except that the computation of K∗ in challenge cipher-
text ct∗ is different. In this game, we compute K∗ = HPS.Priv(sk∗, C∗) rather
than K∗ = HPS.Pub(pk∗, C∗, w∗).

G3: The same as G2 except the generation of C∗ in challenge ciphertext ct∗ is
different. We sample C∗ ←$ C\V instead of C∗ ←$ V.

G3′ : The same as G3 except that the private key skf = (˜G, {Lw,b}w∈inp(G),b∈{0,1})
is replaced with skf = (˜G, {Lw,(xb)w}w∈inp(G) ∪ {L′

w,(xb)w
}w∈inp(G)), where

( ˜G′, {L′
w,(xb)w

}w∈inp(G)) ← Sim(1λ, |G|, f(xb)).
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G4: The same as G3′ except that the private key skf = (˜G, {Lw,(xb)w}w∈inp(G) ∪
{L′

w,(xb)w
}w∈inp(G)) is replaced with skf = (˜G′′, {L′′

w,(xb)w}w∈inp(G) ∪
{L′

w,(xb)w
}w∈inp(G)), where (˜G′′, {L′′

w,(xb)w}w∈inp(G)) ← Sim(1λ, |G|, f(xb)).
G5: The same as G4 except that when the adversary delivers a decryption query

(ct, g) such that ct = (C, s, U, π, tc) with C ∈ C\V, the decryption oracle
outputs ⊥.

G6: The same as G5 except that U∗ in challenge ciphertext ct∗ is computed as
U∗ = Ext(K∗, s∗) ⊕ 0|xb| instead of U∗ = Ext(K∗, s∗) ⊕ xb.

The detail proofs about the indistinguishabilities between any two adjacent
games are shown in the full version of this paper1.

5 Instantiations

Since in [30], the authors have given concrete constructions for HPS and LF from
the DDH and DCR assumptions. By using these building blocks, our scheme
can also be instantiated from these assumptions. For simplicity, we only give the
DDH-based instantiation for our FE scheme, while for DCR-based instantiation,
please refer to Sects. 4.1 and 4.2, Appendix C and D in [30].

5.1 DDH-Based Instantiation

In this section, we first review DDH-based (Decisional Diffie-Hellman) hash proof
system (HPS) and DDH-based one-time lossy filter (LF) respectively from [30].
Then we apply these building blocks to our generic construction (see Sect. 4) to
obtain an efficient LR-CCA secure FE. Finally, we show a comparison of our
scheme with existing related schemes.

DDH [28]. The Decisional Diffie-Hellman (DDH) assumption over a goup G of
prime order q states that for every PPT adversary A, the following advantage
function is negligible:

AdvDDH
G,A (λ) = Pr[A(g, gx, gy, gxy) = 1] − Pr[A(g, gx, gy, gz)],

where g is a uniform generator of G, and x, y, z ←$ Zq are uniform.

5.2 A DDH-Based HPS [30]

Let G be a cyclic group of prime order q and let g be a uniform generator of
G. Select n ∈ N. Let Map : G → Zq be an efficient injective mapping function.
For any u = (u1, · · · , un) ∈ Gn, define ˜Map(u) = (Map(u1), · · · ,Map(un)) ∈ Z

n
q .

Then, we instantiate a hash proof system HPS = (HPS.Gen,HPS.Pub,HPS.Priv)
below.

The public parameter pp = (Description, PK, SK, K, C, V, Λ(·) : C → K,
μ : SK → PK) is defined as follows.
1 Please contact the authors for it.



LR-CCA Secure FE from Garbled Circuits 133

– Description = group = <q,G, g1, g2, n>, C = (G×G), V = {(gr
1, g

r
2) : r ∈ Zq}.

– K = Z
n
q , SK = (Zq × Zq)n, PK = Gn.

– sk = (xi,1, xi,2)i∈[n] ∈ SK, define pk = (pki)i∈[n] = μ(sk) = (gxi,1
1 g

xi,2
2 )i∈[n].

– For all C = (u1, u2) ∈ C, define Λsk(C) = ˜Map((uxi,1
1 u

xi,2
2 )i∈[n]).

The public evaluation and private evaluation algorithms are defined as follows:

– For all C = (gr
1, g

r
2) ∈ V with witness r ∈ Zq, define HPS.Pub(pk,C, r) =

˜Map(pkr
1, · · · , pkr

n).
– For all C = (u1, u2) ∈ C, define HPS.Priv(sk, C) = Λsk(C).

The correctness of HPS follows the definition of μ and Λsk. The subset mem-
bership problem (SMP) holds under the DDH assumption.

Theorem 2. Assume the DDH assumption holds, then HPS is perfectly univer-
sal hash proof system with encapsulated key size |K| = qn.

The proof follows that of Theorem2 in [30].

5.3 A DDH-Based OT-LF [30]

Let A = (Ai,j) be a n × n matrix over Zq̃ and g̃ be a generator of q̃-order group
˜G. Define g̃A as matrix (g̃Ai,j ) over ˜Gn×n. For a vector X = (X1, · · · ,Xn) ∈ Zn

ñ

and a matrix E = (Ei,j) ∈ ˜Gn×n, we define X ·E = (
∏n

i=1 EXi
i,1 , · · · ,

∏n
i=1 EXi

i,n).
Let CH = (CH.KG,CH.Eval,CH.Equiv) denote a chameleon hashing function with
image set Zq̃. The one-time lossy filter is constructed as follows.

Key Generation. The algorithm LF.KG(1λ) generates (q̃, ˜G, g̃). Sample a key
pair (ekCH, tdCH) for a chameleon hash function CH : {0, 1}∗ → {0, 1}λ. Pick a
random pair (t∗a, t∗c) ← {0, 1}∗×RCH and computes b∗ = CH.Eval(ekCH, t∗a; t∗c).
Sample r1, . . . , rn, s1, . . . , sn ← Zq̃, and generate a matrix A = (Ai,j) ∈
Z

n×n
q̃ with Ai,j = risj for i, j ∈ [n]. Compute matrix E = g̃A−b∗I ∈ ˜Gn×n,

where I is the identity matrix over Z
n×n
q̃ . Output lpk = (q̃, ˜G, g̃, ekCH, E)

and ltd = (tdCH, t∗a, t∗c). The tag space is defined as T = {0, 1}∗ × RCH,
where Tloss = {(ta, tc) : (ta, tc) ∈ T ∧ CH.Eval(ekCH, ta; tc) = b∗} and Tinj =
{(ta, tc) : (ta, tc) ∈ T ∧ CH.Eval(ekCH, ta; tc) /∈ {b∗, b∗ − Tr(A)}}.

Evaluation. For a tag t = (ta, tc) ∈ {0, 1}∗ × RCH and an input X =
(X1, . . . , Xn) ∈ Z

n
q̃ , LF.Eval(lpk, t,X) first computes b = CH.Eval(ekCH, ta; tc)

and outputs
y = X · (E ⊗ g̃bI),

where “⊗” denotes the operation of entry-wise multiplication.
Lossy Tag Generation. For an auxiliary tag ta, LF.LTag(ltd, ta) computes a

core tag tc = CH.Equiv(tdCH, t∗a, t∗c , ta) with the trapdoor ltd = (tdCH, t∗a, t∗c).

Theorem 3. One-time lossy filter constructed above is (Zn
q̃ , log q̃)-OT-LF if the

DDH assumption holds.

The proof follows that of Theorem3 in [30].
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5.4 The Instantiation for FE from DDH Assumption

Let G = <q,G, g>, ˜G = <q̃, ˜G, g̃>, be two group descriptions. Suppose n ∈
N satisfies n log q ≥ m + log q̃ + lL + ω(log λ). Set ñ = �n log q/ log q̃�. Let
(ekCH, tdCH) ← CH.KG(1λ) be a chameleon hash function with image set Zq̃. Let
Ext : Zn

q × {0, 1}d → {0, 1}m be an average-case (n log q − log q̃ − lL, ε2)-strong
extractor. Applying the DDH-based HPS and LF to the generic construction in
Sect. 4, we obtain a FE from the DDH assumption. The concrete construction is
as follows.

Setup. The setup algorithm FE.Setup(1λ) first chooses g1, g2 ←$ G,
(xi,1, xi,1) ←$ Z

2
q for i ∈ [n], g̃ ←$

˜G. Set pki = g
xi,1
1 g

xi,2
2 and ski = (xi,1, xi,1)

for i ∈ [n]. Run (ekCH, tdCH) ← CH.KG(1λ). Choose (t∗a, t∗c) ← {0, 1}∗ × RCH

and computes b∗ = CH.Eval(ekCH, t∗a; t∗c). Sample r1, . . . , rn, s1, . . . , sn ← Zq̃,
and compute E = (Ei,j)i,j∈[n] ∈ ˜Gn×n where Ei,j = g̃ri,sj for i, j ∈ [n] and
i = j; Ei,i = g̃ri,si g̃−b∗

for i ∈ [n].
Set pp = (group,PK = Gn,SK = (Zq × Zq)n,K = Z

n
q , C = (G × G),V =

{(gr
1, g

r
2) : r ←$ Zq}, Λsk, μ), where group = <q,G, g1, g2, n>.

Return mpk = (pp, ˜G, q̃, g̃, ñ, E, ekCH, (pki)i∈[n]) and msk = (ski)i∈[n].
Encryption. The algorithm FE.E(mpk, x) takes as input the master public key

mpk and a message x ∈ {0, 1}m. It chooses s ←$ {0, 1}d, tc ←$ RCH, and
r ←$ Zq, where RCH is the randomness space of the chameleon hash function
CH. Then it computes

C = (gr
1, g

r
2), K = ˜Map(pkr

1, · · · , pkr
n) ∈ Z

n
q , U = Ext(K, s) ⊕ x, (2)

π = K.(E ⊗ g̃bI) (3)

where b = CH.Eval(ekCH, ta; tc), ta = (C, s, U). Note that in the computation
of π, K is treated as a vector of dimension ñ over Zq̃ (this is reasonable since
we assume that n log q ≤ ñ log q̃). Return ct = (C, s, U, π, tc) ∈ G2 ×{0, 1}d ×
{0, 1}m × ˜Gñ × RCH.

Key Generation. The algorithm FE.KG(msk, f) takes as input the master
secret key msk and a function f . First it construct a circuit G[mpk,msk, f ](·)
(see Fig. 2) with mpk, msk and f hardwired in and then computes
(˜G, {Lw,b}w∈inp(G),b∈{0,1}) ← GC.Grl(1λ,G[mpk,msk, f ]). Finally, it sets the
private key skf = (˜G, {Lw,b}w∈inp(G),b∈{0,1}) and outputs skf .

Decryption. The algorithm FE.D(skf , ct) takes as input a private key skf and
a ciphertext ct. It computes y = GC.Eval(˜G, {Lw,ctw}w∈inp(G)) and outputs
y = f(x).

Note that, substituting the master public key mpk = (pp, ˜G, q̃, g̃, ñ, E, ekCH,
(pki)i∈[n]), the master secret key msk = (ski)i∈[n] and the ciphertext ct =
(C, s, U, π, tc) (which encrypts the message x ∈ {0, 1}m) into the circuit G (see
Fig. 2), it indeed yields y = f(x). Hence the correctness is guaranteed.
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Theorem 4. Assume the DDH assumption holds in both groups G and ˜G, CH is
a chameleon hash function (see [30]), GC is a secure circuit garbling scheme, Ext
is an average-case (n log q − log q̃ − lL, ε2)-strong extractor, then the scheme FE
constructed in Sect. 5.4 is lL-LR-CCA secure if lL ≤ n log q−log q̃−m−ω(log λ)
(i.e., n ≥ (lL + log q̃ + m + ω(log λ))/ log q). In particular, the leakage rate in
FE is the same as that in [30], i.e., 1/2− o(1), and there exists PPT adversaries
Addh, Agrl, Acr, and a PPT simulator Sim such that

AdvIND-LR-CCA
FE,lL,F,A (λ) ≤ AdvDDH

G,Addh
(λ) + 2AdvgcGC,Sim,Agrl

(λ)

+ qd((2n + 1)AdvDDH
˜G,Addh

(λ) + AdvcrCH,Acr
(λ))

+ qd.q̃.2lL+m/(qn − qd) + 2ε2 (4)

Proof. The Theorem can be proved directly by combining Theorems 2 and 3 in
[30] and Theorem 1 in this paper.

Remark 2. Note that if the parameters q̃ and m are fixed, and n is increasing,
then we have the same leakage rate as that of PKE in [30], i.e., lL/|skf | =
(n log q − log q̃ − m − ω(λ))/2n log q = 1/2 − o(1), where 2n log q is in fact the
bit-length of the master secret key, i.e., msk = sk = (xi,1, xi,2)i∈[n] which is
implied in the private key skf .

6 Efficiency Analysis

In this section, we give the performance analysis and comparison between our
FE scheme and other related schemes, e.g., leakage-resilient (LR) attribute-based
encryptions (ABE) [1,36] and leakage-resilient (LR) identity-based encryption
(IBE) [1,16] in terms of private-key size, ciphertext size, leakage bound (see
Table 1), leakage rate (denoted as δ), achievability of CCA security and realiz-
ability of general functionalities (see Table 2). Note that the LR secure ABEs
(both ciphertext-policy ABE (CP-ABE) and key-policy ABE (KP-ABE)) in
[36] are obtained by using a customized encoding mechanism. Zhang et al. [36]
claim that their both schemes provide the tolerance of master secret key leak-
age and continual leakage and obtain short ciphertext in CP-ABE and short
key in KP-ABE with the same leakage rate 1 − o(1). In fact, the desired leak-
age rates 1 − o(1), short ciphertext and short key in CP-ABE and KP-ABE
directly arise from the variability of the parameter n (mainly decided by leakage
bound lL) in leakage rate equations (n − 1 − 2τ)/(1 + β1 + β3)(n + 2 + |S|) and
(n − 1 − 2τ)/(1 + β1 + β3)(n + 2m + 1) (denoted via the leakage amount/the
private key directly). So, for fixed |S|, β1, β3 and smaller constants τ and m,
the two equations can be written as 1 − o(1). From Tables 1 and 2, we can see
that the ABE and IBE in [1] have almost the same security level and properties
as that of ABEs in [36]. For three IBEs in [16], their leakage rates only achieve
1/3−o(1) and 1/9−o(1) respectively, but all obtain about three group elements
of ciphertext size and key size.



136 H. Wang et al.

Table 1. Comparison in private-key size, ciphertext size and leakage bound.

Schemes # of SK (# group) # of CT (# group) Leakage bound lL (# bits)

CP-ABE [1] (n + |S| + 2)|G| (n + 2n1 + 1)|G| + |GT | 2 + (n − 1 − 2τ) log q2

CP-ABE [36] (n + |S| + 2)|G| (n + 2m + 1)|G| + |GT | 2 + (n − 1 − 2τ) log q2

KP-ABE [36] (n + 2m + 1)|G| (n + |S| + 2)|G| + |GT | 2 + (n − 1 − 2τ) log q2

IBE [1] (n + 2)|G| (n + 2)|G| + |GT | 2 + (n − 1 − 2τ) log q2

IBE(1) [16] 3| ˜G| | ˜GT | + 2| ˜G| + o(1) log q̃

IBE(2) [16] 3| ˜G| | ˜GT | + 2| ˜G| + o(1) log q̃

IBE(3) [16] 3|G| |GT | + 2|G| + o(1) log q1

Our scheme 2n|G| (ñ + 2) ˜G n. log q − log q̃ − m − ω(log λ)

Notations in Tables 1 and 2. n, n, ñ: leakage parameter; τ : allowable leakage
probability parameter; δ: leakage rate, i.e., δ = lL/|SK|; |G|: size of an element
in G of prime order q; | ˜G|: size of an element in ˜G of prime order q̃; |G|: size of
an element in G of prime order q; |GT |: size of an element in GT of prime order
q; | ˜GT |: size of an element in ˜GT of prime order q̃; 3|GTq1

|: size of an element in
GTq1

of prime order q1; q1, q2, q3: prime order of Gq1
, Gq2

and Gq3
; S: attribute

set; n1: number of rows in LSSS matrix; m: the message length; m: the number
of set in minimal set method; β1, β3: value of |Gq1

|/|G| and |Gq3
|/|G|.

Although these schemes in [1,16,36] achieve desired leakage or short cipher-
text size and key size, all access structures are customized, e.g., in ABE schemes
[1,36], access structures depend on specific encoding mechanism; while in IBEs
[1,16], they are only identity function. In our work, we use generic functions
to construct our scheme so that it can support a variety of access structures.
Besides, the schemes in [1,16,36] only achieve LR-CPA security. As far as we
know, realizing CCA security under standard model in IBE and ABE, especially
for the security with leakage-resilience, is not easy. By using the technique of LF,
our scheme does so. Furthermore, as our scheme is general, it can be also instan-
tiated from other standard assumptions such as DCR by using the DCR-based
HPS and OT-LF from [30]. Like analysis in [30], in a private key and ciphertext,
we only consider the length of group elements, regardless of other non-group
elements. We also assume that elements in Δ-order group can be encoded as bit
strings of length log Δ. To reflect our goals clearly, we only focus on some core
items such as leakage rate, achievability of CCA, etc., ignoring other ones e.g.,
the decryption cost. We begin by giving a comparison in the private key size, the
ciphertext size and the leakage bound among the ABEs and IBEs in [1,16,36]
and our scheme in Table 1. Then we give another comparison in the leakage rate,
the achievability of CCA security and the realizability of general functionalities
in Table 2. In addition, we also assume that the parameters n, n and ñ and the
prime orders q, q, q̃, etc. in these schemes have the same magnitude in bit length
in the security parameter λ.
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Table 2. Comparison in leakage rate, CCA and general functionalities.

Schemes Leakage rate δ CCA General
functionalities

CP-ABE [1] (n − 1 − 2τ)/(1 + β1 + β3)(n + 2 + |S|) = 1 − o(1) × ×
CP-ABE [36] (n − 1 − 2τ)/(1 + β1 + β3)(n + 2 + |S|) = 1 − o(1) × ×
KP-ABE [36] (n − 1 − 2τ)/(1 + β1 + β3)(n + 2m + 1) = 1 − o(1) × ×
IBE [1] (n − 1 − 2τ)/(1 + β1 + β3)(n + 2) = 1 − o(1) × ×
IBE(1) [16] log q̃/(3 log q̃ + o(1)) = 1/3 − o(1) × ×
IBE(2) [16] log q̃/(3 log q̃ + o(1)) = 1/3 − o(1) × ×
IBE(3) [16] log q1/3(log q1 + log q2 + log q3 + o(1)) = 1/9 − o(1) � ×
Our scheme (n. log q − log q̃ − m − ω(log λ))/2n log q = 1/2 − o(1)

√ √

7 Conclusions and Future Works

We propose a new generic construction of public-key functional encryption secure
against leakage-resilient chosen-ciphertext attacks, from any ε-universal hash
proof system, one-time lossy filter and garbled circuits. We explicitly employ
garbled circuits to construct the scheme so that it can tolerate the master secret
key-leakage from the private key. In our work, we use a universal function rather
than a customized access structure to construct the private key which can sup-
port a variety of access structures. In addition, our results can be extended to
the security of the master secret key leakage-resilient. Finally, the instantiation
from DDH assumptions shows that our scheme is practical and achieves leak-
age rate 1/2 − o(1). Furthermore, our scheme can also be instantiated under
the DCR assumption by using existing DCR-based HPS and OT-LF construc-
tions. Our next work is to construct adaptive LR-CCA secure multi-key and
multi-ciphertext FE.
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Abstract. This paper presents a constrained pseudorandom function
(CPRF) supporting constraints realizable by polynomial-size circuits,
assuming the existence of (public key) functional encryption (FE) with
standard polynomial security against arbitrary collusions. We further
augment our CPRF construction with the verifiability feature under
the same assumption. Earlier such constructions either work for very
restricted settings or rely on highly powerful yet little-understood cryp-
tographic objects such as multilinear maps or indistinguishability obfus-
cation (IO). Although, there are known transformations from FE to IO,
the reductions suffer from an exponential security loss and hence cannot
be directly employed to replace IO with FE in cryptographic construc-
tions at the expense of only a polynomial loss. Thus, our results open
up a new pathway towards realizing CPRF and its numerous extensions,
which are interesting cryptographic primitives in their own right and,
moreover, have already been shown instrumental in a staggering range
of applications, both in classical as well as in cutting edge cryptography,
based on progressively weaker and well-studied cryptographic building
blocks. Besides, our work can also be interpreted as yet another stepping
stone towards establishing FE as a substitute for IO in cryptographic
applications, which is an active research direction of recent times. In
order to achieve our results we build upon the prefix puncturing tech-
nique developed by Garg et al. [CRYPTO 2016, EUROCRYPT 2017].

Keywords: Constrained pseudorandom function
Constrained verifiable pseudorandom function · Functional encryption
Polynomial hardness

1 Introduction

Constrained pseudorandom functions (CPRF), concurrently introduced by Boneh
and Waters [10], Boyle et al. [11], as well as Kiayias et al. [30], are promising
extension of the notion of standard pseudorandom functions (PRF) [25] – a fun-
damental primitive in modern cryptography. A standard PRF is a deterministic
keyed function with the following property: Given a key, the function can be
computed in polynomial time at all points of its input domain. But, without the
c© Springer Nature Switzerland AG 2018
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key it is computationally hard to distinguish the PRF output at any arbitrary
input from a uniformly random value, even after seeing the PRF evaluations on
a polynomial number of inputs. A CPRF is an augmentation of a PRF with an
additional constrain algorithm which enables a party holding a PRF key, also
referred to as a master PRF key in this context, to derive constrained keys that
allow the evaluation of the PRF over certain subsets of the input domain char-
acterized by specific constraint predicates. However, given a set of constrained
keys, the PRF evaluations still remain indistinguishable from random on all the
inputs not covered by those constraint predicates.

Since their inception, CPRF’s have found countless interesting applica-
tions in various branches of cryptography ranging from various sophisticated
forms of encryption such as broadcast encryption, searchable encryption, and
attribute-based encryption to policy-based key distribution as well as multi-party
(identity-based) non-interactive key exchange. Even the simplest class of CPRF’s,
namely, the puncturable pseudorandom functions (PPRF) [10,33] have turned out
to be a powerful tool in conjunction with indistinguishability obfuscation (IO)
[21]. In fact, the combination of these two primitives have led to solutions of
longstanding open problems including deniable encryption, full domain hash,
universal samplers, adaptively secure functional encryption for general func-
tionalities, and functional encryption for randomized functionalities through the
classic punctured programming technique introduced By Sahai and Waters [33].

In view of its countless applications, over the last few years there has been
a significant progress in the field of CPRF’s. In terms of expressiveness of the
constraint predicates, starting with very simple type of constraints such as pre-
fix constraints [10,11,30] (which also encompass puncturing constraints) and bit
fixing constraints [10,19], CPRF’s have been constructed for highly rich con-
straint families such as circuit constraints [5,10,12,28] and even Turing machine
constraints [1,2,16,17]. In terms of security, most of the existing CPRF construc-
tions are only selectively secure. Selective security is a security notion for CPRF’s
where the adversary is bound to declare the challenge input, on which it wishes
to distinguish the PRF output from random, before querying any constrained
key or PRF value. The stronger and more realistic notion of adaptive security,
which allows the adversary to specify the challenge input at any point in time
during the security experiment, seems to be rather challenging to achieve with-
out complexity leveraging. In fact, the best known results so far on adaptive
security of CPRF’s require super-polynomial security loss [19], or work for very
restricted form of constraints such as the puncturing constraints [29], or attain
the security in non-collusion mode [12], or accomplish security in the random
oracle model [28]. Very recently, some progress has also been achieved towards
providing security also for the constraints embedded within the constrained keys
[7,13].

An interesting enhancement of the usual notion of CPRF is verifiability. A ver-
ifiable constrained pseudorandom function (CVPRF), independently introduced
by Fuchsbauer [18] and Chandran et al. [14], is the unification of the notions of a
verifiable random function (VRF) [31] and a standard CPRF. In a CVPRF system,
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just like a traditional VRF, a public verification key is set along with the master
PRF key. Besides enabling the evaluation of the PRF, the master PRF key can
be utilized to generate a non-interactive proof of the correctness of evaluation.
This proof can be verified by any party using only the public verification key. On
the other hand, as in the case of a CPRF, here also the master PRF key holder
can give out constrained keys for specific constraint predicates. A constrained
key corresponding to some constraint predicate allows the evaluation of the PRF
together with the generation of a non-interactive proof of correct evaluation for
only those inputs which are accepted by the associated constraint. In essence,
CVPRF’s resolve the issue of trust on a CPRF evaluator for the correctness of the
received PRF output. CVPRF’s have also been constructed for a wide variety of
constraint families such as bit-fixing constraints [14,18], general circuits [14,18]
and Turing machines [16].

While the current state-of-the-art CPRF and CVPRF constructions have been
able to realize highly expressive families of constraints, the expressiveness has
often been accomplished through the use of highly powerful yet poorly under-
stood cryptographic primitives such as multilinear maps [15,20] or IO. Further,
the known constructions of constraint-private CPRF for expressive constraint
families either rely on IO [7] or work only in the non-collusion setting [13].

Unfortunately, all the existing multilinear map candidates have been subject
to serious cryptanalytic attacks. On the other hand, majority of the currently
available IO candidates also rely on multilinear maps and security flaws have
recently been discovered in some of these constructions as well. This state of
affairs has significantly reduced the confidence of the cryptographic community
on multilinear maps and IO. Besides, there is another serious limitation that
seems inherent to any IO construction is an exponential loss in the security
reduction to the underlying computational assumption. Indeed, any reduction
from IO to an underlying assumption would need to work for equivalent pro-
grams but should fail for inequivalent programs since IO only guarantees indis-
tinguishability for equivalent programs. Thus, any reduction would seemingly
need to decide whether two candidate programs actually compute equivalent
functions. Assuming P �= NP, this in general cannot be done in polynomial time.
This exponential loss then carries over to any application of IO, even if the IO-
to-application security reduction only incurs a polynomial loss. However, such
an exponential loss may not be inherent to the application itself, as is the case
for the specific problem of constructing CPRF or its variants with only selective
security.

In view of the above, a recent research direction is to design cryptographic
primitives, for which only multilinear-map or IO-based constructions were known
so far, from relatively weaker and well-studied cryptographic tools. As a first
attempt, researchers have considered (public key) functional encryption (FE). FE
[9] supports “restricted” decryption keys, also known as “functional keys”, which
enable decrypters to learn specific functions of the encrypted data and nothing
else. More precisely, in an FE scheme for certain function family Ffe, it is possible
to derive functional keys skfe(F ) for any function F ∈ Ffe from a master
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secret key. Any party given such a functional key skfe(F ) and a ciphertext ctfe

encrypting some message μ under the corresponding master public key, should
be able to learn F (μ) and nothing beyond that about μ. FE, on the face of it,
seems much less powerful compared to IO. In fact, unlike IO, polynomially-hard
(public key) FE is already known to be a polynomially falsifiable assumption
[32]. Moreover, in the past few years FE schemes supporting highly expressive
function families as well as with different efficiency and security features were
constructed from various computational assumptions [21,26,27,34].

The confidence on using FE as a substitute for IO or multilinear maps in
advanced applications is actually the outcome of a series of recent surprising
results [3,4,6] which have demonstrated that selectively secure weakly compact
FE, where the encryption time is polynomial in the message size and sublin-
ear in the size of the functions for which functional keys are provided, is actu-
ally powerful enough to imply IO. However, the techniques presented in all of
those FE-to-IO reductions also incur an exponential loss and hence cannot be
directly employed to replace IO with FE in cryptographic applications if only
a polynomial security loss is desired. Recently, Garg et al. [22] have developed
new techniques to employ polynomially-hard weakly compact (public key) FE
directly to resolve problems for which only IO-based solutions were known so
far. Precisely, Garg et al. [22] have shown that PPAD-hardness can be based on
polynomially-hard weakly compact public key FE. In a subsequent work, Garg et
al. [23] have employed the technique of [22] to construct trapdoor permutations
and universal samplers from weakly compact (public key) FE with polynomial
loss. Weakly compact (public key) FE, as demonstrated by Bitansky and Vaikun-
tanathan [6] and Ananth et al. [4], can in turn be generically constructed from
the standard collusion resistant FE [9] with collusion-succinct ciphertexts, i.e.,
where the encryption time is polynomial in the message and function sizes but
sublinear in the number of functional keys issued. This latter form of FE has
been designed from progressively simpler complexity assumptions with only a
polynomial loss in a series of recent works.

Our Contributions: In this paper, we make further progress towards sub-
stituting IO or multilinear maps in advanced cryptographic applications with
polynomially hard (public key) FE. As a specific goal, we consider the task of
constructing CPRF and its verifiable variant. We precisely present the following
results:

• We construct a selectively secure CPRF for constraints representable as gen-
eral polynomial-size circuits directly from polynomially-hard single-key weakly
compact (public key) FE.

• We further augment our CPRF construction to design a CVPRF, with the
help of a standard public key encryption (PKE) scheme, which is again clearly
implied by polynomially-hard single key weakly compact (public key) FE.

In fact, in our constructions we actually make use of fully compact (public
key) FE, i.e., where the encryption time depends (polynomially) only on the
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message size, supporting multiple functional keys. We then invoke the generic
polynomial reduction from single-key weakly compact public key FE to multi-key
fully compact one presented by Garg and Srinivasan [24], and thereby obtain our
end results. In order to achieve our results, we build upon the prefix puncturing
technique presented in [22,23] which seems amenable to situations where the
computation is altered on just a polynomial number of points, while for all other
points, the exact same circuit is used to compute the output. Our work opens
up a new pathway towards realizing CPRF’s and their numerous extensions from
progressively weaker and well-studied cryptographic building blocks. Our results
can also be interpreted as unifying the study of CPRF and FE.

Technical Overview of Our CPRF Construction: We now provide a tech-
nical overview of our CPRF construction for general circuit constraints based on
fully compact (public key) FE with polynomial loss. In order to ensure pseudo-
randomness of the function values, we consider a PRF having the same domain
as that of the CPRF and simply define the CPRF value at some input to be the
output of the PRF on that input. The master secret key of the CPRF would
then include a key S for the underlying PRF. We now focus on designing the
constrained keys. Clearly, a constrain key corresponding to some constraint cir-
cuit C should encode in its description the function Pcprf[C] which has the
constraint circuit C hardwired in it. On input some domain point x, it checks
whether C(x) = 1, or not, and outputs the proper CPRF value, namely, the PRF
evaluation with key S on x, or a special empty string ⊥ accordingly. Our goal is
to produce an obfuscated or encrypted version of Pcprf[C] using FE.

In order to achieve the above target, similar to [22–24], we rely on the “binary-
tree-based evaluation” idea utilized in the works of [3,6] for building IO from FE.
Very roughly, the main idea of those works is as follows: The obfuscation of a
circuit C : {0, 1}σ → {0, 1}∗ consists of a sequence of σ + 1 functional keys
skfe,1, . . . , skfe,σ+1 generated using independently sampled master secret keys
mskfe,1, . . . ,mskfe,σ+1 for the FE scheme, along with an FE ciphertext ct

(⊥)
fe,1

encrypting the empty string ⊥ under the FE master public key mpkfe,1 corre-
sponding to mskfe,1. For ι ∈ [σ], skfe,ι implements the “bit-extension” function-
ality Gι that takes as input an (ι−1)-length bit string ϑ ∈ {0, 1}ι−1, and outputs
encryptions of ϑ‖0 and ϑ‖1 under the master public key mpkfe,ι+1 corresponding
to mskfe,ι+1. The functional key skfe,σ+1 corresponds to the circuit C .

To evaluate the obfuscated circuit on some input z ∈ {0, 1}σ, one proceeds
as follows: First, it decrypts ct

(⊥)
fe,1 using skfe,1 to obtain encryptions of 0 and 1

under mpkfe,2. Depending on the first bit z1 of z, it chooses either the encryption
of 0 or 1, and further decrypts it using skfe,2, and so on. Thus, in σ steps, one can
obtain an encryption of z under mpkfe,σ+1, which can then be used to compute
C (z) using skfe,σ+1. This construction can be thought of as having a binary tree
structure, where evaluating a circuit C on an input z corresponds to traversing
along the path labeled z.

An intuitive reason why this construction incurs an exponential loss to
achieve IO is that the behavior of the obfuscated circuit should be changed
on all σ-bit inputs which are 2σ in number. In contrast, as in the works of Garg
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et al. [22,23], our goal can be achieved by altering the behavior of the obfus-
cated circuits at only polynomially many inputs and thus seems to incur only a
polynomial security loss. In view of this, to create an obfuscated version of our
constrained key, we mimic the binary tree construction discussed above. Suppose
the domain of our CPRF be {0, 1}�. A constrained key for some circuit C would
consist of � + 1 functional keys skfe,1, . . . , skfe,�+1. For all ι ∈ [�], the functional
key skfe,ι would correspond to the bit-extension functionality Gι. While evalu-
ating the CPRF on some input x ∈ {0, 1}�, these � functional keys would be used
for eventually encrypting x under mpkfe,�+1 in the same way as outlined above.
On the other hand, skfe,�+1 corresponds to the function Pcprf[C] that checks
whether the input x is accepted by the associated constraint circuit C or not,
and outputs the value of the CPRF at x, i.e., the evaluation of the underlying
PRF with key S on x, or ⊥, accordingly.

However, observe that in order to output the CPRF value, Pcprf[C] must
somehow have access to the PRF key S but this access should remain invisible to
the outside world. Of course, the PRF key S cannot be hardwired directly within
Pcprf as the notion of function-privacy which can be achieved in the context
of public key FE is rather restricted [8]. One possible way to circumvent this
problem is to “propagate” the PRF key S along the entire binary tree, i.e., we
can encrypt the PRF key S within the ciphertext ct

(⊥)
fe,1 (along with the empty

string ⊥) and modify the bit-extension functions Gι to take as input a key of the
underlying PRF in addition to a (ι − 1)-length bit string and include that key
within the ciphertexts outputted by them. However, note that while reducing the
selective pseudorandomness of the CPRF construction to the pseudorandomness
of the underlying PRF, we must employ the punctured programming technique
[33] in order to puncture the PRF key S at the challenge input x∗ ∈ {0, 1}�.
Considering the underlying PRF to be a puncturable one is a probable option.
But, observe that we cannot alter the ciphertext ct(⊥)

fe,1 from encrypting the full
PRF key S to encrypting the punctured key S{x∗} punctured at x∗, relying on
the security of FE since then the functional key skfe,1, which corresponds to G1

would behave differently on the original and the modified ciphertexts.
To tackle the above problem, we rely on a more fine-grained puncturing

technique. Precisely, we consider the underlying PRF to be a prefix puncturable
one [22]. Intuitively, every string ϑ ∈ ⋃

j∈[�]

{0, 1}j has a natural association with

a node in the binary tree of hight �, where the root is associated with the empty
string ⊥. A prefix puncturable PRF is a PRF that has the property that a prefix
punctured key S〈ϑ〉 punctured at prefix ϑ can be further punctured to derive keys
associated with all the nodes of the subtree rooted at the node corresponding
to ϑ, but given S〈ϑ〉, the function value at all the nodes which do not lie in the
subtree rooted at ϑ still remain computationally indistinguishable from random.
The first property is known as functionality under repeated puncturing, while
the second property is termed as pseudorandomness at punctured prefix. Note
that a PRF that inherits a natural binary tree structure and possesses all the
properties of a prefix puncturable PRF is the classic PRF of Goldriech et al. [25]
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constructed based solely on one way functions, which in turn can be instantiated
by any FE scheme.

We use the repeated puncturing property of the underlying prefix punc-
turable PRF to propagate the prefix punctured keys through the ciphertexts out-
putted by the bit-extension functions. Specifically, we modify the bit-extension
functions so that for all ι ∈ [�], the ιth bit-extension function Gι takes as input
a string ϑ ∈ {0, 1}ι−1 along with the prefix punctured key S〈ϑ〉 punctured at
prefix ϑ, and outputs FE encryptions of (ϑ‖0, S〈ϑ‖0〉) and (ϑ‖1, S〈ϑ‖1〉). Conse-
quently, while evaluating the CPRF on some input x using a constrained key, the
iterative decryptions using the functional keys corresponding to the modified bit-
extension functionalities along the path labeled x would eventually produce an
FE encryption of (x, S〈x〉) under mpkfe,�+1. Hence, if C(x) = 1, the final decryp-
tion using the functional key skfe,�+1 corresponding to Pcprf[C] can readily
output the CPRF value which is now the prefix punctured key S〈x〉 punctured at
prefix x. At the same time, the pseudorandomness at punctured prefix property
would enable us to surgically puncture the PRF key S along only the path of
the challenge input x∗ without affecting the distribution on rest of the inputs,
which is crucial in proving the pseudorandomness of the CPRF.

Techniques Adapted in Our CVPRF Construction: Let us now sketch our
technical ideas to extend our CPRF construction to incorporate the verifiability
feature. The tool that we use for this enhancement is a public key encryption
(PKE) scheme which is secure against chosen plaintext attack (CPA). Besides the
prefix puncturable PRF key S used to generate the CVPRF output, we include
within the master key another prefix puncturable PRF key S̃ to generate ran-
domness for the setup and encryption algorithms of PKE. As for the CPRF, the
CVPRF output on some input x is S〈x〉, where S〈x〉 is the prefix punctured key
punctured at prefix x. The non-interactive proof of correct evaluation consists of
a PKE public key pkpke together with a pseudorandom string r2. The random-
ness r1 for setting up the PKE public key pkpke along with the pseudorandom
string r2 are formed as r1‖r2 = S̃〈x〉.

The public verification key comprises of � + 1 functional keys. The first � of
the functional keys correspond to the same bit-extension functions Gι described
above with the only modification that Gι now additionally takes as input the
prefix punctured key S̃〈ϑ〉 (along with (ι − 1)-length bit string ϑ and S〈ϑ〉 as
earlier) and includes it within the outputted ciphertexts. The (�+1)th functional
key, on the other hand, corresponds to a function Vcvprf. The function Vcvprf

takes as input an �-bit string ϑ, together with S〈ϑ〉 and S̃〈ϑ〉. It first parses
S̃〈ϑ〉 as S̃〈ϑ〉 = r̃1‖r̃2. Next, it runs the PKE key generation algorithm using
the generated randomness r̃1 and creates a PKE public key p̃kpke. The function
outputs p̃kpke together with the ciphertext c̃tpke encrypting S〈ϑ〉 under p̃kpke,
utilizing the randomness r̃2.

To verify a purported CPRF value-proof pair (y, πcvprf = (pkpke, r)) for some
input x using the public verification key, a verifier first performs the repeated
FE decryption procedure using the first � bit-extension functional keys along the
path x, eventually obtaining an FE encryption of (x, S〈x〉, S̃〈x〉). Next, it obtains a
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PKE-public-key-ciphertext pair (p̃kpke, c̃tpke) by performing a final decryption
using the (� + 1)th functional key corresponding to the function Vcvprf. The
verifier accepts the proof if p̃kpke matches with pkpke, as well as c̃tpke matches
with the ciphertext formed by encrypting the purported CVPRF value y under
pkpke using the string r included within the proof. Observe that the soundness of
verification follows directly from the correctness of the underlying PKE scheme.
Specifically, due to the correctness of PKE, it is guaranteed that two different
values cannot map to the same ciphertext under the same public key.

Finally, to enable the generation of the proof along with the CVPRF value
using a constrained key associated with some constraint circuit C, we modify
the bit-extension functions corresponding to the first � functional keys included
within the constrained key the same way as mentioned above, as well as modify
the function Pcprf[C], now denoted as Pcvprf, associated with the (� + 1)th

functional key to take as input S̃〈x〉 in addition to x and S〈x〉, and output the
proof together with the CVPRF value in case C(x) = 1.

2 Preliminaries

2.1 Notations

Let λ ∈ N denotes the security parameter and 1λ be its unary encoding. For
ν ∈ N and ζ ∈ N

⋃{0} (with ζ < ν), we let [ν] = {1, . . . , ν} and [ζ, ν] =

{ζ, . . . , ν}. For any set Υ, υ
$←− Υ represents the process of uniformly sampling

an element υ from the set Υ. For a probabilistic algorithm A, we denote by
ψ = A(τ ; ρ) the output of A on input τ with the content of the random tape

being ρ, while ψ
$←− A(τ) stands for the process of sampling ψ from the output

distribution of A on input τ with a uniform random tape. Similarly, for any
deterministic algorithm A, ψ = A(τ) denotes the output of A on input τ . We
use the abbreviation PPT to mean probabilistic polynomial-time. We assume
that all the algorithms are given the unary representation 1λ of the security
parameter λ as input and will not write 1λ explicitly as input of the algorithms
when it is clear from the context. For any binary string s ∈ {0, 1}∗, we let |s|
denote the bit-length of the string s and represent the string as s = s1 . . . s|s|,
where for j ∈ [|s|], sj denotes the jth bit of s with s1 being the most significant
or the highest order bit and s|s| the least significant or the lowest order bit.
For any j ∈ [|s|], the j-bit prefix s1 . . . sj ∈ {0, 1}j of the binary string s is
denoted by s|j . The empty prefix of the string s is denoted as s|0 = ⊥, where ⊥
represents a special empty string. For any two binary strings s, t ∈ {0, 1}∗, s‖t
represents the concatenation of s and t. For any ν ∈ N, and for any ν binary
strings s(1), . . . , s(ν) ∈ {0, 1}∗, we will use

�

j∈[ν]

s(j) to signify s(1)‖ . . . ‖s(ν). For

any ν ∈ N, 0ν ∈ {0, 1}ν represents the all zero string. A function negl : N → R
+

is said to be negligible if for every c ∈ N, there exists k ∈ N such that for all
λ ∈ N with λ > k, |negl(λ)| < 1/λc.
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2.2 Functional Encryption

We recall the notion of (public key) functional encryption (FE) with selective
indistinguishability-based security from [9].

Definition 2.1 (Functional Encryption: FE): Let λ ∈ N be the secu-
rity parameter. A functional encryption (FE) scheme for some message space
Mfe ⊂ {0, 1}∗ and certain function family Ffe over Mfe consists of a tuple of
PPT algorithms Πfe = (FE.Setup,FE.Encrypt,FE.KeyGen, FE.Decrypt) with the
following syntax:

FE.Setup(Ffe): The trusted authority takes as input the specifications of the
associated function family Ffe. It publishes a master public key mpkfe while
generates the corresponding master secret key mskfe for itself.

FE.Encrypt(mpkfe, μ): On input the master public key mpkfe together with a
message μ ∈ Mfe, an encrypter outputs a ciphertext ctfe encrypting the
message μ under mpkfe.

FE.KeyGen(mskfe,F ): The trusted authority takes as input the master secret
key mskfe along with a function F ∈ Ffe, and provides a functional key
skfe(F ) to a legitimate decryptor.

FE.Decrypt(skfe(F ),ctfe): A decryptor takes as input a functional key skfe(F )
corresponding to some function F ∈ Ffe and a ciphertext ctfe encrypting
some message μ ∈ Mfe. It outputs a string ξ ∈ {⊥}⋃{0.1}∗.

The algorithm FE.Decrypt is deterministic, while the others are probabilistic. An
FE scheme satisfies the following correctness and security requirements:

� Correctness: An FE scheme for the function family Ffe is said to be correct
if for any security parameter λ ∈ N, any message μ ∈ Mfe and any function
F ∈ Ffe, we have

Pr[FE.Decrypt(skfe(F ),ctfe) = F (μ) : (mpkfe,mskfe)
$←− FE.Setup(Ffe);

ctfe
$←− FE.Encrypt(mpkfe, μ); skfe(F ) $←− FE.KeyGen(mskfe,F )] = 1.

� Selective Security: An FE scheme for the function family Ffe is said to
be secure in the selective indistinguishability-based chosen plaintext attack
(CPA) model if for any security parameter λ ∈ N and any PPT adversary D,
we have

Advfe,sel-indD (λ) = |Pr[Exptfe,sel-indD (0) = 1] − Pr[Exptfe,sel-indD (1) = 1]| ≤ negl(λ),

for some negligible function negl, where for β
$←− {0, 1}, Exptfe,sel-indD (β) is

defined as the following experiment between the adversary D and a PPT
challenger C:

• D submits two messages μ0, μ1 ∈ Mfe such that |μ0| = |μ1| to C.

• C generates (mpkfe,mskfe)
$←− FE.Setup(Ffe) and hands mpkfe to D.
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• C also creates the challenge ciphertext ct∗
fe

$←− FE.Encrypt(mpkfe, μβ)
and sends ct∗

fe to D.
• In response to a functional key query of D corresponding to some function

F ∈ Ffe subject to the restriction that F (μ0) = F (μ1), C provides D
with the functional key skfe(F ) $←− FE.KeyGen(mskfe,F ). D is allowed
to adaptively request any polynomial number of such functional keys to C.

• Eventually, D outputs a guess bit β′ ∈ {0, 1} which is the output of the
experiment.

Remark 2.1: An FE scheme is said to be q-key selectively secure if the adversary
D is allowed to query at most q functional keys to C in the above selective security
experiment.

We now define the notion of compactness in the context of FE following [4,6].

Definition 2.2 (Compactness in FE): An FE scheme is said to be fully com-
pact (respectively weakly compact) if for any security parameter λ ∈ N and any
message μ ∈ Mfe, the running time of the encryption algorithm FE.Encrypt is
poly(λ, |μ|), for some polynomial poly (respectively |Ffe|1−εpoly(λ, |μ|), for some
ε > 0 and some polynomial poly, where |Ffe| = max

F ∈Ffe

|F |).

2.3 Prefix Puncturable Pseudorandom Function

We define the notion of prefix puncturable pseudorandom function (PPPRF)
following [22].

Definition 2.3 (Prefix Puncturable Pseudorandom Function: PPPRF):
Let λ ∈ N be the security parameter. A prefix puncturable pseudorandom
function PPPRF : Kppprf × Dppprf → Kppprf, where the key cum output
space Kppprf = {0, 1}κ and the domain space Dppprf = {⊥}⋃

(
⋃

ι∈[�]

{0, 1}ι),

for some polynomials κ and � in λ, consists of a tuple of PPT algorithms
Πppprf = (PPPRF.KeyGen,PPPRF.PrefixPuncture) with the following syntax:

PPPRF.KeyGen(κ, �): This is a probabilistic algorithm that takes as input the
dimensions κ and � of the key and domain spaces, and outputs a uniformly
sampled PPPRF key K

$←− Kppprf.
PPPRF.PrefixPuncture(K, d): This is a deterministic algorithm that takes as input

a PPPRF key K ∈ Kppprf together with an input d ∈ Dppprf, and outputs a
PPPRF key K〈d〉 ∈ Kppprf punctured at prefix d. For ease of notations, we will
denote the output of this algorithm as K〈d〉 = PPPRF(K, d). In the special
case, when d = ⊥, we have K〈⊥〉 = K.
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The algorithms satisfy the following properties:

� Functionality under Repeated Puncturing: A PPPRF is said to preserve
functionality under repeated puncturing if for any security parameter λ ∈ N,
and any u, v ∈ Dppprf such that u = v‖w for some w ∈ {0, 1}∗, it holds that

Pr[PPPRF(K〈v〉, w) = K〈u〉 : K
$←− PPPRF.KeyGen(κ, �)] = 1.

� Pseudorandomness at Selectively Punctured Prefix: A PPPRF is said
to be pseudorandom at selectively punctured prefix if for any security param-
eter λ ∈ N and any PPT adversary D, we have

Advppprf,sel-prD (λ) = |Pr[Exptppprf,sel-prD (0) = 1] − Pr[Exptppprf,sel-prD (1) = 1]|
≤ negl(λ),

for some negligible function negl, where for β
$←− {0, 1}, Exptppprf,sel-prD (β)

is defined as the following experiment between the adversary D and a PPT
challenger C:

• D submits a challenge input d∗ ∈ Dppprf to C.
• C generates a PPPRF key K∗ $←− PPPRF.KeyGen(κ, �) and hands (
∗

β ,

{K∗
〈d∗|ι−1‖(1−d∗

ι )〉}ι∈[�]) to D, where 
∗
0 = K∗

〈d∗〉 and 
∗
1

$←− Kppprf.
• D outputs a guess bit β′ ∈ {0, 1} which is the output of the experiment.

3 Our Constrained Pseudorandom Function

3.1 Notion

We start by presenting the formal notion of a constrained pseudorandom function
(CPRF) following [10,11,30].

Definition 3.1 (Constrained Pseudorandom Function: CPRF): Let λ ∈
N be the underlying security parameter. A constrained pseudorandom function
(CPRF) with key space Kcprf, input domain Dcprf = {0, 1}�, and output space
Ycprf = {0, 1}m for a circuit family Ccprf, where � and m are some polynomials in
λ, consists of a constrained key space Kcprf-const and a tuple of PPT algorithms
Πcprf = (CPRF.Setup,CPRF.Eval,CPRF.Constrain, CPRF.Eval-Constrained) with
the following syntax:

CPRF.Setup(�,m, Ccprf): The setup authority takes as input the dimension �
and m of the input domain and output space respectively, together with the
specifications of the supported constraint circuit family Ccprf, and generates
a master CPRF key mskcprf ∈ Kcprf.

CPRF.Eval(mskcprf, x) : On input the master CPRF key mskcprf along with
an input x ∈ Dcprf, the setup authority computes the value of the CPRF
y ∈ Ycprf. For simplicity of notation, we will use y = CPRF(mskcprf, x) to
indicate the output of this algorithm.
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CPRF.Constrain(mskcprf, C) : Taking as input the master CPRF key mskcprf

and a circuit C ∈ Ccprf, the setup authority provides a constrained key
skcprf{C} ∈ Kcprf-const to a legitimate user.

CPRF.Eval-Constrained(skcprf{C}, x) : A user takes as input a constrained key
skcprf{C} ∈ Kcprf-const, corresponding to a legitimate constraint circuit
C ∈ Ccprf, along with an input x ∈ Dcprf. It outputs either a value y ∈ Ycprf

or the empty string ⊥ indicating failure.

The algorithms CPRF.Setup and CPRF.Constrain are probabilistic, whereas, the
other two are deterministic. A CPRF satisfies the following properties:
� Correctness under Constraining: A CPRF is said to be correct for a

circuit class Ccprf if for any security parameter λ ∈ N, any circuit C ∈ Ccprf,
and any input x ∈ Dcprf such that C(x) = 1, the following holds:

Pr[CPRF.Eval-Constrained(skcprf{C}, x) = CPRF(mskcprf, x) : mskcprf
$←−

CPRF.Setup(�,m, Ccprf); skcprf{C} $←− CPRF.Constrain(mskcprf, C)] = 1.

� Selective Pseudorandomness: A CPRF for the circuit family Ccprf is said
to be selectively pseudorandom if for any security parameter λ ∈ N and any
PPT adversary B, we have

Advcprf,sel-prB (λ) = |Pr[Exptcprf,sel-prB () = 1] − 1/2| ≤ negl(λ),

for some negligible function negl, where Exptcprf,sel-prB () is defined as the fol-
lowing experiment between the adversary B and a PPT challenger D:

• B submits a challenge input x∗ ∈ Dcprf to D.
• D generates a master CPRF key mskcprf

$←− CPRF.Setup(�,m, Ccprf).

Next, it samples a random bit b
$←− {0, 1}. If b = 0, it computes

y∗ = CPRF(mskcprf, x
∗). Otherwise, it chooses a random y∗ $←− Ycprf.

It returns y∗ to B.
• B may adaptively make any polynomial number of queries of the following

kinds to D:
– Evaluation query : B queries the CPRF value at some input x ∈ Dcprf

such that x �= x∗. D provides the CPRF value CPRF(mskcprf, x) to B.
– Key query : B queries a constrained key corresponding to some circuit

C ∈ Ccprf subject to the restriction that C(x∗) = 0. D gives the

constrained key skcprf{C} $←− CPRF.Constrain(mskcprf, C) to B.
• B eventually outputs a guess bit b′ ∈ {0, 1}. The output of the experiment

is 1, if b = b′, and 0, otherwise.

Remark 3.1: As pointed out in [14,28], note that in the above selective pseu-
dorandomness experiment, without loss of generality we may assume that the
adversary B only makes constrained key queries and no evaluation query. This is
because any evaluation query at input x ∈ Dcprf can be replaced by constrained
key query for a circuit C[x] ∈ Ccprf which outputs 1 only at input x. Since, the
restriction on the evaluation queries is that x �= x∗, C[x](x∗) = 0, and thus C[x]
is a valid constrained key query. We will use this simplification in our security
proof.
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3.2 Construction

Let λ ∈ N be the underlying security parameter. We now present our CPRF con-
struction for the constraint family Cpoly of polynomial-size circuits, input domain
Dcprf = {0, 1}�, and output space Ycprf = {0, 1}m. In our CPRF construction,
we use a selectively secure fully compact (public key) functional encryption (FE)
scheme Πfe = (FE.Setup,FE.Encrypt, FE.KeyGen,FE.Decrypt) for function family
Fpoly consisting of all polynomial-size functions, a prefix-puncturable pseudoran-
dom function (PPPRF) Πppprf = (PPPRF.KeyGen, PPPRF.PrefixPuncture) with
domain Dppprf = {⊥}⋃

(
⋃

ι∈[2�]

{0, 1}ι), and a secure symmetric key encryption

(SKE) scheme Πske = (SKE.KeyGen,SKE.Encrypt,SKE.Decrypt). Without loss
of generality, we assume that the space of randomness used by the FE.Encrypt
algorithm of Πfe is {0, 1}m. Our CPRF construction follows:

CPRF.Setup(�,m, Cpoly): The trusted authority takes as input the dimensions �
and m of the input domain and output space respectively, along with the
specifications of the constraint family Cpoly. It proceeds as follows:
1. It samples Πppprf keys S

$←− PPPRF.Setup(m, 2�) and Ŝ
$←−

PPPRF.Setup(m, 2�).
2. Next, it generates � + 1 sets of Πfe master public keys and the respective

master secret keys {(mpkfe,ι,mskfe,ι)
$←− FE.Setup(Fpoly)}ι∈[�+1].

3. Then, it generates a Πske symmetric key skske
$←− SKE.KeyGen() and

creates � Πske ciphertexts {ctske,ι
$←− SKE.Encrypt(skske, ωι)}ι∈[�], where

ωι = 0℘ι for all ι ∈ [�]. Here, for ι ∈ [�], ℘ι is an appropriate polynomial
in λ that would be determined in the security proof.

4. Next, it forms � Πfe functional keys {skfe,ι(Gcprf,ι[ι,mpkfe,ι+1,ctske,ι])
$←− FE.KeyGen(mskfe,ι,Gcprf,ι[ι,mpkfe,ι+1,ctske,ι])}ι∈[�], where for j ∈

N, Gcprf,j is the function depicted in Fig. 1.

5. Then, it computes a Πfe ciphertext ct
(⊥)
fe,1

$←− FE.Encrypt(mpkfe,1,

(⊥, S, Ŝ, 0κ, 0)).
6. Finally, it sets the master CPRF key as mskcprf = (S,mskfe,�+1,

{skfe,ι(Gcprf,ι[ι,mpkfe,ι+1,ctske,ι])}ι∈[�],ct
(⊥)
fe,1).

CPRF.Eval(mskcprf, x): Taking as input the master CPRF key mskcprf together
with an input x ∈ Dcprf, the trusted authority outputs the CPRF value y =
S〈x〉 = PPPRF(S, x), where it extracts the PPPRF key S from mskcprf.

CPRF.Constrain(mskcprf, C): On input the master CPRF key mskcprf and a con-
straint circuit C ∈ Cpoly, the trusted authority executes the following steps:
1. It forms a Πfe functional key skfe,�+1(Pcprf[C]) $←− FE.KeyGen

(mskfe,�+1, Pcprf[C]), where it extracts mskfe,�+1 from mskcprf. The
function Pcprf is described in Fig. 2.

2. It provides the constrained key skcprf{C} = ({skfe,ι(Gcprf,ι[ι,mpkfe,ι+1,

ctske,ι])}ι∈[�], skfe,�+1(Pcprf[C]),ct(⊥)
fe,1) to a legitimate user, where

{skfe,ι(Gcprf,ι[ι,mpkfe,ι+1,ctske,ι])}ι∈[�] and ct
(⊥)
fe,1 are parts of mskcprf.
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CPRF.Eval-Constrained(skcprf{C}, x): A user takes as input a constrained key
skcprf{C} corresponding to some legitimate constraint circuit C ∈ Cpoly

along with an input x ∈ Dcprf. It performs the following:
1. For ι ∈ [�], it iteratively does the following

(a) It computes Ωι = FE.Decrypt(skfe,ι(Gcprf,ι[ι,mpkfe,ι+1,ctske,ι]),
ct

(x|ι−1)
fe,ι ), where skfe,ι(Gcprf,ι[ι,mpkfe,ι+1,ctske,ι]) is extracted from

skcprf{C}.
(b) It parses Ωι as Ωι = ct

(x|ι−1‖0)
fe,ι+1 ‖ct(x|ι−1‖1)

fe,ι+1 .

2. Finally, it outputs Ω�+1 = FE.Decrypt(skfe,�+1(Pcprf[C]),ct(x)
fe,�+1),

where it extracts skfe,�+1(Pcprf[C]) from skcprf{C}.

Fig. 1. Function Gcprf,j

Fig. 2. Function Pcprf

Theorem 3.1 (Security of the Proposed CPRF): Assuming Πfe is a selectively
secure FE scheme, Πppprf satisfies all the properties of a PPPRF, and Πske is a
secure SKE scheme, our CPRF satisfies the correctness under constraining and
selective pseudorandomness properties defined in Definition 3.1.

The proof of Theorem3.1 can be found in the full version of the paper.

4 Our Constrained Verifiable Pseudorandom Function

In this section, we will present our CVPRF construction. For the formal notion
of CVPRF, please refer to [14,18]. Our CVPRF construction is extended from
our CPRF construction of Sect. 3.2. Let λ ∈ N be the underlying security
parameter. Like our CPRF, our CVPRF supports the constraint family Cpoly
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of polynomial-size circuits, has input domain Dcvprf = {0, 1}�, and output space
Ycvprf = {0, 1}m. In addition to the cryptographic tools employed in our CPRF
construction, we will utilize a chosen-plaintext-attack (CPA)-secure public key
encryption (PKE) scheme Πpke = (PKE.KeyGen,PKE.Encrypt,PKE.Decrypt) with
{0, 1}ϕ1 and {0, 1}ϕ2 , for some polynomials ϕ1 and ϕ2 in λ, being respectively
the spaces of randomness used by the PKE.KeyGen and PKE.Encrypt algorithms.
Without loss of generality, we will assume that ϕ1 + ϕ2 = m. Our CVPRF con-
struction is presented below:

CVPRF.Setup(�,m, Cpoly): The trusted authority takes as input the dimension
� and m of the input domain and output space respectively, along with the
specifications of the constraint family Cpoly. It proceeds as follows:
1. It samples Πppprf keys S

$←− PPPRF.Setup(m, �), S̃
$←− PPPRF.Setup(m, �),

and Ŝ
$←− PPPRF.Setup(m, �).

2. Next, it generates � + 1 sets of Πfe master public keys and the respective
master secret keys {(mpkfe,ι,mskfe,ι)

$←− FE.Setup(Fpoly)}ι∈[�+1].

3. Then, it generates a Πske symmetric key skske
$←− SKE.KeyGen() and

creates � + 1 Πske ciphertexts {ctske,ι
$←− SKE.Encrypt(skske, ωι)}ι∈[�+1],

where ωι = 0℘ι for all ι ∈ [�+1]. Here, for ι ∈ [�+1], ℘ι is an appropriate
polynomial in λ that would be determined in the security proof.

4. After that, it generates � Πfe functional keys {skfe,ι(Gcvprf,ι[ι,mpkfe,ι+1,

ctske,ι])
$←− FE.KeyGen(mskfe,ι,Gcvprf,ι[ι,mpkfe,ι+1,ctske,ι])}ι∈[�],

where for j ∈ N, Gcvprf,j is the function depicted in Fig. 3.

5. Then, it creates another Πfe functional key skfe,�+1(Vcvprf[ctske,�+1])
$←−

FE.KeyGen(mskfe,�+1,Vcvprf[ctske,�+1]) for the function Vcvprf is
depicted in Fig. 4.

6. Next, it computes a Πfe ciphertext ct
(⊥)
fe,1

$←− FE.Encrypt(mpkfe,1,

(⊥, S, S̃, Ŝ, 0κ, 0)).
7. Finally, it sets the master CVPRF key as mskcvprf = (S, S̃,mpkfe,�+1,

{skfe,ι(Gcvprf,ι[ι,mpkfe,ι+1,ctske,ι])}ι∈[�],ct
(⊥)
fe,1) and publishes the pub-

lic CVPRF verification key vkcvprf = ({skfe,ι(Gcvprf,ι[ι,mpkfe,ι+1,

ctske,ι])}ι∈[�], skfe,�+1(Vcvprf[ctske,�+1]),ct
(⊥)
fe,1).

CVPRF.Eval(mskcvprf, x): Taking as input the master CVPRF key mskcvprf

together with an input x ∈ Dcvprf, the trusted authority outputs the CVPRF
value y = S〈x〉 = PPPRF(S, x), where it extracts the PPPRF key S from
mskcvprf.

CVPRF.Prove(mskcvprf, x): On input the master CVPRF key mskcvprf and an
input x ∈ Dcvprf, the trusted authority performs the following steps:
1. It first computes the prefix-punctured Πppprf keys S〈x〉 = PPPRF(S, x)

and S̃〈x〉 = PPPRF(S̃, x), where S and S̃ are extracted from mskcvprf.
2. Next, it parses S̃〈x〉 as S̃〈x〉 = r1‖r2 such that r1 ∈ {0, 1}ϕ1 and r2 ∈

{0, 1}ϕ2 .
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3. Then, it forms the pair of Πpke public key and secret key (pkpke, skpke) =
PKE.KeyGen( ; r1).

4. It outputs the proof πcvprf = (pkpke, r2).
CVPRF.Constrain(mskcvprf, C): On input the master CVPRF key mskcvprf and

a constraint circuit C ∈ Cpoly, the trusted authority executes the following
steps:
1. It forms a Πfe functional key skfe,�+1(Pcvprf[C]) $←− FE.KeyGen

(mskfe,�+1, Pcvprf[C]), where it extracts mskfe,�+1 from mskcvprf. The
function Pcvprf is described in Fig. 5.

2. It provides the constrained key skcvprf{C} = ({skfe,ι(Gcvprf,ι

[ι,mpkfe,ι+1, ctske,ι])}ι∈[�], skfe,�+1(Pcvprf[C]),ct(⊥)
fe,1) to a legitimate

user.
CVPRF.Prove-Constrained(skcvprf(C), x): A user takes as input a constrained key

skcvprf{C} corresponding to some legitimate constraint circuit C ∈ Cpoly

along with an input x ∈ Dcvprf. It performs the following:
1. For ι ∈ [�], it iteratively does the following

(a) It computes Ωι = FE.Decrypt(skfe,ι(Gcvprf,ι[ι,mpkfe,ι+1,ctske,ι]),
ct

(x|ι−1)
fe,ι ), where skfe,ι(Gcvprf,ι[ι,mpkfe,ι+1,ctske,ι]) is extracted

from skcvprf{C}.
(b) It parses Ωι as Ωι = ct

(x|ι−1‖0)
fe,ι+1 ‖ct(x|ι−1‖1)

fe,ι+1 .
2. Finally, it computes Ω�+1 = FE.Decrypt(skfe,�+1(Pcvprf[C]),ct(x)

fe,�+1),
where it extracts skfe,�+1(Pcvprf[C]) from skcvprf{C}.

3. If Ω�+1 = ⊥, it outputs (⊥,⊥). Otherwise, it parses Ω�+1 = Λ1‖Λ2‖Λ3

and outputs (y = Λ1, πcvprf = (Λ2,Λ3)).
CVPRF.Verify(vkcvprf, x, y, πcvprf): A verifier takes as input the public verifi-

cation key vkcvprf, an input x ∈ Dcvprf, a value y ∈ Ycvprf, and a proof
πcvprf = (pkpke, r) ∈ Pcvprf. It executes the following steps:
1. For ι ∈ [�], it iteratively does the following

(a) It computes Ωι = FE.Decrypt(skfe,ι(Gcvprf,ι[ι,mpkfe,ι+1,ctske,ι]),
ct

(x|ι−1)
fe,ι ), where skfe,ι(Gcvprf,ι[ι,mpkfe,ι+1,ctske,ι]) is extracted

from vkcvprf.
(b) It parses Ωι as Ωι = ct

(x|ι−1‖0)
fe,ι+1 ‖ct(x|ι−1‖1)

fe,ι+1 .
2. Next, it computes Ω̃ = FE.Decrypt(skfe,�+1(Vcvprf[ctske,�+1]),ct

(x)
fe,�+1),

where skfe,�+1(Vcvprf[ctske,�+1]) is extracted vkcvprf, and parses Ω̃ as
Ω̃ = p̃kpke‖c̃tpke.

3. If it holds that [pkpke = p̃kpke] ∧ [PKE.Encrypt(pkpke, y; r) = c̃tpke] = 1,
then it outputs 1. Otherwise, it outputs 0.

Theorem 4.1 (Security of the Proposed CVPRF): Assuming Πfe is a selectively
secure FE scheme, Πppprf satisfies all the properties of a PPPRF, Πske is a secure
SKE scheme, and Πpke satisfies the correctness and CPA security properties of a
PKE scheme, our CVPRF satisfies the provability, uniqueness, constraint hiding,
and selective pseudorandomness properties of a secure CVPRF as formulated in
[14,18].

The proof of Theorem4.1 can be found in the full version of the paper.
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Fig. 3. Function Gcvprf,j

Fig. 4. Function Vcvprf

Fig. 5. Function Pcvprf
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Abstract. Searchable symmetric encryption (SSE) which can search
encrypted data using encrypted keywords has been extremely studied. In
Asiacrypt’10, Chase and Kamara formalized structured encryption which
is a generalization of SSE, and its concrete schemes were proposed. An
efficient SSE scheme (hereafter, Chase-Kamara scheme) which has a very
simple encrypted index is obtained by simplifying the concrete schemes,
and its adaptive security can be proved, easily. In the Chase-Kamara
scheme, a search result for a keyword is represented as a bit string in
which the i-th bit is 1 when the i-th document contains the keyword,
and the encrypted index is built by directly masking the search result
with each bit of the output of a pseudo-random function. Therefore, the
Chase-Kamara scheme requires pseudo-random functions whose output
lengths are longer than the number of documents that users would like to
store. As a result, the trapdoor size of the Chase-Kamara scheme depends
on the number of stored documents. In this paper, we propose a modified
scheme whose trapdoor size does not depend on the number of stored
documents. The modified scheme is constructed by using our multiple
hashing technique which can transform a trapdoor of short length to
that of long length without any secret information. We also show that
the modified scheme achieves the same adaptive security as the Chase-
Kamara scheme in the random oracle model.

Keywords: Searchable symmetric encryption
Chase-Kamara scheme · Trapdoor size · Multiple hashing

1 Introduction

1.1 Background

Nowadays, cloud services such as data storing on remote third-party providers
give high data availability and reduce IT infrastructure costs of a company. From
a viewpoint of security, company’s sensitive data such as secret information or
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privacy data of customers should be encrypted to be kept secret from people
outside of the company when stored on the cloud. On the other hand, it is indis-
pensable to search the stored data from a viewpoint of usability. However, data
encrypting and keyword searching are incompatible in general, since keyword
searching for encrypted data is intractable. Although there is a naive approach
in which keyword searching is performed after decrypting encrypted data on the
cloud, this is insufficient because malicious administrators or softwares on the
cloud would steal the plain data or decryption keys when performed the decryp-
tion process. As a solution to these problems, searchable encryption has been
proposed.

After the first searchable encryption scheme was proposed in [42], many con-
crete schemes have been constructed. Roughly speaking, searchable encryption
schemes are typically classified into two types: symmetric-key type (e.g. [1,2,5,7–
49]) and public-key type (e.g. [3,6]). This paper focuses on the former searchable
encryption.

Searchable encryption of symmetric-key type is called searchable symmet-
ric encryption or SSE. SSE consists of document storing process and keyword
searching process, and these processes are performed by the same user since a
unique secret key is used in typical SSE. In the document storing process, the
user encrypts documents and generates an encrypted index from the secret key,
and the server stores a pair of the encrypted documents and the encrypted index.
In the keyword searching process, the user generates an encrypted query (called
trapdoor) from the secret key and a keyword, and the server searches by applying
the trapdoor to the encrypted index. Although the keyword searching cost in
SSE is quite lower than that in public-key type, this cost becomes critical even
in SSE as the number of stored documents increases. In order to reduce this
cost, SSE schemes with useful indexes such as inverted index structure or Bloom
filter have been constructed.

Security models for SSE also have been studied. Curtmola et al. [15,16] care-
fully extracted unavoidable information leaked from the document storing pro-
cess and the keyword searching process of a typical SSE scheme, and formalized
acceptable leakage information. Then, they defined that an SSE scheme is secure
if information revealed from the processes of the SSE scheme is at most the
acceptable leakage information. Their security model and its variants (e.g. [13])
are used in many SSE schemes. Especially, adaptive security definitions proposed
in [13,15,16] is considered as one of the security goals in SSE literature.

1.2 Motivation

The SSE schemes (called SSE-1 and SSE-2) proposed by Curtmola et al. have
search-friendly encrypted indexes such as inverted index structure [15,16]. Their
schemes have had a big impact on constructing efficient SSE schemes. Especially,
SSE-2 is constructed only from pseudo-random functions and achieves the adap-
tive security. Furthermore, the keyword searching process of SSE-2 is based on
the binary searching operation, and therefore performed efficiently. However,
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there is a problem that the trapdoor size of SSE-2 depends on the number of
stored documents.

Chase and Kamara formalized structured encryption which is a generaliza-
tion of SSE, and its concrete schemes were proposed [13]. An efficient SSE
scheme (hereafter, Chase-Kamara scheme) which has a very simple structure
is obtained by simplifying the concrete schemes. It is very easy to show that the
Chase-Kamara scheme achieves the adaptive security, thanks to simplicity of its
encrypted index structure. In the Chase-Kamara scheme, a search result for a
keyword is represented as a bit string in which the i-th bit is 1 when the i-th
document contains the keyword, and the encrypted index is built by directly
masking the search result with each bit of the output of a pseudo-random func-
tion. Therefore, the Chase-Kamara scheme requires pseudo-random functions
whose output lengths are longer than the number of documents that the user
would like to store. As a result, the trapdoor size of the Chase-Kamara scheme
depends on the number of stored documents. This trapdoor size becomes critical
as the number of stored documents increases. For example, the trapdoor size is
about 120MB when the number of stored documents is one billion. Thus, the
Chase-Kamara scheme has the same trapdoor size problem as SSE-2.

Recently, Miyoshi et al. proposed the SSE scheme with a small encrypted
index [36]. Their scheme is constructed by hierarchical Bloom filters, and achieves
the adaptive security. However, in their scheme, the trapdoor size also depends
on the number of stored documents, and the number of communication rounds
between the user and the server is two. Therefore, their keyword searching pro-
cess is inefficient although the encrypted index size is reasonable.

1.3 Our Contributions

In this paper, we focus on the trapdoor size problem of the Chase-Kamara
scheme, and propose a modified scheme whose trapdoor size does not depend on
the number of stored documents. The modified scheme is constructed by using
our multiple hashing technique which can transform a trapdoor of short length
to that of long length without any secret information. With this technique, the
trapdoor size of the modified scheme depends only on the output length of a
used hash function (e.g. 512-bit if SHA-256 is used) even if the number of stored
documents is one billion. We can show that the modified scheme is adaptively
secure in the random oracle model.

A key point of our modified scheme is to securely divide the trapdoor gener-
ation process of the Chase-Kamara scheme by using our multiple hashing tech-
nique. According to this modification of the trapdoor generation process, the
encrypted index of the Chase-Kamara scheme is also slightly modified. Infor-
mally, in the Chase-Kamara scheme, the user generates a trapdoor of long length
and the server searches the encrypted index by directly using the trapdoor.
On the other hand, in our modified scheme, the user generates a trapdoor of
short length, and the server transforms the trapdoor to a meaningful value of
long length, which consists of hash values and corresponds to the trapdoor of
the Chase-Kamara scheme. This transformation uses only the trapdoor sent by
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the user, but not any secret information. After that, the server searches the
encrypted index using the trapdoor and the meaningful value, similarly to the
Chase-Kamara scheme.

We give a comparison result among the adaptively secure SSE schemes [13,
15,36] and our modified scheme in Table 1, where � and λ are the output lengths
of a pseudo-random function and a hash function, respectively, nD is the number
of stored documents, nw is the number of used keywords, nD(w) is the number
of documents containing the keyword w (i.e. the cardinality of the search result
of w), ΣD(w) =

∑nw

i=1 nD(wi), mD(w) = maxw(nD(w)), and PRF and HF are the
computation costs of a pseudo-random function and a hash function, respec-
tively. Here, we assume that λ < nD and the binary complete-matching cost
for N words is log N . Note that these assumptions are reasonable in practical
situations.

Table 1. Comparisons among related works [13,15,36] and our work.

Scheme SSE-2 [15] Chase-Kamara
[13]

Miyoshi et al. [36] Our work

Index size O(�nwmD(w)) O(nwnD) O(�(nw log nw +
ΣD(w)))

O(nwnD)

Trapdoor size O(�mD(w)) O(nD) O(�nD(w)) O(λ)

User’s search
cost

O(mD(w)PRF) O(PRF) O(nD(w)PRF) O(HF)

Server’s search
cost

O(mD(w) log nD) O(log nD) O(PRF log nw +
nD(w) log mD(w))

O(nD
λ
HF + log nw)

Round 1 1 2 1

1.4 Related Works

Curtmola et al. proposed the SSE schemes (SSE-1 and SSE-2) whose encrypted
indexes have search-friendly structures such as inverted index [15]. Their schemes
have had a big impact on constructing efficient SSE schemes. Although SSE-2
achieves the adaptive security, the trapdoor size of SSE-2 depends on the number
of stored documents.

The Chase-Kamara scheme [13] can build an encrypted index of a very simple
structure, and therefore the keyword searching process is conducted efficiently.
However, the trapdoor size depends on the number of stored documents.

The Miyoshi et al. scheme [36] can a construct small encrypted index by
using hierarchical Bloom filters. However, the trapdoor size also depends on the
number of stored documents, and the number of communication rounds between
the user and the server is two.

While this paper focuses on constructing efficient SSE schemes, other use-
ful functionalities for SSE have been studied, in addition to basic function-
alities such as document storing and keyword searching: for example, doc-
ument adding/deleting/updating functionalities (a.k.a. dynamic SSE) [9,15,
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20,23,26,28,29,37,38,43,45,47–49], flexible search functionalities [5,7,10,14,
18,21,27,30,31,34,35,37,41,46], localities [2,11,17], forward security [8], UC-
security [32,33,40], multi-user settings [1,15,16,19,24,48], etc.

1.5 Organization

The rest of this paper is organized as follows. In Sect. 2, we recall cryptographic
primitives and SSE definitions which are used throughout the paper. The Chase-
Kamara scheme is given in Sect. 3, and its modified scheme is proposed in Sect. 4.
We conclude in Sect. 5.

2 Preliminaries

In this section, we recall cryptographic primitives and SSE definitions which are
used throughout the paper.

2.1 Notations and Basic Cryptographic Primitives

We denote the set of positive real numbers by R
+. We say that a function

negl : N → R
+ is negligible if for any (positive) polynomial p, there exists

n0 ∈ N such that for all n ≥ n0, it holds negl(n) < 1/p(n). If A is a probabilistic
algorithm, y ← A(x) denotes running A on input x with a uniformly-chosen
random tape and assigning the output to y. AO denotes an algorithm with
oracle access to O. If S is a finite set, s

u←− S denotes that s is uniformly chosen
from S. We denote the bit length of S by |S|, and the cardinality of S by #S.
For strings a and b, a||b denotes the concatenation of a and b.

We recall the definition of pseudo-random functions. A function f : {0, 1}λ ×
{0, 1}k → {0, 1}� is pseudo-random if f is polynomial-time computable in λ, and
for any probabilistic polynomial-time (PPT) algorithm A, it holds

|Pr[1 ← AfK(·)(1λ) | K
u←− {0, 1}λ] − Pr[1 ← Ag(·)(1λ) | g

u←− F[k, �]]| ≤ negl(λ),

where F[k, �] is the set of functions mapping {0, 1}k to {0, 1}�.
We recall the definition of left-or-right indistinguishability against the chosen

plaintext attack (LOR-CPA) for symmetric-key encryption [4]. A symmetric-key
encryption scheme is secure in the sense of LOR-CPA if for any PPT adversary
A, it holds

|Pr[1 ← AEncK(LR(·,·,1))(1λ) | K ← Gen(1λ)]
−Pr[1 ← AEncK(LR(·,·,0))(1λ) | K ← Gen(1λ)]| ≤ negl(λ),

where EncK(LR(·, ·, b)) is the left-or-right oracle that takes an input (x0, x1)
and outputs C0 ← EncK(x0) if b = 0 and C1 ← EncK(x1) if b = 1.
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2.2 Definitions of SSE

We recall the definitions of SSE, formalized in [15]. Firstly, we give notions used
in SSE literature.

– Let D ∈ {0, 1}∗ be a document, and D = (D1, . . . , Dn) be a document
collection. Let C = (C1, . . . , Cn) be a ciphertext collection of D, where Ci is
a ciphertext of Di for 1 ≤ i ≤ n. We assume that Di and Ci contain the same
unique identifier idi.

– Let w ∈ {0, 1}k be a keyword, and Δ ⊆ {0, 1}k be a set of possible key-
words. Let Δ(D) ⊆ Δ be a set of keywords which are contained in some
of D1, . . . , Dn. Throughout this paper, we assume that #Δ is polynomially
bounded in a security parameter λ.

– For D = (D1, . . . , Dn) and w ∈ Δ, let D(w) be a set of identifiers of doc-
uments that contain w. Namely, D(w) = {idi1 , . . . , idim} for w ∈ Δ(D) or
∅ for w 	∈ Δ(D). For a searching sequence w = (w1, . . . , wq), let D(w) =
(D(w1), . . . ,D(wq)).

An SSE scheme over Δ, SSE = (Gen, Enc, Trpdr, Search, Dec), is defined as
follows.

– K ← Gen(1λ): Gen is a probabilistic algorithm which takes a parameter 1λ as
an input and outputs a secret key K, where λ is a security parameter.

– (I,C) ← Enc(K,D): Enc is a probabilistic algorithm which takes a secret key
K and a document collection D as input and outputs an encrypted index I
and a ciphertext collection C = (C1, . . . , Cn).

– T ← Trpdr(K,w): Trpdr is a deterministic algorithm which takes a secret
key K and a keyword w as input and outputs a trapdoor T .

– S ← Search(I, T ): Search is a deterministic algorithm which takes an
encrypted index I and a trapdoor T as input and outputs an identifier set S.

– D ← Dec(K,C): Dec is a deterministic algorithm which takes a secret key K
and a ciphertext C as input and outputs a plaintext D of C.

An SSE scheme is correct if for all λ ∈ N, all D, all w ∈ Δ(D), all K output by
Gen(1λ), and all (I,C) output by Enc(K,D), it holds Search(I, Trpdr(K,w)) =
D(w) and Dec(K,Ci) = Di for 1 ≤ i ≤ n.

We give security notions, history, access pattern, search pattern, trace, and
non-singular [15].

– For a document collection D = (D1, . . . , Dn) and a searching sequence w =
(w1, . . . , wq), H = (D,w) is called history. This information is sensitive in
SSE.

– α(H) = (D(w1), . . . ,D(wq)) is called access pattern for a history H = (D,w).
This information is appeared by performing the keyword searching processes.

– The following binary symmetric matrix σ(H) = (σi,j) is called search pattern
for a history H = (D,w): for 1 ≤ i ≤ j ≤ q, σi,j = 1 if wi = wj , and σi,j = 0
otherwise. This information is appeared by performing the keyword searching
processes because trapdoors are deterministically generated in SSE.
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– τ(H) = (|D1|, . . . , |Dn|, α(H), σ(H)) is called trace for a history H = (D,w).
This information is leaked while performing SSE protocols, and therefore
considered as acceptable leakage information in SSE.

– H is called non-singular if (1) there exists a history H ′ 	= H such that τ(H) =
τ(H ′), and (2) H ′ is computed from a given trace τ(H), efficiently. We assume
that any history is non-singular throughout the paper.

Then, we give the adaptive security definition proposed in [15] (a.k.a. IND-
CKA2), which is widely used in SSE literature.

Definition 1 ([15]). Let SSE = (Gen, Enc, Trpdr, Search, Dec), λ be a security
parameter, q ∈ N∪{0}, and A = (A0, . . . ,Aq) and S = (S0, . . . ,Sq) be probabilis-
tic polynomial-time (PPT) algorithms. Here, we consider the following experi-
ments Real and Sim:

RealA(1λ) : SimA,S(1λ) :
K ← Gen(1λ) (D, stA) ← A0(1λ)
(D, stA) ← A0(1λ) (I,C, stS) ← S0(τ(D))
(I,C) ← Enc(K,D) Let w0 = ∅ and t0 = ∅
Let t0 = ∅ For 1 ≤ i ≤ q :
For 1 ≤ i ≤ q : (wi, stA) ← Ai(stA, I,C, ti−1)

(wi, stA) ← Ai(stA, I,C, ti−1) Let wi = wi−1||wi

ti ← Trpdr(K,wi) (ti, stS) ← Si(stS , τ(D,wi))
Let ti = ti−1||ti Let ti = ti−1||ti

Output (I,C, tq, stA) Output (I,C, tq, stA)

We define that SSE is adaptively secure if for any λ, any q of polynomial
size, and any A = (A0, . . . ,Aq), there exists the following PPT algorithm S =
(S0, . . . ,Sq): For any PPT distinguisher D, it holds

|Pr[D(I,C, tq, stA) = 1 | (I,C, tq, stA) ← RealA(1λ)]
−Pr[D(I,C, tq, stA) = 1 | (I,C, tq, stA) ← SimA,S(1λ)]| ≤ negl(λ).

3 The Chase-Kamara Scheme

In this section, we give the Chase-Kamara scheme which is directly obtained by
simplifying the structured encryption schemes (especially, the associative struc-
tured encryption scheme for labeled data) proposed in [13].

Let F : {0, 1}λ × {0, 1}k → {0, 1}� be a pseudo-random function, and SKE be
a symmetric-key encryption scheme. Let n be the number of stored documents,
that is, D = {D1, . . . , Dn}. In the Chase-Kamara scheme, we restrict that � ≥ n.
Here, we use the following bit string b1|| · · · ||bn||bn+1|| · · · ||b� as another repre-
sentation for D(w): bi = 1 if idi ∈ D(w), and bi = 0 otherwise. For example, if
n = 3, � = 5, and D(w) = {id1, id3}, then we also regard D(w) as 10100. The
encrypted index I built in the Chase-Kamara consists of {(key, val)}. Let the
notation I[x] be y if there exists a pair (x, y) in I, or ⊥ otherwise. Then, the
Chase-Kamara scheme is given as follows:
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– Gen(1λ):
1. Choose K1,K2

u←− {0, 1}λ and K3 ← SKE.Enc(1λ).
2. Output K = (K1,K2,K3).

– Enc(K,D):
1. Let I = ∅.
2. For w ∈ Δ,

(a) Compute key = F (K1, w) and val = D(w) ⊕ F (K2, w).
(b) Append (key, val) to I.

1. For D ∈ D, compute C ← SKE.Enc(K3,D).
2. Output I and C = (C1, . . . , Cn).

– Trpdr(K,w):
1. Compute T1 = F (K1, w) and T2 = F (K2, w).
2. Output T = (T1, T2).

– Search(I, T ):
1. Parse T = (T1, T2).
2. Let S = ∅.
3. If I[T1] = ⊥ then output ∅.
4. Compute v = I[T1] ⊕ T2.
5. Parse v = v1|| · · · ||vn||vn+1|| · · · ||v�, where vi ∈ {0, 1} for 1 ≤ i ≤ �.
6. For 1 ≤ i ≤ n, append idi to S if vi = 1.
7. Output S.

– Dec(K,C):
1. Compute D ← SKE.Dec(K3, C).
2. Output D.

The Chase-Kamara scheme is adaptively secure if SKE is LOR-CPA secure
and F is a pseudo-random function. This security proof is very simple and
straightforward (see [13]).

We observe that the Chase-Kamara scheme can perform the keyword search-
ing process, efficiently, thanks to very simple structures of the encrypted index
I and the trapdoor T . On the other hand, the trapdoor size, especially |T2|,
depends on the number of stored documents (that is, n). The trapdoor size
becomes critical as n is increased. For example, |T2| is of about one billion bits
(approximately, 120MB) when n is one billion.

4 The Proposed Scheme

In this section, we tackle to the trapdoor size problem of the Chase-Kamara
scheme, and propose its modified scheme by using our multiple hashing technique
which can transform a trapdoor of short length to that of long length. Our
modified scheme can break the restriction � ≥ n, where n is the number of stored
documents and � is the output length of the used pseudo-random function F .
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4.1 Our Strategy

A key point of our modified scheme is to securely divide the trapdoor generation
process of the Chase-Kamara scheme by using our multiple hashing technique.
According to this modification of the trapdoor generation process, the encrypted
index of the Chase-Kamara scheme is also slightly modified. In the keyword
searching process of the Chase-Kamara scheme, the user generates a trapdoor
T = (T1, T2) of long length (especially, T2 = F2(K,w)) and the server searches
the encrypted index I by directly using the trapdoor T . In order to address the
trapdoor size problem, we modify this process as follows. The user generates a
trapdoor of short length, and the server transforms the trapdoor to a meaningful
value of long length, which consist of multiple hash values and correspond to the
trapdoor of the Chase-Kamara scheme. Then, the server searches the encrypted
index using the trapdoor and the hash values. This process can be achieved by
using our multiple hashing technique. This technical overview is as follows.

As shown in Sect. 3, the encrypted index I of the Chase-Kamara scheme is
constructed by

{(key, val)}w = {(F (K1, w),D(w) ⊕ F (K2, w))}w∈Δ,

where w is a keyword, F : {0, 1}λ × {0, 1}k → {0, 1}� is a pseudo-random func-
tion, K1 and K2 are secret keys of F , and D(w) is a plain search result for a key-
word w and represented as the special bit string form described in Sect. 3. A trap-
door T for a keyword w is computed by T = (T1, T2) = (F (K1, w), F (K2, w)),
where |T2| = � ≥ n.

In order to address the above trapdoor size problem, we modify the encrypted
index of the Chase-Kamara scheme by using the following multiple hashing tech-
nique. For a hash function H : {0, 1}∗ → {0, 1}λ, we modify I as1

{(key, val)} = {(F (K1, w),D(w) ⊕ (hw,1|| · · · ||hw,N ))}w∈Δ,

where N = n/λ� and

hw,1 = H(H(K2||w)||1), . . . , hw,N = H(H(K2||w)||N).

In addition to the above modification of the encrypted index, we further modify
the trapdoor T = (T1, T2) as (F (K1, w),H(K2||w)).

Then, the keyword searching process in this modification is conducted as
follows. For a trapdoor T = (F (K1, w),H(K2||w)), the server computes hash
values hw,1, . . . , hw,N from T2 = H(K2||w), and then checks its search result by
I[T1] ⊕ (hw,1|| · · · ||hw,N )(= D(w)), similarly to the keyword searching process
of the Chase-Kamara scheme. Thus, this modification dramatically reduce the
trapdoor size from O(n) to O(λ). For example, the trapdoor size is of 512 bits
when we use SHA-256. We also observe an advantage that the server can generate
arbitrary long values corresponding to T2 (i.e. the keyword w) with no secret
1 Later, we also modify key and T1 as H(K1||w). Furthermore, we set K1 = K||0 and

K2 = K||1 using a secret key K.
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information. We believe that our multiple hashing technique would be applied to
other SSE schemes which have the trapdoor size problem, due to its generality
and simplicity. Our multiple hashing technique is summarized in Fig. 1.

Fig. 1. Summary of our multiple hashing technique.

From a viewpoint of security, our multiple hashing technique leads that the
server cannot infer not only hidden keywords from trapdoors, but also any infor-
mation on relationships among elements of our encrypted index until received
trapdoors, due to one-wayness of multiple hashing. As a result, we can also
show its adaptive security from a similar strategy as the security proof of the
Chase-Kamara scheme, but in the random oracle model since our proof strategy
essentially requires randomness of hash functions.

4.2 Construction

Let H : {0, 1}∗ → {0, 1}λ be a hash function. Let N = n
λ� and D(w) =

b1|| · · · ||bn||bn+1|| · · · ||bλN , where b1, . . . , bn are represented as the special bit
form described in Sect. 3 and bn+1 = · · · = bλN = 0. The modified scheme is
proposed as follows:

– Gen(1λ):
1. Choose K1

u←− {0, 1}λ and K2 ← SKE.Enc(1λ).
2. Output K = (K1,K2):

– Enc(K,D):
1. Let I = ∅.
2. Compute N = n

λ�.
3. For w ∈ Δ,

(a) Compute key = H(K1||0||w).
(b) Compute hw = H(K1||1||w) and hw,i = H(hw||i) for 1 ≤ i ≤ N .
(c) Compute val = D(w) ⊕ (hw,1|| · · · ||hw,N ).
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(d) Append (key, val) to I.
4. For D ∈ D, compute C ← SKE.Enc(K2,D).
5. Output I and C = (C1, . . . , Cn).

– Trpdr(K,w):
1. Compute T1 = H(K1||0||w) and T2 = H(K1||1||w).
2. Output T = (T1, T2).

– Search(I, T ):
1. Parse T = (T1, T2).
2. Let S = ∅.
3. If I[T1] = ⊥ then output ∅.
4. Compute N = n

λ�.
5. Compute h′

1 = H(T2||1), . . . , h′
N = H(T2||N).

6. Compute v = I[T1] ⊕ (h′
1|| · · · ||h′

N ).
7. Let v = v1|| · · · ||vn||vn+1|| · · · ||vλN , where vi ∈ {0, 1} for 1 ≤ i ≤ λN .
8. For 1 ≤ i ≤ n, add idi into S if vi = 1.
9. Output S.

– Dec(K,C):
1. Compute D ← SKE.Dec(K2, C).
2. Output D.

In the Chase-Kamara scheme, the user generates a trapdoor (T ′
1, T

′
2) for a

keyword w′, and the server searches the encrypted index I ′ by I ′[T ′
1]⊕T ′

2. On the
other hand, our modified scheme is that the user generates a trapdoor (T1, T2)
for a keyword w, and the server transforms T2 to the value (hw,1|| · · · ||hw,N ) and
then searches the encrypted index I by I[T1] ⊕ (hw,1|| · · · ||hw,N ).

Then, we can show the following security of the modified scheme.

Theorem 1. The modified scheme is adaptively secure in the random oracle
model if SKE is LOR-CPA secure.

Before proving the security of our modified scheme, we give our proof strat-
egy. Our security proof is straightforward, similarly to that of the Chase-Kamara
scheme.

– Simulation of I: From the leakage information (|D1|, . . . , |Dn|) obtained
by querying on D, S chooses ki, ri,1, . . . , ri,N

u←− {0, 1}λ, and set I =
{(ki, ri,1|| · · · ||ri,N )}1≤i≤#Δ. With this simulation, S cheats A as if I =
{(ki, ri,1|| · · · ||ri,N )} is generated in the real experiment.

– Simulation of T : If A queries on wi, then for some j, S regards rj,1|| · · · ||rj,N

as
rj,1|| · · · ||rj,N = D(wi) ⊕ ( r′

j,1 || · · · || r′
j,N )

= D(wi) ⊕ ( H(rj ||1) || · · · || H(rj ||N) )

by assigning some value rj ∈ {0, 1}λ, and further regards rj as H(K1||1||wi).
With this simulation, S cheats A as if rj is obtained from H(K1||1||wi) and
T = (kj , rj) is generated in the real experiment. In order to simulate the
above completely, S computes r′

j,1, . . . , r
′
j,N from valj = rj,1|| · · · ||rj,N and the
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leakage information D(wi) obtained by querying on wi, chooses rj
u←− {0, 1}λ,

and appends
Input Output
rj ||1 r′

j,1

...
...

rj ||N r′
j,N

into a random oracle hash table H.

Our formal proof with the above simulation is given as follows.

Proof. Let H = {(input, output)} be a random oracle hash table which is set to
∅, initially. A PPT simulator S = (S0, . . . ,Sq) is constructed as follows.

S0’s simulation. For the leakage information (|D1|, . . . , |Dn|) obtained from A’s
output D = (D1, . . . , Dn), S0 computes N = n

λ�, and chooses random numbers
r1,1, . . . , r1,N , . . . , rδ,1, . . . , rδ,N

u←− {0, 1}λ, where δ = #Δ. Let

R1 = r1,1|| · · · ||r1,N ,

...
Rδ = rδ,1|| · · · ||rδ,N .

S0 also chooses random numbers k1, . . . , kδ
u←− {0, 1}λ, and sets I =

{(ki, Ri)}1≤i≤δ. Further, S0 runs SK ← SKE.Gen(1λ) and Ci ←
SKE.Enc(SK, 0|Di|) for 1 ≤ i ≤ n. Then, S0 sends I and C = {C1, . . . , Cn}
to A.

Si’s simulation (1 ≤ i ≤ q). For the leakage information α(D,wi) and σ(D,wi)
obtained from A’s output wi, Si regards D(wi) as bi,1|| · · · ||bi,n||bi,n+1(=
0)|| · · · ||bi,λN (= 0), where bi,j = 1 if idj ∈ D(wi) and bi,j = 0 otherwise. After
that, Si checks whether wi 	= wi′ for any wi′ (1 ≤ i′ < i). We note that this
check can be efficiently done from the leakage information σ(D,wi).

If wi 	= wi′ for 1 ≤ i′ < i, Si chooses 1 ≤ j ≤ δ which has not been chosen yet,
and computes r′

j,1|| · · · ||r′
j,N = D(wi) ⊕ Rj . Then, Si chooses a random number

rj
u←− {0, 1}λ, appends

(rj ||1, r′
j,1), . . . , (rj ||N, r′

j,N ),

into H, and sends Ti = (kj , rj) as a trapdoor of wi to A.
If there exists i′ < i such that wi = wi′ , Si merely re-sends Ti′ = (kj , rj),

which has been already chosen in the i′-th simulation, to A.

Analysis for S’s simulation

– I and (T1, . . . , Tq) output by S work correctly, similarly to Real.
– For any 1 ≤ i ≤ n, A cannot distinguish Ci output by S0 from Ci output by

Real since SKE is LOR-CPA secure.
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– The probability that for any 1 ≤ i ≤ q, A can query K1||0||wi to the random
oracle (i.e. H) a priori (in other words, the probability that A can obtain its
corresponding hash value kj a priori), is negligible since A has no secret key
and cannot infer it without querying on wi.

– The probability that for any 1 ≤ i ≤ q, A can query K1||1||wi to H a priori
(in other words, the probability that A can obtain its corresponding hash
value rj a priori), is negligible since A has no secret key and cannot infer it
without querying on wi.

– The probability that for any 1 ≤ j ≤ δ and any 1 ≤ i ≤ N , A can query
rj ||i to H a priori (in other words, the probability that A can obtain its
corresponding hash value r′

j,i), is negligible since A cannot have rj a priori
for any 1 ≤ j ≤ δ without querying on wi.

– The probability that for any 1 ≤ j ≤ δ and any 1 ≤ i ≤ N , A can infer r′
j,i

from Rj , is negligible since A cannot have D(wi) a priori for any 1 ≤ i ≤ q
without querying on wi.

From the above analysis, A and also any distinguisher D cannot distinguish
(ki, ri) output by S from (keyi, vali) output by Real for any 1 ≤ i ≤ δ. Thus,
the modified scheme is adaptively secure in the random oracle model. �

5 Conclusion

In this paper, we have shown the Chase-Kamara encryption scheme which is
obtained by simplifying the structured encryption schemes [13]. We have focused
on the trapdoor size problem of the Chase-Kamara scheme, and proposed the
modified scheme whose trapdoor size does not depend on the number of stored
documents. The modified scheme is based on our multiple hashing technique
which can transform a trapdoor of short length to that of long length. We have
shown that the modified scheme is adaptively secure in the random oracle model.

A future work is to show that our modified scheme is adaptively secure from
standard assumptions. We note that our modified scheme satisfies non-adaptive
security if employed pseudo-random functions instead of hash functions in our
modified scheme.

Acknowledgments. The authors would like to thank anonymous reviewers of ISPEC
2018 for their valuable comments.
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Abstract. Certificateless public key cryptography (CL-PKC) is
designed to have succinct public key management without using cer-
tificates at the same time avoid the key-escrow attribute in the identity-
based cryptography. Security mechanisms employing implicit certificates
achieve same goals. In this work, we first unify the security notions of
these two types of mechanisms with a modified CL-PKC formulation.
We further present a general key-pair generation algorithm for CL-PKC
schemes and use it to construct certificateless public key signature (CL-
PKS) schemes from standard algorithms. The technique, which we apply,
helps defeat known-attacks against existing constructions, and the result-
ing schemes could be quickly deployed based on the existing standard
algorithm implementations.

1 Introduction

In a public key cryptography system, a security mechanism to unequivocally
demonstrate the relationship between the public key and the identity of the
key’s owner is indispensable. In the public key infrastructure (PKI) system, the
authority issues a certificate to bind a user’s identity with his public key. While
the solution is well-established and universal, the PKI system can be very com-
plicated and faces many challenges in practice, such as the efficiency and scala-
bility of the system. The identity-based cryptography (IBC) offers an attractive
alternative. In an IBC system, a user treats his identity as his public key or
more accurately everyone can derive a user’s public key from his identity string
through a pre-defined function with a set of system parameters. Hence, in such
system, the public key authenticity problem becomes trivial, and certificates are
no longer necessary. However, the key generation center (KGC) can generate the
private key corresponding to any of identity in an IBC system. This key-escrow
function sometimes causes concerns of users’ privacy. Moreover, the compromise
of the KGC resulting in leaking the master secret could be a disastrous event.

In 2003, Al-Riyami and Paterson introduced a new paradigm: the certificate-
less public key cryptography (CL-PKC) [1]. The CL-PKC is designed to have
succinct public key management without certificates at the same time remove
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the key-escrow property embedded in the IBC. In the CL-PKC, a user has a
public key, and his private key is determined by two pieces of secrets: one secret
associated with the user’s identity is extracted from the KGC, and the other
is generated by the user himself. Moreover, one secret is not computable from
the other, so the KGC cannot compute the user’s private key. Hence the CL-
PKC is key-escrow free. The approach against the key replacement attack in the
CL-PKC is not to directly prove the authenticity of a public key with a certifi-
cate. Instead, the CL-PKC guarantees that even if a malicious user successfully
replaces a victim’s public key with his own choice, he still cannot generate a valid
signature or compute the agreed session key or decrypt a ciphertext generated
with the false public key and the victim’s identity. This effect will undoubtedly
reduce the interest of launching the attack.

Interestingly, another line of work named “implicit certificate” [12,20] had
been developed before the birth of CL-PKC. An implicit certificate is comprised
of a user’s identity and a public key reconstruction data, which is used to recon-
struct user’s public key together with KGC’s public key. The validity of user’s
public key cannot be explicitly verified like a certificate with a CA’s signature.
Instead, like CL-PKC, a sound implicit-certificate-based security mechanism
guarantees that the key replacement attack cannot compromise the intended
security.

In 1998 Arazi submitted a paper [4] to IEEE P1363, which specifies a discrete
logarithm (DL) based algorithm to generate a “certificate” from the modified
Schnorr signature. Essentially, this scheme is an implicit certificate scheme. In
2000, Pintsov and Vanstone [35] proposed an implicit certificate scheme from
the Schnorr signature, called the Optimal Mail Certificate (OMC) scheme. The
scheme was then combined with the Pintsov-Vanstone signature forming a par-
tial message recovery signature. As shown in [11], the OMC scheme cannot work
directly with a standard signature such as ECDSA [28] to form a secure signa-
ture scheme. In 2001, Brown, Gallant and Vanston [12] described a modification
of the OMC algorithm, which is essentially same as the Arazi’s key generation
algorithm. This scheme later becomes known as the elliptic curve Qu-Vanstone
(ECQV) implicit certificate scheme [13]. However, as shown in [11], the com-
position of ECQV with ECDSA still suffers from the Kravitz’s attack. Groves
developed a certificateless signature named ECCSI [21] “by drawing on ideas set
out by Arazi.” But the scheme still maintains the key-escrow attribute.

In the literature, there are many publications of CL-PKC either present-
ing concrete constructions or researching the formal models of related secu-
rity notions. A short and incomplete list includes [1,2,5,7,15,22–25,27,30–
32,39,42,43]. In practice, many products have implemented standard crypto-
graphic schemes. If the CL-PKC constructions can reuse these existing infras-
tructures, it will certainly help facilitate the adoption of CL-PKC-based security
solutions. However, only some of the schemes such as [5,22–24,27,30,32,39,42]
do not require pairing, which is a cumbersome operation, and none of the
unbroken CL-PKC algorithms is constructed upon standard algorithms such
as ECDSA, SM2 [18] and ECIES [29].
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This type of occurrences happens because most of the work strictly follows
the Al-Riyami-Paterson’s formulation of CL-PKC, except a few such as [5] that
made minor changes. The definition of key generation functions in the Al-Riyami-
Paterson’s CL-PKC formulation [1,2] excludes the use of implicit certificate
schemes such as OMC and ECQV. And the formulation makes it difficult to
construct secure CL-PKC schemes upon standard algorithms.

On the other hand, there lacks a systematic treatment of the security notions
of an implicit certificate and the security mechanisms using it. In [12], Brown
et al. presented an implicit certificate security model, which however does not
address the impact of a malicious KGC. Moreover, a native composition of a
sound implicit certificate scheme with a standard mechanism such as a provably-
secure signature does not always result in a scheme to achieve the intended secu-
rity properties. Hence, only a security definition of implicit certificate schemes
is not enough, and it’s important to formulate security notions for implicit-
certificate-based security mechanisms and so to analyze the security of schemes.

The paper is organized as follows. In Sect. 2, we revisit the formulation of
CL-PKC and define a unified model, which enables one to use implicit certifi-
cate schemes to generate public and private key to construct efficient CL-PKC
schemes and allows one to systematically analyze the security of mechanisms
using implicit certificates. Then, we present a concrete certificateless key gener-
ation algorithm (CL-KGA) and formally analyze its security in Sect. 3. We show
how to apply a simple technique to combine the proposed CL-KGA with stan-
dard algorithms to securely form CL-PKS schemes in Sect. 4. The performance
of the proposed schemes are compared with the related ones in the literature
and an implementation on an ARM chip is reported in Sect. 5. Finally, we draw
a conclusion.

2 CL-PKC Definition

In this section, we revisit the Al-Riyami-Paterson’s definition of CL-PKC and
redefine the formulations of CL-PKS and CL-PKE. Because this type of crypto-
graphic schemes share a common key generation process (we call it CL-KGA),
we define this process first and then describe signature and encryption functions.

Given a security parameter k, a CL-KGA uses following five functions to gen-
erate public and private key pairs. The first three functions are probabilistic and
the others are deterministic. Function CL.Setup and CL.Extract-Partial-
Key are typically executed by a KGC, which keeps Msk confidential.

– (Mpk,Msk) ← CL.Setup(1k). The output is a master public/secret key pair.
– (UA, xA) ←CL.Set-User-Key(Mpk, IDA). IDA ∈ {0, 1}∗ refers to an identity

string of entity A; the output is a pair of public/secret values.
– (WA, dA) ←CL.Extract-Partial-Key(Mpk, Msk, IDA, UA). The output is

a pair of partial public/private keys.
– sA ← CL.Set-Private-Key(Mpk, IDA, UA, xA, WA, dA). The output is the

private key of entity A.
– PA ← CL.Set-Public-Key(Mpk, IDA, UA, WA). The output is the claimed

public key of entity A.
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The above key generation process is substantially different from the Al-
Riyami-Paterson’s definition [1,2], in which, two public key values UA and WA

are not addressed. We replace their CL.Set-Secret-Value by CL.Set-User-
Key to make UA “visible”. We also modify their CL.Extract-Partial-Key by
specifically adding UA as input and outputting WA. Finally, in our definition,
these two values are explicitly inputted to CL.Set-Private-Key and CL.Set-
Public-Key, and xA is excluded from the input to CL.Set-Public-Key.

Apparently, CL.Set-User-Key can compute any value, which needs xA and
is necessary to generate PA, and include it in UA. Hence, any key generation
schemes following the Al-Riyami-Paterson’s definition can be covered by our
definition. On the other hand, some schemes such as the ones presented in this
work achieve the same goals of CL-PKC but cannot fit with the Al-Riyami-
Paterson’s definition. Specifically, the schemes presented in this work require
that CL.Extract-Partial-Key makes use of UA. In [2], Al-Riyami and Pater-
son elaborated a method to construct Certificate-Based Encryption (CBE) [19]
from CL-PKE. It requires to execute CL.Set-Public-Key immediately after
CL.Set-Private-Key and uses PA as part of IDA to invoke CL.Extract-
Partial-Key. This method essentially sets UA = PA and calls CL.Extract-
Partial-Key(Mpk, Msk, IDA‖UA, ∅) with an empty variable ∅ under our defini-
tion. We think this circumventive method, which forces inefficient constructions
on many occasions, is unnatural. By removing xA from the input to CL.Set-
Public-Key, the KGC can compute PA after executing CL.Extract-Partial-
Key. This modification is important to facilitate the security definitions below.

Once having generated the key pair, the user should be able to execute
CL.Verify-Key to check the correctness of it.

– {valid or invalid}← CL.Verify-Key(Mpk, IDA, PA, sA). The deterministic
function outputs whether (IDA, PA, sA) is valid with regard to Mpk.

In CL-PKC schemes, another value derived from the identity and the master
public key together with PA is used as the real public key. This derivation process
is typically specified in the encryption or signature verification function. Here, we
explicitly define this process as the CL.Calculate-Public-Key function which
helps present a more distinct view of CL-PKC constructions.

– OA ← CL.Calculate-Public-Key(Mpk, IDA, PA). The deterministic func-
tion outputs the real public key OA of entity A.

So both PA and OA are treated as the public keys of entity IDA. PA is
distributed in some way such as through an active directory or as part of a
signature or message exchanged in a key establishment protocol, and OA is
computed from Mpk, IDA, and PA. OA is the one used as the real public key of
IDA in the CL.Encrypt or CL.Verify or a session key computation function.

If CL.Verify-Key(Mpk, IDA, PA, sA) returns valid, the key pair (OA, sA),
when used in cryptographic schemes such as encryption or signature, should
satisfy the soundness requirement of those types of mechanisms.

Now we are ready to define the CL-PKS and CL-PKE. A CL-PKS scheme is
specified by following two functions with the key generation scheme above.
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– σ ← CL.Sign(Mpk, IDA, PA, sA,m). The probabilistic function signs on a
message m and outputs a signature σ.

– {valid or invalid}← CL.Verify(Mpk, IDA, PA,m, σ). The deterministic
function outputs whether σ is a valid signature of m with respect to
(Mpk, IDA, PA).

A CL-PKE scheme is specified by following two functions together with the
key generation scheme above.

– C ← CL.Encrypt(Mpk, IDA, PA,m). The probabilistic function encrypts a
message m with (Mpk, IDA, PA) and outputs a ciphertext C.

– {m or ⊥}← CL.Decrypt(Mpk, IDA, PA, sA, C). The deterministic function
outputs a plaintext m or a failure symbol ⊥.

As explained above, our CL-PKC formulation covers constructions following
the Al-Riyami-Paterson’s definition. As shown in the following sections, implicit-
certificate-based mechanisms are also embraced by this definition. It has been
demonstrated in [2] that Gentry’s CBE can be constructed with the Al-Riyami-
Paterson’s CL-PKE. Our generalized definition obviously works for CBE as well.

Al-Riyami and Paterson defined the security notion of indistinguishability
under adaptive chosen-ciphertext attack (IND-CCA) of CL-PKE [1]. A serial
of work [25,43] refined the security notion of existential unforgeability against
adaptive chosen-message attack (EUF-CMA) of CL-PKS. The formal security
model of certificateless key agreement (CL-KA) can be found in such as [31].
All of these security notions are defined with two games. Game 1 is conducted
between a challenger C and a Type-I adversary AI who does not know the mas-
ter secret key but can replace a user’s public key with its choice. This type of
adversary simulates those who may impersonate a party by providing others with
a false public key. Game 2 is conducted between a challenger C and a Type-II
adversary AII who knows the master secret key (so every entity’s partial private
key). This type of adversary simulates a malicious KGC adversary who eaves-
drops the communications between its subscribers or may even switch public
keys among them. We refer to [1,31,43] for further details.

Here, we introduce a formal security model of CL-KGA which has not been
defined in the literature and can also serve as a model for implicit certificate
mechanisms.1 In CL-PKC, a KGC and its users could be opponent to each other,
but they work together to generate a key pair for an identity ID if both behave
honestly. Hence, they are in a different security world from the classic signature.
On the other hand, we show that one still can make use of the security definition
of signature mechanism to address the security requirements of a CL-KGA.

Intuitively, a secure CL-PKE requires that an adversary knowing xA but
without dA or knowing dA without xA for a valid key pair (IDA, PA, sA) should
not be able to decrypt a ciphertext encrypted with (IDA, PA). Following the two-
game definition, a Type-I adversary AI succeeds in Game 1, if it generates a valid

1 In [12], a security model of the implicit certificate mechanism is defined. The model
is more like for a key agreement and does not consider the Type-II adversary.
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key pair (ID∗, P∗, s∗) from any (ID∗, U∗) and CL.Extract-Partial-Key(Mpk,
Msk, ID∗, U∗) has not been queried. A Type-II adversary AII succeeds in Game
2 if it generates a valid key pair (ID∗, P∗, s∗) of which P∗ is generated by the
challenger through CL.Set-Public-Key and related functions and its related
secret values x∗ and s∗ are not disclosed to the adversary. A secure CL-PKE
requires that its CL-KGA is safe against these two types of adversaries. Game
1 is similar to the EUF-CMA notion of a signature scheme.

Similarly, a secure CL-PKS requires that an adversary knowing xA but with-
out dA or knowing dA without xA should not be able to generate a valid sig-
nature with a key pair (IDA, PA, sA). For non-repudiation, a secure CL-PKS
further requires that an adversary should not be able to generate a signature on
a message with a pair of keys different from the one obtained through a query
with CL.Extract-Partial-Key. More formally, an adversary succeeds in Game
1 if it generates two valid key pairs (ID∗, P∗, s∗) and (ID∗, P ′

∗, s
′
∗) for any chosen

(ID∗, U∗) and CL.Extract-Partial-Key(Mpk, Msk, ID∗, U∗) has been queried
at most once. A secure CL-PKS requires its CL-KGA is safe against this type
of adversary. This requirement is similar to the strong EUF-CMA notion of a
signature scheme [3]. As in a CL-PKE, a CL-PKS requires that its CL-KGA is
also secure against Type-II adversaries.

The two games are depicted in Table 1. In these games, an adversary can
access an oracle OCL to issue queries adaptively before outputting a key pair
(ID∗, P∗, s∗) for test. In both games, query CL.Get-Public-Key, CL.Get-
Private-Key and CL.Get-User-Key can be asked. And in Game 1, query
CL.Extract-Partial-Key can also be asked.

– Query CL.Extract-Partial-Key(Mpk, Msk, IDA, UA). The oracle follows the
function definition to generate WA and dA and calls function CL.Set-Public-
Key(Mpk, IDA, UA, WA) to get PA. It returns WA and dA after recording
(IDA, PA) in a set Q. The oracle can build the set Q because CL.Set-Public-
Key doesn’t need xA in our CL-KGA formulation.

– Query CL.Get-Public-Key(IDA, bNewKey). If bNewKey is true, the oracle
follows function CL.Set-User-Key, CL.Extract-Partial-Key, CL.Set-
Private-Key, and CL.Set-Public-Key sequentially to generate keys, and
it returns PA after recording all the internal keys as (IDA, PA, xA, sA) in a
set L and putting PA in a set P. Otherwise, the oracle returns PA from the
latest record indexed by IDA in L.

– Query CL.Get-Private-Key(IDA, PA). The oracle returns sA from the
record indexed by (IDA, PA) in L after putting (IDA, PA) in a set S1.

– Query CL.Get-User-Key(IDA, PA). The oracle returns xA from the record
indexed by (IDA, PA) in L after putting (IDA, PA) in a set S2.

In these two games, if no record is found when searching L, the oracle returns
an error. To exclude the cases that the adversary can win trivially, CL.Get-
Private-Key(ID∗, P∗) is disallowed in both games, i.e., (ID∗, P∗) /∈ S1. In Game
1, (ID∗, P∗) is not allowed in the final test if CL.Extract-Partial-Key(Mpk,
Msk, ID∗, U∗) has been queried for some U∗, and W∗ from the query output
satisfies P∗ = CL.Set-Public-Key(Mpk, ID∗, U∗, W∗), i.e., (ID∗, P∗) /∈ Q. In
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Table 1. The CL-KGA games

Game 1: Type-I Adversary

1. (Mpk, Msk)← CL.Setup(1k).

2. (ID∗, P∗, s∗)←AO1
CL

I (Mpk).
3. succeed if (ID∗, P∗) /∈ S1 ∪ Q and valid←CL.Verify-Key(Mpk, ID∗, P∗, s∗).

Game 2: Type-II Adversary

1. (Mpk, Msk)← CL.Setup(1k).

2. (ID∗, P∗, s∗)←AO2
CL

II (Mpk, Msk).
3. succeed if P∗ ∈ P, (ID∗, P∗) /∈ S1 ∪ S2 and valid←CL.Verify-Key(Mpk, ID∗, P∗, s∗).

Game 2, CL.Get-User-Key(ID∗, P∗) is forbidden, i.e., (ID∗, P∗) /∈ S2, and P∗
has to be a public key generated through a query CL.Get-Public-Key(IDA,
true) for some IDA, i.e., P∗ ∈ P.

Definition 1. A CL-KGA is secure if the success probability of both AI and
AII in the CL-KGA games is negligible.

Table 2. The CL-PKS-EUF-CMA games

Game 1: Type-I Adversary

1. (Mpk, Msk)← CL.Setup(1k).

2. (ID∗, P∗, m∗, σ∗)←AO1
CL

I (Mpk).
3. succeed if (ID∗, P∗) /∈ S1 ∪ Q, (ID∗, P∗, m∗) /∈ M and

valid←CL.Verify(Mpk, ID∗, P∗, m∗, σ∗).

Game 2: Type-II Adversary

1. (Mpk, Msk)← CL.Setup(1k).

2. (ID∗, P∗, m∗, σ∗)←AO2
CL

II (Mpk, Msk).
3. succeed if P∗ ∈ P, (ID∗, P∗) /∈ S1 ∪ S2, (ID∗, P∗, m∗) /∈ M and

valid←CL.Verify(Mpk, ID∗, P∗, m∗, σ∗).

For CL-PKS, we use the security model shown in Table 2 to define the
security notion of EUF-CMA. As in the CL-KGA games, query CL.Get-
Public-Key(IDA, bNewKey), CL.Get-Private-Key(IDA, PA) and CL.Get-
User-Key(IDA, PA) can be issued in both games, and in Game 1, query
CL.Extract-Partial-Key(Mpk, Msk, IDA, UA) can also be asked. To enable
signature queries, the following extra query is allowed in both games.
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– Query CL.Get-Sign(IDA, PA,m). The oracle uses the private key sA from
the record indexed by (IDA, PA) in L to sign the message m and returns the
signature after recording (IDA, PA,m) in a set M. If no private key is found
corresponding to PA belonging to IDA, return an error.

In the security model of [25,43], the adversary in Game 1 is allowed to issue
another query CL.Replace-Public-Key(IDA, PA), which replaces user IDA’s
public with his choice PA. This query simulates the attack to forge a signa-
ture for a targeted identity but with a faked public key. In this work, we don’t
use this query. Instead, we allow the adversary to provide a public key of his
choice in CL.Verify in the final stage of both games. This arrangement implic-
itly empowers the adversary to cheat a signature verifier with a faked public
key. Adversaries defined by this approach corresponds to the normal (instead of
strong) adversaries in [25].

As in the CL-KGA games, same restrictions are applied to allowed queries
to avoid trivial cases that the adversary can win. Moreover, CL.Get-Sign(ID∗,
P∗, m∗) is disallowed in both games, which implies (ID∗, P∗, m∗) /∈ M, because
the proposed schemes in this work are not strong EUF-CMA-secure.

Definition 2. A CL-PKS is secure if the success probability of both AI and AII

in the CL-PKS-EUF-CMA games is negligible.

Similarly, the IND-CCA security notion of CL-PKE as in [1] can be defined.
We skip it due to lack of space.

In [11], the authors interpreted the reason that “the composition of two ‘prov-
ably secure’ schemes, namely original OMC and ECDSA, results in an insecure
scheme” as “This situation may be viewed as a specific limitation of the security
definition for implicit certificates given in” [12], “or ... as a broader limitation of
provable security, or ... as a need to formulate all security definitions according
to the recently defined universal composability.” Because both OMC and ECQV
appear to be natural candidates to generate implicit certificates, we interpret this
failure of universal composition as the limitation of implicit certificates in gen-
eral. That is we should not purposely define a stronger security notion of implicit
certificates, which maintains universal composability but excludes those natural
constructions such as OMC and ECQV. Instead, we need to define proper secu-
rity notion for signature schemes that employ implicit certificates. The CL-PKS
definition above serves such purpose. Meanwhile, the Al-Riyami-Paterson’s for-
mulation in [1] does not allow to use implicit certificate schemes such as OMC
and ECQV to generate private and public keys and makes it difficult to con-
struct signature schemes upon widely used standard algorithms such as ECDSA
and SM2. This is exactly what a good implicit certificate scheme intends to
achieve. The new CL-PKC definition in this work overcomes this hurdle. The
formulation above unifies the two types of security mechanisms, namely the one
using implicit certificates and CL-PKC, under one umbrella, and brings forth
the benefits of both realms, i.e., efficiency of implicit-certificate-based schemes
and rigorous security analysis approach of CL-PKC.
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3 Certificateless Key Generation

Here following the definition in Sect. 2, we present a certificateless key generation
algorithm to generate private and public key pairs, which will be used in the CL-
PKS schemes later. The algorithm can also be used to construct CL-PKE and
CL-KA schemes. The scheme is built upon the standard elliptic curve Schnorr
signature (specifically EC-FSDSA [28]). In the description, we use symbol ∈R to
denote the operation to randomly choose from a set, and xG and yG to signify
the x-axle and y-axle of a point G respectively.

– CL.Setup(1k)
1. Select an elliptic curve E : Y 3 = X2 + aX + b defined over a prime field

Fp. The curve has a cyclic point group G of prime order q.
2. Pick a generator G ∈ G.
3. s ∈R Z

∗
q .

4. PKGC = [s]G.
5. Pick two cryptographic hash functions: H1 : {0, 1}∗ → {0, 1}n;H2 :

{0, 1}∗ → Z
∗
q for some integer n > 0.

6. Output Mpk = (a, b, p, q,G, PKGC ,H1,H2) and Msk = s.
– CL.Set-User-Key(Mpk, IDA)

1. xA ∈R Z
∗
q .

2. UA = [xA]G.
3. Output (UA, xA).

– CL.Extract-Partial-Key(Mpk, Msk, IDA, UA)
1. Z = H1(a‖b‖xG‖yG‖xPKGC

‖yPKGC
‖IDA).

2. w ∈R Z
∗
q .

3. X = [w]G.
4. W = UA + X.
5. λ = H2(xW ‖yW ‖Z).
6. t = (w + λ · s) mod q.
7. Output (WA = W,dA = t).

– CL.Set-Private-Key(Mpk, IDA, UA, xA, WA, dA)
1. Output sA = (xA + dA) mod q.

– CL.Set-Public-Key(Mpk, IDA, UA, WA)
1. Output PA = WA.

– CL.Calculate-Public-Key(Mpk, IDA, PA)
1. Z = H1(a‖b‖xG‖yG‖xPKGC

‖yPKGC
‖IDA).

2. λ = H2(xPA
‖yPA

‖Z).
3. OA = PA + [λ]PKGC .

– CL.Verify-Key(Mpk, IDA, PA, sA)
1. Z = H1(a‖b‖xG‖yG‖xPKGC

‖yPKGC
‖IDA).

2. λ = H2(xPA
‖yPA

‖Z).
3. P ′

A = [sA]G − [λ]PKGC .
4. Output valid if PA = P ′

A, and invalid otherwise.
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It is easy to check that OA = [sA]G and everyone can compute it from public
values. However, the CL.Verify-Key function makes use of sA, so only the
owner of the key pair can validate its correctness. It cannot be done by one just
knowing OA. The equations P ′

A = OA − [λ]PKGC and PA = P ′
A do not mean

a Schnorr signature. The hash-function H1 in the description is unnecessary in
theory, but useful for a neat implementation. The security of the CL-KGA can
be summarised by following two theorems.

Definition 3. Let (G, G, q) be a group of prime order q and G is a generator.
The discrete logarithm problem is given a random P ∈ G to find α such that
P = [α]G.

Theorem 1. If there exists a Type-I adversary AI that has a non-negligible
probability of success in Game 1 against the CL-KGA, then the discrete logarithm
in the group G can be solved in polynomial time in the random oracle model.

Theorem 2. If there exists a Type-II adversary AII that has a non-negligible
probability of success in Game 2 against the CL-KGA, then the discrete logarithm
in the group G can be solved in polynomial time in the random oracle model.

Due to lack of space, the reductions are presented in the full paper [14].

4 CL-PKS

4.1 Generic Approach to Construct CL-PKS

Using CL-KGA, a user with identity IDA generates a pair of keys (PA, sA),
and everyone can call function CL.Calculate-Public-Key(Mpk, IDA, PA) to
compute the real public key OA. A standard signature scheme is defined by
three functions (G,Σ, V ) such that the key generation function G generates a key
pair (OA, sA), the signing function Σ takes (OA, sA,m) as input and produces
a signature σ, and the verification function V takes (OA,m, σ) as input and
tests whether σ is a valid signature of m with respect to OA. An obvious way
to construct a CL-PKS is to call a CL-KGA to generate keys and call Σ in
CL.Sign and call CL.Calculate-Public-Key first to compute OA and then
call V to test a signature in CL.Verify. However, such crude construction with
a CL-KGA that is secure by Definition 1 and a signature scheme that is EUF-
CMA-secure even in the multi-user setting [34] does not always end up with a
secure CL-PKS satisfying Definition 2.

Menezes and Smart investigated the security notions of digital signature in
the multi-user setting [34]. They formulated two types of security notions for a
signature scheme in this case. One security notion is formulated against weak-key
substitution (WSK) attacks, which requires that an adversary, if outputs a pair
of message and signature generated upon public key Oi that is also valid with
respect to a different public key O∗, should know the private key corresponding
to O∗. With this restriction, they proved that ECDSA is WSK-secure if users
share the same domain parameters such as those in Mpk. In Sect. 3 we have
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proved that the CL-KGA, which bears high similarity with the OMC implicit
certificate scheme, is secure by Definition 1. However, the simple combination of
the CL-KGA with ECDSA following the suggested method does not produce a
secure CL-PKS. In [11] Brown et al. detailed a security analysis which shows
that the OMC with ECDSA is completely broken and the ECQV with ECDSA
is not safe against an artificial forgery attack. These cases demonstrate that an
EUF-CMA and WSK-secure DSA is not sufficient for universal composability.
This happens because in the CL-PKS setting, an adversary may output a valid
tuple (ID∗, P∗,m∗, σ∗) without knowing the private key. Moreover, m∗ may not
have been signed by any entity in the system and P∗ may not belong to any
entity either. Hence, it is necessary that the used EUF-CMA-secure DSA is
at least against the strong-key substitution (SKS) attacks [34], which does not
require the adversary knows the private key corresponding to O∗ after outputting
(ID∗, P∗,m∗, σ∗) for test, where O∗ ←CL.Calculate-Public-Key(Mpk, ID∗,
P∗) and valid←CL.Verify(Mpk, ID∗, P∗,m∗, σ∗).

Here, we show a simple technique to enhance the security of composed
schemes. The intermediate value λ in the CL-KGA, which is generated in
the Schnorr signing process, is called the assignment in the general framework
defined in ISO/IEC 14888-3 [28] for signatures schemes based on discrete loga-
rithm with randomized witness. If the signing function of the digital signature
algorithm (DSA) is signing on (λ‖m) instead of m, the two algorithms, the
CL-KGA and DSA, are linked together to safeguard the security of resulting
CL-PKS. Intuitively, with including λ as the prefix of the message to be signed,
the signer is forced to commit to a public key PA and hence the corresponding
real public key OA before generating a signature. This mechanism takes away the
freedom of a forger to generate a signature before finding a public key PA satis-
fying the verification equation. The security of a standard DSA such as ECDSA
guarantees that without knowing the private key, it is unlikely to generate a
valid signature with respect to a given public key OA. Meanwhile, the security
of the CL-KGA assures that without the help of the KGC, the adversary cannot
compute the private key sA corresponding to a given public key OA.

This simple technique works like applying with the so-called “key prefixing”
technique [8,34] by signing on a message together with the signer’s public key and
its identity indirectly. The technique has been used in [21] to construct ECCSI.
We apply this technique to construct two CL-PKS schemes. We will show later
that the technique indeed plays an essential role to defeat all the known attacks
against the resulting CL-PKS.

4.2 CL-PKS1 from ECDSA

First, we present a scheme (CL-PKS1) using the CL-KGA and the standard
ECDSA. The scheme uses another hash function H3 : {0, 1}∗ → {0, 1}n. In
practice, both H1 and H3 are instantiated by a secure hash function like SHA256.
H2 is also constructed from the same hash function by excluding the zero output
modulo q (Table 3).
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Table 3. CL-PKS1

CL.Sign(Mpk, IDA, PA, sA, m) CL.Verify(Mpk, IDA, PA, m, σ)

1. Z = H1(a‖b‖xG‖yG‖
xPKGC‖yPKGC‖IDA).

2. λ = H2(xPA‖yPA‖Z).
3. h = H3(λ‖m).
4. r ∈R Z

∗
q .

5. Q = [r]G.
6. u = xQ mod q.
7. v = r−1 · (u · sA + h) mod q.
8. Output σ = (u, v).

1. Z = H1(a‖b‖xG‖yG‖
xPKGC‖yPKGC‖IDA).

2. λ = H2(xPA‖yPA‖Z).
3. OA = PA + [λ]PKGC .
4. h = H3(λ‖m).
5. v1 = v−1 · h mod q.
6. v2 = v−1 · u mod q.
7. Q′ = [v1]G + [v2]OA.
8. u′ = xQ′ mod q.
9. Output valid if u = u′, and invalid

otherwise.

The presented CL.Sign function from step 3 exactly follows ECDSA to sign
with private key sA on message (λ‖m). The first two steps can be treated as
a message preparation process, which re-generates the assignment computed
in the Schnorr signing process invoked by CL.Extract-Partial-Key. These
two steps can further be saved if λ is pre-computed and stored. CL.Verify
function invokes two functions sequentially. It first activates CL.Calculate-
Public-Key to calculate the signer’s supposed real public key OA and then calls
the verification function of ECDSA to verify signature σ on message (λ‖m) with
regard to OA. We note that signing on (λ‖m) instead of m does not require any
modification to the implementation of ECDSA either in software or hardware.

In [11], it’s been shown that both OMC and ECQV are insecure with ECDSA
in direct composition. Our revisiting the analysis of [11] shows that after applying
with the key prefixing technique of signing on (λ‖m), both CL-PKS1 and ECQV
with ECDSA are secure against the known attacks. Our analysis further shows
that CL-PKS1 has the security equivalent to (in fact better than) the ECQV
with the vanilla ECDSA scheme in the combined random oracle (for the hash
function) and generic group model (for the elliptic curve group) [36]. Please refer
to the full paper [14] for details.

4.3 CL-PKS2 from ECDSA-II

Because ECDSA lacks a security reduction based on a standard complexity
assumption, several modifications to ECDSA such as [33] were proposed to
address this issue. All modifications include u as an input to H3. However the
way to generate u is different in each proposal. We use a variant of ECDSA by
setting u = xQ (called ECDSA-II in [33]). For most of the elliptic curves defined
over prime fields used in practice, this modification will not change the size of
the representation of u. On the other hand, this variant can be proved secure
in the random oracle with the Improved Forking Lemma as in [33]. We use this
modified ECDSA to construct CL-PKS2 (Table 4).
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Table 4. CL-PKS2

CL.Sign(Mpk, IDA, PA, sA, m) CL.Verify(Mpk, IDA, PA, m, σ)

1. Z = H1(a‖b‖xG‖yG‖
xPKGC‖yPKGC‖IDA).

2. λ = H2(xPA‖yPA‖Z).
3. r ∈R Z

∗
q .

4. Q = [r]G.
5. u = xQ.
6. h = H3(u‖λ‖m).
7. v = r−1 · (u · sA + h) mod q.
8. Output σ = (u, v).

1. Z = H1(a‖b‖xG‖yG‖
xPKGC‖yPKGC‖IDA).

2. λ = H2(xPA‖yPA‖Z).
3. OA = PA + [λ]PKGC .
4. h = H3(u‖λ‖m).
5. v1 = v−1 · h mod q.
6. v2 = v−1 · u mod q.
7. Q′ = [v1]G + [v2]OA.
8. u′ = xQ′ .
9. Output valid if u = u′, and invalid

otherwise.

We note that without including λ, even with u as an input to H3, such
variant still suffers from the attacks as those in [11]. This again demonstrates
the effectiveness of the key prefixing technique.

4.4 Security Analysis

Now, we analyze the security of the schemes. Apart from the analysis against
the existing attacks as those in [11], we present two formal security results of
CL-PKS1 for building confidence in the scheme. The analysis of CL-PKS1 with a
few changes is also applicable to ECQV with ECDSA if the technique of signing
on (λ‖m) is used. We fully analyze CL-PKS2’s security.

Because the CL-PKS1 scheme is the composition of the CL-KGA and
ECDSA, the security of the scheme won’t be better than either of the com-
ponents. For ECDSA, the known security result is either based on the collision
resistance of the used hash function in the generic group model [9] or based on
so-called the semi-logarithm problem in the random oracle model [10,17]. As we
have already adopted the random oracle model to analyze the security of the
CL-KGA, here we continue to analyze the security of the CL-PKS schemes in
the same model.

To address the technique shortcoming of the proof, we put a restriction on
the CL.Get-Sign(IDA,PA, m) query. If ID∗ = IDA and P∗ = PA, then each
message m can be queried at most once. This “one-per-message unforgeability”
security notion [17] is weaker than the EUF-CMA. However, it is so far the
provable one for ECDSA in the random oracle. We label these two types of
adversaries as Type-I− and Type-II− adversary. We note that for CL-PKS2,
this restriction is unnecessary because of including u in H3.

Definition 4. Let (G, G, q) be a group of prime order q and G is a generator.
The semi-logarithm problem is given a random P ∈ G to find (u, v) such that
u = F([v−1](G + [u]P ), where F(X) returns x-axle of point X.
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For Type-I adversaries, there are two possible attacking cases. Case 1: AIa

generates a signature which is valid with a targeted ID∗ and ID∗’s public key.
Case 2: AIb generates a signature which is valid with a targeted ID∗ but a public
key different from ID∗’s. Note that in this case, ID∗ may have no public key yet.
The security analysis results of these two CL-PKS schemes are as follows.

Lemma 1. If there exists an adversary A−
Ia that has a non-negligible probability

of success in Game 1 against CL-PKS1 in the random oracle model, then the
semi-logarithm problem in the group G can be solved in polynomial time.

Theorem 3. If there exists an adversary A−
II that has a non-negligible proba-

bility of success in Game 1 against CL-PKS1 in the random oracle model, then
the semi-logarithm problem in the group G can be solved in polynomial time.

Lemma 2. If there exists an adversary AIa that has a non-negligible probability
of success in Game 1 against CL-PKS2 in the random oracle model, then the
discrete logarithm problem in the group G can be solved in polynomial time.

Lemma 3. If there exists an adversary AIb that has a non-negligible probability
of success in Game 1 against CL-PKS2 in the random oracle model, then the
discrete logarithm problem in the group G can be solved in polynomial time.

Theorem 4. If there exists an adversary AI that has a non-negligible probability
of success in Game 1 against CL-PKS2 in the random oracle model, then the
discrete logarithm problem in the group G can be solved in polynomial time.

Theorem 5. If there exists an adversary AII that has a non-negligible proba-
bility of success in Game 2 against CL-PKS2 in the random oracle model, then
the discrete logarithm problem in the group G can be solved in polynomial time.

Due to lack of space, the reductions are presented in the full paper.
Overall, CL-PKS2 is a secure scheme with regard to Definition 2 in the ran-

dom oracle model based on the DL assumption. With two results from Lemma 1
and Theorem 3, CL-PKS1 still lacks a formal security analysis against the A−

Ib

adversary without resorting to the generic group model or introducing new com-
plexity assumption. On the other hand, it is shown that CL-PKS1 is more secure
than ECQV+ECDSA (the detailed analysis is given in [14]).

5 Performance Evaluation and Application

We first compare the proposed CL-PKS schemes with the related schemes includ-
ing existing CL-PKS schemes and standard signature schemes using implicit
certificates. Many CL-PKS schemes with or without pairing are proposed in the
literature. Pairing (denoted by P , which is a bilinear map: G1 × G2 → G3 such
that G1 and G2 are two cyclic groups and G3 is a related extension field) is a
much heavier computation operation than the point scalar (denoted by S) or
exponentiation (denoted by E) in the field G3. We don’t list all the existing
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Table 5. Performance comparison

Scheme Key size Computation Signature Security Upon

Private Public Signing Verification Size Status Standard alg.

AP [1] |G1| 2|G1| 1P + 3S 4P + 1E |G1|+ |q| Broken
[26]

No

CPHL [16] |G1| |G1| 2S 2P + 2S 2|G1| Proof∗ No

HMSWW
[25]

|q|+ |G1| |G1| 1S 3P |G1| Proof∗ No

ZWXF [43] |q|+ |G1| |G1| 3S 4P 2|G1| Proof∗ No

ZZZ [44] |q|+ |G1| |G2| 1S + 2E 1P + 3E |G1|+ 2|q| Proof∗ No

HRL [22] |q| |q|+ |G| 1S 5S 2|G| No proof∗ No

HCZ [24] |q| 2|G| 1S 3S |G|+ |q| Broken
[40]

No

JHLC [27] |q| 2|G| 1S 3S |G|+ |q| Proof∗ No

LXWHH
[32]

2|q| 2|G| 1S 3S 2|q| Proof∗ No

YSCC [42] |q| |G| 1S 3S |G|+ |q| Broken
[27]

Schnorr

OMC+
ECDSA [11]

|q| |G| 1S 3S 2|q| Broken
[11]

ECDSA

ECQV+
ECDSA [11]

|q| |G| 1S 3S 2|q| Known
attack [11]

ECDSA

CL-PKS1 |q| |G| 1S 3S 2|q| Partial
proof

ECDSA

CL-PKS2 |q| |G| 1S 3S |p|+ |q| Proof Enhanced
ECDSA

∗We note that these schemes do not satisfy the CL-PKS security notion in Definition 2.

CL-PKS schemes. Instead, only some commonly referred pairing-based schemes
and some most efficient pairing-free schemes are compared. |G| and |q| denote
the bit length of the size of a group G and an integer q respectively.

According to Table 5, it is known that our schemes are among the most effi-
cient ones. Moreover, CL-PKS1 doesn’t suffer from the Kravitz’s attack that
affects ECQV+ECDSA, and it can be realized by reusing the existing imple-
mentation of ECDSA. This is a particularly important advantage in practice
because many security elements (SE) have ECDSA embedded and the private
key is protected within the SE. Deploying CL-PKS1 doesn’t need to modify
existing hardware chips and won’t cause extra security concerns because the
signing process can use the private key stored in SE in the same way as ECDSA.

We have implemented CL-PKS1 on the 32-bit Cortex-M4 MCU STM32F4
to evaluate the performance. STMicroelectronics provides a crypto library [38],
which has interfaces to access to the implementation of ECDSA and point scalar
operation over the NIST p256 elliptic curve. The signing process of CL-PKS1
can directly call ECDSA signature generation function in the library by signing
on (λ‖m). The verification process first calls the scalar and addition operations
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to compute OA and then calls the verification function of ECDSA in the library.
We have also implemented CL-PKS1 from the scratch to evaluate the perfor-
mance of a native implementation of the scheme. In the implementation, the
Montgomery modular is applied to compute multiplication in Fp. The addition
and multiplication operations are implemented with the assembly language. The
code is compiled with −O3 option and speed is measured with STM32F4 working
at 168 MHz (Table 6).

Table 6. Implementation of CL-PKS1 on STM32F4

Implementation Code size Stack size Signing time Verification time

STM crypto lib 15K 0.5K 0.078 s 0.076 s (scalar)+ 0.104 s (ECDSA ver.)

Our software 11K 0.7K 0.058 s 0.132 s

Our software implementation is even faster than the one using the library
provided by STMicroelectronics. The speed of the implementation appears quick
enough for most applications.

Systems employing CL-PKS will enjoy the benefit of lightweight key manage-
ment. For example, inter-domain authentication in the Internet of Things such
as V2V communication [41] requires PKC-based security solutions. Considering
the constrained resource, diversity of devices and the scale of the IoT, an effi-
cient CL-PKS scheme like CL-PKS1 offers clear advantages over the certificate-
based, identity-based, and raw public key with out-of-band validation (RPK-
OOBV) solutions. The certificate size and the complicated validation process
could quickly drain available resources of a constrained device (see [37] for a
detailed evaluation of the impact of a certificate on IoT devices). The RPK-
OOBV has small public key data but requires other validation mechanisms
such as DNSSEC. On the other hand, the proposed CL-PKS has small key size
as RPK-OOBV and removes the necessity of public key validation. With only
slightly larger communication overhead by including the public key PA as part
of a signature as suggested in [6], CL-PKS can work just like an IBS but is free
of the key-escrow concern.

6 Conclusion

In this work, we redefine the formulation of CL-PKC to unify it with security
mechanisms using implicit certificates. We then construct a CL-KGA from the
Schnorr signature and prove its security in the random oracle model. Further-
more, we demonstrate that using the assignment computed in the CL.Extract-
Partial-Key process as the key prefixing in the message signing process helps
improve the security of a CL-PKS that is constructed by combining a secure CL-
KGA with a standard signature algorithm. Two of such schemes are described.
CL-PKS1 can be implemented based on existing security elements that support
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ECDSA, and security analysis shows that it has stronger security than the com-
position of ECQV with ECDSA. CL-PKS2 has full security reductions based
on the discrete logarithm assumption in the random oracle model. The results
presented in the work may also shed light on the way of using of ECQV with
ECDSA. With little cost, the security of the ECQV-based signature scheme can
benefit from the key prefixing technique. However, whether using the assign-
ment as the key prefixing allows universal composability of a secure CL-KGA
with an EUF-CMA-secure DSA, which fits with the general framework defined
in ISO/IEC 14888-3, remains an open problem.
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Abstract. With the rapid development of mobile internet, a large num-
ber of lightweight devices are widely used. Therefore, lightweight cryp-
tographic primitives are urgently demanded. Among these primitives,
online/offline signatures are one of the most promising one. Motivated
by this situation, we propose a lattice-based online/offline signature
scheme by using the hash-sign-switch paradigm, which was introduced
by Shamir and Tauman in 2001. Our scheme not only has the advan-
tages of online/offline signatures, but also can resist quantum computer
attacks. The scheme we propose is built on several techniques, such as
cover-free sets and programmable hash functions. Furthermore, we design
a specific chameleon hash function, which plays an important role in
the hash-sign-switch paradigm. Under the Inhomogeneous Small Integer
Solution (ISIS) assumption, we prove that our proposed chameleon hash
function is collision-resistant, which makes a direct application of this
new design. In particular, our method satisfies existential unforgeability
against adaptive chosen message attacks in the standard model.

Keywords: Online/offline signature · Lattice
Chameleon hash function
The Inhomogeneous Small Integer Solution (ISIS) assumption

1 Introduction

As one of fundamental cryptographic primitives, digital signatures are the essen-
tial inventions of modern cryptography. Informally, a signer Alice establishs a
public key vk while keeping a secret key sk to herself. In addition, sk and pk
satisfy a certain mathematical relation. The signer Alice signs a message M
using sk and obtains a digital signature σ of M . Anyone, with pk, can verify the
validity of the message-signature pair (M,σ). A digital signature scheme is said
to be secure if it is existentially unforgettable against adaptive chosen message
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attacks [10]. Digital signatures are useful in e-contract signing, document nota-
rizing, authentication, and many other scenarios with the need of data integrity
check and undeniability guaranty (e.g., [3,10]). In addition, digital signatures
are the essential building blocks of more advanced cryptographic schemes, such
as fair exchange and authenticated data redaction (e.g., [5]).

Digital signature schemes are often built on mathematical operations, like
modular exponentiation, scalar multiplication and bilinear mapping, etc. How-
ever, these operations are much too heavy for smart cards, mobile devices, FRID
tags and other resource-constrained devices. For those devices with more power,
it would also be a critical issue when a large number of messages must be signed
within a short period of time.

As a result, a lot of approaches have been proposed to improve the effi-
ciency of digital signatures, e.g., online/offline signatures. Online/Offline signa-
tures speed up signature production by dividing the signing process into two
phases, offline and online. Most costly computations are completed in the offline
phase, when the messages to be signed are unknown and the device is idle. Such
pre-computation enables the online phase to quickly sign the messages with only
light computation. The notion of online/offline signatures was introduced by
Even, Goldreich and Micali [8] in 1989. Their design philosophy of online/offline
signatures is using the one-time signatures for the online phase, which are very
fast, and an ordinary signature scheme is used at the offline phase. Motivated
by the design in [8], Shamir and Tauman [16] use chameleon hash functions to
develop a new paradigm called hash-sign-switch, which can convert any signa-
ture scheme into a highly efficient online/offline signature scheme. From then
on, there are many results (e.g., [4,14,18]) adopting hash-sign-switch paradigm
to construct online/offline signature schemes.

The security of most existing online/offline signature schemes is based on tra-
ditional number-theoretic assumptions (e.g., [8,11,14]) and they are in danger
of being broken with the rapid development of quantum computing technol-
ogy. Therefore, it is urgent to design online/offline signature schemes that can
resist quantum computer attacks. To the best of our knowledge, little attention
has been paid on anti-quantum online/offline signatures (e.g., [18,19]). In the
following section, we shall present a brief review of the related work.

1.1 Related Work

Even, Goldreich and Micali [8] proposed the notion of online/offline signatures
in 1989. They used a general method to convert any signature scheme into an
online/offline signature scheme. In their work, if the length of M is k, then the
length of σ is a quadratic polynomial in k. To further improve the efficiency,
Shamir and Tauman [16] proposed a hash-sign-switch paradigm. In [16], the
overhead of the signature is reduced to an additive factor of k.

Many online/offline signature schemes with different properties have been
proposed, such as threshold online/offline signature schemes (e.g., [4]) and
identity-based online/offline signature schemes (e.g., [14]). Nevertheless, almost
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all of previous online/offline signature schemes are based on traditional number-
theoretic assumptions, such as DLP and IF (e.g., [4,8,12,16]). There is a risk that
these assumptions would be broken with the use of quantum computing technol-
ogy. Therefore, it is necessary to design anti-quantum online/offline signature
schemes. However, there are few results on anti-quantum online/offline signa-
tures (e.g., [18,19]). Driven by the design philosophy raised by Xiang [18] and
Zhang [20], we present a lattice-based online/offline signature scheme. Although
the idea of [18] is enlightening, the chameleon hash function needs more rigorous
proof and the correctness of some details in his scheme needs further discussion.

1.2 Our Contributions

Lightweight cryptographic primitives are widely demanded as the widespread
use of lightweight devices. Online/offline signatures are one of the promising
solutions for this dilemma. This makes it highly non-trivial to propose a lattice-
based online/offline signature scheme, which not only has the advantages of
online/offline signature schemes, but also can resist quantum computer attacks.

Compared to previous work [18], our proposed chameleon hash func-
tion includes rigorous proof and specific data. Furthermore, by applying our
chameleon hash function to the original scheme [20], the new scheme is more
efficient than the original one in the offline phase. The security of our scheme
can be reduced to the Inhomogeneous Small Integer Solution (ISIS) assumption
in the standard model.

1.3 Roadmap

After some preliminaries in Sect. 2, we give a specific chameleon hash function
in Sect. 3.1, which is a core technical in our scheme. We propose a lattice-based
online/offline signature scheme in Sect. 3.2, and a short conclusion is given in
Sect. 4.

2 Preliminaries

In this section, we mainly describe the notion of lattice-based programmable
hash functions [20] and online/offline signatures [4].

2.1 Notation

We denote the real numbers and the integers by R and Z, respectively. For
any positive integer N , we let [N ] = {0, 1, · · · , N − 1}. For positive integer n,
let the standard notation O, ω classify the growth functions, and we say that
f(n) = ˜O(g(n)) if f(n) = O(g(n) · logc n) for some fixed constant c. We use
poly(n) to denote the function f(n) = O(nc) for some constant c. A negligible
function, denoted usually by negl(n), is f(n) such that f(n) = o(n−c) for every
fixed constant c. A probability is said to be overwhelming if it is 1 − negl(n).
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The natural security parameter is κ throughout the paper, and all other
quantities are implicitly functions of κ. The notation of ←r indicates randomly
choosing elements from the distribution. Let In be the n × n identity matrix.
Vectors are accustomed to being in column form and wrote by bold lower-case
letters, e.g. x. Matrices are used to be bold capital letters, e.g. X. The notation
of (X‖Y) ∈ R

n×(m+m′) means that the columns of X ∈ R
n×m are followed by

the columns of Y ∈ R
n×m′

. The length of a matrix is denoted as the norm of its
longest column, i.e., ‖X‖ = maxi‖xi‖. The largest singular value of matrix X
is measured by s1(X) = maxt‖Xt‖, where t is the unit vector. A hash function
H : Zn

q → Z
n×n
q is an encoding with full-rank difference (FRD) [20] if it satisfies

the following two conditions: (1) for any u �= v, the matrix H(u) ± H(v) =
H(u ± v) ∈ Z

n×n
q is invertible; and (2) H is computable in polynomial time in

n log q. In particular, for any vector v = (v, 0, · · · , 0)�, we have that H(v) = vIn.

2.2 Lattices

We now introduce the definition of lattice and its related parameters. For-
mally, given m linearly independent vectors B = (b1,b2, · · · ,bm) ∈ R

m×m,
the m-dimensional full-rank lattice generated by B is defined as Λ = L(B) =
{∑m

i=1 xibi : xi ∈ Z}. For any x ∈ R
m, the Gaussian function ρs,c on R

m

is defined as ρs,c(x) = exp(−π‖(x−c)/s‖2) with center c ∈ R
m and s > 0. We

have ρs,c(Λ) =
∑

x∈Λ ρs,c(x). For any c ∈ R
m, real s > 0 and x ∈ Λ, the discrete

Gaussian distribution DΛ,s,c over Λ is denoted as DΛ,s,c(x) = ρs,c(x)/ρs,c(Λ).
For some positive m,n, q ∈ Z, let A ∈ Z

n×m
q be a matrix and consider-

ing the following two lattices: Λ⊥(A) = {z ∈ Z
m : Az = 0 mod q} and

Λ(A) = {z ∈ Z
m : ∃ s ∈ Z

n
q s.t. z = A�s mod q}. For any u ∈ Z

n admitting
an solution to Ax = u mod q, we have the coset Λ⊥

u (A) = {z ∈ Z
m : Az = u

mod q} = Λ⊥(A) + x.
The following result was quoted from [20], and it will be used in Sect. 3.

Lemma 1. For any positive integer m ∈ Z, vector y ∈ Z
m and large enough

s ≥ ω(
√

log m), we have that

Pr
x←rDZm,s

[‖x‖ > s
√

m] ≤ 2−m and Pr
x←rDZm,s

[x = y] ≤ 21−m.

Following [6,15], we say that a random variable X over R is subgaussian
with parameter s > 0 if the moment-generating function satisfies E[exp(2πtX)]
≤ exp(πs2t2) for all t ∈ R,. If X is subgaussian, then its tails are dominated by
a Gaussian with parameter s, i.e., Pr[|X| ≥ t] ≤ 2 exp(−πt2/s2) for all t ≥ 0. In
addition, we get that a random matrix X is subgaussian with parameter s if all
its one-dimensional marginals u�Xv for unit vectors u, v are subgaussian with
parameter s. Moreover, we have that for any lattices Λ ⊂ R

m and s > 0, the
distribution DΛ,s is subgaussian with parameter s.

We have the following results from the non-asymptotic theory of random
matrices [17], and it gives the singular value of variable X exactly.
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Lemma 2. Let X ∈ Z
m×n
q be a subgaussian random matrix with parameter s.

There exists an universal constant C ≈ 1/
√

2π such that for any t ≥ 0, we have
s1(X) ≤ C · s · (

√
m +

√
n + t) except with probability at most 2 exp(−πt2).

In 1999, Ajtai [2] proposed the first trapdoor generation algorithm to out-
put an approximately uniform trapdoor matrix A that allows to efficiently
sample short vectors in Λ⊥(A). Then this trapdoor generation algorithm has
been improved in [15]. We now recall the publicly trapdoor matrix G in
[15]. Formally, for any prime q > 2, integer n ≥ 1, k = log2 q�, and
g = (1, 2, 4, · · · , 2k−1)� ∈ Z

k
q , we have that the public trapdoor matrix

G = In ⊗ g� ∈ Z
n×nk
q , where ‘⊗’ denotes the tensor product.

We show the formal definition of G-trapdoor [15] in the following and it will
be used in Sect. 3.

Definition 1. Let A ∈ Z
n×m̄
q and G ∈ Z

n×nk
q be matrices with n, q, m̄ ∈ Z and

k = log2 q�. A G-Trapdoor for A is a martix R ∈ Z
(m̄−nk)×nk
q such that A

(

R
I

)

= SG for some invertible matrix S ∈ Z
n×n
q . The quality of the trapdoor

is measured by its largest singular value s1(R).

If R is a trapdoor for A, then it can be made into an equally good trapdoor for
any extension (A‖B) by padding R with zero rows. This leaves s1(R) unchanged.

Then we refer to [15] for a detailed description of the sampling algorithm,
which plays an important role in our scheme in Sect. 3.

Theorem 1. For any integer n ≥ 1, q > 0, k = log2 q�, sufficiently large
m̄ = O(n log q) and some invertible tag S ∈ Z

n×n
q , there is a polynomial time

algorithm TrapGen(1n, 1m̄, q,S) that outputs a matrix A ∈ Z
n×m̄
q and a G-

trapdoor R ∈ Z
(m̄−nk)×nk
q with quality s1(R) ≤ √

m̄ · ω(
√

log n) such that the
distribution of A is negl(κ)-far from uniform. Moreover, given any u ∈ Z

n
q and

real s > s1(R) ·ω(
√

log n), there is an efficient algorithm SampleD(R,A,S,u, s)
samples from a distribution within negl(κ) statistical distance of DΛ⊥

u (A),s.

The following lemma illustrates that the matrix we construct is statistically
close to the uniform, which is applied to Theorem 4.

Lemma 3. For any postive n ≥ 1, q > 2, sufficiently large m̄ = O(n log q)
and real s ≥ ω(

√
log m̄), we have that the distribution of u = Ae mod q is

statistically close to uniform over Z
n
q , where e is randomly sampled from DZm̄,s

and A is a uniformly random matrix over Z
n×m̄
q .

The Inhomogeneous Small Integer Solution(ISISq,m̄,β̄) problem was first
raised by Ajtai [1]. The ISIS problem was an inhomogeneous variant of SIS,
which is asked to find a short nonzero integer solution e ∈ Z

m̄ to the homoge-
neous linear system Ae = 0 mod q for uniformly random A ∈ Z

n×m̄
q . If we set

n, q ∈ Z be some polynomials in the security parameter κ, m̄ = O(n log q), then
β̄ in the ISISq,m̄,β̄ problem can be ˜O(n5.5) according to [20]. Both hard problems
on lattices are shown in detail in [9].
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Definition 2. The Inhomogeneous Small Integer Solution (ISIS) problem (in
the 	2 norm ) is as follows: given an integer q, a matrix A ∈ Z

n×m̄
q , a syndrone

u ∈ Z
n
q and a real β̄, find a integer vector e ∈ Z

m̄ such that Ae = u mod q and
‖e‖2 ≤ β̄.

2.3 Lattice-Based Programmable Hash Function

We use lattice-based PHFs to construct our signature and lattice-based PHFs
was proposed by [20] in 2016. Formally, let m, m̄, n, 	, q, u, v ∈ Z be some poly-
nomials in the security parameter κ. We denote In as the set of invertible
matrices in Z

n×n
q . A hash function H : χ → Z

n×m
q consists of two algorithms

(H.Gen,H.Eval), i.e., K ← H.Gen(1κ) and HK(X) = H.Eval(K,X) for any
input X ∈ χ. The following definition is referenced from [20].

Definition 3. (Lattice-Based Programmable Hash Function)
A hash function H : χ → Z

n×m
q is a (u, v, β, γ, δ)-PHF if there exist a PPT

trapdoor key generation algorithm H.TrapGen and an efficiently deterministic
trapdoor evaluation algorithm H.TrapEval such that given a uniformly random
A ∈ Z

n×m̄
q and a public trapdoor matrix B ∈ Z

n×m
q , the following properties

hold:

Syntax: The PPT algorithm (K ′, td) ← H.TrapGen(1κ,A,B) outputs a key K ′

with a trapdoor td. Besides, for any input X ∈ χ, the deterministic algorithm
(RX , SX)← H.TrapEval (td,K ′,X) outputs RX ∈ Z

m̄×m
q and SX ∈ Z

n×n
q such

that s1(RX) ≤ β and SX ∈ In ∪ {0}.
Correctness: For all possible (K ′, td) ← H.TrapGen(1κ,A,B), all X ∈ χ
and its corresponding (RX ,SX) ← H.TrapEval(td,K ′,X), we have HK′(X) =
H.Eval(K ′,X) = ARX + SXB.

Statistically close trapdoor keys: For all (K ′, td) ← H.TrapGen(1κ, A, B)
and K ← H.Gen(1κ), the statistical distance between (A,K ′) and (A,K) is at
most γ.

Well-distributed hidden matrices: Let all (K ′, td) ← H.TrapGen(1κ, A,
B) and any inputs X1, · · · , Xu, Y1, · · · , Yv ∈ χ enjoys Xi �= Yj for
any i, j. For (RXi

,SXi
) ← H.TrapEval(td, K ′, Xi) and (RYj

,SYj
) ←

H.TrapEval(td,K ′, Yj), we have that

Pr[SX1 = · · · = SXu
= {0} ∧ SY1 , · · · ,SYv

∈ In] ≥ δ.

If γ is negligible and δ > 0 is noticeable, we simply say that H is a (u, v, β)-
PHF.

A general trapdoor matrix B is used for utmost generality, but the publicly
known trapdoor matrix B = G in [15] is regarded for both efficiency and sim-
plicity. In this paper, we apply two types of lattice-based programmable hash
function constructions to our scheme. Then, we show their definitions and exam-
ples from [20].
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Definition 4. [Type-1]
Let 	, n,m, q ∈ Z be some polynomials in the security parameter κ. Let E

be a deterministic encoding from χ to (Zn×n
q )�. Then the hash function H =

(H.Gen,H.Eval) with key space K ⊆ (Zn×m
q )�+1 is defined as follows:

– H.Gen(1κ): Randomly choose (A0, · · · ,A�) ←r K, return K = {Ai}
i∈{0,··· ,�}.

– H.Eval(K,X): Let E(X) = (C1, · · · ,C�), return Z = A0 +
∑�

i=1 CiAi.

In the following theorem, we show several examples of Type-1 PHF [20],
which were implicated proved in [3,15].

Theorem 2. For large enough m̄ = O(n log q), the hash function H given in
Definition 4 is a weak (1, poly(v), β, γ, δ)-PHF with β ≤ √

	m̄ · ω(
√

log n), γ =
negl(κ), and δ = 1 when instantiated as follows:

– Let K ⊆ (Zn×m
q )2 and χ = Z

n
q . Given an input X ∈ χ, the encoding E(X)

returns H(X) where H : Zn
q → Z

n×n
q is an FRD encoding.

– Let K ⊆ (Zn×m
q )�+1 and χ = {0, 1}�. Given an input X ∈ (X1, · · · , X�) ∈ χ,

the encoding E(X) returns Ci = Xi · In for all i ∈ {1, · · · , 	}.
The two instantiations in Theorem 2 are weak (1, v, β)-PHFs for some poly-

nomials v ∈ Z and real β ∈ R.

Definition 5. [Type-2]
Let n, q ∈ Z be some polynomials in the security parameter κ. For any 	, v ∈ Z

and L = 2�, let N ≤ 16v2	, η ≤ 4v	 and CF = {CFX}X∈[L] be an η-uniform,
v-cover-free set. Let τ = log2 N� and k = log2 q�. Then the hash function
H = (H.Gen,H.Eval) from [L] to Z

n×nk
q is defined as follows:

– H.Gen(1κ): Randomly choose Â,Ai ←r Z
n×nk
q for i ∈ {0, · · · , τ − 1}, return

the key K = (Â, {Ai}i∈{0,··· ,τ}).
– H.Eval(K,X): Given K = (Â, {Ai}i∈{0,··· ,τ−1}) and integer X ∈ [L], the

algorithm outputs Z = HK(X).

Please refer to [20] for details of the algorithm in Definition 5 . In the follow-
ing, we show that the hash function H given in Definition 5 is a (1, v, β)-PHFs
for some real β ∈ R and v = poly(κ).

Theorem 3. Let CF = {CFX}X∈[L] be an η-uniform, v-cover-free set. For any
n, q ∈ Z, L = 2�, N ≤ 16v2	, η ≤ 4v	 and m̄ = O(n log q), the hash function H
given in Definition 5 is a (1, poly(v), β, γ, δ)-PHF with β ≤ μv	m̄1.5 ·ω(

√
log m̄),

γ = negl(κ), and δ = 1/N , where τ = log2 N�. In particular, if we set 	 = n and
v = ω(log n), then β = Õ(n2.5) and the key of H only consists of τ = O(log n)
matrices.
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The detailed proof of this theorem has been shown in [20]. Let L,N be some
polynomials in the security parameter κ and let CF = {CFX}X∈[L] be a family
of subsets of [N ]. The family CF is said to be v-cover-free [7,13,20] over [N ] if
for any subset S ⊆ [L] of size at most v, then the union ∪X∈SCFX does not
cover CFY for all Y /∈ S. In addition, we say that CF is η-uniform if every subset
CFX in the union family CF = {CFX}X∈L have size η ∈ Z. CF = {CFX}X∈[L]

is regarded as an η-uniform, v-cover-free set when mentioned in this paper. A
hash function H : χ → Z

n×m
q can be a weak (u, v, β)-PHF, where the algorithm

H.TrapGen additionally takes a list X1, · · · ,Xu ∈ χ as inputs such that the
well-distributed hidden matrices property holds.

2.4 Definition and Security Model of Online/Offline Signatures

First of all, we roughly introduce the notion of online/offline signatures defined
in [16], and then introduce the security model of online/offline signatures. Shamir
and Tauman use the hash-sign-switch paradigm to construct a highly efficient
online/offline signature scheme, which combines any chameleon hash family
(C,H) and any signature scheme (G,S, V ) to get an online/offline signature
scheme (G

′
, S

′
, V

′
).

More specifically, let (m1, r1) ∈ M × S be randomly chosen. M is the mes-
sage space, and S is some finite space. Generating a pair (sk, vk) of private
key and public key, by applying G to the input 1κ (where G is the key genera-
tion algorithm of the original scheme), and generating a pair (tk, hk) of private
key and public key, by applying C to the input 1κ (where C is the key gen-
eration algorithm of the chameleon hash family). H = CHhk is a family of
randomized hash functions. In the offline phase, we run the signing algorithm S
with the signing key sk to sign the message CHhk(m1, r1), and denote the out-
put Ssk(CHhk(m1, r1)) by σoff . In the online phase, there exists a polynomial
time algorithm that on inputs the pair (tk, hk), (m1, r1) and an actual message
m2 ∈ M, then outputs a value r2 ∈ S such that CHhk(m1, r1) = CHhk(m2, r2).
Denoting the output r2 by σon, and sending σ = (σoff , σon) as a signature of m2.
The verification algorithm V

′
verifies that σ = (σoff , σon) is indeed a signature

of the message m2 with respect to the public key (vk, hk), and uses the algo-
rithm V to check that σoff is indeed a signature of the hash value CHhk(m2, r2)
with vk.

The security notion for our online/offline signature scheme is existentially
unforgeable under adaptative chosen message attacks (EUF-CMA), which says
that any PPT attacker, after receiving valid signatures on a polynomial num-
ber of adaptively chosen messages, cannot produce a valid signature on a new
message. Formally, the game between a challenger C and an attacker A is as
follows.

KeyGen. The challenger C runs the key generation algorithm KeyGen(1κ) and
returns (sk, tk) as its private key, (vk, hk) as its public key. C gives the public
key to the attacker A, and keeps the private key.
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Signing. The attacker A is allowed to ask for the signature of any fresh message
m. In the offline phase, the challenger C randomly chooses the information to
compute a chameleon hash function, and then it uses sk to sign the chameleon
hash function, which is regarded as offline signature message. Denote the
result by σoff . In the online phase, the challenger C uses tk and σoff to sign
the actual message m, and return σon as its online signature. The challenger
C sends the signature σ = (σoff , σon) to the attacker A. The attacker can
repeat the query by any polynomial times.

Forge. The attacker A outputs a message-signature pair (m∗, σ∗). Let Q be
the messages set required by A in the signing phase. If m∗ /∈ Q and
Verify(vk, hk,m∗, σ∗) = 1, the game outputs 1, else outputs 0.

If the game outputs 1, A wins the game. The advantage of A in the above
security game is defined as Adveuf−cma

A,SIG (1k) = Pr[ C outputs 1].

Definition 6. Let κ be the security parameter. A signature scheme SIG is
said to be existentially unforgeable under adaptative chosen message attacks
(EUF-CMA) if the advantage Adveuf−cma

A,SIG (1k) is negligible in κ for any PPT
attacker A.

3 Our Design of Online/Offline Signatures

We now introduce a specific chameleon hash function before proposing our
online/offline signature scheme.

3.1 Our Chameleon Hash Function

A chameleon hash function is a special type of hash functions, whose collision
resistance depends on the user’s state of knowledge. It has three properties,
i.e., efficiency, collision resistance and trapdoor collisions. Every chameleon hash
function is connected with a pair of public key and private key. For further
details, please refer to [16]. In particular, the chameleon hash function in [18]
is defined in the ideal lattice. Inspired by this, we designed a chameleon hash
function on the general lattice.

Definition 7. Let n,w, q ∈ Z with n = wq, m̄ = O(n log q), k = log q� and
(m, r) ∈ {0, 1}w × Z

m̄
q . Let A′ ∈ Z

w×m̄
q , B′ ∈ Z

w×w
q be randomly chosen. Then

we have a function CH(A′,B′,m, r) = (B′m + A′r) mod q.

Lemma 4. Let n,w, q ∈ Z with n = wq, m̄ = O(n log q), k = log2 q�, B′ ∈
Z

w×w
q , G′ ∈ Z

w×wk
q and (m, r) ∈ {0, 1}w × Z

m̄
q . Let R′ ∈ Z

(m̄−wk)×wk
q be G′-

trapdoor of A′ ∈ Z
w×m̄
q such that A′

(

R′

Iwk

)

= S′G′ for some invertible matrix

S′ ∈ Z
w×w
q and s > s1(R′) · ω(

√
log n). Then we have that CH(A′,B′,m, r) in

Definition 7 is a chameleon hash function.

Proof. Let ue show the function CH(A′,B′,m, r) enjoys three properties of hash
chameleon functions.
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– Efficiency. The function CH(A′,B′,m, r) = (B′m + A′r) mod q is com-
putable in polynomial time.

– Collision Resistance. Let r1, r2 ∈ Z
m̄
q and m1,m2 ∈ {0, 1}w such that

m1 �= m2. We note that finding a pair of collision in CH(A′,B′,m, r) is
at least as hard as solving the ISIS problem. Assuming that a collision of
CH(A′,B′,m, r) is (m1, r1) and (m2, r2), then we get CH(A′, B′, m1, r1) =
CH(A′, B′, m2, r2). From this, we have

B′(m1 − m2) + A′(r1 − r2) = 0 mod q. (1)

We randomly choose Ā ∈ Z
w×(m̄−wk)
q . Let A′ = (Ā‖S′G′ − ĀR′), r11, r21 ∈

Z
m̄−wk
q , r12, r22 ∈ Z

wk
q , r1 =

(

r11
r12

)

, r2 =
(

r21
r22

)

and r1 − r2 =
(

r11 − r21
r12 − r22

)

.

Applying this variables into (1), then (1) can be rewritten as

B′(m1 − m2) + (Ā‖S′G′ − ĀR′)
(

r11 − r21
r12 − r22

)

= 0 mod q. (2)

By (2), we get

B′(m1 −m2)+Ā[(r11 −r21)+R′(r22 −r12)] = S′G′(r22 −r12) mod q. (3)

Let A = (Ā‖B′), z1 = (r11 − r21) + R′(r22 − r12), z2 = m1 − m2, z =
(

z1
z2

)

and u = S′G′(r22 − r12). The formula (3) can be rewritten as Az = u. Since
m1 �= m2, we have ‖z‖ �= 0. Moreover, we get

‖z‖ =
√

z21 + z22 ≤ |z1| + |z2| ≤ (q + q2kw)
√

m̄ − wk +
√

w ≤ ˜O(n5.5) = β̄.

Therefore, z is a valid solution to the ISISq,m̄,β̄ instance (A,u).
– Trapdoor Collisions. Let r1 ∈ Z

m̄
q and m1,m2 ∈ {0, 1}w such that m1 �=

m2. We can get CH(A′,B′,m1, r1) = (B′m1 + A′r1) mod q and let U =
(B′m1 + A′r1) − B′m2. Then compute r2 ← SampleD(R′, A′, S′, U, s).
Therefore, we have A′r2 = U by Theorem 1. From this, we have that there
exists an efficient algorithm TrapCol that inputs (A′,B′,R′,m1, r1,m2) and
outputs a vector r2 ∈ Z

m̄
q such that CH(A′,B′,m1, r1) = CH(A′,B′,m2, r2).

By Theorem 1, we can easily get that r2 is computationally indistinguishable
from uniform in Z

m̄
q .

Finally, we have proved that the function CH(A′,B′,m, r) in Definition 7 is
a chameleon hash function. We denote CH(A′,B′,m, r) by CHhk(m, r), where
hk = (A′,B′) is its public key and tk = R′ is its private key. �

3.2 Our Proposed Online/Offline Signature Scheme

Specifically, let w, q ∈ Z be some polynomials in the security parameter κ, and
let n = wq, 	 < n, m̄ = O(n log q), k = log2 q�, m = m̄ + nk, s = Õ(n2.5) ∈ R,
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M = {0, 1}w and S = Z
m̄
q . The construction of the offline phase involves in

the weak PHF H′
and the (1, v, β)-PHF, which are the first instantiated Type-1

PHF H′
given in Theorem 2 and the Type-2 PHF H = (H.Gen,H.Eval) given in

Definition 5 respectively. In particular, the weak PHF H′
mapping from {0, 1}�

to Z
n×nk
q has a form of H′

K′(t) = A0 + H(t)G where K ′ = A0. We are going to
define our signature scheme SIG = (KeyGen, Sign,Verify).

KeyGen(1κ). Given a security parameter κ.
– Randomly choose A0 ←r Z

n×nk
q ,u ←r Z

n
q , and let S ∈ Z

n×n
q be an

invertible matrix. Then compute (A,R) ← TrapGen(1n,1m̄,S,q) such that
A ∈ Z

n×m̄
q , R ∈ Z

(m̄−nk)×nk
q and K ← H.Gen(1κ). Return (vk, sk)=((A,

A0,K,u), R).
– Randomly choose B′ ←r Z

w×w
q , let S′ ∈ Z

w×w
q be an invertible matrix.

Then compute (A′,R′) ← TrapGen(1w, 1m̄,S′, q) such that A′ ∈ Z
w×m̄
q ,

R′ ∈ Z
(m̄−wk)×wk
q , and return (hk, tk)=((A′,B′),R′).

The private key is (sk, tk) and the public key is (vk, hk).
Sign(sk, tk, m). Given a signing key (sk, tk), the signing algorithm operates as

follows.
– Offline phase: Randomly choose t ← {0, 1}�, (m0, r0) ∈ M × S and

compute CHhk(m0, r0) = (B′m0 + A′r0) mod q. Each component in
CHhk(m0, r0) is represented in binary, and the binary digits are arranged
in the order of CHhk(m0, r0). Let CHhk(m0, r0)(2) ∈ {0, 1}n and
ACHhk(m0,r0)(2),t = (A‖A0 + H(t)G + HK(CHhk(m0, r0)(2))) ∈ Z

n×m
q

such that HK(CHhk(m0,r0)(2))) = H.Eval(K, CHhk(m0, r0)(2))) ∈
Z

n×nk
q . Then compute e ← SampleD(R,ACHhk(m0,r0)(2),t,S,u, s), store

CHhk(m0, r0) and the output of offline phase is σoff = (e, t).
– Online phase: Given the message m ∈ {0, 1}w, CHhk(m0, r0) and σoff ,

compute r = TrapCol (A′, B′, R′, m0, r0, m) and return σon = r.
Finally, the signature of the message m is σ = (σoff , σon).

Verify(vk, hk, m, σ). Given vk, hk, m and σ, compute CHhk(m0, r0) =
CHhk(m, r). Return 1 if ‖e‖ ≤ s

√
m and ACHhk(m,r)(2),t · e = u. Other-

wise, return 0.

Correctness. From the third property of chameleon hash functions, we have
CHhk(m0, r0) = CHhk(m, r). Since R is a G-trapdoor of A, it can be extended
to a G-trapdoor for ACHhk(m,r)(2),t by padding with zero rows with the same
quality s1(R) ≤ √

m · ω(
√

log n). Since s = Õ(n2.5) > s1(R) · ω(
√

log n), the
vector e produced by SampleD follows the distribution DΛ⊥

u (ACHhk(m,r)(2),t),s

and has length at most s
√

m with overwhelming probability by Lemma 1. In
short, the signature σ is accepted by the verification algorithm.

Theorem 4. Let w, q, m̄ ∈ Z be some polynomials in the security parameter κ,
n = wq, k = log2 q�, 	 = O(log n), v = ω(log n) and m = m̄ + nk. If there
exists a PPT attacker A against EUF-CMA security of SIG that makes at most
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Q = poly(n) signing queries and succeeds with probability ε, then there exists an
algorithm B solving the ISISq,m̄,β̄ problem for β̄ = Õ(n5.5) with probability at
least ε′ ≥ ε

Q·Õ(n)
.

Proof. Assuming that there exists an attacker A forging the signature with prob-
ability ε, then we give the construction of the algorithm B solving ISISq,m̄,β̄

problem with probability at least ε′ ≥ ε
Q·Õ(n)

. Formally, B randomly chooses a

vector t′ ←r {0, 1}� and hopes that A will output a forgery signature with tag
t∗ = t′. Then, the algorithm B simulates the EUF-CMA game as follows:

KeyGen
– Given an ISISq,m̄,β̄ challenge instance (A,u) ∈ Z

n×m̄
q × Z

n
q , the algo-

rithm B first randomly chooses R0 ←r (D
Zm̄,ω(

√
log n))

nk and com-
putes A0 = AR0 − H(0‖t′)G. This is done by running (K ′, td) ←
H.TrapGen(1κ,A,G) as in Definition 5. Therefore, the algorithm B
returns vk = (A,A0,K

′,u) and sk = (R0, td).
– The algorithm B randomly chooses B′ ∈ Z

w×w
q , an invertible matrix

S′ ∈ Z
w×w
q and computes (A′,R′) ← TrapGen(1w, 1m̄,S′, q). Then B

returns hk = (A′,B′) and tk = R′.
Finally, the simulated public key is (vk, hk), and the simulated private key
is (sk, tk). (A,u) is uniformly distributed over Z

n×m̄
q × Z

n
q by the defini-

tion of ISIS. Since R0 ←r (D
Zm̄,ω(

√
log n))

nk, by Lemma 3 the matrix A0 is
statistically close to uniform over Z

n×nk
q . Moreover, the simulated key K ′ is

statistically close to the real key. A′ ∈ Z
w×m̄
q is negl(κ)-far from uniform by

Theorem 1. Thus, the distribution of the simulated verification key is statis-
tically close to that of the real one.

Signing. The algorithm B accepts signing queries from attacker A.
– Offline phase: The algorithm B first randomly chooses (m0, t0) ∈ M×S,

and computes μ = CHhk(m0, t0)(2) ∈ {0, 1}n. Then, B first randomly
chooses t ←r {0, 1}�. If t has been chosen in answering the signa-
ture more than υ times, B aborts. Otherwise, compute (Rμ,Sμ) ←
H.TrapEval(td,K ′, μ) as in Definition 5. Then we have that Aμ,t =
(A‖(A0 +H(t)G)+HK′(μ)) = (A‖(A(R0 +Rμ)+ (H(0‖t)−H(0‖t′)+
Sμ)G). Since Sμ = bIn = H(b‖0) for some b ∈ {−1, 0, 1} by the proof of
Theorem 3 (for details, please refer to [20]). Let Ŝ = H(0‖t) − H(0‖t′) +
Sμ = H(b‖(t− t′)) by the homomorphic property of the FRD in [20]. We
split our analysis into two different cases:
(1) If t �= t′ or t = t′ ∧ b �= 0, we have that Ŝ is invertible. Thus R̂ =
−(R0 +Rμ) is a G-trapdoor for Aμ,t. Since s1(R0) ≤ √

m ·ω(
√

log n) by
Lemma 2 and s1(Rμ) ≤ Õ(n2.5), we have R̂ ≤ Õ(n2.5). Finally, compute
e ← SampleD(R̂,Aμ,t, Ŝ,u, s) and return the signature σoff = (e, t).
(2) If t = t′ ∧ b = 0, we have that Ŝ = H(b‖(t − t′)) = 0. Thus B aborts.

– Online phase: Given the message m ∈ {0, 1}w, CHhk(m0, t0) and σoff ,
the algorithm B computes r = TrapCol(A′,B′,R′,m0, t0,m) and returns
σon = r.
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Forge. After answering at most Q signature queries, the attacker A outputs a
forgery σ∗ = ((e∗, t∗), r∗) for some message m∗ ∈ {0, 1}w satisfying ‖e∗‖ ≤
s
√

m and ACHhk(m∗,t∗)(2),t∗ · e∗ = u, and we know that ACHhk(m∗,t∗)(2),t∗ =
(A‖(A0 + H(0‖t∗)G) + HK(CHhk(m∗, t∗)(2))) ∈ Z

n×m
q . B computes that

(RCHhk(m∗,r∗)(2) ,SCHhk(m∗,r∗)(2)) ← H.TrapEval(td,K ′, CHhk(m∗, r∗)(2)).
Moreover, if t∗ �= t′ or SCHhk

(m∗, r∗)(2) �= 0, B aborts. Else, we have
that ACHhk(m∗,r∗)(2),t∗= (A‖(A(R0 + RCHhk(m∗,r∗)(2))) = A(Im̄‖ − R̂),
where R̂ = R0 + RCHhk(m∗,r∗)(2) . Let ê be (Im̄‖ − R̂)e∗. Since s1(R0) ≤√

m · ω(
√

log n) by Lemma 2 and s1(RCHhk(m∗,r∗)(2)) ≤ β = Õ(n2.5) by The-
orem 3, we have ‖ê‖ ≤ Õ(n2.5)·s√m = Õ(n5.5) = β̄. Therefore, the algorithm
B outputs ê = (Im̄‖ − R̂)e∗ as the solution of ISISq,m̄,β̄ .

Since the algorithm B will receive at most Q = poly(n) adaptive signing
queries from the attacker A. For each message, the algorithm B chooses a uni-
formly random tag t. If some tag t is chosen for more than υ times in the
signing queries, B aborts. Let m1, · · · ,mu be all the messages in the signing
queries that B chooses the same tag t = t′ by accident. And corresponding to
that, the algorithm B randomly selects (ai,bi) ∈ M × S for i ∈ {1, · · · , u}.
Let (RCHhk(ai,bi)(2) ,SCHhk(ai,bi)(2)) ← H.TrapEval(td,K ′, CHhk(ai,bi)(2)). If
SCHhk(ai,bi)(2) is not invertible, B aborts. Since 	 = O(log n), we have Q

2� ≤ 1
2 .

Notice that the probability B uses any tag t in answering the signature queries
over v times is less than Q2 · ( Q

2� )v through a similar method in [11], which is
negligible. Therefore, the possibility of using the same tag t in more than u(≥ v)
times signing queries is negligible. If u < v, the possibility that SCHhk(ai,bi)(2)

is invertible and SCHhk(m∗,r∗)(2) = 0 for all i ∈ {1, · · · , u} (using the fact that
CHhk(m∗, r∗)(2) /∈ {CHhk(ai,bi)(2)}i∈{1,··· ,u}) is at least δ = 1

16nv2 - negl(κ) by
Theorem 3. Then, we have Pr[t∗ = t′] ≥ 1

2� . Therefore, the success probability of
solving the ISISq,m̄,β̄ instance is at least ε′ = (ε−Q2 · ( Q

2� )v) · δ · ( 1
2� −negl(κ)) =

ε
Q·Õ(n)

. We conclude the proof. �

3.3 Comparison

In Table 1, we give a (rough) comparison with existing schemes in the standard
model. Let w, q ∈ Z be some polynomials in the security parameter and let
n = wq be the message length. Q presents the number of signature queries
made by the attacker. Real β̄ denotes the parameter for (I)SIS problem. The
reducation loss is the ratio ε/ε′ between the success probability ε of the attacker
and the success probability ε′ of the reduction.

Compared with the existing lattice-based signature schemes [6,18,20], the
length of public key and signature (online) of our proposed scheme is the same
as theirs. Our work is driven by the idea of Xiang [18] and Zhang [20]. Due
to pre-computation in the offline phase, our scheme is more efficient than the
original scheme [20] in signature production. The work [18] is motivated by [6].
As shown in Table 1, signature generation in our scheme is faster than [6] in
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the online phase. Compared to the work in [18], we have more rigorous proof
and specific data in our proposed chameleon hash function. Furthermore, the
parameters of Xiang’s algorithm do not match those defined in [18].

Table 1. Comparison with existing schemes

Schemes DM14 [6] ZCZ16 [20] Xiang17 [18] Our SIG
public key O(log n) O(log n) O(log n) O(log n)

Signature (online) 1 1 1 1

Reduction loss (Q2/ε)2 Q · Õ(n) (Q2/ε)2 Q · Õ(n)

param β̄ Õ(n3.5) Õ(n5.5) Õ(n2) Õ(n5.5)

Calculation (online) O(log2 n) O(log2 n) Õ(w2) Õ(w2)

4 Conclusion

In this paper, we present a new chameleon hash function, the security of which
can be reduced to the Inhomogeneous Small Integer Solution (ISIS) assump-
tion. The main technical of our proposed online/offline signature scheme is our
chameleon hash function and the construction of PHFs in [20]. Moreover, the
online signature of our scheme consists of a single lattice vector and the pub-
lic key includes a logarithmic number of matrices. In addition, our scheme is
proved to be existentially unforgeable against adaptive chosen message attacks
(EUF-CMA) in the standard model.
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Abstract. Sensitive data is often outsourced to cloud servers, with
the server performing computation on the data. Computational cor-
rectness must be efficiently verifiable by a third party while the input
data remains confidential. We introduce CHQS, a homomorphic signa-
ture scheme from bilinear groups fulfilling these requirements. CHQS is
the first such scheme to be both context hiding and publicly verifiable for
arithmetic circuits of degree 2. It also achieves amortized efficiency: after
a precomputation, verification can be faster than the circuit evaluation
itself.

1 Introduction

Today, it is common practice to outsource time-consuming computations to the
cloud. In such a situation, it is desirable to be able to verify the outsourced com-
putation. The verification must be efficient, by which we mean that the verifica-
tion procedure is significantly faster than verified computation itself. Otherwise,
the verifier could as well carry out the computation by himself, negating the
advantage of outsourcing.

In addition, there are scenarios in which the verification is required to be
context hiding, which refers to the verification not revealing anything about the
input to the computation. For instance, consider a cloud service which collects
signed health data of individuals and computes statistics on them. These statis-
tical evaluations are then given to a third party: an insurance company, which
does not trust the cloud service to provide correct statistics. As a consequence,
the third party must be able to verify the statistical outcome. However, for pri-
vacy reasons, it must not be able to learn the individual health data. So the
challenge arises to design efficient and context hiding verification procedures for
outsourced computing.

Using a homomorphic signature scheme, the verification procedure for out-
sourced computations can be implemented as follows. The data owner uploads
signed data to the cloud. The cloud server generates a signature on the computed
function output from these signatures. The verifier uses this signature to check
for correctness of the computation.

There are efficient and context hiding homomorphic signature schemes for
linear functions (e.g. [8,25]). However, linear functions are insufficient for many
c© Springer Nature Switzerland AG 2018
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applications. For instance, statistics often require computing variance and covari-
ance, which use quadratic functions. Still, beyond the linear case, no efficient and
context hiding homomorphic signature schemes are known. For quadratic func-
tions, efficient verification is possible as shown in [3]. However, this scheme is
not context hiding. For a more detailed overview of related work, we refer to
Sect. 6.

Contribution. In this paper, we solve the problem of providing efficient and
context hiding verification for multivariate quadratic functions. The core com-
ponent of our solution and our main contribution is the new homomorphic sig-
nature scheme CHQS (Context Hiding Quadratic Signatures). CHQS allows to
generate a signature on the function value of a multivariate quadratic polyno-
mial from signatures on the input values without knowledge of the signing key.
CHQS is perfectly context hiding, i.e. the signature of the output value does not
leak any information about the input values. Furthermore, verification time is
linear (in an amortized sense). A trade-off of our approach is a signature size
that grows during homomorphic evaluation, so our scheme is not succinct. Still,
freshly generated signatures are of constant size. Like most solutions in this area,
the CHQS construction is based on bilinear groups. However, CHQS showcases
for the first time how to use such groups to simultaneously achieve both public
verification and multiplicative depth.

Outline. We recall relevant definitions for homomorphic signature schemes in
Sect. 2. In Sect. 3, we present CHQS, our homomorphic signature scheme for
multivariate polynomials of degree 2. We address its properties, notably correct-
ness and context hiding in Sect. 4 and give a security reduction in Sect. 5. Next,
in Sect. 6, we compare our contribution to existing work. Finally, in Sect. 7, we
summarize our results and give an outlook to future work and open problems.

2 Homomorphic Signatures

In this section, we formally define homomorphic signature schemes and their
relevant properties. Intuitively, homomorphic signatures allow to generate new
signatures from existing signatures without the knowledge of the secret signing
key. It is necessary that the homomorphic property cannot be abused to cre-
ate forgeries. In order to specify homomorphic signatures with strong security
properties, the notions of labeled and multi-labeled programs (see e.g. [3]) are
introduced. They enable security guarantees by restricting the signatures that
may be homomorphically combined to new signatures.

A labeled program P consists of a tuple (f, τ1, . . . , τn), where f : Mn → M is
a function with n inputs and τi ∈ T is a label for the i-th input of f from some
set T. Given a set of labeled programs P1, . . . ,Pk and a function g : Mk → M,
they can be composed by evaluating g over the labeled programs, i.e. P∗ =
g(P1, . . . ,Pk). The identity program with label τ is given by Iτ = (fid, τ), where
fid : M → M is the identity function. The program P = (f, τ1, . . . , τn) can be
expressed as the composition of n identity programs P = f(Iτ1 , . . . , Iτn

).
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A multi-labeled program PΔ is a pair (P,Δ) of the labeled program P and
a dataset identifier Δ. Given a set of k multi-labeled programs with the same
dataset identifier Δ, i.e. (P1,Δ), . . . , (Pk,Δ), and a function g : Mk → M,
a composed multi-labeled program P∗

Δ can be computed, consisting of the
pair (P∗,Δ), where P∗ = g(P1, . . . ,Pk). Analogously to the identity pro-
gram for labeled programs, we refer to a multi-labeled identity program by
I(Δ,τ) = ((fid, τ),Δ).

Definition 1 (Homomorphic Signature Scheme). A homomorphic signa-
ture scheme is a tuple of the following probabilistic polynomial time (PPT) algo-
rithms:

HKeyGen(1λ, n): On input a security parameter λ and an integer n, the algorithm
returns a key pair (sk, pk), where sk is the secret key kept private and pk is
the public key which determines the message space M, the signature space Y,
and the set F of admissible labeled programs P : Mn → M.

HSign(sk,Δ, τ,m): On input a secret key sk, a dataset identifier Δ, an input
identifier τ , and a message m ∈ M, the algorithm returns a signature σ ∈ Y
which is the signature for the message labeled by τ in the dataset identified by
Δ.

HEval(pk,PΔ,σ): On input a public key pk, a multi-labeled program PΔ, and a
set of signatures σ ∈ Yk, the algorithm returns a signature σ′ ∈ Y for the
multi-labeled program P over the (tuple of) signatures σ identified by Δ.

HVerify(pk,PΔ,m, σ): On input a public key pk, a multi-labeled program PΔ, a
message m ∈ M, and a signature σ ∈ Y, the algorithm either accepts the
signature σ for the multi-labeled program P over the dataset identified by Δ,
i.e. returns 1, or rejects the signature, i.e. returns 0.

An obvious requirement of such a scheme is correctness: fresh signatures cre-
ated using the secret key should be authenticated, and homomorphically derived
signatures should be verified under the correct function.

Definition 2 (Correctness). A homomorphic signature scheme (HKeyGen,
HSign, HEval, HVerify) is called correct if, for any security parameter λ, any
integer n, and any key pair (sk, pk) ← HKeyGen(1λ, n) the following two condi-
tions are satisfied:

1. For any dataset identifier Δ, input identifier τ , and message m ∈ M,
HVerify(pk, I(Δ,τ),m,HSign(sk,Δ, τ,m)) = 1.

2. For any multi-labeled program PΔ = (f, τ1, . . . , τn,Δ) containing a valid
function f , dataset identifier Δ, and set of messages m ∈ Mn with m =
(m1, . . . ,mn), HVerify(pk,PΔ, f(m1, . . . ,mn),HEval(pk,PΔ, σ)) = 1 where
σ = (στ1 , ..., στn

) ∈ Yn with στi
← HSign(sk,Δ, τ,mτi

) for all i ∈ [n].

To formalise the security of a homomorphic signature scheme, we first provide
a definition for well defined programs, which we need to define forgeries on these
programs. Then, we introduce an experiment the attacker can run in order to
make a successful forgery and present a definition for unforgeability based on this
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experiment. Due to their homomorphic properties, these schemes allow anyone
to create signatures for messages not signed by the owner of the secret key.
However, not only messages but also input- and dataset identifiers are used
during signing. A verifier can thus always see whether a message has been signed
by the owner of the secret key (by giving the identity function to HVerify), or
whether a signature has been homomorphically derived. Based on this, there
exists a meaningful definition of unforgeability for homomorphic signatures. In
order to present this, we first define well defined programs.

Definition 3 (Well Defined Program). A labeled program P = (f, τ1,
. . . , τn) is well defined with respect to a list Q ⊂ [n] × M if one of the two
following cases holds: First, there are messages m1, . . . ,mn such that (τi,mi) ∈
Q ∀i ∈ [n]. Second, there is an i ∈ {1, . . . , n} such that (τi, ·) /∈ Q and
f({mj}(τj ,mj)∈Q ∪{m′

l}(τl,·)/∈Q) is constant over all possible choices of m′
l ∈ M.

Freeman pointed out [16] that it may generally not be possible to decide
whether a multi-labeled program is well defined with regard to a list Q. For this,
we use this lemma:

Lemma 1 ([7]). Let λ, n, d ∈ N and let F be the class of arithmetic circuits
f : Fn → F over a finite field F of order p, such that the degree of f is at most d,
for d

p ≤ 1
2 . Then, there exists a PPT algorithm that for any given f ∈ F , decides

if there exists y ∈ F, such that f(u) = y for all u ∈ F (i.e. if f is constant) and
is correct with probability at least 1 − 2−λ.

For the notion of unforgeability of a homomorphic signature scheme H =
(HKeyGen, HSign,HEval,HVerify) we use the following experiment between an
adversary A and a challenger C defined in [7]. During the experiment, the adver-
sary A can adaptively query the challenger C for signatures on messages of his
choice under identifiers of his choice.

Definition 4 (HomUF − CMAA,H(λ) [7])

Key Generation C calls (sk, pk) $← HKeyGen(1λ, k) and gives pk to A.
Queries A adaptively submits queries for (Δ, τ,m) where Δ is a dataset, τ
is an input identifier, and m is a message. C proceeds as follows: if (Δ, τ,m)
is the first query with dataset identifier Δ, it initializes an empty list Q = ∅
for Δ. If Q does not contain a tuple (τ, ·), i.e. A never queried (Δ, τ, ·), C
calls σ ← HSign(sk,Δ, τ,m), updates the list Q = Q ∪ (τ,m), and gives σ to
A. If (τ,m) ∈ Q, then C returns the same signature σ as before. If Q already
contains a tuple (τ,m′) for m 
= m′, C returns ⊥.
Forgery A outputs a tuple (PΔ,m, σ). The experiment outputs 1 if (PΔ,m, σ)
is a forgery in the following sense:
A forgery is a tuple (P∗

Δ∗ ,m∗, σ∗) such that HVerify(pk,P∗
Δ∗ ,m∗, σ∗) = 1

holds and exactly one of the following conditions is met:
Type 1: The list Q was not initialized during the security experiment, i.e.

no message was ever committed under the dataset identifier Δ.
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Type 2: P∗
Δ∗ is well defined with respect to list Q and m∗ is not the correct

output of the computation, i.e. m∗ 
= f({mj}(τj ,mj)∈Q)
Type 3: P∗

Δ∗ is not well defined with respect to Q (see Def. 3).

Definition 5 (Unforgeability). A homomorphic signature scheme H is
unforgeable if for any PPT adversary A, Pr[HomUF − CMAA,H(λ) =
1] = negl(λ), where negl(λ) denotes any function negligible in the security
parameter λ.

We also require the following statement to deal with Type 3 forgeries:

Lemma 2 ([7, Proposition 2]). Let λ ∈ N, and let F be the class of arithmetic
circuits f : F

n
p → F such that the degree of f is at most d for d

p < 1
2 . Let

H = (HKeyGen,HSign,HEval, HVerify) be a homomorphic signature scheme with
message space Fp. Let Eb be the event that the adversary returns a Type b forgery
(for b = 1, 2, 3) in experiment HomUF − CMAA,H(λ). If for any adversary A
we have Pr[HomUF −CMAA,H(λ) = 1 ∧ E2] ≤ ε, then for any adversary A′

producing a Type 3 forgery it holds that Pr[HomUF − CMAA′,H(λ) = 1 ∧ E3] ≤
ε + 2−λ.

In order to use homomorphic signatures to improve bandwidth and compu-
tational effort further properties are desired, namely succinctness and efficient
verification.

Definition 6 (Succinctness). A homomorphic signature scheme (HKeyGen,
HSign, HEval, HVerify) is called succinct if, for a fixed security parameter λ, the
size of the signatures depends at most logarithmically on the dataset size n.

Definition 7 (Efficient Verification [8]). A homomorphic signature scheme
for multi-labeled programs allows for efficient verification if there exist two addi-
tional algorithms (HVerPrep,HEffVer) such that:

HVerPrep(pk,P): Given a public key pk and a labeled program P = (f, τ1, . . . , τn),
generate a modified public key pkP . This does not depend on a dataset iden-
tifier Δ.

HEffVer(pkP ,m, σ,Δ): Given a modified public key pkP , a message m, a signa-
ture σ and a dataset Δ, output 1 or 0.

The above algorithms are required to satisfy the following two properties:

Correctness: Let (sk, pk) ← HKeyGen(1λ, n) be honestly generated keys and
(P,m, σ) be a tuple such that, for PΔ = (P,Δ), HVerify(pk,PΔ,m, σ) = 1.

Then, for every pkP
$← HVerPrep(pk,P), HEffVer(pkP ,m, σ, Δ) = 1 holds

except with negligible probability.
Amortized Efficiency: Let P be a program, let m1, . . . ,mn be valid input val-

ues and let t(n) be the time required to compute P(m1, . . . ,mn) with out-

put m. Then, for pkP
$← HVerPrep(pk,P), the time required to compute

HEffVer(pkP ,m, σ,Δ) is t′ = o(t(n)).
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Here, efficiency is used in an amortized sense. There is a function-dependent
pre-processing, so that the cost of verification amortizes over multiple datasets.

Finally, to derive additional privacy with regard to the verifier from using
homomorphic signatures, we require a signature to the outcome of a computation
not to leak information about the input values. Our definition is inspired by
Gorbunov et al.’s definition [20]. However, in our case, the simulator is explicitly
given the circuit for which the signature is supposed to verify. With respect to
this difference, our definition is more general. We stress that the circuit is not
hidden in either of the two context hiding notions.

Definition 8 (Context Hiding). A homomorphic signature scheme for multi-
labeled programs is called context hiding if there exist additional PPT procedures
σ̃ ← HHide(pk,m, σ) and HHideVer(pk,PΔ,m, σ̃) such that:

Correctness: For any (sk, pk) ← HKeyGen(1λ, n) and any tuple (PΔ,m,
σ) such that HVerify(pk,PΔ,m, σ) = 1 and σ̃ ← HHide(pk,m, σ),
HHideVer(pk,PΔ,m, σ̃) = 1.

Unforgeability: The homomorphic signature scheme is unforgeable (see Defi-
nition 5) when replacing the algorithm HVerify with HHideVer in the security
experiment.

Context hiding security: There is a simulator Sim such that, for any fixed
(worst-case) choice of (sk, pk) ← HKeyGen(1λ, n), any multi-labeled program
PΔ = (f, τ1, . . . , τn,Δ), messages m1, . . . ,mn, and distinguisher D there
exists a function ε(λ) such that:

|Pr[D(I,HHide(pk,m, σ)) = 1] − Pr[D(I,Sim(sk,PΔ,m)) = 1]| = ε(λ)

where I = (sk, pk,PΔ, {mi}n
i=1,m, σ) for σi ← HSign(sk,Δ, τi,mi), m ←

f(m1, . . . , mn), σ ← HEval(pk,PΔ, σ1, . . . , σn),and the probabilities are taken
over the randomness of HSign,HHide and Sim. If ε(λ) = negl(λ), we call the
homomorphic signature scheme statistically context hiding, if ε(λ) = 0, we
call it perfectly context hiding.

3 Construction of CHQS

In this section, we present our novel homomorphic signature scheme CHQS.
We first recall the hardness assumptions on which its security is based. Our
construction is then described in detail. We now recall computational hardness
assumptions on which CHQS is based.

Definition 9. Let G be a generator of cyclic groups of order p and let G
$←

G(1λ). We say the Discrete Logarithm assumption (DL) holds in G if there
exists no PPT adversary A that, given (g, ga) for a random generator g ∈ G

and random a ∈ Zp, can output a with more than negligible probability, i.e. if

Pr[a ← A(g, ga) | g
$← G, a

$← Zp] = negl(λ).
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Definition 10 (Asymmetric bilinear groups). An asymmetric bilinear
group is a tuple bgp = (p,G1,G2,GT , g1, g2, e), such that:

– G1,G2, and GT are cyclic groups of prime order p,
– g1 ∈ G1 and g2 ∈ G2 are generators for their respective groups,
– the DL assumption holds in G1,G2, and GT ,
– e : G1 × G2 → GT is bilinear, i.e. e(g1a, g2

b) = e(g1, g2)ab holds for all
a, b ∈ Z,

– e is non-degenerate, i.e. e(g1, g2) 
= 1GT
, and

– e is efficiently computable.

We write gt = e(g1, g2).

Definition 11 ([8]). Let G be a generator of asymmetric bilinear groups and

let bgp = (p,G1,G2,GT , g1, g2, e)
$← G(1λ). We say the Flexible Diffie–Hellman

Inversion (FDHI) assumption holds in bgp if for every PPT adversary A,

Pr[W ∈ G1\{1G1} ∧ W ′ = W
1
z : (W,W ′) ← A(g1, g2, gz

2 , g
v
2 , g

z
v
1 , gr

1, g
r
v
1 )|

z, r, v
$← Zp] = negl(λ).

We now present the algorithms making up CHQS. It is homomorphic with
respect to arithmetic circuits f : Z

n
p → Zp of degree 2, where p ≥ 5 (see

Lemma 1). CHQS is graded, i.e. there exist level-1 and level-2 signatures. Level-
1 signatures are created by signing messages, whereas level-2 signatures occur
during homomorphic evaluation over multiplication gates. Graded structures like
this occur naturally in homomorphic schemes like the ones by Catalano and oth-
ers [6,10]. We use dedicated elements (which we will denote by Tτ ) in our level-1
signatures to handle multiplication gates. Those elements no longer occur in the
level-2 signatures.

HKeyGen(1λ, n): On input a security parameter λ and an integer n, the algo-
rithm runs G(1λ) to obtain a bilinear group bgp = (p,G1,G2,GT , g1, g2, e).
It chooses x, y ← Zp uniformly at random. It sets ht = gx

t . It then samples
tτi

, kτi
uniformly at random for all i ∈ [n] and sets Fτi

= g
tτi
2 , as well as

fτi
= g

ytτi
t , fτi,τj

= g
tτi

kτj

t , for all i, j ∈ [n].
Additionally, it uses a regular signature scheme Sig′ = (KeyGen′,Sign′, Verify′)
and a a pseudorandom function PRF : K × {0, 1}∗ → Zp. For these it gen-

erates keys (sk′, pk′) ← KeyGen′(1λ) and K
$← K. It returns the key pair

(sk, pk) with sk = (sk′,K, x, y, {tτi
}n

i=1) and pk = (pk′, bgp, ht, {Fτi
, fτi

}n
i=1,

{fτi,τj
}n

i,j=1).
HSign(sk,Δ, τ,m): On input a secret key sk, a dataset identifier Δ, an input

identifier τ ∈ T , and a message m ∈ Zp, the algorithm generates the parame-
ters for the dataset identified by Δ, by running z ← PRFK(Δ) and computing

Z = g
1
z
2 . Z is bound to the dataset identifier Δ by using the regular signature

scheme, i.e. it sets σΔ ← Sign′(sk′, Z|Δ).



220 L. Schabhüser et al.

It chooses r, s ∈ Zp uniformly at random. Then it computes Λ ←
g

z(xm+(y+s)tτ+r)
1 , R ← gr

1, Sτ ← gs
1, as well as Tτ ← gym−kτ

1 . It sets
T = {(τ, Sτ , Tτ )} and then returns the signature σ = (m,σΔ, Z, Λ,R, T ).
Following the convention of Backes et al. [3], our signature contains the mes-
sage m.

HEval(pk,PΔ,σ): Inputs are a public key pk, a multi-labeled program PΔ con-
taining an arithmetic circuit f of degree at most 2, and signatures σ =
(σ1, . . . , σn), where σi = (mi, σΔ,i, Zi, Λi, Ri, Ti). The algorithm checks if the
signatures share the same public values, i.e. if σΔ,1 = σΔ,i and Z1 = Zi for
all i = 2, . . . , n, and the signature for each set of public values is correct
and matches the dataset identifier Δ, i.e. Verify′(pk′, Zi|Δ,σΔ,i) = 1 for any
i ∈ [n]. If this is not the case, the algorithm rejects the signature. Otherwise,
it proceeds as follows. We describe this algorithm in terms of six different
procedures (Add1,Mult,Add2, cMult1, cMult2,Shift) allowing to evaluate the
circuit gate by gate.
Add1: On input two level-1 signatures σi = (mi, σΔ, Z, Λi, Ri, Ti) for i = 1, 2

it computes as follows: m = m1 + m2, Λ = Λ1 · Λ2, R = R1 · R2, and
T = T1 ∪ T2. It outputs a level-1 signature σ = (m,σΔ, Z, Λ,R, T ).

Mult: On input two level-1 signatures σi = (mi, σΔ, Z, Λi, Ri, Ti) for i = 1, 2
and the public key pk, it computes as follows: m = m1m2, Λ = Λm2

1 ,
R = Rm2

1 , Sτ = Sm2
τ1 · Tτ2 , for all τ ∈ T1, and L = {(τ, Sτ )} for all τ ∈ T1.

It outputs a level-2 signature σ = (m,σΔ, Z, Λ,R,L).
Add2: On input two level-2 signatures σi = (mi, σΔ, Z, Λi, Ri,Li) for i =

1, 2, it computes as follows: m = m1 + m2, Λ = Λ1 · Λ2, R = R1 · R2,
Sτ = Sτ,1 · Sτ,2 for all (τ, ·) ∈ L1 ∩ L2, Sτ = Sτ,i for all τ such that
(τ, ·) ∈ L1ΔL2, and L = {(τ, Sτ )} for all (τ, ·) ∈ L1 ∪ L2. It outputs a
level-2 signature σ = (m,σΔ, Z, Λ,R,L).

cMult1: On input a level-1 signature σ′ = (m′, σΔ, Z, Λ′, R′, T ′) and a con-
stant c ∈ Zp, it computes as follows: m = cm′, Λ = Λ′c, R = R′c,
Sτ = S′

τ
c, Tτ = T ′

τ
c for all τ ∈ T ′, and T = {(τ, Sτ , Tτ )}τ∈T . It outputs

a level-1 signature σ = (m,σΔ, Z, Λ,R, T ).
cMult2: On input a level-2 signature σ = (m′, σΔ, Z, Λ′, R′,L′) and a con-

stant c ∈ Zp, it computes as follows: m = cm′, Λ = Λ′c, R = R′c, Sτ = S′c
τ

for all (τ, S′
τ ) ∈ L′, and L = {(τ, Sτ )} for all (τ, S′

τ ) ∈ L′. It outputs a
level-2 signature σ = (m,σΔ, Z, Λ,R,L).

Shift: On input a level-1 signature σ′ = (m′, σΔ, Z, Λ′, R′, T ′), it computes
as follows: m = m′, Λ = Λ′, R = R′, and L = {(τ, Sτ )}τ∈T ′ . It outputs
a level-2 signature σ = (m,σΔ, Z, Λ,R,L). Shift simply describes how to
derive a level-2 signature from a level-1 signature.

HVerify(pk,PΔ,M, σ): On input a public key pk, a message M , a (level-1 or
-2) signature σ, a multi-labeled program PΔ containing an arithmetic circuit
f of degree at most 2, the algorithm parses (without loss of generality) σ =
(m,σΔ, Z, Λ,R,L).
It then checks whether the following three equations hold:
1. M = m
2. Verify′(pk′, Z|Δ,σΔ) = 1
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3.

e (Λ,Z) = e (R, g2) · hm
t ·

n∏

i=1

fci
i ·

∏

(τ,·,·)∈T
e (Sτ , Fτ )

for level-1 signatures and

e (Λ,Z) = e (R, g2) · hm
t ·

n∏

i,j=1

f
ci,j

i,j ·
n∏

j=1

f
cj

j ·
∏

(τ,·)∈L
e (Sτ , Fτ )

for level-2 signatures, respectively, where ci,j and cj are the coefficients
in PΔ.

If all 3 equations hold respectively, it returns 1. Otherwise, it returns 0.

4 Correctness, Efficiency, and Context Hiding Property
of CHQS

We now prove the essential properties of CHQS, in particular correctness, amor-
tized efficiency, and context hiding.

Theorem 1. CHQS is correct in the sense of Definition 2.

Proof. We first show the correctness for freshly generated signatures. We
then show the correctness of the six procedures (Add1,Mult,Add2, cMult1,
cMult2,Shift).

Sign: Let σ = (m,σΔ, Z, Λ,R, T ) ← HSign(sk,Δ, τ,m). By construction,

Verify′(pk′, Z|Δ, σΔ) = 1. Also, e (Λ,Z) = e
(
g

z(xm+(y+s)tτ+r)
1 , g

1
z
2

)
=

e
(
g

xm+(y+s)tτ+r
1 , g2

)
= g

xm+(y+s)tτ+r
t = hm

t · fτ · e (R, g2) · e (S, Fτ ) and
consequently σ is a correct signature.

Add1: We have two valid signatures σ1 and σ2. Thus Z1 = Z2 and
Verify′(pk′, Z1|Δ, σΔ) = 1. Furthermore, e (Λi, Zi) = e (Ri, g2) · hmi

t · fi ·
e (Si, Fi), by construction. After performing Add1, e (Λ,Z) = e (Λ1 · Λ2, Z1) =
e (Λ1, Z1) · e (Λ2, Z2)

= e (R1, g2) · hm1
t · f1 · e (S1, F1) · e (R2, g2) · hm2

t · f2 · e (S2, F2)

= e (R1 · R2, g2) · hm1+m2
t · f1 · f2 · e (S1, F1) · e (S2, F2)

= e (R, g2) · hm
t · f1 · f2 · e (S1, F1) · e (S2, F2)

hence σ is a correct signature.
We also have T = T1 · T2 = g

y(m1+m2)−(k1+k2)
1 .

Mult: We have two valid signatures σ1 and σ2. Thus Z1 = Z2 and
Verify′(pk′, Z1|Δ, σΔ) = 1. Furthermore, e (Λi, Zi) = e (Ri, g2) · hmi

t · fi ·
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e (Si, Fi), by construction. After performing Mult, e (Λ,Z) = e (Λm2
1 , Z) =

e(Rm2
1 , g2) · hm1m2

t · fm2
1 · e (S1, F1)

= e(Rm2
1 , g2) · hm1m2

t · fm2
1 · e (Sm2

1 , F1) · g−ym2t1
t · g−k2t1

t · gym2t1+k2t1
t

= e(Rm2
1 , g2) · hm1m2

t · fm2
1 · g−ym2t1

t · gk2t1
t · e

(
gs1m2t1
1 · gym2t1−k2t1

1 , g2

)

= e(Rm2
1 , g2) · hm1m2

t · fm2
1 · f−m2

1 · f1,2 · e
(
gym2−k2+s1m2
1 , gt1

2

)

= e(R, g2) · hm1m2
t · f1,2 · e (Sm2

1 · T1, F1) so σ is a correct signature.

Add2: We have two valid signatures σ1 and σ2. Thus Z1 = Z2 and
Verify′(pk′, Z1|Δ, σΔ) = 1. Furthermore, e (Λi, Zi) = e (Ri, g2) · hmi

t · fi ·∏
(τ,·)∈L1

e (Sτ,i, Fτ ), by construction. After performing Add2,

e (Λ,Z) = e (Λ1 · Λ2, Z1) = (R1, g2) · hm1
t · f1 ·

∏

(τ,·)∈L1

e (Sτ,1, Fτ )

· e (R2, g2) · hm2
t · f2 ·

∏

(τ,·)∈L2

e (Sτ,2, Fτ )

= e (R1 · R2, g2) · hm1+m2
t · f1 · f2

∏

(τ,·)∈L
e (Sτ , Fτ )

= e (R, g2) · hm
t · f1 · f2

∏

(τ,·)∈L
e (Sτ , Fτ ) thus σ is a correct signature.

The correctness of cMult1 and cMult2 follows immediately from the correctness
of Add1 and Add2 respectively. The correctness of Shift is trivial.

Theorem 2. CHQS provides verification in time O(n) in an amortized sense.

Proof. We describe the two algorithms (HVerPrep,HEffVer).

HVerPrep(pk,P): This algorithm parses P = (f, τ1, . . . τn) with f(m1, . . . , mn) =∑n
i=1 cimi +

∑n
i,j=1 ci,jmimj and takes the fi, fi,j for i, j ∈ [n] contained

in the public key. It computes FP ←
∏n

i,j=1 f
ci,j

i,j ·
∏n

i=1 fci
i and outputs

pkP = (pk′, bgp, ht, {Fi}n
i=1, FP) where pk′, bgp, ht, {Fi}n

i=1 are taken from
pk.

HEffVer(pkP ,m, σ,Δ): This algorithm is analogous to HVerify, except that the
value

∏n
i,j=1 f

ci,j

i,j ·
∏n

i=1 fci
i has been precomputed as FP .

This satisfies correctness. During HEffVer, the verifier now computes

e (Λ,Z) = e (R, g2) · hm
t · FP ·

n∏

i=1

e (Si, Fi)

The running time of HEffVer is thus O(n).

Thus, CHQS achieves amortized efficiency in the sense of Definition 7 for
every arithmetic circuit f of multiplicative depth 2, that has superlinear runtime
complexity.
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Bandwidth: CHQS is not succinct. However, the output of HSign is of constant
size and thus independent of n. Hence no extensive bandwidth is needed during
the upload of the data. After a homomorphic evaluation a signature consists of
up to n + 2 elements in G1, 1 element in G2, one conventional signature, the
message and up to n input identifiers contained in a list. Using for instance 256
bit Barreto-Naehrig curves [19], we have an estimated security of 110 bits [23],
elements of G1 can be represented by 256 bits, and elements of G2 require 512
bits.

Theorem 3. CHQS is perfectly context hiding according to Definition 8 if Sig′

is a deterministic signature scheme.

Proof. We show that our scheme is perfectly context hiding in the sense of Def-
inition 8, by comparing the distributions of homomorphically derived signatures
to that of simulated signatures. In our case, HHide is just the identity function,
i.e. σ ← HHide(pk,m, σ) for all pk,m, σ and HHideVer = HVerify. We show how
to construct a simulator Sim that outputs signatures perfectly indistinguish-
able from the ones obtained by running HEval. Parse the simulator’s input as
sk = (sk′,K), PΔ = (f, τ1, . . . , τn,Δ). For each τ appearing in PΔ, it chooses
sτ ∈ Zp uniformly at random as well as r ∈ Zp uniformly at random. With this
information, the simulator computes m′ = m, Z ′ = gz

2 where z ← PRFK(Δ),

σ′
Δ

$← Sign′(sk′, Z|Δ), Λ′ = g
z(xm′+y(

∑n
i,j=1 cijtikj+

∑n
i=1 citi)+

∑n
i=1 sτi

ti+r)

1 , R′ =
gr
1, S′

τ = gsτ
1 for all τ appearing in PΔ, and T ′ = {(τ, Sτ )}τ∈PΔ

. The simulator
outputs the signature σ′ = (m′, σ′

Δ, Z ′, Λ′, R′, T ′).
We now show that this simulator allows for perfectly context hiding security.

We fix an arbitrary key pair (sk, pk), a multi-labeled program (f, τ1, . . . , τn,Δ),
and messages m1, . . . ,mn ∈ Zp. Let σ ← HEval(pk,PΔ, σ) and parse it as
σ = (σΔ, Z, Λ). We inspect each component of the signature. Z = PRFK(Δ)
by definition and thus also Z = Z ′. In particular, z = z′ where Z = gz

2 and
Z ′ = gz′

2 . We have σΔ = Sign′(sk′, Z|Δ) by definition, and since Z = Z ′, also
σΔ = σ′

Δ since Sign′ is deterministic. We consider Λ as an exponentiation of gz
1 .

Since Λ =
∏n

i,j=1 Λ
cijmj

i by construction, for the exponent we have:

xm +
n∑

i,j=1

cijmj(siti + yti + ri) = xm′ +
n∑

i,j=1

cijmj(siti + yti + ri)

+ y(
n∑

i,j=1

cijtikj +
n∑

i=1

citi) − y(
n∑

i,j=1

cijtikj +
n∑

i=1

citi)

= xm′ +
n∑

i=1

(
n∑

j=1

−ycijkj − yci + cijmjy + cijsimj)ti

+ y(
n∑

i,j=1

cijtikj +
n∑

i=1

citi) +
n∑

i,j=1

cijmjri

= xm′ + y(
n∑

i,j=1

cijtikj +
n∑

i=1

citi) +
n∑

i=1

s̃iti + r̃
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Thus the exponent corresponds to a different choice of r, si ∈ Zp. Analogously,
Sτ = g

s̃τi
1 and R = gr̃

1, where r̃, s̃τi
are distributed uniformly at random as linear

combinations of uniformly random field elements.
All elements are either identical, or have the exact same distribution. Thus

even a computationally unbounded distinguisher has no advantage distinguishing
the two cases.

5 Unforgeability of CHQS

This section deals with the security reduction of CHQS to the FDHI assumption
(see Definition 11). We first present the hybrid games used in the proof, and then
argue their indistinguishability for a PPT adversary A.

Theorem 4. If Sig′ is an unforgeable signature scheme, PRF is a pseudorandom
function, and the FDHI assumption (see Definition 11) holds in bgp, then CHQS
is an unforgeable homomorphic signature scheme in the sense of Definition 5.

Proof. To prove Theorem 4, we define a series of games with the adversary A and
we show that the adversary A wins, i.e. the game outputs 1 only with negligible
probability. Following the notation of [8], we write Gi(A) to denote that a run
of game i with adversary A returns 1. We use flag values badi, initially set to
false. If at the end of the game any of these flags is set to true, the game simply
outputs 0. Let Badi denote the event that badi is set to true during game i. As
shown in [10, Proposition 2], any adversary who outputs a Type 3 forgery (see
Definition 4) can be converted into one that outputs a Type 2 forgery. Hence we
only have to deal with Type 1 and Type 2 forgeries.

Game 1 is the security experiment HomUF − CMAA,HSign between an adversary
A and a challenger C, where A only outputs Type 1 or Type 2 forgeries.

Game 2 is defined as Game 1, except for the following change. Whenever A
returns a forgery (P∗

Δ∗ , σ∗) with σ∗ = (m∗, T ∗, σ∗
Δ∗ , Z∗, Λ∗, R∗, S∗) or σ∗ =

(m∗, σ∗
Δ∗ , Z∗, Λ∗, R∗, L∗) and Z∗ has not been generated by the challenger

during the queries, then Game 2 sets bad2 = true. After this change, the game
never outputs 1 if A returns a Type 1 forgery.

Game 3 is defined as Game 2, except that the pseudorandom function F is
replaced by a random function R : {0, 1}∗ → Zp.

Game 4 is defined as Game 3, except for the following change. At the beginning
C chooses μ ∈ [Q] uniformly at random, where Q = poly(λ) is the number
of queries made by A during the game. Let Δ1, . . . ,ΔQ be all the datasets
queried by A. Then if in the forgery Δ∗ 
= Δμ set bad4 = true.

Game 5 is defined as Game 4, except for the following change. At the very
beginning C chooses zμ ∈ Zp at random and computes Zμ = g

zμ

2 . It will
use Zμ whenever queried for dataset Δμ. It chooses ai, bi ∈ Zp uniformly
at random for i ∈ [n] and sets fτi

= g
y(ai+zμbi)
t , Fτi

= g
ai+zμbi

2 as well as
fτi,τj

= g
kjy(ai+zμbi)
t .
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Game 6 is defined as Game 5, except for the following change. The chal-
lenger runs an additional check. If HVerify(pk,P∗

Δ,m∗, σ∗) = 1, the chal-
lenger computes σ̂ ← HEval(pk,P∗

Δ,σ) over the signatures σi generated in
dataset Δ∗. We have σ̂ = (m̂, T̂ , σΔ, Z, Λ̂, R̂, Ŝ) in case of a level-1 sig-
nature and σ̂ = σ = (m̂, σΔ, Z, Λ̂, R̂, L̂) in case of a level-2 signature. If
Λ∗ ·

∏n
i=1 Ŝbi

i = Λ̂ ·
∏n

i=1 S∗
i

bi , then C sets bad6 = true.
Any noticeable difference between Games 1 and 2 can be reduced to produc-
ing a forgery for the signature scheme. If Bad2 occurs, then A produced a
valid signature σ∗

Δ∗ for (Δ∗|Z∗) despite never having queried a signature on
any (Δ∗|·). This is obviously a forgery on the signature scheme.
Under the assumption that F is pseudorandom, Games 2 and 3 are computa-
tionally indistinguishable. We have, by definition, Pr[G3(A)] = Q ·Pr[G4(A)].
It is obvious that Pr[G4(A)] = Pr[G5(A)], since the public keys are perfectly
indistinguishable. It is easy to see that |Pr[G5(A)] − Pr[G6(A)]| ≤ Pr[Bad6].
This occurs only with negligible probability if the FDHI assumption holds.
For a proof of this statement, we refer to the full version.
After these modifications, Game 6 can only output 1 if A produces a forgery
(P∗

Δ∗ ,m∗, σ∗) such that HVerify(pk,P∗
Δ,m∗, σ∗) = 1 and m∗ 
= m̂, Λ∗ 
= Λ̂.

This only occurs with negligible probability if the FDHI assumption holds.
For a corresponding proof, see the full version.

6 Related Work

Linearly homomorphic signature schemes were introduced by Desmedt [14] and
later refined by Johnson et al. [21]. Freeman proposed stronger security defini-
tions [16]. A first instantiation, based on the 2-out-of-3 Computational Diffie–
Hellmann assumption, was proposed by Boneh et al [5]. It was followed by mul-
tiple schemes [1,2,4,8,9,18,25], based on various hardness assumptions. None of
these schemes support quadratic functions.

Some constructions for homomorphic authenticators go beyond the linear
case. Backes et al. presented a homomorphic MAC for arithmetic circuits of
degree 2 constructed from bilinear maps [3]. However, this approach is not con-
text hiding and only offers private verifiability, while we offer verifiability for
arbitrary third parties and perfect context hiding. Catalano et al. showed how
to construct homomorphic signatures for arithmetic circuits of fixed depth from
graded encoding schemes, a special type of multilinear maps [10]. Existing graded
encoding schemes [12,17] have, however, suffered strong cryptanalytic attacks
in recent years [11,22,24]. In contrast, CHQS can be instantiated with elliptic
curve-based bilinear groups, which have long been a reliable building block in
cryptography.

Some lattice-based homomorphic signatures schemes [15,20] support boolean
circuits of fixed degree. However, these schemes suffer the performance drawback
of signing every single input bit, while our solution can sign entire finite field
elements. Additionally [15] is also not shown to be context hiding.

More generally, verifiable computing can be used to achieve verifiability
of delegated computations. Many different schemes have been proposed. For
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a detailed comparison we refer to [13]. A general feature of homomorphic-
signature-based schemes is that they allow for incremental updates of data sets,
i.e. additional data can be added after the first delegation of data. Other verifi-
able computing schemes require all data to be used during the computation to
be known before outsourcing.

7 Conclusion

Our new homomorphic signature scheme CHQS can be instantiated from ordi-
nary bilinear groups, but still allows public verifiability for polynomials of degree
greater than 1. Previous proposals either were limited to private verifiability, or
relied on advanced primitives like graded encoding schemes. Such alternatives
have recently been threatened by substantial cryptanalytic progress. Bilinear
groups, however, are well understood and have been a reliable cryptographic
building block for years.

We have demonstrated a novel approach using pairings to obtain both public
verifiability and the ability to homomorphically evaluate a multiplication at the
same time. CHQS achieves several desirable properties, including context hid-
ing and amortized efficiency. Furthermore, we reduced its security to the FDHI
assumption in the standard model. This enables homomorphic signature schemes
as a means of achieving verifiability for delegated computations over authenti-
cated data, for example in the case of second-order statistics over health data in
the cloud.

While CHQS is both context hiding and achieves efficient verification, the
construction of a scheme also achieving succinctness and constant time verifica-
tion is an open problem. Another question remains: can primitives supporting
degrees higher than 2 still be constructed from bilinear maps?

Acknowledgment. This work has received funding from the European Union’s Hori-
zon 2020 research and innovation program under Grant Agreement No 644962.
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Abstract. This paper presents a lattice-based group signature scheme
that provides both member registration and member revocation with
verifier-local revocation. Verifier-local revocation (VLR) seems to be the
most suitable revocation approach for any group since when a member
is revoked VLR requires to update only verifiers. However, presenting
a fully dynamic and fully secured lattice-based group signature scheme
with verifier-local revocation is a significant challenge. Thus, we suggest a
new security notion to prove the security of VLR schemes with member
registration. As a result, we present a dynamical-almost-fully secured
fully dynamic group signature scheme from lattices with VLR.

Keywords: Lattice-based group signatures · Verifier-local revocation
Almost-full anonymity · Dynamical-almost-full anonymity
Member registration

1 Introduction

In the setting of group signature scheme, each group member is capable of sign-
ing messages on behalf of the group anonymously (anonymity). On the other
hand, the group manager should be able to identify the misbehaved members
(traceability). Group signatures were initially introduced by Chaum and van
Heyst [13] in 1991 and later made it scalable and collusion-resistance by Ate-
niese et al. [3]. The model proposed by Bellare et al. [4] (BMW03 model) gave
the formal and strong security notions, “full-anonymity” and “full-traceability”
for static group signatures. Then, Bellare et al. [5] presented a scheme which uses
the BMW03 model to deliver a dynamic group signature scheme. However, their
scheme supports only member registration. Recently, Bootel et al. [7] provided
a security definition for fully dynamic group signatures.

Lattice-based cryptography has been an interesting research topic during the
last decade since it provides security against the threat of quantum attacks. The
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first lattice-based group signature scheme was proposed by Gordon et al. [16].
Then by achieving anonymity with a token system Camenisch et al. [12] extended
the scheme proposed in [16]. Both of the schemes faced a problem of increasing
the size of the signatures with the number of group members N. However, the
scheme proposed by Laguillaumie et al. [18] was able to give a solution for the
linear size problem. But, the scheme in [18] required relatively large parameters.
Later, Ling et al. [22] provided a scheme with several prominent advantages
such as simple construction and shorter size of keys and signatures. Moreover,
their scheme has a strong security with the requirements of the BMW03 model.
Nguyen et al. [26] also presented a simpler efficient scheme from lattices. How-
ever, none of the above schemes support dynamic groups.

The first lattice-based group signature that facilitates member revocation was
proposed by Langlois et al. [19] in 2014. Their scheme manages the member revo-
cation with Verifier-local Revocation (VLR) approach which requires updating
only the verifiers with the latest information about revoked members. However,
they were unable to maintain member registration. Moreover, the scheme in [19]
relies on a weaker security notion called selfless-anonymity. The scheme proposed
by Libert et al. [20] provides only member registration. However, full dynamic-
ity is achieved by the scheme suggested by Ling et al. [23]. They have employed
accumulators to update member information when a member is revoked or reg-
istered. Thus, the first lattice-based fully dynamic group signature scheme [23]
uses Merkle tree accumulators. However, when a new member joins the group,
the group manager has to update registration table, Merkle tree, and the user
counter. Further, when a member is revoked, the group manager has to update
both the registration table and the tree. When signing and verifying, the mem-
bers and the verifiers have to download the respective information. Thus, it
increases the workload of both the members and the verifiers. This yields con-
structing a group signature scheme based on lattices, which does not increase
the workload of the current members, managers, and verifiers when achieving
the full dynamicity.

1.1 Our Contribution

This paper presents a fully dynamic group signature scheme from lattices with
verifier-local revocation and member registration.

However, gaining full anonymity (which was described in the BMW03 model
[4] and which was used in [5]) for VLR scheme is a challenging problem. In
case of the full-anonymity game between a challenger and an adversary, the
challenger provides all the secret signing keys to the adversary. The previous
VLR schemes constructed the revocation token by taking the part of the secret
signing key of the relevant member. Thus, if we provide all the secret signing
keys to the adversary, he can obtain the tokens of the members and check which
member’s index is used to generate the challenging signature. In our scheme,
we separate the construction of the revocation tokens from the generation of
the secret signing keys. Thus, we can provide all the secret signing keys to the
adversary as in the full anonymity, without any issue.
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Even though the full anonymity does not manage revocation queries, we allow
the adversary to request revocation tokens. But, we will not provide challenged
members’ tokens to the adversary, or we will not generate challenged signatures
for the member-indices whose tokens are already revealed by the adversary. This
restricted version of the full-anonymity is known as almost-full anonymity. We
adapt the almost-full anonymity suggested in [28] to cope with registration query
to prove the security of our scheme. Thus, we propose a new security notion
called dynamical-almost-full anonymity which is a restricted version of the full
anonymity and extended version of the almost-full anonymity for fully dynamic
group signatures with VLR and member registration.

Since the previous VLR schemes like the scheme in [19] have not considered
member registration separately, they generated members’ keys at the setup stage
with the group public key. In our scheme, we separate member registration and
allow new members to join the group with their secret keys as in [20]. Thus, in
the member registration, we provide a simple method to generate keys for the
members by using the group public key. First, we use trapdoors [15] to generate
the group public key and the authority keys at the setup phase. Since the group
manager needs to know the revoking member’s revocation token, we allow new
members to generate only their secret signing keys at the joining protocol. The
group manager issues the revocation token with the member certification. When
a member misbehaved, the group manager can revoke the misbehaved member by
adding that member’s token to the list called revocation list (RL) and updating
the verifiers with the latest RL as any VLR scheme. When verifying a signature,
verifiers have to check the validity of the signer using the latest RL.

Moreover, we provide an explicit tracing algorithm to trace signers. The
implicit tracing algorithm presented in VLR requires executing Verify for each
member until the relevant member is found. Since the time consumption is high
in the implicit tracing algorithm, it is not convenient for large groups. Hence, if
necessary the tracer can use the explicit tracing algorithm instead of using the
implicit tracing algorithm for tracing signers.

2 Preliminaries

2.1 Notations

For any integer k ≥ 1, we denote the set of integers {1, . . . , k} by [k]. We denote
matrices by bold upper-case letters such as A, and vectors by bold lower-case
letters, such as x. We assume that all vectors are in column form. The concate-
nation of matrices A ∈ R

n×m and B ∈ R
n×k is denoted by [A|B] ∈ R

n×(m+k).
The concatenation of vectors x ∈ R

m and y ∈ R
k is denoted by (x‖y) ∈ R

m+k.

If S is a finite set, b
$← S means that b is chosen uniformly at random from S.

If S is a probability distribution b
$← S means that b is drawn according to S.

The Euclidean norm of x is denoted by ||x|| and the infinity norm is denoted by
||x||∞. Let χ be a b-bounded distribution over Z (i.e., samples that output by χ
is with norm at most b with overwhelming probability where b =

√
nω(log n)).
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2.2 Lattices

Let q be a prime and B = [b1| · · · |bm] ∈ Z
r×m
q be linearly independent vectors

in Z
r
q. The r-dimensional lattice Λ(B) for B is defined as

Λ(B) = {y ∈ Z
r | y ≡ Bx mod q for some x ∈ Z

m
q },

which is the set of all linear combinations of columns of B. The value m is the
rank of B.

We consider a discrete Gaussian distribution with respect to a lattice. The
Gaussian function centered in a vector c with parameter s > 0 is defined
as ρs,c(x) = e−π‖(x−c)/s‖2

and the corresponding probability density func-
tion proportional to ρs,c is defined as Ds,c(x) = ρs,c(x)/sn for all x ∈ R

n.
With respect to a lattice Λ the discrete Gaussian distribution is defined as
DΛ,s,c(x) = Ds,c(x)/Ds,c(Λ) = ρs,c(x)/ρs,c(Λ) for all x ∈ Λ. Since Z

m is also
a lattice, we can define a discrete Gaussian distribution for Z

m. By DZm,σ, we
denote the discrete Gaussian distribution for Z

m around the origin with the
standard deviation σ.

2.3 Lattice-Related Computational Problems

The security of our scheme relies on the hardness of the two lattice-based prob-
lems defined below.

Learning with Errors (LWE)

Definition 1. Learning With Errors (LWE) [27] is parametrized by integers
n,m ≥ 1, and q ≥ 2. For a vector s ∈ Z

n
q and χ, the distribution As,χ is obtained

by sampling a ∈ Z
n
q uniformly at random and choosing e ← χ, and outputting

the pair (a,aT · s + e).

There are two LWE problems. They are Search-LWE and Decision-LWE.
While Search-LWE is to find the secret s given LWE samples, Decision-LWE
is to distinguish LWE samples and samples chosen according to the uniformly
distribution. We use the hardness of Decision-LWE problem.

For a prime power q, b ≥ √
nω(log n), and distribution χ, solving LWEn,q,χ

problem is at least as hard as solving SIV Pγ (Shortest Independent Vector Prob-
lem), where γ = Õ(nq/b) [15,29].

Short Integer Solution (SISn,m,q,β). SIS was first discussed in seminal work
of Ajtai [2]. SIS problem asks to find a sufficiently short nontrivial integer com-
bination of given uniformly random elements of a certain large finite additive
group, which sums to zero [27].

Definition 2. Short Integer Solution (SISn,m,q,β [27,29]) is as follows. Given m
uniformly random vectors ai ∈ Z

n
q , forming the columns of a matrix A ∈ Z

n×m
q ,

find a nonzero vector x ∈ Z
m such that ||x|| ≤ β and Ax = 0 mod q.

For any m, β, and for any q >
√

nβ, solving SISn,m,q,β problem with non-
negligible probability is at least as hard as solving SIV Pγ problem, for some
γ = β·O(

√
n) [15].
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2.4 Lattice-Related Algorithms

We use a randomized nearest-plane algorithm SampleD, which is discussed in
[15,24] in our scheme’s construction. The algorithm SampleD samples from a
discrete Gaussian DΛ,s,c over any lattice Λ. The version given in [24] is defined
below.

– SampleD(R, A, u, σ) takes as inputs a vector u in the image of A, a trap-
door R, and σ = ω(

√
n log q log n), and outputs x ∈ Z

m sampled from the
distribution DZm,σ, where x should satisfy the condition A · x = u mod q.

Preimage sampleable trapdoor functions (PSTFs) [15] are defined by proba-
bilistic polynomial-time algorithms. We use PSTFs discussed in [1,15,24].

– GenTrap(n, m, q) is an efficient randomized algorithm. For any given integers
n ≥ 1, q ≥ 2, and sufficiently large m = O(n log q), GenTrap(n, m, q) outputs
a matrix A ∈ Z

n×m
q and a trapdoor matrix R. The distribution of the output

A is negl(n)-far from the uniform distribution.

2.5 Other Tools

We denote the security parameter by n, and the maximum number of expected
users in a group by N = 2�. Depending on the security parameter n, other
parameters we used are as in Table 1.

Table 1. Parameters of the scheme

Parameter Value or asymptotic bound

Modulus q ω(n2 log n)

Dimension m ≥2n log q

Gaussian parameter σ ω(
√

n log q log n)

Integer norm bound β �σ · logm�
Number of protocol repetitions t ω(log n)

In the construction of our scheme, we use one-time signature scheme OT S
= (OGen, OSign, OVer) [25]. OT S schemes are based on one-way functions, and
they are simpler to implement and are computationally efficient than trapdoor
functions. OT S schemes are digital signature schemes. Since OT S requires the
signer to generate keys for each message to be signed newly, keys formed for
each message are unique for the particular messages. OGen is the key generation
algorithm, which takes as an input (1n), and outputs a signing, verification key
pair (osk, ovk). OSign is the signing algorithm, which uses the key osk and
a message M as inputs, and outputs a signature Σ. OVer is the verification
algorithm, which is a deterministic algorithm that takes as inputs the key ovk,
the message M, and the signature Σ to validate the signature Σ. Depending on
the validation of the signature, OVer outputs 	 or ⊥ [14].
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3 Achieving Security for VLR Schemes with Registration

This section first describes the security requirements of group signatures. Then
we discuss VLR group signature schemes. Later, we explain the difficulties of
achieving full-anonymity for VLR group signature schemes and put forward
a new security notion called dynamical-almost-full anonymity that manages
anonymity of VLR group signature schemes with member registration.

3.1 Security Requirements

The group signatures, which were introduced by Chaum and van Heyst [13] pro-
vided two main features called anonymity and traceability. Anonymity requires
any adversary is not able to discover the signer. Traceability requires no one can
create a signature that cannot be traced by the group manager. Nevertheless, in
last decades, more security requirements have been presented. Bellare et al. [4]
(BMW03 model) provided two appropriate security notions called full-anonymity
and full-traceability that formalize the previous security requirements.

Full-anonymity requires no adversary can identify the signer same as in the
anonymity suggested in [13]. But, in the full-anonymity, the adversary is stronger
since he may corrupt all the members including the one issuing the signature.
Moreover, he can view the outcome that group manager sees when tracing a
signer.

Full-traceability also much stronger than the traceability in the past and it
also acts as a strong version of collusion-resistance. Thus, a group of colluding
group members who pool their secret keys cannot create a signature that belongs
to none of them; even they know the secret key of the group manager. Thus, in
the full traceability game, the adversary can query signatures for any message
and index, and he can corrupt any member.

In the scheme in [5], non-frameability is separated from the traceability. In
traceability game, the tracing manager’s secret key is provided to the adver-
sary but, the group manager’s secret key is not provided. Thus, the adversary
cannot create untraceable dummy members. But in non-frameability, the group
manager’s and the tracing manager’s secret keys are given to the adversary.

3.2 VLR Group Signatures

The functionality of member revocation is a desirable requirement of any group
signature since misbehaved members should be removed from the group and
restricted them signing on behalf of the group. The simplest method is generating
all the keys newly including public keys and secret keys (except for revoking
member) when a member is revoked and broadcasting the new keys to existing
members and verifiers. But this method is not appropriate for large groups.
Bresson and Stern [8] suggested an approach that requires signers to prove that
his member certification is not in the public revocation list at the time of signing.
Since the signature size increases with the number of revoked members in this
method, it is also not suitable for large groups. Later Camenisch et al. [11]
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proposed an approach using dynamic accumulators, where the accumulator is
an algorithm that allows hashing a large set of inputs to one shorter value, and
the dynamic accumulator allows to add or delete inputs dynamically. However,
this approach requires members to keep track of revoked user information, and
needs to update their membership. Thus in this approach, workloads of the
current group members increase. A different revocation method called Verifier-
local Revocation (VLR) was proposed by Brickell [9] and formalized by Boneh
et al. [6] in their group signature scheme. Other than the scheme in [6], schemes
like [21,28] use VLR to manage member revocation.

Verifier-local Revocation (VLR) uses a token system to manage the status
of the members. Each member has a revocation token other than their secret
signing keys. When a member is revoked, his revocation token is added to a list
called Revocation list (RL) and passed to the verifiers. Thus, the verifiers can
check the validity of the signer using the latest RL. Since VLR does not require
to generate keys newly or keep track of information for the existing members,
it is more convenient than any other approach. It simply asks to update the
verifiers who are less than the members in number when a member is revoked.
Thus, it is suitable for any size of groups.

In general, group signature schemes consist of four algorithms, KeyGen, Sign,
Verify, and Open. VLR group signature schemes consist of former three algo-
rithms, and VLR scheme has an implicit tracing algorithm for tracing signers
instead of Open.

– KeyGen(n,N ): This randomized PPT algorithm takes as inputs n and N.
Then it outputs a group public key gpk, a vector of user secret keys gsk =
(gsk[0],gsk[1], ..., gsk[N − 1]), and a vector of user revocation tokens grt =
(grt[0],grt[1], . . . ,grt[N − 1]), where gsk[i] is the i-th user’s secret key and
grt[i] is his revocation token.

– Sign(gpk, gsk[d ], M ): This randomized algorithm takes as inputs the group
public key gpk, a secret signing key gsk[d ], and a message M ∈ {0, 1}∗. Sign
generates a group signature Σ on M.

– Verify(gpk, RL, Σ, M ): This deterministic algorithm verifies whether the
given signature Σ is a valid signature on given message M using the given
group public key gpk. Moreover, Verify validates the signer is not being
revoked using RL.

Implicit Tracing Algorithm: Any VLR group signature scheme has an implicit
tracing algorithm. The implicit tracing algorithm uses grt as the tracing key.
For a given valid message-signature pair (M, Σ), an authorized person can run
Verify(gpk, RL=grt[i ], Σ, M ) for i = 0, 1, · · ·,N−1 until Verify returns invalid.
The index of the signer is the first index i∗ ∈ {0, 1, · · ·,N − 1} that Verify
returns invalid. The implicit tracing algorithm fails if Verify verifies properly for
all users on the given signature. Since the implicit tracing algorithm requires to
run Verify linear times in N, it is inappropriate for large groups. In comparison
to the algorithm Open, its time consumption is high.

Though VLR is the comparably convenient approach for any group signa-
tures, the existing lattice-based group signature schemes with VLR such as



236 M. N. S. Perera and T. Koshiba

[19] relies on a weaker security notion called selfless-anonymity. Not like the
full-anonymity, the selfless-anonymity has some limitations. According to the
BMW03 model, in the full-anonymity game between a challenger and an adver-
sary, all the secret keys of the group members including challenging keys are given
to the adversary at the beginning of the game. But, in the selfless-anonymity
game, the adversary is not given any secret keys. He can query secret keys at the
query phase but not related to the challenging indices. However, the adversary
is allowed for the queries; Signing, Corruption, and Revocation.

3.3 Achieving Stronger Security for VLR Schemes with Member
Registration

Our scheme is for managing both member registration and revocation. Thus,
the almost-full anonymity suggested in [28] is not sufficient for our scheme. We
modify the almost-full anonymity by adding the registration query. Moreover,
we add some restrictions to manage the attacks of the adversary. We concern
how to secure our scheme (i) when the adversary joins the group as a legal user
before the game starts and (ii) when he requests to join the group after the game
begins. When any user joins the group, we provide revocation tokens to them.
So the adversary can get the revocation tokens by adding new users. In concern
(i), the adversary is getting the revocation tokens when joining the group before
the game starts (he is a legal user) and he can use those indices in challenge
phase after the game starts. Since the adversary has not queried those revocation
tokens, this is not tracked by the almost-full anonymity. As a solution for the
above concerns, we suggest a new security notion called dynamical-almost-full
anonymity, which is an extended version of the almost-full anonymity for fully
dynamic group signatures with VLR and member registration.

In the dynamical-almost-full anonymity, we allow the adversary to add new
members to the group at the anonymity game as same as in previous group sig-
nature schemes like [5,23] and we maintain a global list called RU. RU is used
to track the details of the new members that the adversary adds via the regis-
tration query. RU only consists of indices of the members that the adversary
added. Tracking the new user details is also done in the previous group signature
schemes like in [5,23]. However, we will not provide the revocation tokens of the
new users at the registration query, but the adversary can request revocation
tokens using the revocation query. At the challenge stage, we check RU and
only generate the challenging signature for the indices in RU, but those are not
used for the revocation queries. By creating challenging signature only for the
indices in RU we give a solution to the concern (i) and not providing the revo-
cation tokens for the members at the registration query we give a solution to the
problem (ii). The dynamical-almost-full anonymity game between a challenger
and an adversary is as follows.

– Initial Phase: The challenger C runs KeyGen to get a group public key gpk,
authority secret keys (ik,ok). Then gives gpk and existing group members’
secret signing keys gsk to the adversary A, and creates a new list RU.
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– Query Phase: A can query any token (grt) of any user and can access the
opening oracle, which results with Open(ok, M, Σ). Moreover, A can add new
users to the group using registration query. If the new user is valid and not
already in the registration table reg, then C adds new user to the group. Then
C generates token for the new user and updates both reg and RU. However,
C does not return the token of the new user to A.

– Challenge Phase: A outputs a message M∗ and two distinct identities i0, i1.
If A already not queried the revocation tokens of i0, i1 and if i0, i1 are in RU,
then C selects a bit b $← {0,1}, generates Σ∗ = Sign(gpk,gsk[ib],M∗) and
sends Σ∗ to A. A still can query the opening oracle except the signature chal-
lenged and he is not allowed for revocation queries with challenging indices.
A can add users to the group.

– Guessing Phase: Finally, A outputs a bit b′, the guess of b. If b′ = b, then
A wins.

4 Our Scheme

In our scheme, there are two authorities, group manager and, tracing manager.
The group manager interacts with new users who want to become group members
and issues membership-certifications to the valid users. Moreover, he manages
the member revocation. The tracing manager discovers the signers. Each man-
ager has their public and privates keys. We assume the group manager and new
users interact through a secure channel. The users generate their secret signing
keys, and they can sign messages once the group manager accepted them as
group members. The group manager creates group members’ tokens. To track
the details of the members, we maintain a registration table reg.

Every new user has to interact with the group manager by presenting a
valid signature. The new user i, who has a personal public and private key pair
(upk[i], usk[i]) (as in [5]), samples a short vector xi ← DZ4m,σ and computes zi

using xi and F, where F is a public parameter. Then the new user generates
a signature Σjoin by signing zi with his personal private key usk[i]. When the
group manager receives the massage-signature pair (zi, Σjoin), first he checks
whether zi is used before. If zi is not used before, then the group manager
verifies Σjoin on zi using the user’s personal public key upk[i]. Then he samples
the new user’s revocation token and updates the registration table reg with the
new user’s details. Finally, the group manager sends revocation token to the user.
Now the new user (group member) can sign messages on behalf of the group.

4.1 Supporting Zero-Knowledge Protocol

This section provides a general description of zero-knowledge argument system
that we use in our scheme. Many other lattice-based schemes like [19,20,22] also
use ZKAoK to prove the verifier that the signer is valid in zero-knowledge.

Let COM be the statistically hiding and computationally binding commit-
ment scheme described in [17]. We use matrices F, A, B, V, G, H and vec-
tors u, v, c1, c2 as public parameters. The prover’s witness consists of vectors
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x, bin(z), r, s, e1, and e2. The prover’s goal is to convince the verifier that
F · x = H4n×2m · bin(z) (as discussed in [20]), V · (A · r) + e1 = v mod q
(as discussed in [19]), and (c1 = BT s + e1, c2 = GT s + e2 + �q/2�bin(zi)) (as
discussed in [22]). Here Hn×n�log q� ∈ Z

n×n�log q� is a “power-of-2” matrix and
z = Hn×n�log q� · bin(z) for any z ∈ Z

n
q .

4.2 Description of Our Scheme

This section describes the algorithms of our scheme. Our scheme consists of six
algorithms namely, KeyGen, Join, Sign, Verify, Open, and Revoke. The former five
algorithms follow the techniques given in [20]. We adapt algorithms presented
in [20] to compatible with member revocation mechanism. We use algorithm
Revoke to manage member revocation.

Setup: The randomized algorithm KeyGen(1n, 1N ) works as follows.

1. Run PPT algorithm GenTrap(n, m, q) to get A ∈ Z
n×m
q and a trapdoor TA.

2. Sample vector u $← Z
n
q .

3. Generate encryption and decryption keys by running GenTrap(n, m, q) to get
B ∈ Z

n×m
q and a trapdoor TB.

4. Sample matrix F $← Z
4n×4m
q .

5. Finally output, the group public key gpk:= (A, B, F, u), the group manager’s
(issuer’s) secret key ik:= TA and the opener’s secret key ok:= TB.

Join: A new user i, who has a personal public key and private key pair
(upk[i],usk[i]) can interact with the group manager (issuer) to join the group
as follow.

1. User i samples a discrete Gaussian vector xi ← DZ4m,σ, and computes zi ←
F ·xi ∈ Z

4n
q . Then he generates a signature Σjoin ← Sig(usk[i], zi) and sends

both zi, and Σjoin to the group manager.
2. The group manager GM verifies that zi was not used by any user previ-

ously, by checking the registration table reg. Then he verifies Σjoin is a valid
signature on zi, using Vf(upk[i], zi, Σjoin). He aborts if any condition fails.
Otherwise he will sign the user’s index d = bin(zi), the binary representation
of zi, using group manager’s private key and generates the certificate for the
index cert-indexi = Sign(ik, bin(zi)).

The group manager selects Ri
$← Z

n×4n
q and computes wi = Ri · zi. Then he

samples a vector ri ∈ Z
m ← SampleD(TA,A,u − wi, σ), and generates the

certificate for the token cert-tokeni = Sign(ik, (A · ri)) (ik = TA).
Then he saves the details of the new member (user) i in the registration table
reg[i] ← (i, d,upk[i], zi, Σjoin,Ri,wi, ri, 1) and makes the record active (1).
Finally, GM sends the certi = (cert-indexi, cert-tokeni,Ri, (A ·ri)) as the new
member’s member-certificate.
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Sign: Sign(gpk,gsk[i], certi,M) is a randomized algorithm, that generates a
signature Σ on a given message M using gsk[i] = xi as follows.

1. Let H1: {0, 1}∗ → Z
n×�
q , H2: {0, 1}∗ → {1, 2, 3}t and G: {0, 1}∗ → Z

n×m
q be

hash functions, modeled as a random oracle.
2. Parse gpk as (A, B, F, u) and certi as (cert-indexi, cert-tokeni,Ri, (A · ri)).
3. Run OGen(1n) → (ovk,osk).
4. Encrypt the index d = bin(zi), where zi = F · xi.

a) Let G = H1(ovk) ∈ Z
n×2m
q .

b) Sample s ← χn, e1 ← χm and e2 ← χ�.
c) Compute the ciphertext (c1, c2) pair

(c1 = BT s + e1, c2 = GT s + e2 + �q/2�bin(zi)).
5. Sample ρ

$← {0, 1}n, let V = G(A,u,M, ρ) ∈ Z
n×m
q .

6. Compute v = V · (A · ri) + e1 mod q (||e1||∞ ≤ β with overwhelming prob-
ability).

7. Execute Verify(A, bin(zi), cert-indexi) to prove cert-indexi is generated on
bin(zi) and Verify(A, (A · ri), cert-tokeni) to prove cert-tokeni is generated on
(A · ri). Then generate a proof as in Sect. 4.1, that the user is valid, honestly
computed above v, and index is correctly encrypted. By repeating the basic
protocol of KTX commitment scheme in Sect. 4.1 t = ω(log n) times to make
the soundness error negligible. Then we make it non-interactive using the
Fiat-Shamir heuristic as a triple, Π = ({CMT (k)}t

k=1, CH, {RSP (k)}t
k=1),

where CH = ({Ch(k)}t
k=1) = H2(M, {CMT (k)}t

k=1, c1, c2).
8. Compute OT S; sig = OSig(osk, (c1, c2,Π)).
9. Output signature Σ = (ovk, (c1, c2), ρ,Π, sig,v).

Verify: The deterministic algorithm Verify(gpk,M, Σ,RL) works as follows,
where RL = {{ui}i}.

1. Parse the signature Σ as (ovk, (c1, c2), ρ,Π, sig,v).
2. Get V = G(A,u,M, ρ) ∈ Z

n×m
q .

3. If OVer(ovk, ((c1, c2),Π), sig) = 0 then return 0.
4. Parse Π as ({CMT (k)}t

k=1, {Ch(k)}t
k=1, {RSP (k)}t

k=1).
5. If (Ch(1), . . . , Ch(t)) �= H2(M, {CMT (k)}t

k=1, c1, c2) return 0 else proceed.
6. For k = 1 to t run the verification steps of the commitment scheme to validate

RSP (k) with respect to CMT (k) and Ch(k). If any of the conditions fails then
output invalid.

7. For each ui ∈ RL compute e
′
i = v − V · ui mod q to check whether there

exists an index i such that ||e′
i||∞ ≤ β. If so return invalid.

8. Return valid.

Open: Open(gpk, ok, reg, M, Σ) functions as follows, where ok = TB.

1. Let G = H1(ovk).
2. Then using TB compute a small norm matrix Y ∈ Z

m×2m, where B ·Y = G
mod q.
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3. Compute bin(zi) = �(c2 − YT · c1)/(q/2)�, determine the signer using reg
corresponds to bin(zi), and output the index.

Revoke: The algorithm Revoke(gpk, ik, i, reg, RL) functions as follows.

1. Query reg for i and obtain revoking member’s revocation token (A · ri).
2. Add (A · ri) to RL and update reg [i ] to inactive (0).
3. Return RL.

5 Correctness and Security Analysis of the Scheme

To define correctness and the security requirements we use a set of experiments
consisted of a set of oracles which can be executed by the adversary. We maintain
a set of global lists, which are used by the oracles and performed by the challenger
C. When the adversary A adds a new user to the group (registration query),
and if the new user is excepted as a new member, his index is added to a list
called RU. When A corrupts any user, then that user’s index is added to CUL.
SL contains the signatures that obtained from Sign oracle. When A requests
a signature, the generated signature is added to SL with the index and the
message. When A accesses Challenge oracle, the generated signature is added
to CL with the message sent. When A reveals any user-revocation token, the
challenger adds that user index to TU. When A reveals any user-secret signing
key then that user index is added to BU. We use a set S to maintain a set of
revoked users.

The oracles that we use in the experiments are as follows.

– AddU(i): The adversary A can add a user i ∈ N to the group as an honest
user. The oracle adds i to RU. But the new user’s revocation token is not
returned to the adversary.

– CrptU(i, upk): A can corrupt user i by setting its personal public key upk[i ]
to upk. The oracle adds i to CUL, and initializes the issuer’s state in group-
joining protocol.

– SendToGM(i, Min): A corrupts user i, and engages in group-joining protocol
with Issue-executing issuer. The adversary provides i and Min to the oracle.
The oracle which maintains the Issue state, returns the outgoing message, and
adds a record to reg.

– SendToUser(i, Min): A corrupts the issuer and engages in group-joining pro-
tocol with Join-executing user. The adversary passes i and Min to the oracle.
The oracle which maintains the user i state, returns the outgoing message,
and sets the private signing key of i to the final state of Join.

– RevealSk(i): A can retrieve the secret signing key of the user i. The oracle
updates BU and returns gsk[i ].

– RevealRt(i): A can retrieve the revocation token of user i, and the oracle
returns revocation token and adds i to TU.

– ReadReg(i): A reads the information of i in reg.
– ModifyReg(i, val): A modifies reg [i ] by setting val.
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– Sign(i, M ): A obtains a signature Σ for a given message M and user i who
is an honest user and has private signing key.

– Chalb(i0, i1,M): This oracle is for defining anonymity and provides a group
signature for the given message M under the private signing key of ib, as
long as both i0, i1 are active and honest users having private signing keys
(in RU). Moreover, those indices should not being used to reveal revocation
tokens (not in BU).

– Revoke(i): A can request to revoke user i. The oracle updates the record to 0
for i in reg and adds revocation token of i to the set S.

– Open(M, Σ): A can access the opening oracle with a message M and a sig-
nature Σ to obtain the identity of the user, who generated the signature Σ.
If Σ is generated at Chalb, then oracle will abort.

In addition, we use the following simple polynomial-time algorithm for ease.

– IsActive(i,reg): This algorithm determines whether the member i is active by
querying the registration table reg and outputs either 0 or 1.

5.1 Correctness

Expcorr
FDGS,A(λ)

(gpk,ok, ik) ← GKg(1λ); RU ← ∅;
(i,M) ← A(gpk;AddU,ReadReg,Revoke,RevealRt);
If i /∈ RU or gsk[i] = ε or certi = ε or IsActive(i, reg)= 0 then return 0.
Σ ← Sign(gpk,gsk[i], certi,M);
If Verify(gpk, M, Σ, S) = 0 then return 1.
(i′) ← Open(gpk,ok, reg,M, Σ);
If i �= i′ then return 1.
Return 0.

First note Verify accepts signatures, which are only generated by active and
honest users. If signer’s revocation token is in RL, then his signature is not
accepted. Steps 6 and 7 in both Sign and Verify guarantee this condition. Com-
pleteness of the underlying argument system guarantees that the valid signa-
tures are always accepted and soundness of the underlying argument system
guarantees that a revoked signer cannot pass the test. Open outputs the index of
the signer with overwhelming probability. It computes bin(zi) and extracts the
details of the signer from reg.

5.2 Anonymity

Theorem 1. In the random oracle model, our scheme is dynamical-almost-full
anonymous if LWEn,q,χ problem is hard to solve.

Expanon-b
FDGS,A(λ)

(gpk,ok, ik) ← GKg(1λ); RU,CUL,SL,CL,BU,TU ← ∅;
b∗ ← A(gpk,gsk;
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AddU,CrptU,SendToUser,RevealSk,RevealRt,Open,ModifyReg,Revoke,Chalb);
Return b∗;

We prove that our scheme is dynamical-almost-full anonymous via a sequence
of games.

Game 0: This is the above-defined experiment. The challenger C runs Key-
Gen(1n, 1N ) to obtain group public keys and authority keys. Next, C gives the
group public key gpk and all the existing group members’ secret keys gsk to
the adversary A. In the query phase, A can request for revocation tokens of any
member, and A can access opening for any signature. Moreover, A can add new
members to the group. C validates the new members and adds records to the
registration table reg and RU. But C will not provide the revocation tokens
of the new members without a request of A. Thus, the member certification
will not be provided at the registration query and the challenger returns a suc-
cess message only. When A corrupts the users, those users’ indices are added
to CUL and when he revokes users, those users’ indices are added to S with
tokens of them. Moreover, when A reveals any user token, C adds those users’
indices to TU and returns the member certificate cert. In the challenge phase,
A sends two indices (i0, i1) with a message M∗. If (i0, i1) are newly added as
per RU and are not used for querying revocation tokens (not in TU), then
C generates and sends back a signature Σ∗ = (ovk∗, (c∗

1, c
∗
2), ρ

∗,Π∗, sig∗,v∗)
← Sign(gpk,gsk[ib]∗, certib ,M

∗) for a random b ← {0, 1}. A returns b′ ∈ {0, 1}
the guess of b. If b′ = b then returns 1 or 0 otherwise.

The following games are same as Game 0 with slight modifications. Thus,
still A can access the oracles, and C maintains the global lists according to A’s
requests through the oracles. In any game, A’s requests are almost the same
up to some slight changes in inputs. Thus, C manages those queries as following
games explained and updates the global lists according to A’s requests.

Game 1: In this game, the challenger C makes a slight modification compar-
ing to Game 0. C generates the one-time key pair (ovk∗,osk∗) at the begin-
ning of the game. If A accesses the opening oracle with a valid signature Σ =
(ovk, (c1, c2), ρ,Π, sig,v), where ovk=ovk∗, C returns a random bit and aborts.
However, ovk=ovk∗ contradicts the strong unforgeability of OT S. Moreover,
since the ovk∗ is independent of the adversary’s view, probability of ovk=ovk∗

is negligible. Besides, if A comes up with a valid signature Σ, where ovk=ovk∗,
then sig is a forged signature. We assume that A does not request for opening
of a valid signature with ovk∗.

Game 2: In this game, C programs the random oracle H1. At the beginning
of the game, C replaces the encrypting matrices B and G. C chooses uniformly
random B∗ ∈ Z

n×m
q and G∗ ∈ Z

n×�
q . Then sets H1(ovk∗) = G∗. To answer

the opening oracle requests with Σ = (ovk, (c1, c2), ρ,Π, sig,v), C samples
Y ← (Dzm,σ)�, and computes G = B∗Y ∈ Z

n×�
q . This G is used to answer

the opening and keep track of (ovk, Y, G) to be reused if A repeats the same
requests for H1(ovk). The distributions of G is statistically close to the uniform
over Z

n×�
q [15]. Thus, this game is indistinguishable from Game 1.
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Game 3: In this game, instead of honestly generating the legitimate non-
interactive proof Π, the challenger C simulates the proof without using the
witness. This is done by invoking the simulator for each k ∈ [t] and then pro-
gram the random oracle H1 accordingly. The challenged signature Σ∗ is statis-
tically close to the signature in the previous games since the argument system
is statistically zero-knowledge. Thus, Game 3 is indistinguishable from Game 2.

Game 4: In this game, the challenger C replaces the original revocation token.
We have v = V ·grt[ib]+e1 mod q. C samples t $← Z

n
q uniformly and computes

v = V · t + e1 mod q. V is uniformly random over Z
m×n
q , e1 is sampled from

the error distribution χ, and C replaces only grt[ib] with t. The rest of the game
is same as Game 3. Thus, the two games are statistically indistinguishable.

Game 5: In this game, the challenger C obtains v uniformly. Thus, C makes
details of revocation token totally independent of the bit b. C samples y $← Z

m
q

and sets v = y. In the previous game, the pair (V, v) is a proper LWEn,q,χ

instance and in this game C replaces v with truly uniformly sampled y $← Z
m
q .

Under the assumption of LWEn,q,χ problem is hard, Game 4 and Game 5 are
indistinguishable.

Game 6: In this game the challenger C modifies the generation of ciphertext
(c∗

1, c
∗
2) uniformly. Let c∗

1 = x1 and c∗
2 = x2 + �q/2�db, where x1 ∈ Z

m and
x2 ∈ Z

� are uniformly random and db is the index of the challenger’s bit. The
rest of the game is same as Game 5. Game 5 and Game 6 are indistinguishable
under the assumption of the hardness of LWEn,q,χ.

Game 7: Finally, we make Σ∗ totally independent of the bit b. The challenger
C samples x′

1 ∈ Z
m
q and x′

2 ∈ Z
�
q uniformly random and assigns c∗

1 = x′
1 and

c∗
2 = x′

2. Thus, Game 6 and Game 7 are statistically indistinguishable. Since
Game 7 is totally independent from the challenger’s bit b, the advantage of the
adversary in this game is 0.

Hence, these games prove that proposed scheme is secure with the dynamical-
almost-full anonymity.

5.3 Traceability

Theorem 2. In the random oracle model, our scheme is traceable if SIS prob-
lem is hard.

Exptrace
FDGS,A(λ)

(gpk,ok) ← GKg(1λ); RU,CUL,SL,BU,TU ← ∅;
(M, Σ) ← A(gpk,ok;

AddU,CrptU,SendToIssuer,RevealSk,RevealRt,Sign,Revoke);
If Verify(gpk, M, Σ, S) = 0 then return 0.
i ← Open(gpk,ok, reg,M, Σ);
If i = 0 or IsActive(i, reg)= 0 then return 1 else return 0.
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Suppose there is an algorithm B that solves SIS problem with non-negligible
probability. The adversary A who has gpk and ok outputs (M, Σ) in the trace-
ability game. He can add new users and replace members’ personal public keys.
Moreover, he can query for secret signing keys and revocation tokens of any
member. For the queries of A, B answers as in [20,22] by using oracles.

Finally, A outputs forgery signature Σ∗=(ovk∗, (c∗
1, c

∗
2), ρ

∗,Π∗, sig∗,v∗) on
message M∗. B opens Σ∗ and obtains the index. As same as in [20,22], the
improved Forking Lemma [10] guarantees that, with probability at least 1/2,
B can obtain 3-fork involving tuple (M, {CMT (k)}t

k=1, c1, c2) running A up to
32 ·QH/(ε−3−t) times with the same tape. Rest of the proof flows as in [22] and
[20] and finally we can say, if A has non-negligible success probability and runs
in polynomial time, then so does B. This concludes our proof of traceability.

5.4 Non-frameability

Theorem 3. In the random oracle model, our scheme is non-frameable if SIS
problem is hard.

We use the proof discussed in [20] to prove our scheme’s non-frameability.
Expnon-fram

FDGS,A(λ)

(gpk,ok, ik) ← GKg(1λ); RU,CUL,SL,BUTU ← ∅;
(M, Σ, i) ← A(gpk, ik,ok;

CrptU,SendToUser,RevealSk,RevealRt,Sign,ModifyReg);
If Verify(gpk, M, Σ, S) = 0 then return 0.
If i /∈ RU or i ∈ BU or (i,M, Σ) ∈ SL then return 0 else 1.

Suppose there is a frameable adversary A with advantage ε. We construct a
PPT algorithm B that solves SIS problem. B is given a matrix F. B generates
all the public keys and authority keys. Then B interacts with A by sending gpk
and authority keys (TA,TB).

As discussed in [20], B responses to A’s queries. A can act as a corrupted
group manager and add a new user i to the group. When A requests user i to
generate a signature on a message M, B generates and returns the signature
Σ=(ovk, (c1, c2), ρ,Π, sig,v).

Finally, on a message M∗, A outputs Σ∗=(ovk∗, (c∗
1, c

∗
2),Π

∗, sig∗,v∗), which
opens to i∗ who did not sign the message. Thus, (M∗, Σ∗) should frame user i∗.
B has a short vector zi∗ = F · xi∗ mod q. To solve SIS instance B should have
another short vector zi′ = F ·xi′ mod q. To compute such a vector, B proceeds
by replaying A sufficient times and applying Improved Forking Lemma [10].

As discussed in [20], B can extract a short vector x′, where zi∗ = F·x′ mod q.
According to Stern-like proof of knowledge, with overwhelming probability, we
say x′ �= xi∗ . A nonzero vector h = xi∗ − x′ is a solution for SIS problem.

This proves the non-frameability of our scheme.
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6 Conclusion

This paper presented a simple lattice-based group signature scheme which sat-
isfies both member registration and revocation with VLR. We have discussed
VLR group signatures and difficulties of achieving full-anonymity for VLR group
signatures. Moreover, we proved our scheme’s security by suggesting a new
security notion called dynamical-almost-full anonymity. However, achieving full-
anonymity for VLR group signature schemes still remains as a problem.
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tures with logarithmic signature size. In: Sako, K., Sarkar, P. (eds.) ASIACRYPT
2013. LNCS, vol. 8270, pp. 41–61. Springer, Heidelberg (2013). https://doi.org/10.
1007/978-3-642-42045-0 3

19. Langlois, A., Ling, S., Nguyen, K., Wang, H.: Lattice-based group signature
scheme with verifier-local revocation. In: Krawczyk, H. (ed.) PKC 2014. LNCS,
vol. 8383, pp. 345–361. Springer, Heidelberg (2014). https://doi.org/10.1007/978-
3-642-54631-0 20

20. Libert, B., Ling, S., Mouhartem, F., Nguyen, K., Wang, H.: Signature schemes
with efficient protocols and dynamic group signatures from lattice assumptions.
In: Cheon, J.H., Takagi, T. (eds.) ASIACRYPT 2016. LNCS, vol. 10032, pp. 373–
403. Springer, Heidelberg (2016). https://doi.org/10.1007/978-3-662-53890-6 13

21. Libert, B., Vergnaud, D.: Group signatures with verifier-local revocation and back-
ward unlinkability in the standard model. In: Garay, J.A., Miyaji, A., Otsuka, A.
(eds.) CANS 2009. LNCS, vol. 5888, pp. 498–517. Springer, Heidelberg (2009).
https://doi.org/10.1007/978-3-642-10433-6 34

22. Ling, S., Nguyen, K., Wang, H.: Group signatures from lattices: simpler, tighter,
shorter, ring-based. In: Katz, J. (ed.) PKC 2015. LNCS, vol. 9020, pp. 427–449.
Springer, Heidelberg (2015). https://doi.org/10.1007/978-3-662-46447-2 19

23. Ling, S., Nguyen, K., Wang, H., Xu, Y.: Lattice-based group signatures: achieving
full dynamicity with ease. In: Gollmann, D., Miyaji, A., Kikuchi, H. (eds.) ACNS
2017. LNCS, vol. 10355, pp. 293–312. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-61204-1 15

24. Micciancio, D., Peikert, C.: Trapdoors for lattices: simpler, tighter, faster, smaller.
In: Pointcheval, D., Johansson, T. (eds.) EUROCRYPT 2012. LNCS, vol. 7237, pp.
700–718. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-29011-
4 41

https://doi.org/10.1007/3-540-45708-9_5
https://doi.org/10.1007/3-540-45708-9_5
https://doi.org/10.1007/978-3-642-32928-9_4
https://doi.org/10.1007/3-540-46416-6_22
https://doi.org/10.1007/3-540-46416-6_22
https://doi.org/10.1007/978-3-540-73408-6_15
https://doi.org/10.1007/978-3-642-17373-8_23
https://doi.org/10.1007/978-3-540-89255-7_23
https://doi.org/10.1007/978-3-642-42045-0_3
https://doi.org/10.1007/978-3-642-42045-0_3
https://doi.org/10.1007/978-3-642-54631-0_20
https://doi.org/10.1007/978-3-642-54631-0_20
https://doi.org/10.1007/978-3-662-53890-6_13
https://doi.org/10.1007/978-3-642-10433-6_34
https://doi.org/10.1007/978-3-662-46447-2_19
https://doi.org/10.1007/978-3-319-61204-1_15
https://doi.org/10.1007/978-3-319-61204-1_15
https://doi.org/10.1007/978-3-642-29011-4_41
https://doi.org/10.1007/978-3-642-29011-4_41


Achieving Almost-Full Security for Lattice-Based FDGS with VLR 247

25. Naor, D., Shenhav, A., Wool, A.: One-time signatures revisited: Have they become
practical? IACR Cryptology ePrint Archive 2005/442 (2005)

26. Nguyen, P.Q., Zhang, J., Zhang, Z.: Simpler efficient group signatures from lattices.
In: Katz, J. (ed.) PKC 2015. LNCS, vol. 9020, pp. 401–426. Springer, Heidelberg
(2015). https://doi.org/10.1007/978-3-662-46447-2 18

27. Peikert, C.: A decade of lattice cryptography. Found. Trends Theor. Comput. Sci.
10(4), 283–424 (2016). https://doi.org/10.1561/0400000074

28. Perera, M.N.S., Koshiba, T.: Fully dynamic group signature scheme with mem-
ber registration and verifier-local revocation. In: ICMC 2018, Mathematics and
Computing (to appear)

29. Regev, O.: On lattices, learning with errors, random linear codes, and cryptogra-
phy. In: STOC, pp. 84–93. ACM Press (2005)

https://doi.org/10.1007/978-3-662-46447-2_18
https://doi.org/10.1561/0400000074


Entanglement Between Hash Encodings
and Signatures from ID Schemes with

Non-binary Challenges: A Case Study on
Lightweight Code-Based Signatures

Bagus Santoso(B), Taiyo Yamaguchi, and Tomoyuki Ohkubo

Department of Computer and Network Engineering,
University of Electro-Communications, Chofu, Japan

{santoso.bagus,t.yamaguchi}@uec.ac.jp, o1731027@edu.cc.uec.ac.jp

Abstract. We are interested in investigating the following issue which
rises during the implementation of signature schemes derived from iden-
tification (ID) schemes via Fiat-Shamir (FS) transform. In FS transform,
the “challenge” part of the ID scheme is substituted with the output of a
hash function. However, the“challenge” part of several ID schemes, such
as Stern’s code-based ID scheme, is a ternary sequence ({0, 1, 2}∗), while
all standard hash functions, e.g., SHA-256, outputs a binary sequence.
Hence, we have to apply an encoding to transform the binary sequence of
the hash functions’ outputs into the ternary sequence. A naive encoding
method is to store the whole outputs of the hash function in memory and
then convert them into ternary afterwards. Although this naive encoding
method seems sufficient, it is an interesting question whether we can have
better encoding options with lower computing and storage costs, espe-
cially when we deal with implementation on lightweight devices with
critical resources.

In this paper, we select two other simple hash encoding methods and
plug them into the signature scheme generated from Stern’s ID scheme.
We summarize our results as follows.

– We discover an interesting phenomenon that the choice of the hash
encoding method, which is widely considered as a mere implementa-
tion issue that is supposed to be independent to the stage of scheme
design and the stage of the theoretical security proof construction,
raises problems which make us redesign the scheme and reconstruct
the security proof.

– Our machine experiment shows that our newly selected encoding
methods combined with the redesigned signature schemes bring a
significant performance improvement in practice. For the case of 128-
bit security which is the standard for post-quantum security, in a
single-board credit-card sized computer, i.e., Raspberry Pi, the first
newly selected encoding method and the second one are shown to be
around 53 times faster and 187 faster respectively with few kilobytes
additional length in signature compared to the naive method above.
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1 Introduction

Overview. When implementing cryptographic schemes in practice, sometimes
there are implementation issues which occur exclusively only in the stage of
implementation, and are not addressed at all in the stage of the scheme design.
It is widely believed that implementation issues can be dealt independently with-
out affecting the theoretical security of the scheme which have been evaluated
in the design stage. However, there are special cases where how we deal with
the implementation issue can affect the theoretical security of the scheme. In
this paper, we try to address one example of such special cases we encounter
during the implementation of a signature scheme built from identification (ID)
schemes via Fiat-Shamir (FS) transform [5]. Especially, we are focusing on issues
of implementation on lightweight devices.

Gap between Challenge in ID Scheme and Hash in Signatures. It is well-known
that we can use Fiat-Shamir transform to construct a signature scheme from a
canonical three-pass identification scheme with commitment-challenge-response
procedures as described formally in [3]. As formally described by Bellare and
Palacio [3], in a canonical three-pass identification scheme, the prover firstly
sends a “commitment” to the verifier, and then verifier sends back a “challenge”
to the prover, who responds with a “response” to the verifier. A typical signing
procedure of a message m in such signature scheme substitutes the “challenge”
part of the identification scheme with the hashing of “commitment” and m
using a standard hash function h, e.g., SHA-256, etc. When the domain where
the output of h belongs to and the domain of the “challenge” are same, there is
no problem. However, in reality, they are not always be. For example, the code
based identification scheme proposed by Stern [8] and multivariate polynomials
based one proposed by Sakumoto [6] have the domain of the “challenge” to be
the set {0, 1, 2}, while as widely known, all standard hash functions in reality
have the domain of the outputs to be the binary set, i.e., {0, 1}.

Now, let us have a more detailed look on the construction of the signature
schemes. First, as a common technique in Fiat-Shamir transform, note that
rather than based on the original Stern’s ID scheme, we construct the signature
schemes based on the parallel version of Stern’s ID scheme. Let (, , chal, resp)
denote the communication transcript of the Stern’s parallel ID scheme corre-
sponding to the “commitment”,“challenge”, and “response” respectively, where
chal ∈ {0, 1, 2}r and r is the parameter indicating the number of parallel
instances required to guarantee the security level of the scheme against imper-
sonation attack. Inside the signature scheme constructed from the identification
scheme via Fiat-Shamir transform, during the process of creating the signature
of message m, we compute chal′ = h(, ,m) to substitute chal which is originally
chosen in random by the verifier of identification scheme. And, in order to pro-
duce the signature of m, we have to run the procedure used by the prover for
computing resp. In the case of Stern’s identification scheme, since this proce-
dure takes the original chal as input, it can only works properly if the input is
a sequence of values in {0, 1, 2}∗. However, since the output of h as a standard
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hash function is a sequence of values in {0, 1}, the substitute for chal in the
signature scheme, i.e., chal′, is taking value in the set {0, 1}∗. Hence, we need
to construct a procedure to encode the sequence of binary bits b ∈ {0, 1}∗ into
sequence of ternary bits t ∈ {0, 1, 2}∗, so that we can transform the output of
h into a sequence of ternary bits and input it into the procedure for computing
resp to produce the signature of m.

Motivation. One immediate way to convert the binary sequence into ternary
sequence, which we call as naive encoding method, is by just taking the binary
sequence as integer x in base 2, then compute the representation of x in base
3. However, our observation reveals that this naive method requires us to per-
form division operation multiple times and thus, it might not be suitable for
implementation on lightweight devices.1 Based on this observation, we pose the
following question which is the initial motivation of this research.

“Can we do better than above naive encoding method? Do we have options
other than naive methods which are better in the term of computational
and/or storage costs ?”

Especially, we are interested only on encoding methods which are simple,
lightweight, and easy to implement on any devices.

Our Results. Other than the above naive encoding method, we select two other
methods of encoding sequence of binary bits into sequence of ternary bits which
we denote as Method 1 and Method 2. Our choice are based on our observation
that the two methods are very simple, lightweight and easy to implement on any
devices. We “plug” each selected encoding methods into the signature schemes
and compare their performance.

In general, the newly selected encoding methods perform better compared to
the naive encoding method. Our machine experiment shows that despite their
simplicity, Method 1 and Method 2 can bring a significant performance difference
in practice, compared to the naive method. For the case of 128-bit security which
is the standard for post-quantum security, for implementation on a single-board
credit-card sized computer, i.e., Raspberry Pi, Method 1 and Method 2 are shown
to be around 53 times faster and 187 faster respectively compared to the naive
encoding method.

The initialization procedure of Method 1 and Method 2 are same, i.e., given
sequence of binary bits b, we divide b into blocks of two bits. An i-th two-bits-
block of b is denoted by bi = bi,0bi,1, where bi,0, bi,1 ∈ {0, 1}. For simplicity,
let us assume that the length of the output of the hash function 2�, and thus
we obtain a total of � two-bits-block of b. After executing the corresponding
procedure shown below, an encoding method will output a sequence of ternary
bits ({0, 1, 2}∗).

1 As we show later in this paper, when generating ternary bits for 128-bit security
level, in practice, this naive encoding method can require more than 53 times of the
time required by other selected encoding methods.
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– Method 1: Encoding with droppings. For each i-th two-bits-block bi, this
encoding basically firstly coverts the value of bi into its decimal value, and
then outputs the converted value if and only if the converted value is in the
set {0, 1, 2}. The important properties of this encoding are as follows: (1)
all blocks from input with binary value “11” are dropped, and (2) there is
one-to-one corresponding between the ternary bits at the output and the two-
bits-block of binary bits at the input. One can see this method as variant of
the classical rejection sampling algorithm [9], and therefore this method pro-
duces uniformly random ternary bits assuming that the binary random bits
are also uniformly random. Note that we can not guarantee how many ternary
bits we can obtain in deterministic way. However, but as shown later, we can
estimate the number of necessary binary random bits in order to obtain a
certain number of ternary bits with probability larger than half.

– Method 2: Encoding without dropping. For each i-th two-bits-block bi, this
encoding maps the value of bi into its Hamming’s weight, i.e., the number of
non-zero value. The most important property of this encoding is that blocks
with value “01” and“10” are mapped into the same ternary bit “1”. This
method guarantees that we can always get � ternary bits from 2� binary bits.
However, in contrast to Method 1, this method does not produce ternary bits
in uniform distribution. As shown later, this actually affect the security of
the signature scheme which is constructed based on this method.

Constructed Signature Schemes and Their Properties. For each method, we con-
struct a signature scheme based on it. We use the proof technique developed in
[1] to construct the security proof for each scheme. In a nutshell, at the heart
of the security proof is the relation between three values (εA, εD, γ), where εA
denotes the success probability of an adversary A breaking the signature scheme,
εD denotes the success probability of breaking the underlying decisional version
of the hard problem, and γ denotes the success cheating probability of dishonest
prover in the underlying identification scheme. The relation can be informally
written as follows: εA ≈ εD + γr. Based on the fact that the distribution of the
ternary bits resulted from the encoding can be translated into the distribution
of “challenge“s in the underlying identification scheme, we derive another fact
that the distribution of the ternary bits resulted from the encoding affects the
success cheating probability of dishonest prover in the underlying identification
scheme, i.e., γ, and thus also affects the success probability of adversary breaking
the unforgeability of the signature scheme, i.e., εA. Our first signature scheme
Sig1 is constructed based on Method 1 and our second signature scheme Sig2 is
constructed based on Method 2.

We show the trade-off of performance between the naive encoding methods
and our proposed encoding methods in Table 1. In general, the faster the encod-
ing method, the larger the signature size is. However, it should be noted that
our proposed encoding methods achieve a huge speed improvement with only a
little payoff on the signature size compared to the naive method.

Related Works and Generalization. The signature scheme derived from Stern’s
ID scheme via FS transform has been mentioned in Stern’s original paper [8],
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Table 1. Performance comparison of encoding methods

Encoding methods Computational cost [µs] Signature size [MB]

Naive Method 326.738 1.57

Method 1 6.146 1.58

Method 2 1.740 2.42

but it does not give any explanation on concrete construction of the signature
scheme. Alamélou et al. introduced a code-based group signature scheme based
on Stern’s ID scheme [2] with security proof based on the search version of
Syndrome Decoding problem. It should be noted that the basic signature scheme
mentioned in [2] does not have tight security proof, while our security proofs for
signatures in this paper offer tight security proof based on the decisional version
of Syndrome Decoding problem. We are sure that this works can be generalized to
other ID schemes with non-binary challenges, such as the 3-pass ID scheme based
on multivariate quadratic polynomials (MQ) problem proposed by Sakumoto [6].
The only requirement is that since our security proof is based on the decisional
problem, the decisional version of the underlying computationally hard problem
corresponding to the ID scheme must also be hard.

2 Preliminaries

Notations. The empty string is denoted by λ. If x is a string, then x ∈ {0, 1}n

denotes that x is the n-bit binary string and if A is a matrix, then A ∈ {0, 1}m×n

denotes that A is the binary matrix of m rows and n columns. Hamming weight
of a string x, denoted by wH(x) is the number of 1s it includes and S

n
p is the set

of n-bit binary strings of hamming weight p. Πn denotes the set of permutations
order n. The symbol || denotes concatenation. Also we define complexity related
notations. A function µ is called negligible iff ∀c > 0 ∃n0 ∈ N such that ∀n ≥
n0, µ(n) < n−c holds. And a function µ is called non-negligible iff ∃c > 0 ∀n0 ∈
N such that ∃n ≥ n0, µ(n) ≥ n−c holds. We say that any problem P is hard
if there is no algorithm solves it within polynomial time with non-negligible
probability. Unless noted otherwise, any algorithm is probabilistic polynomial
time algorithm.

Definition 1 (Decisional Syndrome Decoding (DSD) Problem). A Deci-
sional Syndrome Decoding (DSD) problem parameterized with (n, k, p) ∈ N

3 is
associated with the following sets: Sn,k,p := {(H, s, p)|H ∈ {0, 1}(n−k)×n, s ∈
{0, 1}n−k}, Tn,k,p := {(H, s, p)|(H, s, p) ∈ Sn,k,p,∃e s.t.H · eT = s, wH(e) = p},
T̃n,k,p := Sn,k,p\Tn,k,p. A DSD adversary D is given inputs (H, s, p) ∈ Sn,k,p,
and outputs one bit d ∈ {0, 1} within polynomial time. The advantage of DSD
adversary D is defined as follows.

∣
∣
∣
∣
Pr

[

D((H, s, p) ∈ Tn,k,p) = 1
]

− Pr
[

D((H, s, p) ∈ T̃n,k,p) = 1
]
∣
∣
∣
∣
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The DSD problem parameterized with (n, k, p) is εDSD-hard if there is no
DSD adversary D with advantage larger than equal to εDSD.

DSD problem is shown to be NP-complete by Berlekamp et al. [4]. Therefore,
DSD problem is hard in the worst-case even for quantum computers. If we
assume that εDSD in the above definition to be negligible, then it means that
we assume that DSD problem is also hard in the average-case even for quantum
computers.

Definition 2 (String Commitment Scheme [6]). The string commitment
scheme Com is a two-stage interactive protocol between a sender and a receiver
using a string commitment function Com. In the first stage, the sender com-
putes a commitment value c ← Com(s; ρ) and sends c to the receiver, where s is
a string and ρ is a random string. In the second stage, the sender gives (s, ρ) to
the receiver and the receiver verifies c = Com(s; ρ). Informally, the string com-
mitment scheme Com is called statistically hiding iff no receiver can distinguish
two commitment values generated from two different strings even if the receiver
is computationally unbounded. And the string commitment scheme Com is called
computationally binding iff no polynomial time sender can change the committed
string after the first phase.

Definition 3 (Collision Resistant Hash Function). A collision resistant
hash function is a function {h : {0, 1}∗ → {0, 1}k} (for some integer k) such
that any polynomial time algorithm can only succeed in finding two different
strings x 	= y such that h(x) = h(y) with negligible probability.

2.1 Signature Schemes

Definition 4. A signature scheme Sig consists three algorithms
(KeyGen,Sign,Verify) such that:

– KeyGen is the key generation algorithm that outputs a pair of the public key
pk and secret key sk from the security parameter κ.

– Sign is the signing algorithm that outputs a signature σ from a message m
and the secret key sk.

– Verify is the verification algorithm that outputs 1 if the signature is correct
and 0 otherwise from a message m, a signature σ and the public key pk.

The standard security notion for signature scheme is existential unforgeability
against adaptive chosen-message attacks which informally means that any adver-
sary cannot produce a valid signature for a new message with a non-negligible
probability after obtaining signatures on polynomially many arbitrary messages
of his choice.

Definition 5 (Unforgeability in Random Oracle Model). Let Sig =
(KeyGen,Sign,Verify) be a signature scheme and let RO be a random oracle.
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We say that Sig is (qS , qH , ε)-existentially unforgeable against adaptive chosen-
message attacks, if there is no algorithm A that runs while making at most qh

hash queries and at most qS signing queries, such that

Pr[(pk, sk) ← KeyGen(κ); (m,σ) ← ASign(sk,·),RO(·)(pk) : m 	∈ {m1, · · · ,mqS
}

∧ Verify(m,σ, pk) = 1] ≥ ε,

where {m1, · · · ,mqS
} is the set of messages queried to the signing oracle.

3 Signature Schemes

We establish the signature schemes based on the Stern’s protocol [8] via the Fiat-
Shamir transform [5]. In our signature, we use a hash function outputs a ternary
string. However, general hash function outputs a binary string. Therefore, it
must be converted from a binary string to a ternary string. Hence, as described
in the Introduction, we propose two different signature schemes according to the
difference in binary to ternary conversion method.

3.1 Scheme 1

We describe our first signature scheme Sig1 = (KeyGen, Sign, Verify) in Fig. 1.
In Sig1, if two adjacent bits of b, (bj ||bj+1) is 00, it is regarded as 0 in Stern’s
protocol. Similarly, if bj ||bj+1 is 01, it is regarded as 1, and if bj ||bj+1 is 10,
it is regarded as 2. But if bj ||bj+1 is 11, we do nothing and go on to the next
2-bits. By doing so, we can regard the output of the hash function as a ternary
string. However, if k < r when converting b ∈ {0, 1}r′

to the t ∈ {0, 1, 2}k, it is
necessary to call the hash function again with a different input to obtain a new
b. So, we introduce α to change the input with minimal processing. It is easy to
see that any signature produced by the Sign algorithm of Sig1 will be accepted
by Verify algorithm of Sig1. We will show the security proof of Sig1 in Sect. 4.

3.2 Scheme 2

Sig2 = (KeyGen, Sign, Verify) is the signature scheme based on another con-
version procedure. The detailed is described in Fig. 2. In Sig2, if two adjacent
bits of b (b2i−1||b2i) is 00, it is regarded as 0 in Stern’s protocol. Similarly, if
b2i−1||b2i is 01 or 10, it is regarded as 1, and if b2i−1||b2i is 11, it is regarded as
2. Thus, we can regard the output of the hash function as a ternary string as
in Sig1. The difference from Sig1 is that b can always be converted to the n-bit
ternary string in Sig2. It is easy to see that any signature produced by the Sign
algorithm of Sig2 will be accepted by Verify algorithm of Sig2. We will show the
security proof of Sig2 in Sect. 4.2.

Remark 1. Sig1 and Sig2 are actually always implicitly parameterized with
(n, k, p) ∈ N

3. For simplicity, throughout this paper we omit the mentioning
of parameter (n, k, p) and unless otherwise noted, Sig1 and Sig2 are parameter-
ized with the same (n, k, p) ∈ N

3.
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KeyGen(κ = { n, k, p, r, r′ }) :
1. H

$←− {0, 1}(n−k)×n

2. sU
$←− Sn

p

3. iU ← H · sU

4. choose a collision resistant

hash function
h : {0, 1}∗ → {0, 1}r′

5. choose a commitment
function

Com(·)
6. return

pk = (H, iU , h,Com, p, r, r′)
and sk = sU

Sign(sk, m) :

1. i ← 0

2. while i < r do
3. i ← i + 1

4. yi
$←− {0, 1}n, πi

$←− Πn

5. ci
1 ← Com(πi||H · yT

i )

ci
2 ← Com(yi · πi)

ci
3 ← Com((yi ⊕ sU ) · πi)

6. end while
7. α

$←− {0, 1}β

8. b = {b1, · · · , br′}
← h({ci

1||ci
2||ci

3}r
i=1||α||m)

9. i ← 1, j ← 1

10. while i ≤ r and j < r′ do
11. if bj ||bj+1 = 00, then

ti ← 0, i ← i + 1

12. else if bj ||bj+1 = 01, then
ti ← 1, i ← i + 1

13. else if bj ||bj+1 = 10, then
ti ← 2, i ← i + 1

14. j ← j + 2

15. end while
16. if j ≥ r′, then goto Step 7

17. i ← 1

18. while i ≤ r do
19. if ti = 0 then zi

1 ← yi, z
i
2 ← πi

20. else if ti = 1 then
zi
1 ← yi ⊕ sU , zi

2 ← πi

21. else if ti = 2 then
zi
1 ← yi · πi, z

i
2 ← sU · πi

22. i ← i + 1
23. end while
24. return

σ = {{ci
1, ci

2, ci
3, zi

1, zi
2}r

i=1, α}

Verify(pk, m, σ) :

1. b′ = {b′
1, · · · , b′

r′}
← h({ci

1||ci
2||ci

3}r
i=1||α||m)

2. i ← 1, j ← 1

3. while i < r and j < r′ − 1 do
4. if b′

j−1||b′
j = 00

5. if ci
1 �= Com(zi

2||H · z1iT)

∨ci
2 �= Com(zi

1 · zi
2)

then return 0

6. else i ← i + 1

7. else if b′
j−1||b′

j = 01

8. if ci
1 �= Com(zi

2||H · z1iT ⊕ iU )

∨ci
3 �= Com(zi

1 · zi
2)

then return 0

9. else i ← i + 1

10. else if b′
j−1||b′

j = 10

11. if wH(zi
2) �= p ∨ ci

2 �= Com(zi
1)

∨ci
3 �= Com(zi

1 ⊕ zi
2)

then return 0

12. else i ← i + 1
13. j ← j + 2

14. end while
15. if i < r then return 0
16. return 1

Fig. 1. Signature scheme Sig1

4 Security Proof

To analyze the security of Sig1 and Sig2, we use a random oracle model. And
with that, we define adversary to perform existential forgery by adaptive chosen
message attack as follows.

Definition 6. If the adversary produces a valid signature forgery with probability
greater than ε while making at most qH hash queries and qS sign queries, we call
it (ε, qH , qS)-adversary.

Remark 2. For simplicity, in this paper, we omit the explicit statement on run-
ning time of the adversary. We assume that qH and qS are the polynomials and
(ε, qH , qS)-adversary is probabilistic polynomial time algorithm.

4.1 Scheme 1

Theorem 1. If DSD problem is εDSD-hard, then Sig1 is (qH , qS , ε1)-
existentially unforgeable against adaptive chosen-message attacks in the random
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KeyGen(κ = { n, k, p, r }) :

1. H
$←− {0, 1}(n−k)×n

2. sU
$←− Sn

p

3. iU ← H · sU

4. choose a collision resistant
hash function

h′ : {0, 1}∗ → {0, 1}2r

5. choose a commitment

function
Com(·)

6. return
pk = (H, iU , h,Com, p, r)
and sk = (sU , pk))

Sign(sk, m) :

1. i ← 0

2. while i < r do
3. i ← i + 1

4. yi
$←− {0, 1}n, πi

$←− Πn

5. ci
1 ← Com(πi||H · yT

i )
ci
2 ← Com(yi · πi)

ci
3 ← Com((yi ⊕ sU ) · πi)

6. end while
7. b = {b1, · · · , b2r}

← h′({ci
1||ci

2||ci
3}r

i=1||m)
8. i ← 0
9. while i < r do
10. i ← i + 1
11. if b2i−1||b2i = 00 then

zi
1 ← yi, z

i
2 ← πi

12. else if b2i−1||b2i = 01, 10 then
zi
1 ← yi ⊕ sU , zi

2 ← πi

13. else if b2i−1||b2i = 11 then
zi
1 ← yi · πi, z

i
2 ← sU · πi

14. end while
15. return σ = {{ci

1, ci
2, ci

3, zi
1, zi

2}r
i=1}

Verify(pk, m, σ)

1. b′ = {b′
1, b′

2, · · · , b′
2r}

← h({ci
1||ci

2||ci
3}r

i=1||m)
2. i ← 0
3. while i < r do
4. i ← i + 1
5. if b′

2i−1||b′
2i = 00

6. if ci
1 �= Com(zi

2||H · z1iT)
∨ci

2 �= Com(zi
1 · zi

2)

then return 0

7. else if b′
2i−1||b′

2i = 01
∨b′

2i−1||b′
2i = 10

8. if ci
1 �= Com(zi

2||H · z1iT ⊕ iU )
∨ci

3 �= Com(zi
1 · zi

2)

then return 0
9. else if b′

2i−1||b′
2i = 11

10. if wH(zi
2) �= p ∨ ci

2 �= Com(zi
1)

∨ci
3 �= Com(zi

1 ⊕ zi
2)

then return 0
11. end while
12. return 1

Fig. 2. Signature scheme 2

oracle model for :

ε1 = εDSD +
(qH + 1)
εGOOD

(
2
3

)r

+
qS(qS + qH + 1)

23rN+β
. (4.1)

(where r is the number of rounds, εDSD is the hardness of DSD-problem, εGOOD

is the probability that k = r when converting b ∈ {0, 1}r′
to the k-bit ternary

string and N is the output length of commitment value.)

Proof Overview. In order to prove the security of Sig1, the main idea is to
construct the algorithm B that outputs a bit indicating whether (ε1, qH , qS)-
adversary A has succeeded in producing a valid signature forgery of Sig1. Let
pk be the public key generated from honest key generator KeyGen, pk′ be the
public key generated from dishonest key generator KeyGen′, where honest key
generator KeyGen means that KeyGen generates the correct public key pk = (H ∈
{0, 1}(n−k)×n), iU ∈ {0, 1}n−k, p ∈ N) such that ∃s : H · s = iU , wH(s) = p,
and dishonest key generator KeyGen′ means that KeyGen′ generates pk′ = (H ′ ∈
{0, 1}(n−k)×n), i′U ∈ {0, 1}n−k, p′ ∈ N) such that �s : H ′ ·s = i′U , wH(s) = p′. We
denote Pr[B(pk) = 1] is the probability that B outputs 1 with pk, Pr[B(pk′) = 1]
is the probability that B outputs 1 with pk′.

Notice that the difference between Pr[B(pk) = 1] and Pr[B(pk′) = 1] is less
than εDSD due to the complexity of DSD-problem. By the way, to answer a
query m to the signing oracle Σ from A, we need to program the random oracle
to set h({ck

1 ||ck
2 ||ck

3}r
k=1||α||m) = b so that ({ck

1 , c
k
2 , c

k
3 , z

k
1 , zk

2}r
k=1, α) is a valid

signature for m. Unfortunately, this programming may conflict with previous
values output by the random oracle. The probability that such collisions happen
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pk : commitment function Com(·), H ∈ {0, 1}(n−k)×n, iU ∈ {0, 1}n−k, p ∈ N

sk : sU ∈ {0, 1}n such that H · sU
T = iU , wH(sU ) = p holds

1. Prover computes commitments as follows:
yi

$←− {0, 1}n, πi
$←− Πn

ci
1 ← Com(πi||H · yi

T),
ci
2 ← Com(yi · πi),

ci
3 ← Com((yi ⊕ iU ) · πi)

2. Prover sends {ci
1, c

i
2, c

i
3}r

i=1

3. Verifier sends b = (b1, · · · , br′) $←− {0, 1}r′

4. Prover converts b to t = (t1, · · · , tk) ∈
{0, 1, 2}k as follows:

i ← 1, j ← 1
while i ≤ r and j < r′ do

if bj ||bj + 1 = 00, then ti ← 0, i ← i + 1
if bj ||bj + 1 = 01, then ti ← 1, i ← i + 1
if bj ||bj + 1 = 10, then ti ← 2, i ← i + 1
j ← j + 2

end while

5. For 1 ≤ i ≤ r, Prover sends (zi
1, z

i
2) as fol-

lows:
if k < r, then zi

1 ← λ, zi
2 ← λ

if ti = 0, then zi
1 ← yi, z

i
2 ← πi

if ti = 1, then zi
1 ← yi ⊕ sU , zi

2 ← πi

if ti = 2, then zi
1 ← yi · πi, z

i
2 ← sU · πi

6. If z1
1 = λ, z1

2 = λ, go to Step 3
7. Else, Verifier converts b to t as in Step 4

and does the operation as follows:
if ti = 0, then Verifier checks
ci
1 = Com(zi

2||H · zi
1
T), ci

2 = Com(zi
1 · zi

2)
if ti = 1, then Verifier checks
ci
1 = Com(zi

2||H ·zi
1
T⊕iU ), ci

3 = Com(zi
1 ·zi

2)
if ti = 2, then Verifier checks
ci
2 = Com(zi

1), ci
3 = Com(zi

1 ⊕ zi
2)

and wH(zi
2) = p

8. Verifier outputs Accept if all checks passed
Reject otherwise

Fig. 3. Parallel protocol 1

is at most qS(qS + qH + 1)/23rN+β . Therefore, Pr[B(pk) = 1] ≈ ε1 − qS(qS +
qH + 1)/23rN+β and Pr[B(pk′) = 1] ≈ ε′

1 − qS(qS + qH + 1)/23rN+β , where ε′
1

is the probability that A succeeds in producing a valid signature forgery of Sig1
with pk′. Hence, ε1 is approximately bounded as follows:

ε1 − qS(qS + qH + 1)/23rN+β − (ε′
1 − qS(qS + qH + 1)/23rN+β) < εDSD

∴ ε1 < ε′
1 + εDSD (4.2)

However, ε′
1 is unknown. To find ε′

1, we construct the algorithm P ′ that suc-
cessfully impersonates the prover in the parallel protocol 1 (Fig. 3) using A with
KeyGen′ to find the upper bound of the ε′

1.
The following Lemma 1 holds for the parallel protocol 1 shown in Fig. 3.

Lemma 1. If the public key pk′ of parallel protocol 1 is generated from dishonest
key generator KeyGen′, the probability that any adversary succeeds in imperson-
ating the prover in the parallel protocol 1 with pk′ is at most (2/3)r.

From Lemma 1, we know that the probability that P ′ succeeds in imperson-
ating the prover in the parallel protocol 1 is bounded above by (2/3)r. However,
to succeed in impersonating the prover, we need to guess the hash query which
will be used in the forgery and to be able to impersonate the prover. Also it
is necessary that we get r-bit ternary string converted from b ∈ {0, 1}r′

sent
from the verifier in the parallel protocol 1. The probability that P ′ succeeds in
impersonating the prover is the product of Pr[B(pk′) = 1] and the probability
that we meet these two conditions. Therefore, we lose a factor (qh + 1)/εGOOD

in the reduction, resulting in the term (qH+1)
εGOOD

(
2
3

)r in the theorem. As a result,
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ε′
1 is bounded above by qS(qS +qH +1)/23rN+β + (qH+1)

εGOOD

(
2
3

)r and ε1 is bounded

above by εDSD + (qH+1)
εGOOD

(
2
3

)r + qS(qS+qH+1)
23rN+β . ��

The full proof of Theorem 1 and Lemma 1 will be shown in our full paper.

4.2 Scheme 2

Theorem 2. If DSD problem is εDSD-hard, then Sig2 is (qH , qS , ε2)-
existentially unforgeable against adaptive chosen-message attacks in the random
oracle model for :

ε2 = εDSD + (qH + 1)
(

3
4

)r

+
qS(qS + qH + 1)

23rN
. (4.3)

Proof Overview. In order to prove the security of Sig2, the main idea is to
construct the algorithm B that outputs a bit indicating whether (ε2, qH , qS)-
adversary A has succeeded in producing a valid signature forgery of Sig2. Let
pk be the public key generated from honest key generator KeyGen, pk′ be the
public key generated from dishonest key generator KeyGen′, where honest key
generator KeyGen means that KeyGen generates the correct public key pk = (H ∈
{0, 1}(n−k)×n), iU ∈ {0, 1}n−k, p ∈ N) such that ∃s : H · s = iU , wH(s) = p,
and dishonest key generator KeyGen′ means that KeyGen′ generates pk′ = (H ′ ∈
{0, 1}(n−k)×n), i′U ∈ {0, 1}n−k, p′ ∈ N) such that �s : H ′ ·s = i′U , wH(s) = p′. We
denote Pr[B(pk) = 1] is the probability that B outputs 1 with pk, Pr[B(pk′) = 1]
is the probability that B outputs 1 with pk′.

Notice that the difference between Pr[B(pk) = 1] and Pr[B(pk′) = 1] is less
than εDSD due to the complexity of DSD-problem. By the way, to answer a query
m to the signing oracle Σ from A, we need to program the random oracle to set
h({ck

1 ||ck
2 ||ck

3}r
k=1||m) = b so that ({ck

1 , c
k
2 , c

k
3 , z

k
1 , zk

2}r
k=1) is a valid signature for

m. Unfortunately, this programming may conflict with previous values output
by the random oracle. The probability that such collisions happen is at most
qS(qS + qH + 1)/23rN . Therefore, Pr[B(pk) = 1] ≈ ε2 − qS(qS + qH + 1)/23rN

and Pr[B(pk′) = 1] ≈ ε′
2 −qS(qS +qH +1)/23rN , where ε′

2 is the probability that
A succeeds in producing a valid signature forgery of Sig2 with pk′. Hence, ε2 is
bounded as follows:

ε2 − qS(qS + qH + 1)/23rN − (ε′
2 − qS(qS + qH + 1)/23rN ) < εDSD.

∴ ε2 < ε′
2 + εDSD (4.4)

However, ε′
2 is unknown. Then, we construct the algorithm P ′ that success-

fully impersonates the prover in the parallel protocol 2 (Fig. 4) using A with
KeyGen′ to find the upper bound of ε′

2.
The difference of parallel protocol 2 (Fig. 4 from parallel protocol 1 3 is that

re-transmission of b is unnecessary and the probability that ti = 1 is 1/2 and
the probability that ti = 0 or ti = 2 is 1/4. Similar to Lemma 1, Lemma 2 holds
for parallel protocol 2.
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pk : Com(·), H ∈ {0, 1}(n−k)×n, iU ∈ {0, 1}n−k, p ∈ N

sk : sU ∈ {0, 1}n such that H · sU
T = iU , wH(sU ) = p holds

1. Prover computes commitments as follows:
yi

$←− {0, 1}n, πi
$←− Πn

ci
1 ← Com(πi||H · yi

T),
ci
2 ← Com(yi · πi),

ci
3 ← Com((yi ⊕ iU ) · πi)

2. Prover sends {ci
1, c

i
2, c

i
3}r

i=1

3. Verifier sends b = (b1, · · · , br′) $←− {0, 1}2r

4. For 1 ≤ i ≤ r, Prover sends (zi
1, z

i
2) as follows:

if b2i−1||b2i = 00, then zi
1 ← yi, z

i
2 ← πi

if b2i−1||b2i = 01, 10, then zi
1 ← yi ⊕sU , zi

2 ← πi

if b2i−1||b2i = 11, then zi
1 ← yi · πi, z

i
2 ← sU · πi

5. Verifier does the operation as follows:
if b2i−1||b2i = 00, then Verifier checks

ci
1 = Com(zi

2||H · zi
1
T), ci

2 = Com(zi
1 · zi

2)
if b2i−1||b2i = 01, 10, then Verifier checks

ci
1 = Com(zi

2||H · zi
1
T ⊕ iU ), ci

3 = Com(zi
1 · zi

2)
if b2i−1||b2i = 11, then Verifier checks

ci
2 = Com(zi

1), ci
3 = Com(zi

1 ⊕ zi
2)

and wH(zi
2) = p

6. Verifier outputs Accept if all checks passed
Reject otherwise

Fig. 4. Parallel protocol 2

Lemma 2. If the public key pk′ of parallel protocol 2 is generated from dishonest
key generator KeyGen′, the probability that any adversary succeeds in imperson-
ating the prover in the parallel protocol 2 with pk′ is at most (3/4)r.

To succeed in impersonating the prover, we need to guess the hash query
which will be used in the forgery and to be able to impersonate the prover.
From Lemma 2, the probability P ′ succeeds in impersonating the prover in the
parallel protocol 2 is bounded above by (3/4)r. As a result, ε′

2 is bounded above,
and the upper bound of ε2 is found. ��

The full proof of Theorem 2 and Lemma 2 will be shown in our full paper.

5 Discussion

5.1 Security Comparison

In Table 2 we summarize the complexity of the our two signature schemes with
some properties under 128-bit security and 192-bit security. However, as the
machine environment, we assume that the CPU is 4-core, 3.50 GHz processor.
And we assume that the hash function and the commitment function are SHA-
256.

Table 2. Comparison Sig1 and Sig2 with (n, k, p) = (4096, 3424, 60) under 128-bit
security ((n, k, p) = (6144, 5024, 96) under 192-bit security)

Schemes r The length of

hash value |b|
[bits]

Calculation time to

commitment [ms]

Calculation time to

challenge [µs]

The size of sign |σ|
[MB]

Sig1 (128-bit) 324 864 1.57 41.7 1.58

Sig2 (128-bit) 453 906 2.20 29.1 2.42

Sig1 (192-bit) 433 1154 3.29 55.7 3.28

Sig2 (192-bit) 608 1216 4.62 39.1 5.05
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5.2 Machine Experiment

We perform a machine experiment on each of the proposed encoding method
and the naive encoding method. We measure the time required by each encoding
method to produce sufficient ternary bits to guarantee 128-bit (192-bit) security
of the corresponding signature scheme, assuming that the input is a random
binary bits.

Recall the description of each encoding method as follows.

– Method 0: Naive encoding. Interpreting the binary string as integer, and then
just converting it to a base 3 representation.

– Method 1: Encoding with droppings. Let b denote the inputted sequence of
binary bits. We divide b into blocks of two bits. An i-th two-bits-block of b is
denoted by bi = bi,0bi,1, where bi,0, bi,1 ∈ {0, 1}. For each i-th two-bits-block
bi, this encoding basically firstly coverts the value of bi into its decimal value,
and then outputs the converted value if and only if the converted value is in
the set {0, 1, 2}. The important properties of this encoding are as follows:
(1) all blocks from input with binary value “11” are dropped, and (2) there
is one-to-one corresponding between the ternary bits at the output and the
two-bits-block of binary bits at the input.

– Method 2: Encoding without dropping. We use the same notation as Method 1.
For each i-th two-bits-block bi, this encoding maps the value of bi into its
Hamming’s weight, i.e., the number of non-zero value. The most important
property of this encoding is that blocks with value “01” and“10” are mapped
into the same ternary bit “1”.

As shown above, in order that the signature scheme corresponding to each
encoding method satisfies 128-bit or 192-bit safety, the ternary string must be r
bits or more. For each method, we measured average the length of time required
to convert from a |b| bits binary string to a r bits ternary string. For Method 1, we
set |b| = 864 (1154) and r = 324 (433), and for Method 2, we set |b| = 906 (1216)
and r = 453 (608) as computed in subsection 5.1. For Naive Method, we estimate
that the security of signature scheme based on this method will be same to that
of Sig1, but with εGOOD = 1, since it always produce uniformly distributed
ternary bits without fail. Thus, for Naive Method we can set r = 323 (432), and
accordingly |b| = 514 (687), since 2514 − 1 > 3324 − 1 > 2513 − 1 (2687 − 1 >
3433 − 1 > 2686 − 1). Also, for implementation of Naive Method, we use the code
provided in [7] which efficiently removes the requirement for explicit division
operation and big number library.

Our experiment environment is as follows and the results are shown in
Tables 3 and 4.

– Machine: Raspberry Pi 2 Model B, OS: Raspbian NOOBS v2.3.0, Kernel:
Linux ver.4.4

– CPU: A 900MHz quad-core ARM Cortex-A7 CPU, Memory: 1 GB
– Language: C, Compiler: GCC v4.9.2 (Raspbian 4.9.2-10)
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Table 3. Comparison of conversion time under 128-bit security

With optimization [µs] Without optimization [µs]

Naive method 326.738 7207.075

Method 1 (Encoding with
dropping, Sig1)

6.146 45.469

Method 2 (Encoding
without dropping, Sig2)

1.740 20.857

Table 4. Comparison of conversion time under 192-bit security

With optimization [µs] Without optimization [µs]

Naive method 448.572 13040.845

Method 1 (Encoding with
dropping, Sig1)

6.442 65.052

Method 2 (Encoding
without dropping, Sig2)

1.704 26.293

6 Conclusion

We have proposed two methods to encode sequence of binary bits into ternary
bits and constructed two signature schemes based on them. We have evaluated
the security of the signature schemes against unforgeability under chosen mes-
sage attacks and shown that the encoding methods influence the performance
and the security of the signature schemes constructed based on them. We have
also compared the performance of the proposed encoding methods against naive
encoding method when implemented in a lightweight device, and shown that the
encoding methods are significantly faster compared to the naive method.

Acknowledgement. This work was supported by JSPS Grants-in-Aid for Scientific
Research (KAKENHI) Grant Number JP18K11292.
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Abstract. Homomorphic encryption schemes allow to perform compu-
tations over encrypted data. In schemes based on RLWE assumption the
plaintext data is a ring polynomial. In many use cases of homomorphic
encryption only the degree-0 coefficient of this polynomial is used to
encrypt data. In this context any computation on encrypted data can
be performed. It is trickier to perform generic computations when more
than one coefficient per ciphertext is used.

In this paper we introduce a method to efficiently evaluate low-degree
multivariate polynomials over encrypted data. The main idea is to encode
several messages in the coefficients of a plaintext space polynomial. Using
ring homomorphism operations and multiplications between ciphertexts,
we compute multivariate monomials up to a given degree. Afterwards,
using ciphertext additions we evaluate the input multivariate polyno-
mial. We perform extensive experimentations of the proposed evaluation
method. As example, evaluating an arbitrary multivariate degree-3 poly-
nomial with 100 variables over Boolean space takes under 13 s.

1 Introduction

The widespread of cloud storage and computing services has conducted to a
massive shift towards data and computation outsourcing both for particular users
and businesses. Between the incontestable advantages of using cloud computing,
one can cite the cost reduction in the development and in the maintenance of data
centers, the scalability and elasticity of cloud resources, improved accessibility
(via only an Internet connection) and a guaranteed reliability (with redundancy
and back-up mechanisms).

However, one of the main barriers in the large-scale adoption of cloud based
services for data processing and storage concerns the data privacy, since the
data owners have little or no control on the cloud provider security policies and
practices. One immediate and recommended solution is to encrypt the highly

This work has been supported in part by the French’s FUI project CRYPTOCOMP
and by the European Union’s H2020 research and innovation programme under grant
agreement No. 727528 (project KONFIDO).
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sensitive data before sending and migrating it to a cloud environment. In this
context one can use Homomorphic Encryption (HE) schemes, which allow to
perform computations directly over encrypted data.

Homomorphic encryption schemes have been known for a long time, with the
first partial constructions dating back to the seventies [23]. In his seminal work
[13], Gentry proposed the first Fully Homomorphic Encryption (FHE) scheme
capable to evaluate an arbitrary number of additions and multiplications over
encrypted data (allowing, in theory, to execute any computation). From this
major theoretical breakthrough, there was an increased research interest for
homomorphic encryption. Many fully and somewhat homomorphic encryption
schemes (SHE) have been proposed in literature [5,10,12,20,26] based on dif-
ferent security assumptions. Compared to FHE schemes, SHE schemes allow to
perform only a limited number of homomorphic operations and are used as a
basis to construct FHE schemes. In one of the latest surveys on homomorphic
encryption [1], FHE schemes are classified into four main families:

– Ideal Lattice based [13]
– Schemes over integers [26]
– Schemes based on the Learning With Error (LWE) or the ring version

(RLWE) problem [5,6]
– NTRU-like schemes [20]

Using both addition and multiplication over ciphertexts, one can execute arbi-
trary arithmetic circuits, evaluate multivariate polynomials, etc. A typical use
of FHE is to express the function to be computed on encrypted data as a
static control-flow program and execute homomorphically the associated Boolean
circuit [8]. Despite their recent and successive improvements, the main issue
about FHE schemes is the performance (in terms of execution time and memory
requirements) and, consequently, the practical applicability.

Contribution
In this work, we focus on the third category of schemes, the ones based on the
RLWE assumption, and we propose a new method for the efficient evaluation of
multivariate polynomials in the homomorphic domain. For this type of schemes
the plaintext and, respectively, the ciphertext space are polynomial ring elements
with coefficients of different size (i.e. being defined over different integer modu-
lus). In many applications using RLWE schemes only the zero degree coefficient
is used to encode useful data.

Several researches were conducted in order to improve the evaluation perfor-
mance of polynomials over encrypted data and take advantage of the plaintext
space polynomial structure. The coefficient packing method, introduced in [22],
allows to pack several messages into a single ciphertext. In a series of papers
[27,28] the authors describe how to evaluate multivariate linear polynomials over
coefficient packed messages. In this work, we further generalize their method to
allow evaluation of low-degree multivariate polynomials. The coefficients of the
evaluated multivariate polynomial can be either in clear or encrypted forms. The
proposed packing and computation methods allow not only to reduce ciphertext



Efficient Evaluation of Low Degree Multivariate Polynomials in Ring-LWE 267

expansion ratio1 but also to perform computations using messages encoded in
the same ciphertext. As shown later, our method reduces the complexity of
basic operations performed in homomorphic space, and thus ameliorates the
performances for different types of computations manipulating private data. As
example of applications in which using our polynomial evaluation method can
be useful are the machine learning algorithms.

Related Works
Several research works found in the literature propose solutions on how to amelio-
rate the efficiency of homomorphic encryption schemes in the context of practical
applications.

In [22] it is introduced the coefficient packing technique for homomorphic
ciphertexts. Besides decreasing ciphertext size this method allows to accelerate
multi-bit additions/multiplications. Roughly speaking, the main idea is to encode
a bit-wise representation of integers into plaintext polynomial coefficients. Under
certain conditions, adding and multiplying such encrypted plaintexts allows to
perform binary addition and respectively binary multiplication of initial integers.
As such, this method is appropriate in computations using a small number of
multiplications (i.e. computing standard deviation). The authors used this tech-
nique to efficiently compute means, variances and inner products (i.e. degree-1
polynomials). The inner product is used in a protocol for making logistic model
predictions over homomorphically encrypted data.

In [28] the authors propose an extension of the data packing technique intro-
duced in [22] and use it to homomorphically compute inner products and Ham-
ming distances. Hamming distance computation is equivalent to evaluating a
particular degree-2 polynomial or a degree-1 polynomial with encrypted coeffi-
cients. As explained earlier, our work is an extension of the approach from [28]
for general polynomials of degree larger than one.

In [9] the authors introduce an “unpacking” technique for coefficient packed
ciphertexts, thus they describe how to obtain several ciphertexts from a single
one in the encrypted domain. No computation methods over packed ciphertext
is proposed.

One of the first approaches aiming to efficiently encode the messages for HE
schemes is the packing method proposed by Smart and Vercauteren in [14,24].
By using CRT (Chinese Remainder Theorem) on polynomials, one can per-
form SIMD (Single Instructions Multiple Data) operations on encrypted data.
Roughly speaking, the plaintext space is split into several independent “slots”
if the cyclotomic polynomial defining the polynomial ring can be factored. The
multivariate polynomial evaluation method we introduce is complementary to
the batching and can be applied on top of it (i.e. do a polynomial evaluation in
each slot).

For a view on the different applications of these optimization methods for
RLWE-based schemes, we refer to paper [15] where the authors discuss which
machine learning algorithms can be expressed in polynomial form. As said ear-
lier only polynomials can be evaluated using homomorphic encryption. Several
1 The ratio between ciphertext and plaintext message sizes.
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homomorphic implementations of classification algorithms are proposed in [3]. In
particular, the authors describe how to perform hyperplane decision (linear clas-
sifier), Naive Bayes and decision trees classification algorithms on HE encrypted
data. In a series of papers [27,29] the authors discuss different applications (pat-
tern matching and biometric authentication) of secure inner-product computa-
tion. Different encoding methods for representing fixed-point numbers, designed
for Ring-based SHE schemes, were presented in [2,11] along with their appli-
cations to a homomorphic forecasting algorithm and respectively to an image
processing algorithm.

This paper is organized as follows. After a brief introduction of generic oper-
ations supported by a RLWE based homomorphic scheme (Sect. 2), we describe
the proposed evaluation method for multivariate polynomials in Sect. 3. Later
on we provide some experimental results in Sect. 4 followed by an example of
a practical application of our method. Finally, Sect. 5 concludes the paper and
provides some perspectives on the future work.

2 Homomorphic Encryption

2.1 Preliminiaries

Let us first give the basic notation and introduce the RLWE problem. Let A =
Z [X] /f(x) be the ring of polynomials modulo a monic irreducible polynomial
f(x). Usually, one would typically restrict f(x) to be the cyclotomic polynomial
Φm (X), i.e. the minimal polynomial of the primitive m-th root of unity. Let Aq =
A mod q be the set of polynomials modulo Φm (X) with coefficients modulo q.
Thus an element in A is a polynomial of degree d over Zq, with d = ϕ (m)
(Euler’s totient function) in the case of a cyclotomic polynomial modulus.

Using these above notations, we recall a simple definition of the RLWE prob-
lem, first introduced by Lyubashevsky, Peikert and Regev [21].

RLWE Problem. For security parameter λ, f(x) is the cyclotomic polynomial
depending on λ, the ring A is defined as before and q is an integer. Let χ(λ) be an
error distribution over A. The decision-RLWE problem is to distinguish between
two distributions: a first distribution obtained by sampling (ai, bi) uniformly
from A

2
q and a second distribution made of a polynomial number of samples of

the form (ai, bi = ai ∗ s + ei) ∈ A
2
q, where ai is uniformly random in Aq, ei ← χ

and s ← Aq is a uniformly random element. The RLWEd,q,λ assumption is that
the RLWE problem is infeasible.

This problem can be reduced using a quantum algorithm to the shortest
vector problem over ideal lattices and its hardness is independent of q (usually
either prime or power of 2). The above RLWE problem easily leads to several
homomorphic encryption schemes, such as BGV [5] or FV [12].

In RLWE based homomorphic encryption scheme ciphertexts and secret keys
are elements from the ring Aq. The plaintext space is the ring of polynomials At

(t � q).
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Leveled SHE schemes [5] use a series of integer modulus q0, q1, . . . for cipher-
texts at different moments of an homomorphic evaluation. A modulus switching
technique is used (switch ciphertext from modulus qi to modulus qi+1, qi > qi+1)
to deal with the noise increase. In [4] a notion of scale-invariance for leveled SHE
schemes is introduced. In scale-invariant schemes a single modulus, q, is used for
ciphertexts during the whole homomorphic evaluation.

Usually, the plaintext space is chosen for t = 2 and a single binary message
is encrypted per ciphertext, in the zero-degree coefficient of the polynomial from
A2, allowing to homomorphically evaluate arbitrary Boolean circuits. By using a
larger modulus (t > 2) for the plaintext space it is possible to execute operations
on integers modulo t homomorphically or even on elements from the polynomial
ring At (see next section).

In the so-called batched schemes [14], the plaintext space ring At can be fac-
tored into sub-rings (defined by the factorization of the polynomial Φm (X) mod-
ulo t) such that homomorphic operations apply to each sub-ring independently.
Batching several messages into ciphertext slots allows to execute homomorphic
operations on all messages in parallel at the same time.

To summarize, RLWE based HE schemes allow to execute homomorphic
operations (batched or not) over polynomial ring At elements (includes the inte-
ger modulo ring and finite field cases). In the next section, we will present more
formally the basic operations a SHE can execute.

2.2 Homomorphic Operations

Beside the typical key generation, encryption and decryption, a homomorphic
encryption scheme is also defined by a set of plaintext operations which can exe-
cute in the encrypted domain. Below, we give a generic list of operations sup-
ported by any public-key RLWE SHE scheme ignoring implementation details.
We limit our description to the non-batched schemes, the results presented in
this paper being also valid for the batched ones.

KeyGen
(
1λ

)
– generate the set of keys: a secret key sk used for encrypting

and decrypting messages, a public key pk used for encrypting messages and
an additional set of evaluation keys evk (for key-switching in homomorphic
multiplications and ring homomorphism operations).

Encpk (m) – encrypts a plaintext message m ∈ At using the public key pk.
Decsk (ct) – decrypts a ciphertext ct using the secret key sk.
Add (ct1, ct2) – outputs a ciphertext which represents the addition of plaintext

messages encrypted by ct1 and ct2:
Decsk (Add (ct1, ct2)) ≡ Decsk (ct1) + Decsk (ct2)

Mult (ct1, ct2, evk) – outputs a ciphertext which represents the multiplication
of plaintext messages encrypted by ct1 and ct2:
Decsk (Mult (ct1, ct2, evk)) ≡ Decsk (ct1) · Decsk (ct2)

Hom (ct, k, evk) – outputs a ciphertext which represents the application of
the ring homomorphism X �→ Xk over the plaintext message polynomial
encrypted by ct:
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Decsk (Hom (ct, k, evk)) ≡ p
(
X �→ Xk

)
where p (X) = Decsk (ct)

For some homomorphic encryption scheme instantiations, this homomor-
phism operation can be performed with only a small noise increase.

For simplicity sake, we use addition and multiplication operators for homomor-
phic addition and multiplication of ciphertexts: ct1 + ct2 = Add (ct1, ct2) and
respectively ct1 · ct2 = Mult (ct1, ct2, evk). The ring homomorphism operation
Hom (ct, k, evk) is denoted using φk (ct). Evaluation key evk use is implicit in
operator notation. We recall that all the arithmetic operations are performed
over the plaintext space ring At.

Homomorphic addition and multiplication can be applied to a plaintext and
a ciphertext, e.g. ct1 + m2 means an addition between the ciphertext ct1 and
the plaintext message m2. Such an homomorphic operation shall be denoted as a
plaintext-ciphertext homomorphic operation. The noise increase of a plaintext-
ciphertext operation is lower when compared to the noise increase of this oper-
ation applied onto ciphertexts.

3 Homomorphic Evaluation of Multivariate Polynomials

Let Pn be the space of all the polynomials with n variables, x0, . . . , xn−1. With-
out loss of generality we suppose that the constant term is zero. The subspace
of polynomials of maximal degree d, 1 ≤ d ≤ n, is denoted by Pn

d and composed
by polynomials defined as:

P (x0, . . . , xn−1) =
∑

1≤k≤d

∑

0≤e1≤...≤ek<n

ce1,...,ek
· xe1 · . . . · xek

(1)

In this formulation the monomial terms xe1 · . . . · xek
are grouped by their

degree k. The inner sum adds up all the combinations with repetition of k
variables. Variables x0, . . . , xn−1 and coefficients ce1,...,ek

belong to a ring. In
this work the plaintext space for homomorphic encryption is used, namely the
ring of integers modulo t.

In what follows we describe some naive methods for multivariate polynomial
evaluation over homomorphically encrypted data and afterwards we introduce
an optimized method for multivariate polynomial evaluation.

Let P (x0, . . . , xn−1) be a polynomial from Pn
d which has to be evaluated at an

encrypted point a0, . . . , an−1. The polynomial is evaluated over the integer ring
Zt, with t ≥ 2. In this work we focus on efficient evaluation of polynomials over
homomorphic domain using the lowest possible parameters for the configuration
of the HE scheme.

3.1 Naive Methods

A straightforward method is to encrypt each value a0, . . . , an−1 into separate
homomorphic ciphertexts. Using homomorphic multiplications/additions one
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can compute polynomial representation (1). As mentioned in Sect. 2, the param-
eters of HE schemes depend mainly on the degree of monomials and less on their
number (noise increase due to homomorphic additions is much smaller than for
homomorphic multiplications). The lowest HE scheme parameters are obtained
when a tree-like structure is used to compute the monomials of P . Homomor-
phic polynomial evaluation time mainly depends on the number of homomorphic
multiplications. Note that P (x0, . . . , xn−1) can have as many as (n+d)!

n!·d! monomi-
als2. So, in the general case, the number of homomorphic multiplications is not
polynomial, but potentially factorial.

As different monomials share common parts we can minimize the number of
homomorphic multiplications by evaluating them once and reusing them when
needed. Finding the optimal way to do so is a difficult optimization problem and
has been studied from multiple standpoints: common subexpression elimination,
arithmetic circuit optimization, etc. [7,18,19]. Larger HE scheme parameters
should be used for the aforementioned methods as the multiplicative depth of
computation increases when compared to direct homomorphic computation of
polynomial terms. In return, the number of homomorphic operations needed for
polynomial evaluation is lower.

Let us now present our method to be applied when the degree of the polyno-
mials to be evaluated homomorphically respects certain condition with regard
to the ciphertext space.

3.2 Optimized Method for nd ≤ deg (Φ (X))

In the naive methods presented earlier only a single coefficient (the degree zero
one) of the polynomial (∈ At) to be encrypted in a homomorphic ciphertext is
used. Other coefficients are set to zero and are not used. A better solution will be
to use more than one coefficient of the polynomial. In this section we introduce an
optimized method for polynomial evaluation in which the values a0, . . . , an−1 are
packed in the coefficients of a homomorphic plaintext polynomial (2). The poly-
nomial is further encrypted into the ciphertext ct. This packing technique was
introduced by the authors of [22]. The proposed evaluation method is restricted
to cases where relation nd ≤ deg (Φ (X)) is verified (we explain later why).

Q (X) =
∑

0≤i<n

ai · Xi (2)

ct = Encpk (Q (X))

First, we describe the proposed polynomial evaluation method applied on
plain data. Afterwards we explain how to perform this evaluation over homo-
morphic encrypted data, i.e. having ciphertext ct as input.

2 The number of combinations with repetitions for k degree monomials is (n+k−1)!
(n−1)!·k! .

Polynomial P has monomials of degree up to d (inclusive). By summing up the

number of degree-k monomials one can obtain the expression (n+d)!
n!·d! .
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Polynomial P (x0, . . . ,xn−1) evaluation. Let R(k) (X) be a polynomial
defined as follows:

R(k) (X) = Q (X) · . . . · Q
(
Xnk−1

)
, k ≥ 1 (3)

Polynomial R(1) (X) has n non-zero coefficients and R(1) (X) ≡ Q (X). Poly-
nomial R(2) (X) has n2 non-zero coefficients and is given by expression:

R(2) (X) = Q (X) · Q (Xn)

=

⎛

⎝
∑

0≤i<n

ai · Xi

⎞

⎠ ·
⎛

⎝
∑

0≤j<n

aj · Xn·j

⎞

⎠

=
∑

0≤i,j<n

ai · aj · Xi+n·j

Namely, R(2) (X) coefficients are evaluations of degree-2 monomials xi · xj with
0 ≤ i, j < n, at point a0, . . . , an−1. Equivalently we can see that polynomial
R(k) (X) has nk non-zero coefficients which are evaluations of degree-k monomi-
als:

R(k) (X) =
∑

0≤e1,...,ek<n

ae1 · . . . · aek
· X

∑
1≤i≤k ei·nk−i

(4)

The l-th degree coefficient of R(k) (X) is ae1 · . . . · aek
where (e1, . . . , ek) is the

base-n decomposition of l. The polynomial R(k) (X) contains the products of
all k-element permutations with repetition from the set {a0, . . . , an−1}. As the
multiplication is a commutative operation, the same monomial is found several
times in different coefficients of R(k) (X). The number of “useless” coefficients
(coefficients representing the same monomial) is equal to (nk − (n+k−1)!

k!(n−1)! ), i.e.
the difference between the number of R(k) (X) coefficients (permutations with
repetitions) and the number of possible monomials of degree k (combinations
with repetitions).

When R(k) (X) computation is performed in the ring A relation (5) must be
verified, otherwise monomials will mix (due to modular reduction by Φ (X)). So,
instead of a single monomial per R(k) (X) coefficient we will obtain a sum of
monomials.

nd ≤ deg (Φ (X)) (5)

Having a way to compute monomial values up to degree d, lets now focus
on how to multiply them by the corresponding coefficients of polynomial
P (x0, . . . , xn−1) and compute the inner sum from relation (1).

Let C(k) (X) be a polynomial which packs degree-k monomial coefficients
ce1,...,ek

of polynomial P (x0, . . . , xn−1):

C(k) (X) =
∑

0≤e1≤...≤ek<n

ce1,...,ek
· XN−∑

1≤i≤k ei·nk−i

(6)
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where N = deg (Φ (X)). When polynomials C(k) (X) and R(k) (X) are multiplied
together, the N -th degree coefficient of the resulting polynomial3 is exactly the
inner sum of Eq. (1). The product C(k) (X) · R(k) (X) is thus equal to:

⎛

⎝XN ·
∑

0≤e1≤...≤ek<n

ce1,...,ek
· ae1 · . . . · aek

⎞

⎠ + . . . (7)

Other coefficients are also sum of monomial evaluations except that they are
multiplied by “wrong” coefficients of multivariate polynomial P (x0, . . . , xn−1).

Summing up these polynomial products for k = 1, . . . , d we obtain, in the
highest degree coefficient, the evaluation of polynomial P (x0, . . . , xn−1) at point
a0, . . . , an−1:

∑

1≤k≤d

C(k) (X) · R(k) (X) =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

XN ·
∑

1≤k≤d

∑

0≤e1≤...≤ek<n

ce1,...,ek
· ae1 · . . . · aek

︸ ︷︷ ︸
P (a0,...,an−1)

⎞

⎟
⎟
⎟
⎟
⎟
⎠

+ . . . (8)

Polynomial P (x0, . . . ,xn − 1) Evaluation over Binary Plaintext Space.
Formulation of Pn

d polynomials is simpler when evaluated over the binary ring
Z2 because, for any a ∈ Z2 and p ≥ 1, we have ap ≡ a. Any monomial xl0

e1
·. . .·xlk

ek

of degree (l0 + . . . + lk) is equivalent to monomial xe1 · . . . · xek
of degree k. It is

easy to see in this case, that polynomial R(k) (X) contains all the monomials of
degree up to k (not only monomials of degree exactly k as previously). Employing
relation (8) is not necessary for binary plaintext space. Polynomial evaluation
can be performed using only R(d) (X) as it contains all the needed monomial
evaluations. On the other hand, a new coefficient packing polynomial should be
used:

C (X) =
∑

1≤k≤d

∑

0≤e1<...<ek<n

ce1,...,ek
· Xpk (9)

where
pk = N −

∑

1≤i≤k

ei · nk−i − e1 ·
∑

k≤i≤d−1

ni.

The final evaluation is performed by multiplying the newly introduced coef-
ficient packing polynomial with R(d) (X). As previously, the N -th degree coeffi-
cient of the result is the evaluation P (a0, . . . , an−1).

Polynomial P (x0, . . . ,xn − 1) Homomorphic Evaluation. Ciphertext ct
encrypts the polynomial Q (X) in which the values a0, . . . , an−1 are coefficient

3 Observe that the term
∑

1≤i≤k ei · nk−i from the X-th power cancels out when
e1, . . . , ek are equal in (4) and (6).
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packed. Polynomial R(k) (X) can be homomorphically computed using multipli-
cation and ring homomorphism operations applied on the packed ciphertext ct:

Encpk

(
R(k) (X)

)
≡ ct · . . . · φnk−1

(ct) , 1 ≤ k ≤ d

With homomorphic encryption schemes defined in Sect. 2 the best way to
compute this expression is to use a tree-shaped structure to perform the multi-
plications. The homomorphic cryptosystem should support a logarithmic (in the
degree d of the polynomial) multiplicative depth. As R(k) (X) computations for
different k share common parts we can further decrease the number of employed
homomorphic multiplications by a logarithmic factor.

Homomorphic multiplication with a plaintext input is used to compute mono-
mials multiplied by respective polynomial P coefficients (i.e. terms C(k) (X) ·
R(k) (X)) and homomorphic additions for the final sum. The decryption of
the obtained ciphertext gives (in the highest degree coefficient) the polynomial
P (x0, . . . , xn−1) evaluated at point a0, . . . , an−1.

For binary plaintext space evaluating polynomial is simpler as only a single
R(d) (X) must be computed. This saves several homomorphic operations. The
multiplicative depth of the HE scheme remains the same.

In Table 1 are shown the complexity values in terms of homomorphic opera-
tions of polynomial evaluations for different kind of operations.

Table 1. Polynomial evaluation complexity in case of binary (Z2) and general (Zt)
plaintext spaces.

Operations\plaintext space Zt Z2

Hom d − 1 d − 1

Add d − 1 0

Mult
d log2 d

2
d − 1

Mult with plaintext d 1

Polynomial Evaluation Example. Suppose we want to evaluate a polynomial
P (x0, x1, x2) of degree d = 2 with n = 3 variables at a point a0, a1, a2. The
generic formulation of this polynomial is:

P (x0, x1, x2) = c0x0 + c1x1 + c2x2

+ c0,0x
2
0 + c0,1x0x1 + c0,2x0x2

+ c1,1x
2
1 + c1,2x1x2 + c2,2x

2
2

Let Q (X) = a0 +a1 ·X +a2 ·X2 be the polynomial packing values a0, a1, a2.
Polynomials R(k) (X), 1 ≤ k ≤ 2, computed using relation (3) are:

R(1) (X) = a0 + a1X + a2X
2

R(2) (X) = a2
0 + a0a1X + a0a2X

2

+ a0a1X
3 + a2

1X
4 + a1a2X

5

+ a0a2X
6 + a1a2X

7 + a2
2X

8
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The coefficients of R(1) (X) and R(2) (X) are evaluations at point a0, a1, a2

of degree-1 and respectively degree-2 monomials. Polynomials C(1) (X) and
C(2) (X) (relation (6)) pack the coefficients of polynomial P (x0, x1, x2):

C(1) (X) = c0X
N + c1X

N−1 + c2X
N−2

C(2) (X) = c0,0X
N + c0,1X

N−1 + c0,2X
N−2

+ c1,1X
N−4 + c1,2X

N−5

+ c2,2X
N−8

Multiplying together R(k) (X) and C(k) (X), 1 ≤ k ≤ 2, and summing up the
results we obtain in the degree-N coefficient the polynomial P evaluated at point
a0, a1, a2. We note that only 6 out of 9 coefficients of R(2) (X) participate in the
final computation. The other 3 (X3, X6 and X7 coefficients) are the “useless”
coefficients we talked about earlier.

In the case of binary plaintext space polynomial P (x0, x1, x2) formulation is
simpler because the square terms disappear:

P (x0, x1, x2) = c0x0 + c1x1 + c2x2

+ c0,1x0x1 + c0,2x0x2 + c1,2x1x2

R(2) (X) and C (X) polynomials found using relations (4) and (9) are:

R(2) (X) = a0 + a0a1X + a0a2X
2

+ a0a1X
3 + a1X

4 + a1a2X
5

+ a0a2X
6 + a1a2X

7 + a2X
8

C (X) = c0X
N + c0,1X

N−1 + c0,2X
N−2

+ c1X
N−4 + c1,2X

N−5

+ c2X
N−8

R(2) (X) contains all the degree-1 monomial evaluations in addition to degree-2
ones. The coefficient packing polynomial C (X) has all polynomial P (x0, x1, x2)
coefficients in the right place. Multiplying these polynomials gives in the N -th
degree coefficient the evaluation P (a0, a1, a2).

4 Experimentations

We have implemented the optimized polynomial evaluation method using the
HELib library [16,17]. HELib is an open-source library implementing BGV
scheme introduced in [5] together with some utility functions. Cyclotomic poly-
nomials are used in HELib as the irreducible modulus of the plaintext and respec-
tively the ciphertext rings. A workstation with an Intel Xeon E3-1240 (3.50GHz)
processor and 16 GB of RAM was used to execute test applications.

Let Φm (X) be the m-th cyclotomic polynomial. The degree of Φm (X) is
given by Euler’s totient function ϕ (m). HELib implements a BGV variant in
which the polynomial rings are of the form A = Z [X] /Φm (X). The native
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plaintext space is defined by elements over A2 but other plaintext spaces in
the form Apr with p an arbitrary, small prime (not dividing m and r) are also
possible. The ciphertext space consists of polynomials over Aq where q is an odd
modulus evolving with the homomorphic evaluation. More specifically, there are
L modulus q1 < q2 < · · · < qL where freshly encrypted ciphertexts are defined
over qL.

As such, the maximal ciphertext coefficient size is chosen automatically as a
function of the multiplication levels L to support. The security of the obtained
homomorphic encryption scheme (security of the RLWE instance) depends on
the cyclotomic polynomial degree and on the ciphertext coefficient size. Many
other parameters allow to fine tune HELib execution performance. In our exper-
iments we limit ourselves to the selection of the following parameters: plaintext
modulo t, number of multiplication levels L and cyclotomic polynomial order m.

Under certain conditions, polynomial Φm (X) can be factored modulo t (the
modulo for the plaintext coefficients), i.e.

Φm (X) = F1(X) · F2(X) · . . . · Fw(X) mod t.

Each factor Fi(X) have the same degree ϕ(m)
w , where w is the number of factors.

The polynomial evaluation method we propose can be implemented either using
the full polynomial or the polynomials of each slot independently (i.e. in batching
mode). In the later case our method is able to evaluate w different multivariate
polynomials in parallel. The points over which polynomials are evaluated are
also different. The drawback of using batching is that the polynomials which
can be evaluated are smaller, due to relation (5) which should stay valid. In our
experiments we test only the first case, thus the largest possible polynomials are
evaluated.

Table 2 shows the results of our evaluation methods when varying the plain-
text modulo t and the cyclotomic polynomial order m for multivariate polyno-
mials with degree d , 1 ≤ d ≤ 4, in the form defined by relation (1). All the
experiments have been performed with at least 128 bits of security. Column “m”
gives the cyclotomic polynomial order defining the ciphertext space, “deg” is
the degree d of the multivariate polynomial P (x0, . . . , xn−1), “#vars” is the
number of variables n, “L” is the number of multiplication levels the HELib is
configured with, “ct. size” is the ciphertext size in MB and “time” is the eval-
uation time of multivariate polynomial in seconds (i.e. computing expression∑

1≤k≤d C(k) (X) · R(k) (X)). Obtained evaluation time is an average over 10
executions. Ciphertext ring homomorphism (X → Xt) and ciphertext multipli-
cation are the predominant part of the computation. As expected, the execu-
tion times for the polynomial evaluation increases with its degree but also with
the parameter m defining the ciphertext space and parameter t, the plaintext
modulus.

Quadratic Classifier
Let us now present a possible application of the polynomial evaluation method
we propose here and compare the results with those obtained in [25].
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Table 2. Results of polynomial evaluation method using HELib.

m deg #vars Plaintext space size

2 28 216

L ct. size Time L ct. size Time L ct. size Time

10007 1 10006 1 0.025 0.002 3 0.077 0.006 3 0.077 0.006

2 100 3 0.077 0.034 5 0.129 0.069 5 0.129 0.069

3 21 3 0.077 0.079 5 0.129 0.143 7 0.181 0.223

4 10 4 0.077 0.158 5 0.129 0.260 7 0.181 0.403

100003 1 100002 1 0.262 0.019 3 0.783 0.056 3 0.783 0.056

2 316 3 0.783 0.440 5 1.303 0.695 5 1.303 0.699

3 46 3 0.783 1.054 5 1.303 1.444 7 1.822 1.883

4 17 4 0.783 2.097 5 1.303 2.627 7 1.822 3.323

1000003 1 1000002 1 2.984 0.197 3 8.188 0.787 3 8.188 0.784

2 1000 3 8.188 5.157 5 13.354 11.024 5 13.354 10.412

3 100 3 8.188 12.439 5 13.354 22.449 7 18.515 29.281

4 31 4 8.188 24.965 5 13.354 40.858 7 18.515 51.578

We investigate the performances of our method in the context of a classifi-
cation algorithm used by a remote service to label the residentials buildings in
a small district based on their energy consumption. A basic Gaussian classifier
can be adapted such that the prediction step is executed on homomorphically
encrypted data. As such, given an encrypted attribute vector x, the purpose is to
predict its class label based on the learning model acquired during the training
step. We focus here only on the labeling step using private data and we suppose
that the model building was realized previously in the clear domain.

In the case of a Gaussian Classifier, each class Cj from the m classes defined
during the training phase is assumed characterized by a Gaussian distribution
with a mean μj and a covariance matrix Σj . The mean of a class Cj is the vector
μj ∈ R

n: μᵀ
j = {μji} with μji the mean for the components i of the examples

vectors x belonging to class Cj (i.e. μji =
∑n

i x(i)

n ). For vectors with n features,
the covariance matrix of a class Cj is a positive semi-definite matrix of size n×n
computed as: Σj = {c(a, b)} with a, b ∈ {1, . . . , n} and c(a, b) the covariance
between the features a and b, measuring their tendency to vary together.

A feature vector x from the testing set is thus classified by measuring a
Mahalanobis distance from x to each of the classes and by selecting the minimal
norm. The main steps of the prediction phase of the Gaussian classification
algorithm are Steps 4–6 from Algorithm1. The training phase realized on T0,
the set of training vectors x0, has been realized before, resulting in a model with
m classes. After computing the mean and the covariance of each class Cj (Steps
1–3), a class label is predicted for each testing vector x ∈ T .
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Algorithm 1. Gaussian classifier - prediction step
Require: T0 = {x0 ∈ R

n}; T = {x ∈ R
n}; m classes Cj

1: for ∀Cj , j ∈ {1, . . . , m} do
2: compute μj and Σj using x0

3: end for
4: for x ∈ T do
5: compute dM (x, Cj), ∀j ∈ {1, . . . , m}
6: C(x) ← argmin(dM (x, Cj))
7: end for
Ensure: C(x), ∀x ∈ T

It seems then that the most important step to be performed on homomorphic
encrypted data is the computation of distances between the attribute vector x
and the classes. The Mahanalobis distance from an encrypted vector x to a class
cj is defined as:

d2M (x,Cj) = (x − μj)ᵀΣ−1
j (x − μj).

Note that in the particular case where the features are uncorrelated or of a unidi-
mensional feature vector the Mahalanobis distance is equivalent to the Euclidean
distance.

For their experiments, the authors from [25] consider an additive Paillier
cryptosystem as well as BGV cryptosystem as implemented in HELib library to
classify 40 residential profiles using a feature vector size of 6. For the HELib-
based prototype, they use the batching technique in two different ways. In a first
solution, for a given attribute vector x with n elements, each of the attributes xi,
i = 1, . . . , n, is embedded in a different plaintext slot in the form of an integer
modulo 28. This allows to encrypt all the attributes of x in the same cipher-
text. The references, i.e. the means of the classes, are represented as m vectors
of dimension n. As such, for one instance to label, they obtain m ciphertexts
corresponding to the encrypted distances to each class. When such a ciphertext
is decrypted, the sum on the slots for the obtained plaintext gives the clear
distance to the associated class.

In the second solution, they exploit the free plaintexts slots by remarking
that usually the number of slots is much larger than the number of attributes
and, for a single instance x of dimension n to label with regards to m classes,
they replicate it m times and embedded into the slots of a plaintext, by padding
with 0 the remaining space. In this configuration, the means are expressed as a
single array of dimension m × n and all the distances are computed in the same
time using a single ciphertext. Once received and decrypted, one can obtain the
clear distances by making the sum on sub-sets of successive slots. The necessary
condition for the second approach is that the number of slots has to be higher
or equal to m × n.

Even if the number of operations to be executed on homomorphic domain
is reduced through batching (more specifically, for the second approach, one
ciphertext-ciphertext multiplication, two multiplications between a ciphertext
and a plaintext, a sum between two ciphertext and a sum between a ciphertext
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and a plaintext), at the end, they have to perform a quite costly operation i.e.
a running sum to recuperate the actual distances by bunches of m slots.

With our approach using multivariate polynomials combined with the batch-
ing, it is possible to ameliorate even more the evaluation times of the distances.
All we need is to evaluate a degree-2 multivariate polynomial with n = 6 vari-
ables (i.e. the degree of the slot defining plaintext space polynomial should be
at least n2), embedded in a number of slots equal to the number of vectors we
want to classify in parallel (in the example, 40 residential energy consumption
therefore at least 40 slots).

Table 3 resumes the results we obtained for two configurations of parameters
in HELib with a security level (column λ) similar to the one determined by
the tests in [25] (and at least 80 bits). The plaintext module 28 is used in the
experiments. As before, m stands for the cyclotomic polynomial order and L is
the number multiplication levels. The overall polynomial which will be encrypted
as a single ciphertext can be dived into “#fact” polynomials, each one of degree
“deg fact”. The total execution time (column “time”) is expressed in seconds
and the ciphertext size in MB (column “ct. size”). The execution times and
ciphertext sizes are a lot smaller than the ones obtained by the authors of [25].
This is partly due to a smaller number of homomorphic operations (no need to
add slots together) and to a smaller multiplications level.

Table 3. Results for quadratic classifier with HELib.

m deg fact #fact L λ Time ct. size

2113 44 48 2 173 0.004 0.340

3191 55 58 2 315 0.005 0.514

5 Conclusion

This paper presents a new method to efficiently evaluate low-degree multivari-
ate polynomial over homomorphic encrypted data. With this new technique
applicable to RLWE based homomorphic schemes, one can perform all types
of computation, with the condition to express it using polynomial (of relatively
low-degree) operations. Since all the coefficients of the plaintext space polyno-
mial are used to encode the messages, this method is more efficient than the
usual case in which only the lowest degree of the polynomial is used. Moreover,
as shown by the experiments we conducted, our method is compatible with the
batching technique allowing to perform operations in a SIMD manner.

We have implemented and executed the proposed polynomial evaluation
method using the HELib library. Besides measuring the performance of the
evaluation method within diverse settings, we have tested its performance for a
machine learning application (namely a quadratic classification algorithm).

In future works, we plan to investigate the case when nd > deg(Φ (X)), which
will permit to evaluate higher degree multivariate polynomials. Another research
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line, more applicative, is to use the evaluation method on homomorphically
encrypted data for more complex classes of machine learning algorithms.
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Abstract. Cloud users (clients) with limited storage capacity at their
end can outsource bulk data to the cloud storage server. A client can
later access her data by downloading the required data files. However, a
large fraction of the data files the client outsources to the server is often
archival in nature that the client uses for backup purposes and accesses
less frequently. An untrusted server can thus delete some of these archival
data files in order to save some space (and allocate the same to other
clients) without being detected by the client (data owner). Proofs of
storage enable the client to audit her data files uploaded to the server in
order to ensure the integrity of those files. In this work, we introduce a
type of (selective) proofs of storage that we call keyword-based delegable
proofs of storage, where the client wants to audit all her data files con-
taining a specific keyword (e.g., “important”). Moreover, it satisfies the
notion of public verifiability where the client can delegate the auditing
task to a third-party auditor who audits the set of files corresponding to
the keyword on behalf of the client. We formally define the security of
a keyword-based delegable proof-of-storage protocol. We construct such
a protocol based on an existing proof-of-storage scheme and analyze the
security of our protocol. We argue that the techniques we use can be
applied atop any existing publicly verifiable proof-of-storage scheme for
static data. Finally, we discuss the efficiency of our construction.

Keywords: Cryptographic protocols · Proofs of storage
Cloud computing · Keyword-based audits · Public verifiability

1 Introduction

Cloud computing platform provides a robust infrastructure to the cloud users
(clients) in order to enable them storing large amount of data on cloud servers.
The clients can access their data as often as needed by downloading them from
the cloud servers. Several storage service providers like Amazon Simple Storage
Service (S3), Microsoft OneDrive, Dropbox and Google Drive offer storage out-
sourcing facility to their clients (data owners). The clients pay these providers
for the service and expect that their (untampered) data can be retrieved at any
point of time. However, a client’s data can be lost due to the failure of some of the
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storage nodes or due to a malicious activity of the cloud server (an untrusted
server can delete some part of the client’s data in order to save some space).
Therefore, the client needs an assurance that her data files are stored by the
server intact. A possible cryptographic solution of the above problem is that the
client computes an authenticator (tag) on a data file. Then, she uploads the file
and the tag to the server. To check the integrity of the data file, the client down-
loads the file and the tag, and she checks if the file has been modified. However,
this solution is inefficient in practice due to the large communication bandwidth
required between the client and the cloud server.

Proofs of storage provide an efficient mechanism to check the availability of
the client’s data outsourced to a remote storage server. In a proof-of-storage pro-
tocol, the client can audit her data file stored on the server without accessing the
whole file, and still, be able to detect an unwanted modification of the file done
by the (possibly malicious) server. Proof-of-storage protocols can be typically
classified as: provable data possession (PDP) protocols [2,12,30] and proof-of-
retrievability (POR) protocols [8,15,26]. In these schemes, the client computes
an authentication tag for each segment of her data file and uploads the file
along with these authentication tags. Later, the client audits the data file via
spot-checking, where the client, based on proofs computed by the cloud server,
verifies the integrity of some randomly sampled segments of the file. We note
that PDP schemes provide the guarantee of retrievability of almost all segments
of the data file. On the other hand, all segments of the file can be retrieved in
POR schemes. These schemes are designed for dynamic or static data depending
on whether the client can change the content of her data file after the initial
outsourcing. Some of these schemes are publicly verifiable where anyone with an
access to the public parameters can perform audits. In case of privately verifiable
schemes, only the client (data owner) with some secret information can perform
audits. In a publicly verifiable proof-of-storage scheme, the client can delegate
the auditing task to a third-party auditor (TPA) who performs audits on the
client’s data and lets the client know if she finds any discrepancies.

The client often has a large repository of data files (documents), and she clas-
sifies these documents for performing different types of analyses on them later.
Document-clustering is a popular technique where the data owner groups her
data files depending on some attributes of the files. Keyword-based document-
clustering is one of the examples of document-clustering where the clusters are
formed based on the distinct keywords present in the data files [9,16]. It has
various applications in data mining and information retrieval such as design-
ing an efficient scheme for searching over these data files [27,28]. Similarly, in
a proof-of-storage protocol for such a clustered file repository, the client (data
owner) might need different degrees of availability-assurance for different out-
sourced files based on the keywords they contain. Obviously, the client can check
integrity of all the data files she has uploaded to the cloud server. However, the
cloud server can charge the client for the associated (computational and band-
width) cost involved in an audit (this cost is wasted in case the server is storing
the client’s data properly). Typically, the more files are audited by the client,
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the higher is this associated cost. Thus, the client might want to run audits
only on important files having some specific keywords. For example, the guaran-
tee of availability for the files containing the keyword “important” might be of
higher priority rather than that for the files containing the keyword “movie”. In
this scenario, there must be some mechanism such that the client can efficiently
check the integrity of all of her data files (uploaded to the server) that contain
a particular keyword.

We note that there exist many searchable encryption schemes [7,10] in the lit-
erature that address efficient keyword-search over encrypted data files stored on
a remote server. These schemes can be potentially integrated with existing proof-
of-storage schemes to audit the set of data files matching a particular keyword.
However, these searchable encryption schemes aim to minimize the information
regarding the encrypted files that is leaked to the (typically) semi-honest remote
server (that follows the protocol honestly but tries to learn some information
regarding the content of the files or the keywords being searched). On the other
hand, the untrusted server in proof-of-storage schemes is considered to be mali-
cious (i.e., it can corrupt the client’s data in an arbitrary fashion). Moreover,
the definition of a proof-of-storage scheme does not demand encrypting the data
files or hiding the search (or access) patterns during a keyword-search (which
involves storage and computational overhead).

Our Contribution. We summarize our contributions in this paper as follows.

– We introduce the notion of keyword-based delegable proofs of storage, where
the client can audit all her outsourced data files that contain a specific key-
word (keyword-based audits). Moreover, any third-party auditor with the
knowledge of some public parameters can perform audits on the set of files
corresponding to the keyword on behalf of the client.

– We formalize the security model for a keyword-based delegable proof-of-
storage protocol and define the security for such a protocol.

– We construct a secure keyword-based delegable proof-of-storage (KDPoS)
protocol based on an existing publicly verifiable proof-of-storage scheme. We
describe a non-interactive challenge-generation method for keyword-based
audits in our construction, where the verifier does not know a priori the
set of files matching a particular keyword. Our techniques can be used with
any existing publicly verifiable proof-of-storage scheme for static data (that is
based on spot-checking random locations of a file) in order to enable keyword-
based audits.

– We describe the efficiency of our KDPoS protocol.

The rest of the paper is organized as follows. Section 2 describes some prelim-
inaries and background related to our work. In Sect. 4, we introduce the notion
of keyword-based delegable proofs of storage (KDPoS) and discuss some possible
constructions of a keyword-based delegable proof-of-storage protocol. In Sect. 5,
we propose a concrete KDPoS construction. In Sect. 6, we define the security
of a keyword-based delegable proof-of-storage protocol. Section 7 describes the
efficiency of our KDPoS scheme. In the concluding Sect. 8, we summarize the
work done in this paper.
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2 Preliminaries and Background

2.1 Notation

We take λ to be the security parameter. An algorithm A(1λ) is a probabilistic
polynomial-time algorithm when its running time is polynomial in λ and its
output is a random variable that depends on the internal coin tosses of A. An
element a chosen from a set S uniformly at random is denoted as a

R←− S. A
function f : N → R is called negligible in λ if for all positive integers c and for
all sufficiently large λ, we have f(λ) < 1

λc . The notation ‘·|| · · · ||·’ denotes the
concatenation of multiple strings. For two integers a and b (where a ≤ b), the
set {a, a + 1, . . . , b} is denoted by [a, b] as well.

2.2 Bilinear Maps

Let G1, G2 and GT be multiplicative cyclic groups of prime order p = Θ(22λ).
Let g1 and g2 be generators of the groups G1 and G2, respectively. A bilinear
map (or pairing) [13,17] is a function e : G1 × G2 → GT such that: (1) for all
u ∈ G1, v ∈ G2, a, b ∈ Zp, we have e(ua, vb) = e(u, v)ab (bilinear property), (2)
e is non-degenerate, that is, e(g1, g2) �= 1. Furthermore, properties (1) and (2)
imply that: (3) for all u1, u2 ∈ G1, v ∈ G2, we have e(u1·u2, v) = e(u1, v)·e(u2, v).
If G1 = G2 = G, the bilinear map is known as a symmetric bilinear map;
otherwise, it is asymmetric. Unless otherwise mentioned, we consider bilinear
maps which are symmetric and efficiently computable. Let BLSetup(1λ) be an
algorithm which outputs (p, g,G,GT , e) as the parameters of a bilinear map,
where g is a generator of G (i.e., G = 〈g〉).

2.3 Computational Diffie-Hellman Assumption

The computational Diffie-Hellman problem over a multiplicative group G = 〈g〉
of prime order p = Θ(22λ) and generated by g is defined as follows.

Definition 1 (Computational Diffie-Hellman Problem). Given g, ga, h =
gb ∈ G for some a, b ∈ Zp, the computational Diffie-Hellman problem over G is
to compute ha ∈ G.

We say that the computational Diffie-Hellman assumption holds in the group G
if, for any probabilistic polynomial-time adversary A(1λ), the probability

Pr
a,b

R←−Zp

[ha ← A(g, ga, h = gb)]

is negligible in λ, where the probability is taken over the internal coin tosses of
A and the random choices of a and b.
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3 Bitcoin

Nakamoto introduces a peer-to-peer cryptocurrency known as Bitcoin [20] that
does not rely on any trusted server. The users in the Bitcoin network make
payments by digitally signing transactions with their secret keys. The network
maintains a blockchain (a public ledger containing valid transactions) in a dis-
tributed fashion. A new block is appended to the Bitcoin blockchain roughly in
every 10 min (an epoch). These blocks are generated by the miners (users try-
ing to mine Bitcoins) in the network who provide a cryptographic proof-of-work
to show, in order to claim a mining reward, that they have indeed expended
a large amount of computational power. Presently, Bitcoin uses Back’s Hash-
cash [3] as the proof-of-work. The mining scheme in Bitcoin involves solving a
cryptographic mining puzzle that is not precomputable. Finding a solution of the
puzzle works in the following way: Let T1, T2, . . . , Tz be some of the valid trans-
actions for a certain epoch which are not included in any previous block. The
miners try to find a nonce η such that SHA-256 (BH||rootMHT ||η) ≤ Z, where
Z is a predefined target value (the difficulty level), BH is the hash of the latest
block appended to the Bitcoin blockchain and rootMHT is the root-digest of the
Merkle hash tree [18] built over T1, T2, . . . , Tz. Due to the preimage-resistance
property of SHA-256, the only way to compute such a nonce η is to search over
all possible values of the nonce in a brute-force manner.

3.1 Proofs of Storage

Proofs of storage provide a client (data owner) with an efficient mechanism
to verify the integrity of her data outsourced to a remote cloud server. Ateniese
et al. [2] introduce the notion of provable data possession (PDP) where the client
computes an authentication tag for each segment of her data file and uploads the
file along with these tags. During an audit, the client verifies the integrity of the
data file via spot-checking, where she samples l = O(λ) random segment-indices
(challenge) and sends them to the server. The server generates a proof based
on the challenged segments (and their corresponding tags) and sends the proof
(response) to the client who verifies the proof. This scheme also introduces the
notion of “public verifiability” where the client can delegate the auditing task
to a third-party auditor (TPA) who performs audits on the client’s behalf. For
a “privately verifiable” scheme, only the client with some secret information can
perform an audit. Other schemes achieving PDP include [12,14,23,29,30].

Juels and Kaliski [15] introduce the notion of proofs of retrievability (POR)
for static data. The underlying idea of a proof-of-retrievability scheme is to
encode the original file with an erasure code [21], authenticate the segments of
the encoded file, and then upload them on the cloud storage server [25]. Due to
the encoding, the server has to delete a large number of segments to actually
delete a file-segment, and this can be detected by the client with high probability.
This ensures that all segments of the file are retrievable from the responses of
the server which passes audits with some non-negligible probability. Other POR
schemes include [6,8,11,24,26].
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4 Keyword-Based Delegable Proofs of Storage

In this section, we introduce the notion of keyword-based delegable proofs of
storage (KDPoS) and describe some possible constructions. We define a keyword-
based delegable proof-of-storage protocol as follows.

Definition 2 (Keyword-Based Delegable Proofs of Storage). A
keyword-based delegable proof-of-storage (KDPoS) protocol consists of the fol-
lowing procedures.

– Setup(1λ): The client runs this algorithm which sets the parameters of the
protocol and generates a secret key-public key pair K = (sk, pk) for the client.

– Outsource(F̄ , sk, fid): Given a set of data files F̄ associated with a set of
random file-identifiers fid, the client processes F̄ to form another set of files
F̄ ′ (including respective authentication information computed using sk) and
uploads F̄ ′ to the server. The client stores some metadata d̄ corresponding to
F̄ ′ at her end.

– AuthRead(j, F̄ ′, d̄, pk, fid): When the client wants to read the j-th block of
the file F ′ identified by fid, the server sends to the client F ′[j], the j-th block
of the file, along with the corresponding proof of storage Π(j).

– VerifyRead(j, d̄, pk, sk, F ′[j],Π(j), fid): After receiving (F ′[j],Π(j)) from
the server, the client checks the validity of Π(j). The client outputs 1 if Π(j)
is a valid proof for F ′[j]; she outputs 0, otherwise.

– SChallenge(pk, l, d̄, ˜fid): During an audit on a set of files identified by ˜fid ⊆
fid, the verifier1 sends the set ˜fid and a random challenge set Q of cardi-
nality l = O(λ) to the server.

– SProve(Q, pk, l, F̄ ′, ˜fid): Given the challenge set Q and a set of files iden-
tified by ˜fid, the server computes a proof of storage T corresponding to the
challenge set Q and sends T to the verifier.

– SVerify(Q,T, pk, l, d̄, ˜fid): The verifier checks if T is a valid proof of storage
corresponding to the challenge set Q. The verifier outputs 1 if the proof passes
the verification; she outputs 0, otherwise.

– KChallenge(pk, l, w, d̄): During a keyword-based audit on the files containing a
given keyword w, the verifier sends a token tw (for w) and a random challenge
set Q to the server.

– KProve(Q, pk, l, F̄ ′, tw): Upon receiving tw and Q, the server computes a proof
of storage T corresponding to all the data files containing the keyword w and
sends T to the verifier.

– KVerify(Q,T, pk, l, tw, d̄): The verifier checks if T is a valid proof of storage
corresponding to the challenge set Q. The verifier outputs 1 if the proof passes
the verification; she outputs 0, otherwise.

We note that we have added two extra functionalities over a basic pub-
licly verifiable proof-of-storage protocol for static data: file-identifier-based audits
(audits on a set of files) and keyword-based audits. Definition 2 implicitly includes
1 The verifier can be a third-party auditor (TPA) or the client (data owner) herself.

In case the verifier is a TPA, the client shares the metadata d̄ with the TPA.
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a “regular” audit on a single data file associated with an identifier fid, where
˜fid contains only the file-identifier fid. A file-identifier-based audit consists of
the procedures SChallenge, SProve and SVerify; a keyword-based audit consists
of the procedures KChallenge, KProve and KVerify. An authenticated read com-
prises the procedures AuthRead and VerifyRead.

In order to perform a keyword-based audit for a particular keyword w, there
are two options that the client can adopt. First, the client identifies the set (say,
Fw) of files containing w correctly and runs a proof-of-storage protocol on these
files. Second, the client sends to the server the keyword w so that the server
can identify the corresponding files itself and generate responses during an audit
properly. From the security point of view, the client must be assured of the
following guarantees.

1. The integrity of the files outsourced to the (possibly malicious) server should
be maintained, be it verified via file-identifier-based audits or via keyword-
based audits.

2. For keyword-based audits, audits must be performed on all the files containing
the challenged keyword w (e.g., the server cannot cheat by sending proofs of
storage for a set F ′

w � Fw or by sending proofs of storage for a set F ′
w �⊂ Fw).

Towards providing a framework of a keyword-based delegable proof-of-storage
protocol, we describe briefly a series of possible constructions and highlight some
issues regarding each of these constructions.

4.1 A Naive Approach

The client builds an inverted index I on the set of files F̄ . A simple inverted
index I stores, for each keyword, a list of identifiers of all the files containing
the keyword. The client splits each (possibly encoded) file F ∈ F̄ into segments
and generates authentication tags on these segments using her secret key. She
stores the inverted index I at her end and uploads the files (along with the
authentication tags) to the cloud server. During an audit for a keyword w, she
consults I in order to get the identifiers of all files that contain w. Given these
file-identifiers, the client (or a TPA) can perform audits on the corresponding
files and check their integrity. However, this solution is not suitable for clients
having low storage capacity (e.g., clients using low end mobile devices) as the
inverted index can be large (of the order of tens/hundreds of Gigabytes [7])
compared to the storage available at the client’s side.

4.2 Outsourcing Inverted Index to Storage Server

To overcome the shortcomings of the naive solution, one possibility is to out-
source the inverted index I itself to the untrusted (malicious) storage server.
This enables the storage server to compute the responses given a keyword w.
Now, for a keyword-based audit, the verifier (the client herself or a TPA) sends
the keyword w along with a random challenge set Q to the server. The server
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searches in I for the identifiers of all files containing the specific keyword w,
computes a proof of storage for these files using Q and sends the proof to the
verifier (client or TPA). However, the storage server in our security model (and
in most of the existing proof-of-storage protocols) is considered to be malicious,
and it can delete a client’s data in order to utilize the space thus gained to store
other clients’ data (e.g., the server can actually store only 1,000 out of 10,000
files containing a particular keyword). To be precise, there must be some mech-
anism for the verifier to check that: (1) the server is actually storing all files
containing the specific keyword and (2) the corresponding proofs of storage are
computed only on these files (during an audit).

4.3 Our Approach

To achieve the guarantees mentioned above, we let the server store the inverted
index (in the form of a lookup table) in an authenticated fashion which makes the
exact set of file-identifiers (matching a particular keyword) returned by the server
verifiable. Moreover, for each file outsourced to the server, the client embeds its
file-identifier fid in the authenticator tags computed on the segments of the file.
This ensures that the server responds with the proofs of storage computed on
exactly those files that contain the particular keyword.

During an audit in a KDPoS scheme (see Definition 2), the verifier can per-
form either a file-identifier-based audit (on a set of files) or a keyword-based audit
(on the set of all files containing a particular keyword). For a file-identifier-based
audit, the verifier selects a set of file-identifiers ˜fid and generates a random
challenge set Q for ˜fid. Then, she sends ˜fid and Q to the server, and the server
computes proofs of storage based on these inputs. The verifier verifies the proofs
with respect to ˜fid and Q.

On the other hand, for a keyword-based audit, the verifier cannot generate
the random challenge set Q for a keyword w as she does not know a priori
the set of file-identifiers ˜fid matching w. One trivial way to resolve this issue
is the following. The verifier sends the keyword w to the server, and the server
sends the corresponding ˜fid (with an authentication proof) to the verifier. Then,
the verifier generates Q (using the procedure SChallenge) and sends it to the
server. However, this solution increases the number of communication rounds
between the verifier and the server. Another probable solution is to generate Q
in a non-interactive fashion such that both the server and the verifier, given some
randomness r, can produce the same challenge set Q. However, this randomness r
used to generate Q must be non-precomputable by the server (and also verifiable
by the verifier); otherwise, a malicious server might manipulate r to get Q of its
choice in order to pass a keyword-based audit. We describe a non-interactive
challenge-generation method used in our construction as follows.

Non-interactive Challenge Generation for Keyword-Based Audits. In a
prior work, Armknecht et al. [1] use a time-dependent pseudo-randomness gener-
ator GetRandomness : T → {0, 1}lseed with an access to a secure time-dependent
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source, where T denotes a set of discrete timestamps and lseed = O(λ). Let
cur denote the current timestamp. Given a timestamp t ∈ T , the generator
GetRandomness outputs a uniform random string in {0, 1}lseed if t ≤ cur; other-
wise, it outputs ⊥. Armknecht et al. instantiate GetRandomness by using Bitcoin
(see Sect. 3) as a secure time-dependent source to achieve unpredictability of the
output string. For a timestamp t ∈ T , GetRandomness outputs the hash of the
first block appended to the Bitcoin blockchain after t. Given t, this pseudo-
random output string can be generated (and verified) by anyone. Although the
original scheme [1] uses this method in order to protect an honest party (among
the client, the cloud server and the third-party auditor) in case the other parties
collude, this method works well for non-interactive challenge generation in our
KDPoS scheme also (during keyword-based audits). Given the pseudorandom
string output by GetRandomness, the challenge set Q can be generated in a
similar way as described in [19,22].

To sum up, the underlying idea is that the client sends to the server the
current timestamp t as a part of a challenge. The server generates Q based on t
and sends proofs of storage to the client. The client follows the same procedure
to generate Q from t and verifies the proofs sent by the server. We describe the
method in details for keyword-based audits (comprising the procedures KChal-
lenge, KProve and KVerify) in our scheme.

5 Our KDPoS Construction

We use the publicly verifiable POR scheme for static data proposed by Shacham
and Waters [25] as the underlying proof-of-storage scheme, and modify the same
in order to support keyword-based audits. Our keyword-based delegable proof-
of-storage (KDPoS) protocol consists of the following procedures. We recall that
the authenticated read sub-protocol comprises the procedures AuthRead and
VerifyRead; the file-identifier-based audit sub-protocol consists of the procedures
SChallenge, SProve and SVerify; the keyword-based audit sub-protocol consists
of the procedures KChallenge, KProve and KVerify (see Definition 2).

– Setup(1λ): Let the algorithm BLSetup(1λ) output (p, g,G,GT , e) as the
parameters of a bilinear map (or pairing), where G and GT are multiplica-
tive cyclic groups of prime order p = Θ(22λ), g is a generator of G (i.e.,
G = 〈g〉) and e : G × G → GT (see Sect. 2.2). The client chooses a random
element x

R←− Zp and sets v = gx. Let α
R←− G be another generator of G

and H : {0, 1}∗ → G be the BLS hash [5] modeled as a random oracle [4].
Let H1 : {0, 1}∗ → {0, 1}�log2 p� be a (public) cryptographic hash function.
Let F be the space of file-identifiers. Let GetRandomness be a time-dependent
pseudo-randomness generator as described in Sect. 4.3. For a given timestamp
t ∈ T , GetRandomness outputs the hash of the first block appended to the
Bitcoin blockchain after t. Let (ssk, psk) be the pair of signing and verifi-
cation keys for a digital signature scheme S = (KeyGen,Sign,Verify). The
secret key of the client is sk = (x, ssk), the public key is pk = (v, psk, α).
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– Outsource(F̄ , sk, fid): Let the set of n̄f data files the client wants to out-
source to the server be F̄ = {F1, F2, . . . , Fn̄f

}. Let the file-identifiers corre-
sponding to these files form the set fid = {fid1, fid2, . . . , fidn̄f

}, where
each of these file-identifiers is drawn from the space F uniformly at random.
The space F must be large enough (e.g., Zp) such that each file is associated
with a distinct file-identifier except with a negligible probability.
For each file F ∈ F̄ , the client extracts the keywords present in F . Let W be
the set of all distinct keywords present in any of these files. The client builds
a lookup table TL such that, for each keyword w ∈ W , the row indexed by
the keyword w contains an ordered list Lw of file-identifiers matching w. For
each row indexed by w ∈ W , the client computes a signature

γw = S.Sign(ssk, w||Lw) (1)

and appends this signature γw to Lw present in that row. Let nw be the
number of file-identifiers present in Lw. Then, the row indexed by w is of the
form

fidi1 ||fidi2 || · · · ||fidinw
||γw

for some i1, i2, . . . , inw
∈ [1, n̄f ]. We note that each signature γw authenticates

the binding between the exact list (Lw) of file-identifiers matching w and the
corresponding keyword w.
For each i ∈ [1, n̄f ], the client performs the following.

• The client encodes Fi with an erasure code to form another file F ′
i with

ni segments, where mij = F ′
i [j] ∈ Zp for all 1 ≤ j ≤ ni.

• For all 1 ≤ j ≤ ni, the client computes an authentication tag on the j-th
segment as

σij = (H(fidi||j) · αmij )x ∈ G. (2)

Let Γi = {σi1, σi2, . . . , σini
} be the ordered list of tags for F ′

i .

Finally, the client uploads F̄ ′ = ({(F ′
i , Γi, fidi, ni)}1≤i≤n̄f

, TL) to the cloud
server. The client stores d̄ = {(fidi, ni)}1≤i≤n̄f

at her end in order to check
the integrity of some of these files later.

– AuthRead(j, F̄ ′, d̄, pk, fid): When the client wants to read the j-th block of
a file F ′ identified by fid, the server sends to the client F ′[j], the j-th block
of the file, along with its tag σ.

– VerifyRead(j, d̄, pk, sk, F ′[j], σ, fid): After receiving the pair (F ′[j], σ), the
client checks whether σ

?= (H(fid||j) · αF ′[j])x ∈ G. The client outputs 1 if
the equality holds; she outputs 0, otherwise.

– SChallenge(pk, l, d̄): During a file-identifier-based audit, the verifier selects
an ordered list of file-identifiers ˜fid to be challenged. For each fidi present
in ˜fid, the verifier generates a random challenge set Qi = {(rj , νj)}i of car-

dinality l = λ, where each rj
R←− [1, ni] and each νj

R←− Zp. The verifier sends
˜fid and Q = {{(rj , νj)}i}fidi∈ ˜fid to the server.
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– SProve(Q, pk, l, F̄ ′, ˜fid): For each fidi ∈ ˜fid, the server computes a pair
(σi, μi) ∈ G × Zp, where

σi =
∏

(rj ,νj)∈Qi

σirj

νj , μi =
∑

(rj ,νj)∈Qi

νjmirj
mod p. (3)

The server sends T = {(σi, μi)}fidi∈ ˜fid to the verifier.
– SVerify(Q,T, pk, l, d̄): For each fidi ∈ ˜fid, the verifier checks whether the

equality

e(σi, g) ?= e

⎛

⎝

∏

(rj ,νj)∈Qi

H(fidi||rj)νj · αμi , v

⎞

⎠ (4)

holds or not. The verifier outputs 1 if all the equalities hold; otherwise, she
outputs 0.

– KChallenge(pk, l, w, d̄): During a keyword-based audit for a given keyword
w, the verifier chooses two random strings s0 and s1 each of size λ bits.
She also chooses the current timestamp t. Finally, she constructs a token
tw = w||s0||s1||t and sends it to the server. The challenge set Q is null.

– KProve(Q, pk, l, F̄ ′, tw): Initially, the challenge set Q is null. The server
parses the token tw as w||s0||s1||t. Given the keyword w, the server fetches
TL[w] containing the ordered list Lw of matching file-identifiers and the cor-
responding signature γw = S.Sign(ssk, w||Lw). Given t, the server computes
the pseudorandom string strt = GetRandomness(t). Let ˜fid = Lw. For
each fidi ∈ ˜fid, the challenge set Qi = {(rj , νj)}i of cardinality l = λ is
generated as

∀j ∈ Zl : rj = H1(strt||fidi||j||s0) mod ni + 1, (5)
νj = H1(strt||fidi||j||s1) mod p.

For each fidi ∈ ˜fid, the server computes a pair (σi, μi) ∈ G × Zp, where

σi =
∏

(rj ,νj)∈Qi

σirj

νj , μi =
∑

(rj ,νj)∈Qi

νjmirj
mod p. (6)

The server sends T = (TL[w], {(σi, μi)}fidi∈ ˜fid) to the verifier.
– KVerify(Q,T, pk, l, tw, d̄): Initially, the set Q is null. The verifier parses tw

as w||s0||s1||t and T as (TL[w], {(σi, μi)}fidi∈Lw
). She verifies the validity of

the signature γw by checking whether

S.Verify(psk,w||Lw, γw) ?= accept. (7)

If the verification outputs reject, the verifier outputs 0. Otherwise, the ver-
ifier proceeds as follows.
Given the timestamp t, the verifier computes strt = GetRandomness(t). Let
˜fid = Lw. For each fidi ∈ ˜fid, the challenge set Qi = {(rj , νj)}i of cardi-
nality l = λ is generated using Eq. 5. For each fidi ∈ ˜fid, the verifier checks
whether the equality
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e(σi, g) ?= e

⎛

⎝

∏

(rj ,νj)∈Qi

H(fidi||rj)νj · αμi , v

⎞

⎠ (8)

holds or not. Finally, the verifier outputs 1 if all the equalities hold; otherwise,
she outputs 0.

Observations. We make the following observations regarding our KDPoS con-
struction.

– The random challenge set Q used in file-identifier-based audits (involving the
procedures SChallenge, SProve and SVerify) can also be generated in a non-
interactive fashion similar to that used in keyword-based audits. This non-
interactive (and verifiable) generation of Q reduces the overall communication
between the verifier and the server (as the verifier need not send Q to the
server).

– We have used techniques (such as building an authenticated lookup table
TL over keywords present in data files, and generating the random challenge
set Q with the help of the Bitcoin blockchain) on top of a particular POR
scheme [25] in order to construct a KDPoS scheme. We note that these tech-
niques are independent of the underlying POR scheme and do not modify
the same. Thus, we can integrate our techniques with any existing publicly
verifiable POR/PDP scheme for static data (which is based on spot-checking
random locations of a file) to obtain such a KDPoS construction.

6 Security

A keyword-based delegable proof-of-storage (KDPoS) protocol must satisfy the
following properties. The security model of a KDPoS scheme is described later
in this section. The untrusted cloud server acts as the adversary in this security
model. We assume that the untrusted server is malicious that can corrupt the
client’s data in an arbitrary fashion.

1. Authenticity. The authenticity requirements are twofold. First, the cloud
server must produce proofs of storage computed exactly on the challenged
files for file-identifier-based audits (and proofs of storage computed exactly on
the files matching the challenged keyword in case of keyword-based audits).
Second, the cloud server cannot produce valid proofs during audits without
correctly storing the challenged segments of those files and their respective
authentication information.

2. Retrievability. Retrievability of data requires that, given a probabilistic
polynomial-time adversary A that can respond correctly to a challenge Q
with some non-negligible probability, there exists a polynomial-time extrac-
tor algorithm E that can extract (at least) the challenged segments of the
challenged files (or the challenged segments of the files containing the chal-
lenged keyword) by performing file-identifier-based audits (or keyword-based
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audits) with A for a polynomial (in λ) number of times. The algorithm E has
a rewinding access to A. The authenticity property restricts the adversary A
to produce, during these interactions, valid responses (without storing these
segments of the challenged files) only with some probability negligible in λ.

Security Model. We describe the following security game between the chal-
lenger (acting as the client) and the adversary (acting as the cloud server).

– The challenger generates a secret key-public key pair and gives the public key
to the adversary. The adversary selects a set of files F̄ associated with a set of
file-identifiers fid to store. The challenger processes F̄ to form another set of
files F̄ ′ and returns F̄ ′ to the adversary. The adversary stores F̄ ′ at its end.
The challenger stores only some metadata d̄ for verification purpose.

– The adversary adaptively chooses and sends to the challenger a sequence of
operations defined by {opi}1≤i≤q (q is a polynomial in the security parame-
ter λ), where opi is an authenticated read (comprising AuthRead and Veri-
fyRead) or a file-identifier-based audit (comprising SChallenge, SProve and
SVerify) or a keyword-based audit (comprising KChallenge, KProve and
KVerify). For each file-identifier-based audit (or a keyword-based audit), the
set of files ˜fid ⊆ fid (or the keyword) is chosen by the adversary, and the
challenger executes an audit on the designated files stored by the adversary.
The challenger lets the adversary know the result of each verification (i.e.,
the output of VerifyRead or the output of SVerify or the output of KVerify).

– Let F̄ ∗ be the final state of the set of files initially outsourced to the adver-
sary after q operations. Finally, the challenger executes an audit protocol
(file-identifier-based or keyword-based) with the adversary as follows. The
challenger chooses a set of file-identifiers (or a token for a keyword chosen by
the challenger) and sends them along with a random challenge set Q to the
adversary, and the adversary returns a cryptographic proof to the challenger.
The adversary wins the game if it passes the verification.

Definition 3 (Security of a KDPoS Scheme). A keyword-based delegable
proof-of-storage protocol is secure if, given any probabilistic polynomial-time
adversary A who can win the security game mentioned above with some non-
negligible probability, there exists a polynomial-time extractor algorithm E that
can extract, except with some probability negligible in λ, (at least) the challenged
segments of the files (that are challenged via file-identifier-based/keyword-based
audits) by interacting with A polynomially many times.

According to Definition 3, our KDPoS construction is secure in the random
oracle model [4] under the computational Diffie-Hellman assumption over G =
〈g〉 (see Sect. 2.3). The full security proof will appear in the extended version of
this paper.

7 Efficiency of Our KDPoS Scheme

The efficiency of our KDPoS scheme depends on the underlying POR scheme [25].
For each file challenged by the verifier, the proof consists of a pair of the form
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(σ, μ) that is of size 2 · log2 p bits, where σ ∈ G, μ ∈ Zp and p = Θ(22λ). For
example, such a pair is 64 bytes long for 128-bit security (i.e., λ = 128). On
the other hand, for each challenged file, the verifier needs to compute 2 pairings
along with other operations (l +1 exponentiations and one multiplication in G).
However, we later describe a method in order to make both of these parameters
independent of the number of files being audited (see Sect. 7.4).

7.1 Storage Overhead

We have described our KDPoS scheme assuming that an authentication tag
(an element of G) is generated for each segment (an element of Zp) of a file.
Therefore, the storage overhead (for the tags) is same as the storage itself. This
can be mitigated by grouping s segments as a single chunk and computing an
authentication tag for each of these chunks [25]. Thus, the storage overhead is
1/s-fraction of the storage. However, during an audit, the size of the aggregated
segment (μ) sent by the server as a proof is now s · log2 p bits. In addition, we
have introduced an authenticated lookup table TL in order to enable keyword-
based audits. Let W be the set of all distinct keywords present in any file F ∈ F̄
and nw be the number of files containing a keyword w ∈ W . Let bS be the size
(in bits) of a signature in S and bF be the number of bits required to represent
the space of file-identifiers F . Then, the storage overhead incurred for storing
TL is

∑

w∈W (nw · bF + bS) bits.

7.2 Efficient Search over Lookup Table

In order to enable the server to search over the lookup table TL efficiently, the
client builds a dictionary data structure (e.g., trie, hash table, self-balancing
binary search tree) over all distinct keywords in W (during the procedure Out-
source). The node in this data structure corresponding to a keyword w con-
tains Lw||γw, where Lw is the ordered list of file-identifiers matching w and
γw = S.Sign(ssk, w||Lw). The client uploads this data structure along with the
processed files to the server. During a keyword-based audit, the server makes an
efficient search to find the exact node corresponding to the challenged keyword.

7.3 Communication Complexity

In case of a keyword-based audit, the server sends to the verifier the row of TL

indexed by w (containing the list of file-identifiers matching w) along with the
corresponding proofs of storage (during the procedure KProve). We note that
for a file-identifier-based audit as well, the verifier sends a list of file-identifiers
along with the challenge set (during the procedure SChallenge). Therefore, the
overall communication complexity is of the same order for both types of audits.
Moreover, the challenge set Q can be generated in a non-interactive way (for
both types of audits) eliminating the need for communicating the same.
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7.4 Proof Generation and Verification in a Batch

We observe that given a list of file-identifiers ˜fid and a challenge set Q =
{{(rj , νj)}i}fidi∈ ˜fid, the server computes a pair (σi, μi) for each fidi ∈ ˜fid (see
Eqs. 3 and 6). Therefore, the corresponding proof T consists of |˜fid| pairs of the
form (σ, μ), where σ ∈ G and μ ∈ Zp. Hence, the proof size is |T | = 2·|˜fid|·log2 p

bits. On the other hand, for each fidi ∈ ˜fid, the verifier checks whether the
following equality

e(σi, g) ?= e

⎛

⎝

∏

(rj ,νj)∈Qi

H(fidi||rj)νj · αμi , v

⎞

⎠ (9)

holds or not (see Eqs. 4 and 8). Therefore, the verifier needs to perform expensive
pairing operations for 2 · |˜fid| times.

To reduce both the size of the proof and the number of pairing operations
required to verify a proof, we adopt an idea similar to that of aggregating the
challenged segments and their corresponding tags for a single file. We observe
that, for each challenged file identified by fidi in our KDPoS scheme, the server
aggregates all the challenged segments into a single segment μi and all the cor-
responding tags into a single tag σi (see Eqs. 3 and 6), and the verifier runs the
verification procedure on the aggregated segment and the aggregated tag (see
Eq. 9). We extend this simple idea for multiple files (that are present in ˜fid) as
follows. The server computes the proof (σ, μ) ∈ G × Zp, where

σ =
∏

fidi∈ ˜fid

∏

(rj ,νj)∈Qi

σirj

νj =
∏

fidi∈ ˜fid

σi,

μ =
∑

fidi∈ ˜fid

∑

(rj ,νj)∈Qi

νjmirj
mod p =

∑

fidi∈ ˜fid

μi mod p.

Given the aggregated segment μ and the aggregated tag σ, the verifier checks if

e(σ, g) ?= e

⎛

⎝

∏

fidi∈ ˜fid

∏

(rj ,νj)∈Qi

H(fidi||rj)νj · αμ, v

⎞

⎠ . (10)

In this case, the reduced proof size is |T | = 2 · log2 p bits, and the verifier
needs to perform only 2 pairing operations. It is important to note that both of
these parameters are now constant, irrespective of the number of files involved
in either a file-identifier-based audit or a keyword-based audit.

8 Conclusion

In this work, we have introduced keyword-based delegable proofs of storage,
where the data owner (or a third-party auditor) can selectively check the integrity
of all her data files containing a particular keyword. We have formally defined
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the security of a keyword-based delegable proof-of-storage protocol. We have
provided an efficient construction of a secure keyword-based delegable proof-of-
storage protocol. Any existing publicly verifiable proof-of-storage scheme (based
on spot-checking techniques) can be extended in a similar fashion as described
in this work. We have also discussed the efficiency of our construction and some
possible ways to enhance this efficiency.
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Abstract. Optimistic Fair Exchange protocol was designed for two par-
ties to exchange in a fair way where an arbitrator always remains offline
and will be referred only if any dispute happens. There are various opti-
mistic fair exchange protocols with different security properties in the lit-
erature. Most of the optimistic fair exchange protocols satisfy resolution
ambiguity where a signature signed by the signer is computational indis-
tinguishable from the one resolved by the arbitrator. Huang et al. pro-
posed the first generic framework for accountable optimistic fair exchange
protocol in the random oracle model where it possesses resolution ambi-
guity and is able to reveal the actual signer when needed. Ganjavi et al.
later proposed the first generic framework in the standard model. In this
paper, we propose another generic framework for accountable optimistic
fair exchange protocol in the standard model using ordinary signature,
convertible undeniable signature, and ring signature as the underlying
building blocks.

Keywords: Accountability · Convertible undeniable signature
Optimistic fair exchange · Ring signature

1 Introduction

A fair exchange protocol was first designed to overcome the issue of fairness
during an exchange between two parties. The first optimistic fair exchange (OFE)
protocol with offline arbitrator was proposed by Asokan et al. [1] in 1997. It
was later broken and repaired by Dodis and Reyzin [7] and they also formally
redefined its security model in 2003. An OFE protocol consists of three parties,
a signer, a verifier, and an arbitrator. The arbitrator always remains offline and
will be referred only if any dispute happens. At the beginning of the protocol, the
signer first generates a partial signature as an offer to the verifier. The verifier
then returns a full signature as a confirmation. If everything goes well, the signer
replies a full signature, and the protocol ends. However, if a dispute happens,
the verifier can then contact the arbitrator by sending an evidence for resolving
the issue.

c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 299–309, 2018.
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The security model of OFE protocol is setup-driven if the initial key regis-
tration needs to be done between the signer and the arbitrator, and the model is
setup-free if that is not required. Most of the existing exchange protocols consider
more than one signer in the system. An OFE protocol should be applicable to
multi-user setting, but items are exchanged between one signer and one verifier.
A multi-user setting consists of many signers and many verifiers along with only
one arbitrator [6]. Huang et al. claimed that the property of the strong resolution
ambiguity in the single-user setting OFE protocol is preserved in the multi-user
setting [16], where a strong resolution ambiguity requires that one can convert a
partial signature into a full signature using either the signer’s private key or the
arbitrator’s private key, and no one knows which key is used. As previous works
only considered in the certified-key model, Huang et al. [15] then proposed a
secure OFE protocol in the multi-user setting and chosen-key model. In contrast
to the certified-key model, the adversary in chosen-key model is able to make
queries with respect to the public key even without showing the knowledge of
the private key.

Motivation. Most of the OFE protocols possess resolution ambiguity where the
full signature generated by the signer (actual signature) should be computational
indistinguishable with the full signature resolved by the arbitrator (resolved sig-
nature) [6,15]. In some scenarios, this property can actually compromise the
fairness, i.e. there is a dishonest arbitrator colludes with a verifier such that the
dishonest arbitrator resolves the partial signature without validating the evi-
dence. Due to the resolution ambiguity, others will not know whether the full
signature is generated by the original signer or the arbitrator. In order to over-
come the above issue, the notion of accountable OFE protocol was formalised
by Huang et al. [17] in 2011. A generic framework for accountable OFE was pro-
posed where the partial signature is an ordinary signature, and the full signature
consists of a partial signature, a random salt, and an undeniable signature along
with an OR-signature.

It possesses resolution ambiguity due to the anonymity of undeniable signa-
ture and the OR-signature. Undeniable signature is a special featured signature
which cannot be verified without the help of the signer [4]. In order to construct
the OR-signature in their framework, one must use the private key of undeniable
signature to generate a signature based on proofs of knowledge (SPK) [2]. Due to
the ability of SPK, one can generate a proof to either claim or deny an undeni-
able signature during the stage of revealing the original signer in an accountable
OFE protocol. An SPK can be constructed by applying the Fiat-Shamir heuris-
tic [8] to a proof of knowledge where it is a zero-knowledge protocol that allows
the signer to convince the verifier that he knows a secret without leaking it [5].
It is known that an SPK that transformed by applying Fiat-Shamir heuristic is
secure in the random oracle model [8].

Ganjavi et al. [11] then proposed the first generic framework for accountable
OFE protocol which is secure in the standard model. In their framework, the
partial signature is also an ordinary signature, and the full signature consists of
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a partial signature and a traceable ring signature [10]. Traceable ring signature
is a variant of ring signature [19] having the additional ability to restrict the
anonymity of the signer. It consists of two additional security properties, namely,
traceability and exculpability. Traceability ensures that the identity of the signer
can be traced as long as the signer signs two different messages with respect to
the same tag, whereas exculpability ensures that the signer cannot be accused of
signing twice with respect to the same tag. Although Ganjavi et al.’s framework
is proven secure in the standard model, to the best of our knowledge, there
are very few traceable ring signature schemes provably secure in the standard
model [9,13] and random oracle model [10,14] respectively. Hence it limits the
application to accountable OFE protocol.

Table 1. A Comparison of the frameworks for accountable OFE protocol

Framework
Partial Signature

σp

Full Signature
σ

Proof
π

Standard
Model

Huang et al. [17] OS
σp,US,

r,OR-Signature SPK ×
Ganjavi et al. [11] OS σp,TRS TRS

√
Proposed OS σp,CUS,RS token

√
r: Random salt OS: Ordinary signature
US: Undeniable signature RS: Ring signature
CUS: Convertible undeniable signature TRS: Traceable ring signature
SPK: Signature based on proofs of knowledge

Contribution. In this paper, we propose another generic framework for
accountable OFE protocol. As shown in Table 1, the partial signature in our
framework is also an ordinary signature, and the full signature is an intermedi-
ate solution between Huang et al. and Ganjavi et al.’s protocol, where it consists
of a partial signature, a convertible undeniable signature, and a ring signature.
There are two types of convertible undeniable signature, namely, selectively con-
vertible and universally convertible. Our generic framework requires a selectively
convertible one which allows the signer to convert only a specific undeniable sig-
nature into universally verifiable one. We show that the proposed framework is
secure in the standard model under multi-user setting and chosen-key model as
long as the underlying schemes satisfy certain security properties.

2 Accountable OFE Protocol

An accountable OFE protocol consists of the following algorithms:

– PMGen: On input a security parameter 1k, it outputs a system parameter
PM .
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– SetupA : On input PM , it generates an arbitrator’s public and private key
pair (APK,ASK).

– SetupU : On input PM , it generates a user’s public and private key pair
(UPKi, USKi).

– PSign: On input a message m and (USKi, APK), it generates a partial
signature σp.

– PV er: On input (m,σp, UPKi, APK), it validates (m,σp) under
(UPKi, APK) and outputs “1” if σp is valid or “0” otherwise.

– Sign: On input (m,σp, USKi, APK), it generates a full signature σ.
– V er: On input (m,σ,UPKi, APK), it validates (m,σ) under (UPKi, APK)

and outputs “1” if σ is valid or “0” otherwise.
– Res: On input (m,σp, ASK,UPKi), it resolves σp by checking its validity

first. If σp is valid on UPKi, it generates a full signature σ or outputs “⊥”
otherwise.

– ProveA : On input (m,σ,UPKi, APK,ASK), it generates an arbitrator
proof πA that can claim or deny whether σ was generated by APK.

– ProveU : On input (m,σ,UPKi, APK,USKi), it generates a user proof πU

that can claim or deny whether σ was generated by UPKi.
– Open: On input (m,σ,UPKi, APK, π), it first validates (m,σ) under

(UPKi, APK). It then outputs “UPKi” if π can prove σ is generated by
the algorithm Sign or “APK” if σ is generated by the algorithm Res. Oth-
erwise, it outputs “⊥” which indicates π is invalid and it cannot be opened.

Correctness: The following algorithms will always output “1” if σ is generated
correctly. If σ is a valid on (UPKi, APK) and π is generated correctly, the
algorithm Open will always output either “UPKi” or “APK”.

−PV er(m,PSign(m, USKi, APK), UPKi, APK) = “1”

−V er(m,Sign(m,PSign(m, USKi, APK), USKi, APK), UPKi, APK) = “1”

−V er(m,Res(m, PSign(m, USKi, APK), UPKi, ASK), UPKi, APK) = “1”

−Open(m, σ, UPKi, APK,ProveA(m, σ, UPKi, APK, ASK)) = “UPKi”or“APK”

−Open(m, σ, UPKi, APK,ProveU (m, σ, UPKi, APK, USKi)) = “UPKi”or“APK”

2.1 Security Properties

An accountable OFE protocol possesses resolution ambiguity, accountability,
security against signer(s), security against verifier(s), and security against arbi-
trator. Its security models in the multi-user setting and chosen-key model are
defined as the game between a probabilistic polynomial time (PPT) adversary A
and a challenger C. In this paper, we only recall their definitions, the full details
can be referred from [11,17].

Resolution Ambiguity: A full signature σ generated by the signer and
resolved by the arbitrator should be computationally indistinguishable.
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Definition 1. An OFE is (t, q, ε)-resolution ambiguous if there is no (t, q)-
adversary that can have success probability more than ε + 1

2 in its game with
at most q queries to its accessible oracles in time t.

Accountability: An OFE protocol has accountability if it satisfies three types
of accountability as follows.

– Type I: It is impossible for a dishonest signer to produce a full signature
that can be proven as an output of APK with algorithm Res.

– Type II: It is impossible for a dishonest arbitrator to resolve a full signature
that can be proven as an output of UPKi with algorithm Sign.

– Type III: It is impossible for the signer and the arbitrator to both claim or
deny a valid full signature σ.

Definition 2. An OFE has accountability if it satisfies the three types of
accountability.

Security against Signer(s): It is impossible for a dishonest signer to produce
a valid σp, but cannot be resolved by the arbitrator using Res.

Definition 3. An OFE is (t, qres, ε)-secure against signers if there is no
(t, qres)-adversary that can have success probability more than ε in its game with
at most qres queries to res oracle in time t.

Security Against Verifier(s): It is impossible for a dishonest verifier to pro-
duce a valid σ without the assistance from the signer or the arbitrator. Its
security model is adopted from Ganjavi et al. [11], and we allow A to access
sign oracle OSig as we want to simulate that a dishonest verifier can forge a full
signature on either the signer or the arbitrator.

Definition 4. An OFE is (t, qpsig, qsig, qres, ε)-secure against verifiers if there
is no (t, qpsig, qsig, qres)-adversary that can have success probability more than ε
in its game with at most qpsig queries to psign oracle, qsig queries to sign oracle,
and qres queries to res oracle in time t.

Security Against Arbitrator: It is impossible for a dishonest arbitrator to
produce a valid σ without having the corresponding σp from the signer.

Definition 5. An OFE is (t, qpsig, ε)-secure against arbitrator if there is no
(t, qpsig)-adversary that can have success probability more than ε in its game
with at most qpsig queries to psign oracle in time t.

Definition 6. An accountable OFE is secure in the multi-user setting and
chosen-key model if it is accountable, secure against signer(s), secure against
verifier(s), and secure against arbitrator.
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3 Building Blocks

3.1 Ordinary Signature [12]

An ordinary signature consists of the following three algorithms. KeyGen that
on input a security parameter 1k, it outputs a public and private key pair (pk, sk).
Sign that on input a message and private key pair (m, sk), it outputs an ordinary
signature σos. Verify that on input (m,σos, pk), it outputs “1” if σos is valid and
outputs “0” otherwise. Its Correctness requires that every ordinary signature
generated in a correct way can always be accepted.

Unforgeability: This security property ensures that there is no computational
way to forge a signature with only the knowledge of the public key pk.

Definition 7. An ordinary signature scheme is (t, qs, ε)-existential unforgeable
against chosen message attack (EUF-CMA) if there is no (t, qs)-adversary can
have success probability more than ε in its game with at most qs queries to sign
oracle in time t.

3.2 Convertible Undeniable Signature [18]

Convertible undeniable signature consists of the following four algorithms and an
interactive protocol. KeyGen that on input a security parameter 1k, it outputs
a public and private key pair (pk, sk). Sign that on input a message and a
private key (m, sk), it outputs an undeniable signature χ. SConvert1 that on
input (m,χ, sk), it computes a selective token πs which can be used to publicly
verify (m,χ). SVerify that on input (m,χ, pk, πs), it outputs “⊥” if π is an
invalid token on pk. Else, it outputs “1” if (m,χ, pk) is valid and outputs “0”
otherwise. Confirmation/Disavowal Protocol that run between the signer
and the verifier on input (m,χ, pk, sk), the output is a non-transferable proof
(“Accept”/“Deny”) that shows χ is valid/invalid on (m, pk). Its Completeness
and Soundness requires that every valid (invalid) signature can always be proven
valid (invalid), and every valid (invalid) signature cannot be proven as invalid
(valid).

Unforgeability: This security property ensures that there is no computational
way to forge a convertible undeniable signature with only the knowledge of public
key pk.

Definition 8. A convertible undeniable signature scheme is (t, qs, qcd, qsc, ε)-
EUF-CMA, if there is no (t, qs, qcd, qsc)-adversary can have success probability
more than ε in its game with at most qs queries to sign oracle, qcd queries to
confirmation/disavowal oracle, and qsc queries to sconvert oracle in time t.
1 We require the signer to be able to convert a selective token of a signature that was

not generated by his private key, and the selective token can be used to publicly
deny the signature.
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Anonymity: This security property requires that given a valid (m,χ) and two
possible signers’ public keys (pk0, pk1), there is no computational way to decide
who the real signer is.

Definition 9. A convertible undeniable signature scheme is (t, qs, qcd, qsc, ε)-
anonymous against chosen message attack, if there is no (t, qs, qcd, qsc)-adversary
can have success probability more than ε in its game in time t.

3.3 Ring Signature

Ring signature consists of the following three algorithms. KeyGen that on input
1k, it outputs a public and private key pair (pk, sk). Sign that on input a
message, a private key, and a list of public keys (m, sk, PKL) where PKL =
(pk1, . . . , pkn) with n members, it outputs a ring signature η. Verify that on
input (m, η, PKL), it outputs “1” if η is valid and output “0” otherwise. Its
Correctness requires that every ring signature generated in a correct way can
always be accepted.

Unforgeability: This security property ensures there is no computational way
to forge a ring signature with only the knowledge of a list of public keys PKL =
(pki, . . . , pkn) of n members.

Definition 10. A ring signature scheme is (t, qs, ε)-unforgeable against chosen-
subring attack, if there is no (t, qs)-adversary can have success probability more
than ε in its game with at most qs queries to sign oracle in time t.

Anonymity:2 This security property requires that given a valid (m, η) and two
possible signers’ public keys (pk0, pk1), there is no computational way to decide
who the real signer is.

Definition 11. A ring signature scheme is (t, qs, ε)-anonymous with respect to
adversarially-chosen keys, if there is no (t, qs)-adversary can have success prob-
ability negligibly close to 1

2 in its game with at most qs queries to sign oracle in
time t.

4 Generic Transformation

4.1 Generic Framework

We propose a generic framework for accountable OFE protocol using ordinary
signature, convertible undeniable signature, and ring signature as our building
blocks. The partial signature is an ordinary signature, σp = σos, and the full sig-
nature consists of a partial signature, a convertible undeniable signature, and a
2 The definition of anonymity for ring signature scheme can be phrased in either a

computational or an unconditional sense [3]. In this paper, the requirement we need
can be either one.
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ring signature, σ = (σp, χ, η). Let OS = (KeyGen, Sign, V erify) be an ordinary
signature scheme, CUS = (KeyGen, Sign, SConvert, SV erify) be a convertible
undeniable signature scheme, and RS = (KeyGen, Sign, V erify) be a ring sig-
nature scheme. We need a hash function H : {0, 1}∗ → M, where M is the
message space.

– PMGen: On input the security parameter 1k, it generates the system param-
eters PM needed for the OS, CUS, and RS.

– SetupA : On input PM , it runs CUS.KeyGen(1k) → (apkcus, askcus) and
RS.KeyGen(1k) → (apkrs, askrs) to compute an arbitrator public and pri-
vate key pair (APK,ASK) = ((apkcus, apkrs), (askcus, askrs)).

– SetupU : On input PM , it runs OS.KeyGen(1k) → (pkos
i , skos

i ),
CUS.KeyGen(1k) → (pkcus

i , skcus
i ), and RS.KeyGen(1k) → (pkrs

i , skrs
i )

to compute a user public and private key pair (UPKi, USKi) =
((pkos

i , pkcus
i , pkrs

i ), (skos
i , skcus

i , skrs
i )).

– PSign: On input a message and a signer private key (m,USKi), it runs
OS.Sign(m, skos

i ) → σos and outputs a partial signature σp = σos.
– PV er: On input (m,σp, UPKi), it can validate σp by running

OS.V er(m,σos, pkos
i ). It outputs “1” if σp is valid and outputs “0” other-

wise.
– Sign: On input (m,σp, USKi, APK,UPKi). Let m′ = H(m,σp, UPKi).

It runs CUS.Sign(m′, skcus
i ) → χ and RS.Sign(χ, skrs

i , PKL) → η, where
PKL = (pkrs

i , apkrs) and outputs a full signature σ = (σp, χ, η).
– V er: On input (m,σ,UPKi, APK), it can verify σ = (σp = σos, χ, η) by

running OS.V erify(m,σos, pkos
i ) and RS.V erify(χ, η, PKL), where PKL =

(pkrs
i , apkrs). Therefore, if σp and η are valid, this algorithms outputs “1”

and “0” otherwise.
– Res: On input (m,σp, ASK,APK,UPKi), it first checks the validity of

σp by running OS.V erify(m,σos, pkos
i ). It outputs “⊥” if σp is invalid.

Otherwise, it continues to compute m′ = H(m,σp, UPKi). It then runs
CUS.Sign(m′, askcus) → χ and RS.Sign(χ, askrs

i , PKL) → η, where PKL =
(pkrs

i , apkrs) and outputs a full signature σ = (σp, χ, η)
– ProveA : On input (m,σ,ASK,APK,UPKi), it first runs V er(m,σ,UPKi,

APK) to check its validity and continue if and only if it is valid. Then it
computes m′ = H(m,σp, UPKi) and runs CUS.SConvert(m′, χ, askcus) →
πA and outputs a proof π = πA. Otherwise, it outputs “⊥”.

– ProveU : On input (m,σ,USKi, APK,UPKi), it first runs V er(m,σ,UPKi,
APK) to check its validity and continue if and only if it is valid. Then it
computes m′ = H(m,σp, UPKi) and runs CUS.SConvert(m′, χ, skcus

i ) →
πU and outputs a proof π = πU . Otherwise, it outputs “⊥”.

– Open: On input (m,σ,UPKi, APK, π), it first runs V er(m,σ,UPKi, APK)
to check its validity and continue if and only if it is valid. Otherwise, it
outputs “⊥”. It computes m′ = H(m,σp, UPKi) and parses π in the following
cases:
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• If π = πA, it runs CUS.V erify(m′, χ, πA, apkcus) → b ∈ {0, 1}. If b =
1, it outputs “APK” which indicates χ is originally generated by apk.
Otherwise, it outputs “UPKi”. If the output is ⊥”, it means π is invalid.

• Else if π = πU , it runs CUS.V erify(m′, χ, πU , pkcus
i ) → b ∈ {0, 1}. If

b = 1, it outputs “UPKi” which indicates χ is originally generated by
pkcus

i . Otherwise, it outputs “APK”. If the output is “⊥”, it means π is
invalid.

Correctness: The correctness of our generic framework follows the underlying
OS, CUS, and RS.

4.2 Security Analysis

The proof approach for resolution ambiguity and accountability are inspired
by Huang et al.’s framework [17], and the proof approach for security against
signer(s), security against verifier(s), and security against arbitrator are inspired
by Ganjavi et al.’s framework [11]. Due to page limit, we only briefly describe
the proof. It follows that we assume there exists a PPT adversary A who breaks
the proposed accountable OFE framework, we then construct a PPT algorithm
D which runs A as subroutine to break the security of the underlying build-
ing blocks. This contradicts to the claim of the security, hence the proposed
accountable OFE framework is secure.

Theorem 1. Our generic framework is secure in the multi-user setting and
chosen-key model if it satisfies Lemma1–7 below:

Lemma 1. Our generic framework is resolution ambiguity if the underlying
CUS and RS satisfy anonymity.

Lemma 2. Our generic framework is (t, qres, qpa, ε)-type I accountable if the
underlying CUS is (t, qres, qpa, ε)-EUF-CMA and complete and sound.

Lemma 3. Our generic framework is (t, qpsig, qsig, qpu, ε)-type II accountable if
the underlying CUS is (t, qpsig, qsig, qpu, ε)-EUF-CMA and complete and sound.

Lemma 4. Our generic framework is (t, ε)-type III accountable if the underlying
CUS is (t, ε)-complete and sound.

Lemma 5. Our generic framework is unconditionally secure against signers.

Lemma 6. Our generic framework is (t, qpsig, qsig, qres, ε)-secure against ver-
ifiers if the underlying CUS and RS are (t + t1qpsig, qsig, qres, ε)-existentially
unforgeable.

Lemma 7. Our generic framework is (t, qpsig, ε)-secure against the arbitrator if
the underlying OS is (t, qpsig, ε)-existentially unforgeable.
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5 Conclusion

We proposed a generic framework to construct accountable OFE protocol in
the multi-user setting and chosen-key model which can be proven secure in the
standard model by using the ordinary signature, convertible undeniable signature
and ring signature as the underlying building blocks.

Acknowledgement. The authors would like to acknowledge the Malaysia govern-
ment’s Fundamental Research Grant Scheme (FRGS/1/2015/ICT04/MMU/03/5) for
supporting this work.
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Abstract. With the increasing number of Internet-of-Things (IoT)
devices, intrusion detection systems (IDSs) have been widely deployed in
a distributed or collaborative setting, in which a collaborative intrusion
detection network (CIDN) improves the detection accuracy of a single
IDS by enabling IDS nodes to exchange useful information with each
other. To protect CIDNs against insider attacks, challenge-based trust
mechanisms are one promising solution to detect malicious nodes through
sending challenges. However, several studies have revealed that this kind
of mechanism is still vulnerable to some advanced insider attacks like
passive message fingerprint attack (PMFA). Motivated by this observa-
tion, in this work, we focus on enhancing the security of challenge-based
CIDNs and propose a compact but efficient message verification app-
roach to defeat such insider attack by inserting a verifying alarm into
each normal request. In the evaluation, we investigate the attack perfor-
mance under both simulated and real network environments. Experimen-
tal results demonstrate that our approach can identify malicious nodes
under PMFA and decrease their trust values in a quick manner.

Keywords: Intrusion detection · Collaborative network
Insider attack · Passive message fingerprint attack
Challenge-based trust mechanism

1 Introduction

Intrusion detection systems (IDSs) are an essential and widely deployed security
mechanism, with the purpose of protecting various resources and assets [31,34].
Based on the locations, an IDS can be classified as host-based IDS (HIDS) and
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network-based IDS (NIDS). Further, an IDS can be classified into two cate-
gories according to detection approaches: signature-based NIDS and anomaly-
based NIDS. The former like [33,39] (also known as rule-based NIDS ) detects
a suspicious event by comparing its available signatures with current system
events or packets. The latter like [8,38] identifies an anomaly by discovering a
significant deviation between the normal profile and the observed system or net-
work events. An alarm will be triggered if an accurate match is identified or the
suspicious value is above a threshold [9].

With the increasing capability of network intrusions, a traditional IDS could
be bypassed very easily and are hard to identify some complex attacks like
Denial-of-Service (DoS) attacks. The detection failure can cause potential dam-
age and financial loss, i.e., causing paralysis of the entire network without timely
detection and response [40]. To enhance the detection capability of an IDS, col-
laborative (or distributed) intrusion detection networks (CIDNs) are developed
allowing different IDS nodes to exchange information with each other by sending
a normal request [6]. Due to the distributed architecture, a CIDN is often vul-
nerable to insider attacks, where an attacker can perform an adversarial action
after the control of an insider node.

To mitigate this problem, challenge-based trust mechanisms (shortly chal-
lenge mechanisms) are one of the promising solutions to safeguard CIDNs against
insider attacks. This kind of mechanisms aims to evaluate the trustworthiness of
other nodes by sending challenges in a periodic way. In particular, a challenge
usually contains a set of alarms requesting for alarm severity [6]. As the testing
node knows the actual severity of requested alarms, it can utilize the received
feedback to derive a trust value (e.g., satisfaction level) for the tested node. For-
mer studies have demonstrated that such mechanism can prevent insider attacks
like betrayal attacks and collusion attacks, where malicious nodes may collab-
orate to give false information of alarm rankings to reduce the effectiveness of
alarm aggregation in CIDNs.

Motivations. However, it is identified that challenge mechanisms are depending
heavily on two assumptions: (a) challenges are sent out in a way that makes
them difficult to be distinguished from normal messages; and (b) malicious nodes
always send feedback opposite to its truthful judgment. In real-world scenarios,
malicious nodes may behave much more dynamic and complex, i.e., a malicious
node can choose whether to send untruthful feedback or not. As a result, the
adopted assumptions may leave challenge-based CIDNs vulnerable to advanced
insider attacks in real scenarios. Recently, Li et al. [17] developed an advanced
collusion attack, called passive message fingerprint attack (PMFA), which can
compromise the challenge mechanism through passively collecting messages and
distinguishing normal requests. Then, malicious nodes can maintain their trust
values by giving false information to only normal request while providing truthful
feedback to other messages.

Contributions. In this work, we focus on PMFA and propose a message ver-
ification approach to improve the security of current challenge-based CIDNs.
The main idea is to insert a verification alarm into each normal request among
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different nodes, and then check its labelling in the feedback. The contributions
can be summarized as below:

– PMFA enables a malicious node to distinguish normal requests from chal-
lenges and behave untruthfully to only normal requests. In this work, we
develop a compact but efficient message verification approach by inserting a
verification alarm into each normal request, aiming to improve the security of
challenge-based CIDNs against advanced insider attacks. In this way, a mali-
cious node is expected to be detected by discovering any malicious response
to the verification alarm.

– In the evaluation, we investigate the performance of our approach under
both simulated and real CIDN environments by collaborating with an IT
company. Experimental results demonstrate that our approach can defend
against advanced insider attacks like PMFA by decreasing the trust values of
malicious nodes in a quick manner.

The remaining parts are organized as follows. Section 2 introduces the back-
ground of challenge-based CIDNs. In Sect. 3, we analyze the original challenge
mechanisms and introduce how passive message fingerprint attack (PMFA)
works. Section 4 details our proposed message verification approach in enhanc-
ing challenge-based CIDNs. Section 5 evaluates the performance of our approach
and discusses the results. Section 6 reviews relevant studies on distributed and
collaborative intrusion detection. Finally, we conclude the work in Sect. 7.

2 Background on Challenge-Based CIDNs

Challenge-based mechanisms are one promising solution to defend collaborative
networks against insider threats. Figure 1 depicts the high-level architecture of a
typical challenge-based CIDN. In addition to an IDS module, a CIDN node often
contains three major components: trust management component, collaboration
component and P2P communication [17].

– Trust management component is responsible for evaluating the trustworthi-
ness of another node. Challenge-based mechanism computes the trust values
through comparing the received feedback with the expected answers. Each
node can send out either normal requests or challenges for alert ranking (con-
sultation). To further protect challenges, the original work [6] assumed that
challenges should be sent out in a random manner and in a way that makes
them difficult to be distinguished from a normal alarm ranking request.

– Collaboration component is mainly responsible for assisting a node to cal-
culate the trust values of another node by sending out normal requests or
challenges, and receiving the relevant feedback. This component can help a
tested node deliver its feedback when receiving a request or challenge. For
instance, Fig. 1 shows that when node A sends a request or challenge to node
B, it can receive relevant feedback.



316 W. Li et al.

– P2P communication. This component is responsible for connecting with other
IDS nodes and providing network organization, management and communi-
cation among IDS nodes.

A
B

C

Ask to join

Decision & Info

Request or 
Challenge

Feedback

CIDN
IDS

Trust Management

Collaboration

P2P Communication

Partner

…

…

CA

Register Cert

Component

Fig. 1. The high-level architecture of a typical challenge-based CIDN with its major
components.

Network Interactions. Generally, each node can choose its partners based on
its own policies and experience, and maintain a list of collaborated nodes, called
partner list. This list is customizable and stores the information of other nodes
like the existing trust values. Before a node asks for joining the network, A node
has to obtain its unique proof of identity (e.g., a public key and a private key) by
registering to a trusted certificate authority (CA). As depicted in Fig. 1, if node
C asks for joining the network, it has to send a request to a CIDN node, say
node A. Then, node A makes a decision and sends back an initial partner list,
if node C is accepted. A CIDN node can typically send two types of messages:
challenge and normal request.

– A challenge mainly contains a set of IDS alarms, where a testing node can
send these alarms to the tested nodes for labeling alarm severity. Because the
testing node knows the severity of these alarms in advance, it can compute
the trustworthiness or satisfaction level for the tested node, based on the
received feedback.

– A normal request is sent by a node for alarm aggregation, which is an impor-
tant feature of collaborative networks in improving the detection performance
of a single detector. The aggregation process usually only considers the feed-
back from highly trusted nodes. As a response, an IDS node should send back
alarm ranking information as their feedback.
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3 Passive Message Fingerprint Attack

Challenge-based CIDNs may be still vulnerable to advanced insider attacks like
passive message fingerprint attack (PMFA) [17], which is a kind of collusion
attack, where malicious nodes are able to maintain their trust through passively
exchanging received messages and distinguishing normal requests.

Basic Idea. The challenge-based mechanism assumes that an IDS node is hard
to distinguish challenges from messages. However, previous work found a way to
distinguish normal requests from messages [17]. It is worth noting that normal
requests are responsible for alarm aggregation through sending one or several
alarms to other nodes for alarm ranking. In this case, a set of (trusted) IDS
nodes could receive this request and give feedback, whereas such kind of request
should include the same alarms for alarm aggregation. This causes a request to
become distinguishable through comparing the received messages among sev-
eral nodes. If several nodes receive the message consisting of the same alarms,
the corresponding message should be a normal request rather than a challenge.
Taking advantage of this, malicious nodes can employ a strategy by only send-
ing untruthful feedback to the identified normal requests, while giving truthful
responses to other messages.

A 
(Testing Node)

B

C

Information 
Exchange

Step 1

CIDN

… …

Feedback

Challenge

D

…

…

…

Normal Request

Malicious Feedback

Step 3

Step 2

Step 1

Step 2

Fig. 2. Passive message fingerprint attack (PMFA) on challenge-based CIDNs.

Figure 2 details the steps of PMFA. Suppose node A is a testing node that
sends out messages including normal requests and challenges to its partner nodes.
Then, all tested nodes should give feedback accordingly. If nodes B, C and D
are malicious, then the steps of PMFA can be summarized as below [17]:

– Step 1. Malicious node should collect and store all received messages from the
testing node. This attack accepts that a challenge is sent in a random manner
and cannot be distinguished from normal messages, so that all malicious nodes
are not able to identify a challenge directly.
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– Step 2. Meanwhile, malicious nodes has to exchange the stored messages
with each other. In real deployment, normal requests will be sent out to all
trusted nodes for alarm ranking; thus, it is possible to compare the received
messages and check whether it is a normal request. For instance, nodes B
compares the received messages from nodes C and D. If a match is identified,
then the relevant message should be a normal request.

– Step 3. Once identifying a normal request, node B can send back a malicious
response (e.g., false alarm ranking) to affect the alarm aggregation of node
A. For other received messages, node B still sends back its truthful answers.

Overall, PMFA enables malicious nodes to work collaboratively and dis-
tinguish normal requests from the received messages. This attack employs an
advanced strategy, in which a malicious node provides untruthful feedback to
only the identified requests while truthfully responding to other messages. Thus,
malicious nodes have a good chance to make a negative impact on alarm aggre-
gation of testing node without decreasing their trust values.

4 Our Approach

On the whole, we found that the basic structure between a normal request and
a challenge is the same, but the contained alarm items are a bit different, leav-
ing malicious nodes under PMFA a chance to distinguish a normal request from
the received messages. Figure 3 shows the alarm content for normal requests
and challenges, and how challenge mechanism works in a practical environment.
In particular, Fig. 3(a) presents that a normal request contains the same alarm
items for alarm ranking by trusted nodes, while Fig. 3(b) presents that a chal-
lenge usually consists of different alarm items due to a random selection process.
Under an advanced collusion attack like PMFA, several malicious nodes can
exchange the received messages and identify a normal request. As a result, there
is a need to improve the security of existing challenge mechanism.

In this work, we propose a compact but efficient message verification app-
roach by adding one more verification alarm(s) to each normal request. The
inserting place relies on a random selection process in order to protect the veri-
fication alarm. Figure 4 shows how our approach works: suppose there are three
normal requests (e.g., #1, #2, #3), then we randomly insert one verification
alarm to each normal request (e.g., Alarm #2, Alarm #3, Alarm #10). By
receiving the feedback from the tested nodes, our verification module checks the
labelling for each verification alarm. If all alarms are labelled correctly, then the
received feedback is considered to be normal; otherwise, the received feedback
is regarded as malicious. In this case, if malicious nodes under PMFA identify
and respond maliciously to normal requests, their untruthful behavior can be
detected, resulting in a rapid decease of trust values. It is worth noting that the
inserted verification alarm should be extracted from the challenge database.

Formally, let NR = (A1, A2, ..., Ai), i = 1, 2, 3, ..., N denote a normal
request and Ai denote the ith alarm item. In our approach, running a pseudo
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Fig. 3. The content difference for (a) normal requests and (b) challenges in a practical
challenge-based CIDN.

random number generator to get a number n ∈ [1, N ]. Then, inserting a ver-
ification alarm An into NR and obtain an improved normal request NR′ =
(A1, A2, ..., An, ...Ai), i = 1, 2, 3, ..., N . In the end, checking the label of An to
decide whether a received feedback is malicious or not.

– If An is verified successfully, then the received feedback is considered as nor-
mal.

– If An is unable to be verified properly, then the received feedback is regarded
as a malicious one.

It is worth noting that a malicious feedback could cause a rapid decrease of
reputation levels. Thus, our proposed message verification approach is compact
but would be efficient in identifying advanced insider attacks like PMFA.

5 Evaluation

In this section, we evaluate the performance of our approach against PMFA
under a simulated and a real network environment, respectively. We mainly
conduct two experiments as follows.
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Fig. 4. An example of our message verification approach.

– Experiment-1. In this experiment, we aimed to explore the feasibility of our
approach against PMFA in a simulated CIDN.

– Experiment-2. In this experiment, we cooperated with an IT company and
investigated the practical performance of our approach against PMFA in a
real CIDN environment.

In the remaining parts, we introduce how to setup a CIDN, how to compute
trust values (satisfaction levels), and discuss experimental results.

5.1 CIDN Settings

The simulated CIDN environment was composed of 40 nodes, which were ran-
domly distributed in a 10 × 10 grid region. Each IDS node adopted Snort [36]
as IDS plugin. All nodes can communicate with each other and build an initial
partner list. The trust values of all nodes in the partner list were initialized as
Ts = 0.5 based on the results in [6]. According to [16], we set the number of
alarms to 40 in either a normal request or a challenge.

To evaluate the trustworthiness of partner nodes, each node can send out
challenges randomly to its partners with an average rate of ε. There are two
levels of request frequency: εl and εh. The request frequency is low for a highly
trusted or highly untrusted node, as it should be very confident about their
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feedback. On the other hand, the request frequency should be high for other
nodes whose trust values are close to the threshold. To facilitate comparisons,
all the settings can be referred to similar studies [6,14]. The detailed parameters
are shown in Table 1.

Table 1. Simulation parameters in the experiment.

Parameters Value Description

λ 0.9 Forgetting factor

εl 10/day Low request frequency

εh 20/day High request frequency

r 0.8 Trust threshold

Ts 0.5 Trust value for newcomers

m 10 Lower limit of received feedback

d 0.3 Severity of punishment

Node Expertise. This work adopted three expertise levels for an IDS node as:
low (0.1), medium (0.5) and high (0.95). A beta function was utilized to model
the expertise of an IDS:

f(p′|α, β) =
1

B(α, β)
p′α−1(1 − p′)β−1

B(α, β) =
∫ 1

0

tα−1(1 − t)β−1dt

(1)

where p′(∈ [0, 1]) is the probability of intrusion examined by the IDS. f(p′|α, β)
means the probability that a node with expertise level l responses with a value
of p′ to an intrusion examination of difficulty level d(∈ [0, 1]). A higher value of
l means a higher probability of correctly identifying an intrusion, while a higher
value of d means that an intrusion is more difficult to detect. In particular, α
and β can be defined as below [7]:

α = 1 +
l(1 − d)
d(1 − l)

r

β = 1 +
l(1 − d)
d(1 − l)

(1 − r)
(2)

where r ∈ {0, 1} is the desirable detection result. For a fixed difficulty level, the
node with higher level of expertise can achieve higher probability of correctly
detecting an intrusion. As an example, a node with expertise level of 1 can
accurately identify an intrusion with guarantee if the difficulty level is 0.

Trust Evaluation at Nodes. To calculate the trust value of a CIDN node, a
testing node can send a challenge to the target node via a random generation pro-
cess, and then compute its satisfaction level by comparing the received feedback
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with the expected response. Based on [6], we can evaluate the trustworthiness
of a node i according to node j as follows:

T j
i = (ws

∑n
k=0 F j,i

k λtk∑n
k=0 λtk

− Ts)(1 − x)d + Ts (3)

where F j,i
k ∈ [0, 1] is the score of the received feedback k and n is the total number

of feedback. λ is a forgetting factor that assigns less weight to older feedback.
ws is a significant weight depending on the total number of received feedback, if
there is only a few feedback under a certain minimum m, then ws =

∑n
k=0 λtk

m ,
otherwise ws = 1. x is the percentage of “don’t know” answers during a period
(e.g., from t0 to tn). d is a positive incentive parameter to control the severity
of punishment to“don’t know” replies.

Satisfaction Evaluation. Suppose there are two factors: an expected feedback
(e ∈ [0, 1]) and an actual received feedback (r ∈ [0, 1]). Then, a function F
(∈ [0, 1]) can be used to reflect the satisfaction by measuring the difference
between the received answer and the expected answer as follows [7].

F = 1 − (
e − r

max(c1e, 1 − e)
)c2 e > r (4)

F = 1 − (
c1(r − e)

max(c1e, 1 − e)
)c2 e ≤ r (5)

where c1 controls the degree of penalty for wrong estimates and c2 controls
satisfaction sensitivity. Based on the work [7], we set c1 = 1.5 and c2 = 1.

5.2 Experiment-1

In this experiment, we conducted an experiment to investigate the initial perfor-
mance of our approach against PMFA in a simulated CIDN. Figure 5 illustrates
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the convergence of trust values regarding different expert nodes with three exper-
tise levels: low (I = 0.1), medium (I = 0.5) and high (I = 0.95). The obtained
results are in line with the results in [6,7], in which the nodes with higher exper-
tise can achieve higher reputation levels. In this simulated environment, the trust
values of all nodes become stable after around 20 days, because challenge-based
CIDNs ask for a long time for building a high reputation level.

The Impact of PMFA. We randomly selected three expert nodes (called mali-
cious node 1, malicious node 2 and malicious node 3 ) to launch PMFA. Figure 6
depicts the trust values of malicious nodes, and indicates that all malicious nodes
could maintain their reputation levels over the threshold without being detected.
This validates that malicious nodes under PMFA can distinguish normal requests
from the received messages and greatly degrade the security of challenge mech-
anisms. By maintaining the reputation, malicious nodes have a good chance to
make an impact on alarm aggregation.

The Performance of Our Approach. For the same CIDN environment, we
deployed our message verification approach and run the experiment again. The
trust values of malicious nodes are shown in Fig. 7. It is found that the reputation
levels of malicious node 1, malicious node 2 and malicious node 3 decreased
rapidly below the threshold of 0.8 within only one day. The results demonstrated
that our proposed approach was able to detect PMFA nodes by decreasing their
reputation levels in a quick manner.

5.3 Experiment-2

In this experiment, we collaborated with an IT company to validate the practical
performance of our approach in a wired CIDN environment including a total
of 35 nodes. Similar to the above experiment, we adopted the same network
settings and monitored the whole network to become stable. We then deployed
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our approach with the help of IT administrators and randomly selected three
expert nodes as malicious to launch PMFA.

Figure 8 depicts the trust values of malicious nodes. It is noticeable that the
trust values could drop quickly to below the threshold within one day, which
was in line with the observations in the first experiment. The results validated
that our approach is effective to defend against PMFA in a practical CIDN envi-
ronment, by quickly decreasing the trust values of malicious nodes. The security
administrator from the participating company also confirmed the observations
and considered our approach to be effective for practical usage.

5.4 Discussion

In this work, our major goal is to enhance challenge-based CIDNs against
advanced insider attacks like PMFA, by means of a compact but efficient mes-
sage verification approach. Our obtained results demonstrated the effectiveness
of our approach, whereas we still leave some issues for future investigation.

– Increased resource consumption. Our approach needs to insert one verification
alarm into each normal request, which may increase the resource consump-
tion. In our practical evaluation, we initially explored this issue and found
an average workload increase of 1.1%. The IT administrator from the partic-
ipating organization considered it is acceptable. It is one of our future topics
to analyze the resource consumption in a practical scenario.

– Scalability. In this work, we explored the performance of our approach under
both simulated and real CIDN environments, whereas we did not perform a
particular experiment to investigate the scalability issue. In our future work,
we plan to investigate this issue with a systematic evaluation.

– Advanced insider attacks. In this work, we mainly focus on the detection
of PMFA, an advanced collusion attack for challenge-based CIDNs. In the
literature, there are several other advanced insider attacks like Special On-
Off Attacks (SOOA) [18]. To explore the performance of our approach against
other advanced attacks is one of our future directions.

6 Related Work

In a real-world application, a single IDS usually has no information about the
protected environment where it was deployed, hence the detector is very easy to
be bypassed under some advanced attacks [40]. To mitigate this issue, there is
a need to construct a distributed or collaborative network. Several related dis-
tributed systems can be classified as below. (1) Centralized/Hierarchical systems:
Emerald [32] and DIDS [35]; (2) Publish/subscribe systems: COSSACK [30] and
DOMINO [41]; and (3) P2P Querying-based systems: Netbait [1] and PIER [11].

Generally, collaborative or distributed intrusion detection networks enable an
IDS node to achieve more accurate detection by collecting and communicating
information from/with other IDS nodes. However, it is well-recognized by the
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literature that such collaborative networks are vulnerable to insider attacks [2].
The previous work [12] figured out that most distributed intrusion detection
systems (DIDS) relied on centralized fusion, or distributed fusion with unscalable
communication mechanisms. They then proposed a distributed detection system
based on the decentralized location and routing infrastructure for this issue.
However, their system is vulnerable to insider attacks, as they assumes that all
peers are trusted.

To protect distributed systems against insider attacks, building appropriate
trust models is one of the promising solutions. For instance, Duma et al. [3] pro-
posed a P2P-based overlay IDS to examine traffic by using a trust-aware engine
for correlating alerts and an adaptive scheme for managing trust. The trust-
aware correlation engine is capable of filtering out warnings sent by untrusted or
low quality peers, while the adaptive trust management scheme uses past expe-
riences of peers to predict their trustworthiness. Tuan [37] then utilized game
theory to model and analyze the processes of reporting and exclusion in a P2P
network. They identified that if a reputation system was not incentive compat-
ible, the more numbers of peers in the system, the less likely that anyone will
report about a malicious peer.

Later, Fung et al. initialized a type of challenge-based CIDNs, in which the
reputation level of a node depends on the received answers to the challenges.
In the beginning, they focus on host-based detection and proposed a host-based
collaboration framework that enables each node to evaluate the trustworthiness
of others based on its own experience and a forgetting factor [6]. The forgetting
factor is used to highlight the recent experience of peers. To enhance challenge
mechanisms, Li et al. [13,16] identified that different IDS nodes may have differ-
ent levels of sensitivity in detecting particular intrusions. Then, they introduced
a notion of intrusion sensitivity that measures the detection sensitivity of an
IDS in detecting different kinds of intrusions. As an example, if a signature-
based detector deploys more signatures (or rules) in detecting DoS attacks, then
it should be considered to be more powerful in detecting such specific attacks as
compared to other nodes, which have relatively fewer signatures.

Based on the notion, they further developed a trust management model for
CIDNs through allocating intrusion sensitivity via machine learning techniques
in an automatic way [14]. They also studied how to apply intrusion sensitivity
for aggregating alarms and defending against pollution attacks, in which a group
of malicious peers collaborate together by providing false alarm rankings [15].
Some other related work about how to enhance the performance of IDSs can be
referred to [4,5,10,19–29].

7 Conclusion

Challenge-based trust mechanisms are one promising solution to protect CIDNs
against insider threats, which can identify malicious nodes by evaluating the sat-
isfaction levels between challenges and responses. However, in real-world deploy-
ment, it is found that such mechanisms rely heavily on two major assump-
tions, which may result in a weak threat model and would be still vulnerable to
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advanced insider attacks like PMFA. This attack enables malicious nodes main-
taining their trust values, by giving untruthful feedback to only normal requests,
while providing truthful response to other messages.

In this work, we focus on PMFA and proposed a compact but efficient message
verification approach by inserting a verification alarm into each normal request.
In the evaluation, we performed experiments under both simulated and practical
CIDN environments, and found that our approach could help identify malicious
nodes under PMFA by decreasing their trust values in a fast manner. Our work
attempts to stimulate more research in designing secure CIDN architectures in
real-world scenarios. There are many feasible future directions, i.e., investigating
our approach in identifying other advanced insider attacks like Special On-Off
Attacks (SOOA) [18].

Acknowledgments. The authors would like to thank security administrators and
managers from the participating organization for their help and support in deploying
our mechanism.
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Abstract. Network Intrusion Detection Systems (NIDS) are essential to
combat security threats in network environments. These systems monitor
and detect malicious behavior to provide automated methods of identify-
ing and dealing with attacks or security breaches in a network. Machine
learning is a promising approach in the development of effective NIDS.
One of the problems faced in the development of such systems is that the
datasets used in the construction of classifiers are typically imbalanced.
This is because the classification categories do not have relatively equal
representation in the datasets. This study investigates a two-stage classi-
fier approach to NIDS based on imbalanced intrusion detection datasets
by separating the training and detection of minority and majority intru-
sion classes. The purpose of this is to allow flexibility in the classification
process, for example, two different classifiers can be used for detecting
minority and majority classes respectively. In this paper, we performed
experiments using the random forests classifier and the contemporary
UNSW-NB15 dataset was used to evaluate the effectiveness of the pro-
posed approach.

Keywords: Machine learning · Network intrusion detection
Random forests

1 Introduction

For many people, the Internet has become a ubiquitous part of daily life and
numerous online services and applications are used everyday. At the same time,
the threat of cyber attacks is increasing and cyber security experts have under-
taken extensive studies on methods of combating such security threats. Network
Intrusion Detection Systems (NIDS) are potential automated solutions for pro-
tecting online environments [17]. While the most effective method for the devel-
opment of NIDS remains a challenging and open question, machine learning is
seen as a very promising approach as these techniques can perform real-time
automated detection of potential threats [2,17].

Misuse detection and anomaly detection are two major approaches adopted
in NIDS. Misuse detection focuses on identifying the signatures or patterns of
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malicious records. When a new record is received, a misuse detection system
compares it with existing signatures to classify it as normal or malicious activ-
ity. One of the major problems of misuse detection is that it performs poorly
against novel attacks, since the system cannot match it with signatures that
have previously been classified as malicious activity [7,17]. On the other hand,
anomaly detection attempts to identify behaviors that differ significantly from
regular network activity. Thus, accurate behavior profiles of normal behavior
are important in such systems [7]. While anomaly detection systems outperform
misuse detection systems when it comes to detecting novel attacks, they typi-
cally produce high false alarm rates, which is undesirable and researchers often
attempt to reduce the number of false alarms [6].

Another problem faced in the development of NIDS based on machine learn-
ing, is that the datasets used in the construction of classifiers are typically
extremely imbalanced. A dataset in which the classification categories are not
approximately equally represented is considered to be imbalanced [3,4]. The
characteristic representation of malicious activity in datasets that are used for
intrusion detection is usually extremely imbalanced, as certain attacks occur
more often than others. The problem that this creates is that some machine
learning intrusion detection approaches may perform well at the task of detect-
ing frequent attacks, but are much less effective when it comes to the detection
of infrequent attacks, due to the lack of sufficient training data for infrequent
attacks [12].

This paper investigates the use of a two-stage approach to the development of
NIDS based on imbalanced intrusion detection datasets. The underlying notion
behind this approach is to filter the dataset into majority and minority malicious
activity classes, and to apply classification algorithm on them separately to pro-
duce different models for detection. The purpose of this is to improve the overall
detection rate of minority classes and to reduce the error rate. The proposed
approach is flexible in that a different classifier can be used for each stage of the
NIDS. This study examines the two-stage approach using the random forests
classifier and also evaluates the effectiveness of the proposed approach on the
contemporary UNSW-NB15 dataset.

Our Contributions. In this study we examine an innovative two-stage classifier
approach to NIDS. The main purpose of this approach is to be able to handle
imbalanced intrusion detection datasets, by separating the intrusion detection
data into majority and minority classes, and training two separate classifiers for
each category respectively. In this manner, different classifiers can be used to
detect the majority and minority classes, with the overall aim of improving the
detection rate, especially of minority classes and to reduce the error rate. While
this paper examines the two-stage classifier approach using the random forests
classifier, note that different classifiers can be used for each of the two-stages.
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2 Background

This section introduces related work on machine learning and the various tech-
niques for dealing with imbalanced intrusion detection datasets. In addition, it
also provides a background description of different datasets that are typically
used for the development of NIDS.

2.1 Related Work

Over the years, researchers have proposed a variety of different machine learning
approaches for intrusion detection, including artificial neural networks, Bayesian
networks, support vector machines, etc. [2]. The random forests classifier is an
approach that combines decision trees and ensemble learning into an ensemble
classifier that consists of multiple decision trees, where each tree grows to the
largest possible extent without pruning [1]. The advantages of using random
forests include its resistance to over-fitting, and its low number of control and
model parameters [2].

Zhang et al. [22] proposed a random forests based NIDS for both misuse
detection and anomaly detection. For misuse detection, their approach applies
sampling techniques and feature selection algorithms to improve the overall
detection performance. Conversely for anomaly detection, an unsupervised out-
lier detection approach was adopted by first building patterns of network ser-
vices, then using this to determine anomalies in network traffic.

Intrusion detection datasets are typically imbalanced, as some attacks occur
at higher frequencies compared with others. The random forests algorithm
attempts to minimize the overall classification errors by lowering the error rate
on majority classes while increasing the error rate on minority classes [1,22].
Therefore, imbalanced datasets will adversely affect the overall performance of
accurately classifying minority classes. One of the approaches for dealing with
imbalance datasets and to improve the detection rate of minority intrusions, is
to over-sample minority intrusions or to down-sample majority intrusions, or to
implement both methods [4].

Chawla et al. [3] proposed a method for over-sampling the minority classes
by creating synthetic minority classes to achieve better classifier performance
in imbalanced datasets. They named this method the Synthetic Minority Over-
sampling Technique (SMOTE) and showed its improved performance when used
in conjunction with down-sampled majority classes using C4.5, Ripper and a
Näıve Bayes classifier. The SMOTE method has also been used in other work
on machine learning classification models for intrusion detection [12,13,19].

Feature selection is an important step in building NIDS, as only certain fea-
tures may be essential to distinguish intrusions from normal activity. Unessential
features may increase the computation cost and error rate [22]. While in many
NIDS methods the features are designed by security experts, it would be ideal to
have an automated approach to selecting important features. Information gain
can be used as a criterion for feature selection, where features with low infor-
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mation gain can be eliminated because they have relatively small relevance on
classification [15].

The following is a formal definition of information gain [15]:

Definition 1. Let X and Y be discrete variables representing sample attributes
(x1, x2, . . . , xm) and class attributes (y1, y2, . . . , yn), respectively. Then, the
information gain, IG, of a given attribute X regarding a class attribute Y is
calculated as:

IG(Y,X) = Entrophy(Y ) − Entrophy(Y |X)
where

– Entrophy(Y ) = −∑n
i=1 P (Y = yi)log2P (Y = yi), where P (Y = yi) is the

probability that yi occurs, and
– Entrophy(Y |X) = −∑m

i=1 P (X = xj)Entrophy(Y |X = xj).

2.2 Network Intrusion Detection Datasets

Network intrusion detection datasets are vital for evaluating the effectiveness of
NIDS. It has been contended that the commonly used KDD98, KDD CUP99
and NSL KDD benchmark datasets for intrusion detection were generated more
than a decade ago, and many studies have highlighted flaws in these datasets
[8,18]. Furthermore, it has been argued that these datasets no longer reflect the
current network threat environment. The UNSW-NB15 dataset was created as
a hybrid of real modern normal and contemporary synthesized attack activities
of network traffic [10]. As such, this modern dataset was used in this study for
evaluating the effectiveness of the proposed approach.

Table 1 shows the characteristics of a part of the UNSW-NB15 data set,
where the training and testing sets have been divided into an approximately
60% to 40% ratio. There were no redundant records among the training and
testing set [11]. It can clearly be seen that the different categories are unequally
represented in the dataset. For example, the analysis, backdoor, shellcode and
worms categories are minority classes that collectively only make up <3% of the
sets. This imbalance creates problems for classifiers and results in poor detection
performance of these minority classes.

3 Proposed Approach

The method proposed in this study adopts a two-stage classification approach
for majority and minority classes. From Table 1, it can be seen that majority
classes like normal, exploits, generic, etc. occur frequently and there is an abun-
dance of such training samples. On the other hand, minority classes like analysis,
backdoor, shellcode and worms only make up less than 3% of the overall dataset.
This imbalance typically adversely affects classifier performance, and the pur-
pose of the proposed approach is to increase the performance of minority class
detection.
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Table 1. Categories and their distribution in part of the UNSW-NB15 dataset [11].

Category Training set Testing set

Normal 56,000 37,000

Analysis 2,000 677

Backdoor 1,746 583

DoS 12,264 4,089

Exploits 33,393 11,132

Fuzzers 18,184 6,062

Generic 40,000 18,871

Reconnaissance 10,491 3,496

Shellcode 1,133 378

Worms 130 44

Total records 175,341 82,332

An overview of dividing the dataset into majority and minority classes for the
two stages is depicted in Fig. 1. During the first stage, majority classes, which
occupy a major proportion of a training set, are classified as “others” and a
model is trained to identify the minority classes using a classifier, the random
forests approach was used in this study. In the second stage, the minority classes
are removed and another model is trained to identify the majority classes. This
results in two different intrusion detection models for identifying the minority
and majority classes respectively. While this study uses the random forests clas-
sifier for both stages, other classifiers can also be used. In fact, it is possible to
use different classifiers for each of the stages.

Fig. 1. Overview of the two-stage classification approach.
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Figure 2 shows a more detailed depiction of the processes involved in the
proposed approach. The processes are divided into a training phase and a detec-
tion phase. It can be seen that the training phases is divided into two stages for
the majority and minority classes respectively. Stage 1 involves the training of
all the minority classes that are extracted from the full training set, while the
majority classes are grouped together into another category for training in the
second stage.

3.1 Training Phase

In stage 1, after extracting the minority classes, feature selection is performed
using the information gain method that was previously defined in Definition 1,

Fig. 2. Processes in the proposed approach.
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and all categorical features are then converted into binary features using one-hot
encoding to produce a set of numeric values. The SMOTE method is then used
to over-sample the minority classes. The purpose of over-sampling the minority
classes is to alleviate the imbalance in the minority classes. From Table 1, it can
be seen that even though classes like analysis, backdoor, shellcode and worms
are grouped into minority classes, samples for the worms category are extremely
under represented. Hence, over-sampling attempts to bring this closer to the
other categories.

The resulting set is then used for the training, in which optimal hyper-
parameters are found for the random forests algorithm. Three hyper-parameters
are considered for fine tuning the model, namely, the maximum depth of a tree in
the forest, the number of trees and the number of features considered when look-
ing for the best split. During the training phase, the random forests algorithm
calculates the out-of-bag (oob) error. Since the oob error rate can be taken as an
indication of whether the model is well trained, a random search is performed
to find the lowest oob error rate, and the corresponding hyper-parameters are
obtained from this.

Stage 2 undergoes a relatively similar process to obtain a trained model
for identifying the majority classes. Only the majority classes are used in the
training set, the minority classes are removed, since this was handled in stage
1. Down-sampling is performed to balance the majority classes using a random
selection method. This is done for the same reason as over-sampling the minority
classes. The distribution of network traffic within the majority classes in itself
is unbalances, hence, down-sampling is performed to balance certain categories.
Information gain is again used for feature selection, followed by one-hot encoding.
This is subsequently used for training, and the optimal hyper-parameters search
is performed for stage 2 random forest optimization.

It should be noted that while the random forests approach was used for both
stages in this study, the proposed approach is flexible in that other classifiers
can also be used for each stage respectively. For example, other classifiers like
decision tree approach, logistic regression, artificial neural network, etc. can also
be used and may potentially result in better performance.

3.2 Detection Phase

During the next phase of the proposed approach, which is the detection phase,
network data is input into the system. When used for intrusion detection, the
model for identifying minority classes is used first to determine whether an activ-
ity is malicious. If it is not identified as one of the minority classes, the second
model is then applied to identify whether the activity is a majority intrusion.
Otherwise, it is determined to be normal network traffic.

4 Results and Discussion

To evaluate the effectiveness of the proposed approach, an experiment was per-
formed on the UNSW-NB15 dataset. The UNSW-NB15 training dataset was
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used to train the two intrusion detection models, and the full testing dataset
was used to evaluate the performance of the proposed approach.

Table 2 shows results of the minimum oob error (MoE) rates and their cor-
responding hyper-parameters for the respective stages. In the table, the hyper-
parameters are the maximum depth (MD), which refers to the maximum depth
of a tree in the forest, the number of trees (NoT), and the number of features
(NoF) for best split after one-hot encoding. The total number of features (TNoF)
refers to the number of features remaining after one-hot encoding and feature
selection.

Table 2. Minimum oob error rates and the corresponding hyper-parameters.

MoE MD NoT NoF TNoF

Stage 1 0.119 29 179 109 138

Stage 2 0.167 23 248 80 170

A comparison of the proposed approach with the five different techniques
(i.e. Decision Tree (DT), Logistic Regression (LR), Näıve Bayes (NB), Artifi-
cial Neural Network (ANN) and Expectation-Maximization (EM) clustering) as
presented in Moustafa and Slay [11] is shown in Table 3. From the table, it can
be seen that the resulting accuracy of the proposed approach is higher than
the other techniques, while the False Alarm Rate (FAR) is lower. This suggests
that the overall performance of the proposed approach is better than most of
the other techniques and comparable with the DT technique. Figure 3 shows the
confusion matrix depicting the performance results of the proposed approach for
the individual categories.

Table 3. Comparison with the different techniques from [11].

Technique Accuracy (%) FAR (%)

DT [20] 85.56 15.78

LR [21] 83.15 18.48

NB [16] 82.07 18.56

ANN [21] 81.34 21.13

EM clustering [14] 78.47 23.79

Proposed approach 85.78 15.64

While the attacks represented in the minority classes are typically infrequent,
they are nevertheless potentially dangerous. However, most of these attacks (i.e.
analysis, shellcode and worms) could not be detected using the NB and EM clus-
tering approaches as reported in Moustafa and Slay [9]. Only backdoor attacks
could be detected by the NB approach with a low accuracy of 20%.
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Fig. 3. Confusion matrix.

In other recent work, these attacks could be detected at low rates using a
random forests with stratified cross-validation method [5]. Figures 4 and 5 pro-
vide a comparison of the recall and precision performances, respectively, between
the results reported in Janarthanan and Zargari [5] and the proposed approach.
It can be seen from Fig. 4 that the recall results of the proposed two-stage app-
roach performs better in comparison. However, the precision performance in
Fig. 5 is lower. Nevertheless, for minority classes a higher recall rate is more
important than precision, because these attacks are potentially more dangerous
than other attacks. Therefore, higher recall values prevent these attacks from
escaping detection.

Upon closer inspection of the overall results, it was found that most of the
misclassification was to do with fuzzing activity. Table 4 provides the rate of nor-
mal traffic that was misclassified as malicious activity. It can be seen from the
table at a large portion of the misclassification are for fuzzers. Fuzzers are attacks
where the attacker attempts to discover security loopholes in a program, oper-
ating system or network [11]. They are not necessarily dangerous in themselves
when compared with other attacks. Fuzzing activity has to do with inputting
lots of random data. As such, they do not have a fixed pattern and are more
difficult to distinguish from normal network traffic. Nevertheless, as future work
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Fig. 4. Comparison of minority classes recall performance.

Fig. 5. Comparison of minority classes precision performance.

it would be ideal to be able to reduce the misclassification rate of this category
of activity.

It should be noted that even though this study uses the random forests
approach for both stages of the proposed approach, each stage can potentially
use a different classification technique. For example, for the minority classifier,
other techniques like a decision tree approach, logistic regression, or artificial
neural network can be used to potentially increase the detection precision. As
such, this will the subject of future work.
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Table 4. Normal activity misclassified as malicious.

Categories Misclassification (%)

Analysis 3.4

Backdoor 0.1

DoS 0.4

Exploits 0.9

Fuzzers 23.2

Generic 0.0

Reconnaissance 0.0

Shellcode 1.5

Worms 0.0

5 Conclusion

This study has demonstrated a two-stage classifier approach to NIDS based on
imbalanced intrusion detection datasets. The purpose is to address the prob-
lem faced in the development of NIDS, which is that the datasets used in the
construction of classifiers are typically imbalanced. The primary notion is to
separate the training and detection of minority and majority intrusion classes
to improve the overall detection rate of minority classes and to reduce the error
rate. The effectiveness of the proposed approach was evaluated using the con-
temporary UNSW-NB15 dataset and was shown to produce favorable results
when compared with other approaches. Future work will focus on examining the
proposed approach with other classifiers in the two-stages.
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Abstract. Secret handshake is a useful primitive that allows a group of
authorized users to establish a shared secret key and authenticate each
other anonymously. It naturally provides a certain degree of user privacy
and deniability which are also desirable for some private conversations
that require secure key establishment. The inherent user privacy enables
a private conversation between authorized users without revealing their
real identities. While deniability allows authorized users to later deny
their participating in conversations. However, deniability of secret hand-
shakes lacks a comprehensive treatment in the literature. In this paper,
we investigate the deniability of existing secret handshakes. We propose
the first generic framework that converts any secret handshake proto-
cols into fully deniable ones. In particular, we define two formal security
models, including session key security and deniability for our proposed
framework.

Keywords: Secret handshake · Deniability · Generic framework

1 Introduction

The notion of secret handshake (SH) was firstly introduced by Balfanz et al. [1],
and has been extensively studied afterwards. Specifically, it allows authorized
users of the same organization to establish a shared secret key in an anonymous
manner. To ensure a successful handshake, authorized users need to prove his/her
membership to its peer. The only information they need to know is the peer
belongs to the same organization.

c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 341–353, 2018.
https://doi.org/10.1007/978-3-319-99807-7_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99807-7_21&domain=pdf


342 Y. Tian et al.

While anonymity implicitly holds in the secret handshakes setting, other
properties are also desirable, such as affiliation-hiding [9], unlinkability [11] and
user untraceability [16]. The affiliation-hiding secret handshake is a stronger pri-
vacy guarantee than conventional SH, which means non-authorized users cannot
identify the membership of authorized users from their handshake sessions or
computed session keys. Unlinkable secret handshakes are intuitively more desir-
able than linkable ones, which means multiple sessions with the same user cannot
be linked together. However, it is a challenging task to construct an unlinkable
secret handshakes with efficient and practical revocation mechanism (e.g., lin-
ear computation complexity in the number of revoked users at [11]). We stress
that linkable constructions can easily provide efficient revocation mechanism
using pseudonym/certificate revocation list. As for user untraceability, it allows
authorized users to remain untraceable during private conversations with respect
to the untrusted issuing authority.

Motivation. In addition to aforementioned privacy properties, the secret hand-
shakes can further be explored in the context of “off the record” (OTR). We
allow session participants to later deny participating in a private conversation,
while anonymous authentication between handshake users is still held. We stress
that such deniable communications are particularly important to private conver-
sations in practice. For example, private conversations among handshake users
may under mass surveillance by intelligence services, and personal or business
communications may be revealed or leaked.

The existing deniable key exchanges allow session participants to plausibly
deny their participating in conversations, even if the security of communications
is later compromised [5,21]. In particular, deniability is the most important prop-
erty in secure messaging protocols such as Off-the-Record Messaging protocol
[2]. In other words, deniability is particularly useful to some applications that
require secure and private channels without producing cryptographic evidence of
communication. Therefore, the main goal of this work is to design secret hand-
shakes with maximal range of deniability while the existing privacy guarantees
are preserved.

Deniable secret handshake cannot be simply constructed by implementing
the existing fully deniable authenticated key exchange (AKE) protocols. Full
deniability means that anyone can produce protocol transcripts and session keys
that look valid to a trusted party (judge). In particular, the fully deniable AKE
requires the resulting shared key is merely generated from Diffie-Hellman (DH)
exponents [23,24]. With regard to secret handshakes, authorized users may use
their given secret certificate to derive a shared secret key. The fully deniable
secret handshakes allow any authorized users (even issuing authority) of the same
organization to produce those protocol transcripts and session keys. Therefore,
the maximal range of deniable secret handshakes limits to a group of authorized
users in the same organization.

In this work, we introduce the notion of deniable secret handshake (DSH in
short), and we briefly summarize our main contributions as follows: (1) The pro-
posed generic framework can convert any secret handshakes into fully deniable



DSH: Deniable Secret Handshake Framework 343

ones; (2) The handshake users can plausibly deny their participating in secure
and private conversations, even if the security of their conversations are com-
pletely compromised later; (3) We provide two security models for our proposed
generic framework, which is used to capture the security and privacy require-
ments of deniable secret handshakes.

1.1 Related Work

Secret Handshakes. The secret handshake protocol proposed by Balfanz et al.
[1] allows any users in the same group to generate a shared value secretly using
the reusable (i.e., long-term) certificate approach. Afterwards, Castelluccia et al.
[4] constructed a more efficient scheme than [1] under the standard assumptions.
However, their schemes [1,4] did not provide the “unlinkability” property. In
[22], Xu and Yung provided an unlinkable scheme with a new notion, namely,
k-unlinkability. That is, an adversary can infer that a session participant is one
out of certain k users in the worst case.

As for achieving full unlinkability, Jarecki et al. [9] proposed two group secret
handshake protocols using the Burmester and Desmedt (BD) group key exchange
protocol [3]. In particular, their second construction can achieve full unlinkabil-
ity using unlimited one-time certificate. Meanwhile, another research line was
formed in the literature [7,8]. Their solutions can also achieve full unlinkability
using long-time certificate. However, their proposed solutions [7,8] lack revo-
cation mechanism, which is necessary and imperative in the secret handshake
setting. Recently, Tian et al. [20] proposed a k-time unlinkable secret handshake
protocol. Specifically, the proposed solution achieves full unlinkability based on
a k-size one-time certificates set, but the central authority (CA, also known as
group authority GA) is fully trusted.

To relax the strong assumption on CA, Kawai et al. [14] split the CA into
(non-colluding) authorities: one is responsible for registration and issuing certifi-
cates, while the other is responsible for tracing users based on protocol transcript.
Meanwhile, Manulis et al. [16] considered user’s traceability against untrusted
CA. Their solution is based on the construction in [10], and uses blinded RSA
signature schemes at Add stage for tackling untrusted CA. Similarly, Manulis et
al. [17] also proposed a Discrete-Logarithm based secret handshake, and used
blinded Schnorr signature to tackle untrusted CA.

Deniable Key Exchange. Deniable authentication was formally introduced
by Dwork et al. [6] using the simulation-based paradigm. It requires that the
transmitted messages are authenticated, and the simulator’s view can be simu-
lated using adversary’s knowledge only. Later, Di Raimondo et al. [5] considered
deniability of key exchange protocols, and formally presented two definitions:
strong deniability and partial deniability. In particular, they used novel tech-
niques to analyze strong deniability of SKEME and partial deniability of SIGMA
respectively. More precisely, they prove strong deniability of SKEME based on
the plaintext awareness of the underlying encryption scheme, and prove partial
deniability of SIGMA based on a special “oracle” since non-repudiable digital
signature schemes are explicitly used for authentication.



344 Y. Tian et al.

Jiang and Safavi-Naini [12] proposed an efficient key exchange protocol with
full deniability, such that anyone can prove to a judge that the communica-
tion between two participants happened. Their deniable key exchange protocol
is formally proven secure in the public random oracle (pRO)1. A similar deni-
able work was proposed by Yao and Zhao [24]. They proposed the first provably
secure internet key exchange protocol that provides strong deniability for pro-
tocol participants simultaneously. In particular, their deniability analysis relies
on the restricted random oracle model2 and (concurrent) knowledge of exponent
assumption (KEA).

Also, implicitly AKE protocols [15,19,23] formed another important research
direction in the literature. They not only enjoy high performance, but also
ensure strong deniability. The strong sense of deniability (e.g., [19,21]) means
that adversary acts as one of protocol participants (see Definition 2 for detailed
comparison between strong and full deniability).

2 Security Model

In this section, we present the security models for secret handshakes. Note that
the secret handshake protocol in this work should (at least) achieve session key
security and deniability. The linkable affiliation-hiding (LAH) and untraceability
models are directly from [10,16] respectively.

States. We define a system user set U with n users, i.e. |U| = n. We say an
oracle Πi

U may be used or unused. The oracle is considered as unused if it has
never been initialized. Each unused oracle Πi

U can be initialized with a secret
key x. The oracle is initialized as soon as it becomes part of a group. After
the initialization the oracle is marked as used and turns into the stand-by state
where it waits for an invocation to execute a protocol operation. Upon receiving
such invocation the oracle Πi

U learns its partner identifier pidi
U and turns into

a processing state where it sends, receives and processes messages according to
the description of the protocol. During that stage, the internal state information
statei

U is maintained by the oracle. The oracle Πi
U remains in the processing state

until it collects enough information to compute the session key Ki
U . As soon as

Ki
U is computed Πi

U accepts and terminates the protocol execution meaning
that it would not send or receive further messages. If the protocol execution fails
then Πi

U terminates without having accepted.

Partnering. We denote the i-th session established by a user U by Πi
U , and

pseudonyms of all the users recognized by Πi
U during the execution of that session

by pidi
U . We define sidi

U as the unique session identifier belonging to the session
i established by the user U . Specifically, sidi

U = {mj}n
j=1, where mj ∈ {0, 1}∗ is

the message transcript among users. We say two instance oracles Πi
U and Πj

U ′

are partners if and only if pidi
U = pidj

U ′ and sidi
U = sidj

U ′ .
1 pRO is introduced by Pass [18], and it is a weaker assumption compared to random

oracle model.
2 It analogous to Pass’s non-programmable random oracle methodology pRO, see

detailed comparison in [25].
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2.1 System Model

A deniable secret handshake (DSH) protocol consists of the following algorithms:

– Setup: The algorithm takes security parameter λ as input, outputs public
parameters params.

– KeyGen: CA takes public parameter param as input, outputs public/secret
key pair (mpk, msk) of group G, and an empty pseudonym revocation list �L.

– Add: This is an interactive algorithm between a user and CA. It takes group
secret key msk as input, outputs a pseudonym/certificate pair (pk, cert),
where pk denotes public pseudonym and cert denotes secret certificate. The
user will become a registered user after interaction with CA. Note that the
interaction between CA and users is assumed to be authentic, and CA main-
tains a group pseudonym list �L by adding public pseudonym pk.

– Revoke: This algorithm is executed by CA of group G and results in the
update of the pseudonym revocation list �L.

– Handshake: This is an interactive algorithm among registered users. Each
user takes his/her certificate (pk, cert), mpk and �L as input, outputs a shared
secret key SK if and only if his/her counterparts are non-revoked and regis-
tered users.

2.2 Session Key Security

We define the session key security model for DSH protocols, in which each user
obtains secret certificate from group CA, and establishes a session key using the
given secret certificate. The model is defined via a game between a probabilistic
polynomial time (PPT) adversary A and a simulator S (i.e., challenger). A is an
active attacker with full control of the communications channel among all the
users.

– Setup: S first generates group public/secret key pair (mpkj , mskj) (j ∈
[1, · · · m]) for m groups in the system. In addition, S generates the pub-
lic pseudonym and secret certificate (pki/cert

j
i ) (i ∈ [1, · · · n]) for n users

in a group Gj by running the corresponding Add algorithm, and returns
{mpkj , pki} to A. S also tosses a random coin b which will be used later in
the game. Let U denote all the registered and non-revoked users in group Gj .

– Training: A can make the following queries in arbitrary sequence to S.
• establish: A is allowed to register a user U ′ with public pseudonym pk ∈

Gj . If a user is registered by A, then we call this user dishonest ; Otherwise,
it is honest.

• send: If A issues send query in the form of (Ui,Gj , s,m) to simulate a
network message for the s-th session of user Ui in group Gj , then S would
simulate the reaction of instance oracle Πs

Ui
upon receiving message m,

and returns to A the response that Πs
Ui

would generate; If A issues send
query in the form of (Ui,Gj , s, ‘start’), then S creates a new instance
oracle Πs

Ui
and returns to A the first protocol message.
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• ephemeral secret key reveal: If A issues an ephemeral secret key reveal
query to (possibly unaccepted) instance oracle Πs

Ui
, then S will return

all ephemeral secret values contained in Πs
Ui

at the moment the query is
asked.

• long-term secret key reveal: If A issues a long-term secret key reveal (or
corrupt, for short) query to user i, then S will return the secret certificate
certj

i to A.
• group secret key reveal: If A issues a group secret key reveal query w.r.t.
Gj , then S will return the group secret key mskj to A.

• session key reveal: A can issue reveal query to an accepted instance oracle
Πs

Ui
. If the session is accepted, then S will return the session key to A;

Otherwise, a special symbol ‘⊥’ is returned to A.
• test: This query can only be made to an accepted and fresh (as defined

below) session i of a user U (U ∈ U) in group Gj . Then S does the
following:

∗ If the coin b = 1, S returns the real session key to A;
∗ Otherwise, a random session key is drawn from the session key space

and returns to A.
It is also worth noting that A can continue to issue other queries after
the test query. However, the test session must maintain fresh throughout
the entire game.

Finally, A outputs b′ as its guess for b. If b′ = b, then S outputs 1; Otherwise,
S outputs 0.

Freshness. We say an accepted instance oracle Πi
U in group Gj is fresh if A

does not perform any of the following actions during the game:

– A issues establish query, where the new user U ′ ∈ pidi
U ;

– A issues session key reveal query to Πi
U or its accepted partnered instance

oracle Πj
U ′ ;

– A issues both long-term secret key reveal query to U ′ s.t. U ′ ∈ pidi
U and

ephemeral secret key reveal query for an instance Πj
U ′ partnered with Πi

U ;
– A issues long-term secret key reveal query to user U ′ s.t. U ′ ∈ pidi

U prior to the
acceptance of instance Πi

U and there exists no instance oracle Πj
U ′ partnered

with Πi
U .

Note that group secret key reveal query to CA is equivalent to the long-term
secret key reveal to all registered users in group Gj . We define the advantage
of A in the above game as

AdvA(λ, n,m) = |Pr[S → 1] − 1/2|. (1)

Definition 1. We say a DSH protocol has session key security if for any PPT
A, AdvA(λ, n,m) is a negligible function of the security parameter λ.
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2.3 Deniability

Informally, an adversary aims to present a “proof” to a third party judge, claim
that any non-revoked and authorized users of the same organization were par-
ticipated in a conversation. We formally define the deniability model for secret
handshake protocols as follows.

Definition 2. Let Σ be a secret handshake protocol defined by a key genera-
tion algorithm KeyGen and interactive machines ΣI , ΣR specifying the role of
the initiator and responder respectively. We say that (KeyGen, ΣI , ΣR) is a con-
currently deniable SH protocol w.r.t the class Aux3 of auxiliary inputs if for any
PPT A, for any input of public pseudonym pk = (pk1, · · · , pkn), group public
keys mpk = (mpk1, · · · , mpkn) and any auxiliary input aux ∈ Aux, there exists
a simulator S who runs the same inputs as A4, aims to produce a simulated
view which is indistinguishable from the real view of A. That is, considering
the following two probability distributions where pk = (pk1, · · · , pkn) is the set
of public pseudonym of honest users and mpk = (mpk1, · · · , mpkn) is the set of
honest group public keys:

Real(λ, aux) = [(certi, pki, mskj , mpkj)
← KeyGen(λ, n,m); (aux, pk, mpk,View(aux, pk,mpk))]

Sim(λ, aux) = [(certi, pki, mskj , mpkj)
← KeyGen(λ, n,m); (aux, pk, mpk, S (aux, pk,mpk))]

then for all PPT distinguishers Dist and all aux ∈ Aux, we have

|Prx∈Real(λ,aux)[Dist(x)] = 1 − Prx∈Sim(λ,aux)[Dist(x)] = 1| ≤ ε(λ) (2)

where ε is a negligible function of the security parameter λ. In particular, the
actions of distinguisher Dist after protocol executions are described as follows:

– The Dist is given the full protocol transcripts and accepted session keys in
which A participated.

– The Dist is allowed to obtain the secret certificates of all participants and the
corresponding master secret key in specific group G.

Remark. In the sense of full deniability, the View(aux, pk,mpk) means that A’s
view when honest users are faithfully performing secret handshake protocols in
group G, while S(aux, pk,mpk) means that the simulator S produces an indis-
tinguishable view to A without honest user’s certificates and CA’s master secret
key. As for the strong sense of deniability, where A acts as one of protocol partic-
ipants in group G. The View(aux, pk,mpk) means that A maliciously performs

3 Aux may consist of legal transcripts of protocol runs.
4 A is not allowed to reveal honest user’s secret certificates {certji} and group secret

keys {mskj}.
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secret handshakes with other honest users in a real view. While S(aux, pk,mpk)
means that the simulator S, who is running on the same inputs as A (includ-
ing A’s secret certificates and randomness), simulates an indistinguishable view
from a real view to a judge.

3 Our Construction

In this section, we firstly review some complexity assumptions and the building
blocks that will be used in our proposed generic framework. We then present our
construction afterwards.

3.1 Preliminaries

Secret Handshake (SH). A forward-secure secret handshake protocol consists
of the following algorithms: SH= (Setup, KeyGen, Add, Revoke, Handshake).

– Setup: The algorithm takes security parameter λ as input, outputs public
parameters params.

– KeyGen: CA takes security parameter param as input, outputs public/secret
key pair (mpkl, mskl) of group Gl, and an empty certificate revocation list �Ll.

– Add: CA takes secret key mskl and user Ui ∈ U as input, outputs a certificate
certi for user Ui.

– Revoke: CA takes user Ui as input, retrieves the corresponding certi, and
updates the group revocation list �Ll by adding this certificate certi.

– Handshake: This is an interactive algorithm between two users, e.g. Ui and Uj .
The input of user Ui (resp., Uj) is a tuple (certi, mpkl, �Ll, rolei), where certi is
Ui’s certificate in that group, mpkl is the public key of the group with which
Ui wants to establish an authenticated connection, �Ll is Ui’s current �Ll for
this group and rolei ∈ {init, resp} (resp., (certj , mpkj , �Lj , rolej)). Each party
either outputs a shared key K or reject otherwise. Note that the interactive
Handshake algorithm generally consists of the following sub-algorithms.

• Handshake.Ephemeral: User i outputs an ephemeral secret/public key pair
(eski, epki);

• Handshake.KE: Users exchange their ephemeral public keys, i.e., epki and
epkj ;

• Handshake.KDF: User i executes a key derivation function and obtains
K = KDF : (eski, epkj , certi, mpkl, �Li, rolei) (j �= i).

We discover that many existing secret handshake protocols (either RSA based or
Discrete-Logarithm based constructions [7–10,16,17]) can support strong deni-
ability, then we have the following Lemma.

Lemma 1. Forward-secure SH protocols have inherent strong deniability.



DSH: Deniable Secret Handshake Framework 349

Proof. For simplicity, we assume a SH protocol executed between Alice and Bob
where Alice sends ephemeral public key epkA to Bob, and vice versa for Bob.
We assume that Alice and Bob aim to establish a shared key K ← (eskA,
epkB , certA, mpk, �L, role) in a real view. Note that two simulated values are pre-
sented to a distinguisher: the exchanged ephemeral public keys and the resulting
shared keys.

The exchanged ephemeral public key pair (epkA, epkB) derives from either
the ephemeral secret key pair (eskA, eskB) or the function f(eskA, certA),
f(eskB , certB) (f denotes a randomized function, such as hash function or pseu-
dorandom function). Simulator S (i.e., adversary Bob) is simply choosing a ran-
dom value epkA from ephemeral public space to simulate transmitted ephemeral
public key on behalf of Alice, while the judge cannot statistically distinguish it
since the real/simulated value is uniformly distributed in either ephemeral pub-
lic key space or the output of function f (except collisions with a negligible
probability);

The resulting shared key K, can be easily simulated by simulator S. Specif-
ically, S (i.e., adversary Bob) randomly chooses ephemeral public key epkB

and computes K ← (epkA, eskB , certB , mpk, �L, role), where ephemeral secret
key eskB and secret certificate certB are known to S. Note that the correct-
ness of resulting shared keys require Alice and Bob also exchange their pub-
lic pseudonyms (pkA, pkB) which is deriving from respective secret certificates
(certA, certB). �

Definition 3 (Generic Concurrent Knowledge Extraction Assumption
(GCKEA)). We define a domain {Domλ}λ∈N, where N is the set of natural
numbers, and define a set D R←− Domλ. We denote p(λ), q(λ) are two polynomi-
als in the security parameter λ, and define a predicate algorithm OC w.r.t the
random challenge set C = {C1, · · · , Cp(λ)}. On a query of the form (X,Y,Z),

for arbitrary (X,Y ) R←− D outputs 1 if X
R←− C and Z = PKDF(X,Y )5. We

define an algorithm A with predicate oracle OC, denote AOC , which takes C
as input, outputs a set of triples {(X1, Y1, Z1), · · · , (Xq(λ), Yq(λ), Zq(λ))}. We
say AOC is a GCKEA extractor if, with overwhelming probability, AOC (C)
outputs {(X1, Y1, Z1), · · · , (Xq(λ), Yq(λ), Zq(λ))} satisfying Xi ∈ C and Zi =
PKDF(Xi, Yi) for all i, 1 ≤ i ≤ q(λ).

We say that the GCKEA holds if for every PPT algorithm A, there exists
another PPT algorithm A′ that given the same inputs, random coins, oracle
answers, and additionally outputs yi such that Yi ← G(yi) for all i, 1 ≤ i ≤ q(λ),
where G denotes an efficient computable function which takes yi as input and
outputs Yi.

Remark. GCKEA is a generalized version of Concurrent KEA (CKEA) [24]
and Knowledge of Pairing Pre-Image Assumption (KPA) [19]. Specifically, the
extracted value yi by extractor A′ is either exponent w.r.t. CKEA assumption
[24] or group element w.r.t. KPA assumption [19]. For example, the concrete

5 The PKDF algorithm means that a key derivation function in the public-key setting.
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CKEA assumption [24] is used to extract the DH exponent for their proposed
interactive protocol, while running against the concurrent man-in-the-middle
adversaries.

3.2 Proposed Framework

Our proposed generic framework (GF) consists of the following building blocks.

– A forward-secure secret handshake protocol SH= (Setup, KeyGen, Add,
Revoke, Handshake); Note that SH protocol may have LAH property.

– A blind digital signature scheme BS= (KeyGen, Signer and User, Verify); Note
that if SH has untracebility property, then this building block is removed.

– A public key based key derivation function PKDF;
– A proof of knowledge PoK;
– A collision-resistant hash function H.

Now we present our proposed generic framework below (for simplicity, we use
user ̂A and user ̂B in the two-party setting here, and we can extend it to a
multi-party setting using BD protocol [3]):

– Setup: This algorithm takes security parameter λ as input, outputs public
parameters params ← SH.Setup which are published to all users and groups.

– KeyGen: The group CA runs the SH.KeyGen algorithm to obtain the group
public/secret key pair (mpk, msk) and an empty pseudonym revocation list �L.

– Add: The group CA and user ̂A run the BS.Signer and User(msk) interactive
algorithm6 to obtain a pseudonym/certificate pair (pka, certa) of user ̂A.
Note that user ̂A takes pka as public pseudonym.

– Revoke: The group CA runs the SH.Revoke(pka) algorithm to update the
group pseudonym revocation list �L. Note that public pseudonym pka is added
to revocation list �L.

– Handshake:
• User ̂A runs the SH.Handshake.Ephemeral algorithm to obtain ephemeral

secret/public key pair (eska, epka) and sends (epka, pka) to user ̂B;
• Upon receiving (epka, pka) from user ̂A, user ̂B performs the following

steps.
1. Run the SH.Handshake.Ephemeral algorithm to obtain ephemeral

secret and public key pair (eskb, epkb);
2. Compute the proof of knowledge PoK{(eskb) : H(PKDF(epkb, epka))};
3. Send (epkb, pkb,PoK(eskb)) to user ̂A.

• Upon receiving (epkb, pkb,PoK(eskb)) from user ̂B, user ̂A computes
the proof of knowledge (i.e., non-malleable zero-knowledge) PoK{(eska,

certa) : H(PKDF(epka, epkb)||PKDF(pka, epkb))} and sends it to user ̂B.
Meanwhile, ̂A computes the final session key SKa = H(Ka||sid), where
Ka = SH.Handshake.KDF(eska, epkb, certa, mpk, �L, init) and the session
identifier is sid = (epka||epkb).

6 Refer to [13] for detailed Signer and User algorithm of BS scheme.
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• Upon receiving PoK(eska, certa) from user ̂A, user ̂B computes the
proof of knowledge PoK{(eskb, certb) : H(PKDF(epkb, epka)||PKDF
(pkb, epka))} and sends it to user ̂A. Meanwhile, ̂B computes the final
session key SKb = H(Kb||sid), where Kb = SH.Handshake.KDF(eskb,
epka, certb, mpk, �L, resp). Note that the equation Ka = Kb holds due to
the correctness of SH.Handshake algorithm.

3.3 Security Analysis

Theorem 1. The proposed generic framework achieves session key security
(Definition 1) in the random oracle model if the underlying SH is session key
secure.

Proof Sketch. Due to page limitation, the detailed security proof and the
subsequent proof are deferred to the full version of this work. We here only
present the proof sketch. We define a sequence of games Gi, i = 0, · · · , 4 for
session key security and analyze the advantage of the adversary in game Gi.

The first game G0 is original game for session key security. The second game
G1 is used to capture replay attacks, such that no PPT adversary can find the
collision of hash function H if users follow the framework execution honestly.
In game G2, we assume that the adversary must choose the specific session for
test query, which is specified by the simulator. In game G3, we assume that if
adversary can distinguish game G2 and G3 (the real SH session key is replaced
by a random value), then we can built an attacker to break the session key
security of underlying SH protocol. In the last game G4, the final session key in
the test session is replaced by a random value. No PPT adversary can distinguish
this change since we model H as a random oracle. Therefore, the advantage of
adversary in this game is zero.

Theorem 2. The proposed generic framework achieves full deniability in the
sense of Definition 2.

The full deniability proof is similar to the proof of deniability described in [24].

4 Conclusion

In this paper, we proposed a generic framework for deniable secret handshake
protocols. We defined the formal security models for session key security and
deniability of secret handshake protocols, and proved the security of the pro-
posed generic framework is secure under standard assumptions. We leave the
construction of an efficient and fully deniable instantiation as our future work.
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Abstract. This paper applies non-adaptive group testing to aggregate
message authentication code (MAC) and introduces non-adaptive group-
testing aggregate MAC. After formalization of its syntax and security
requirements, simple and generic construction is presented, which can
be applied to any aggregate MAC scheme formalized by Katz and Lin-
dell in 2008. Then, two instantiations of the construction is presented.
One is based on the aggregate MAC scheme by Katz and Lindell and
uses addition for tag aggregate. The other uses cryptographic hashing
for tag aggregate. Provable security of the generic construction and two
instantiations are also discussed.

Keywords: Message authentication · Aggregate · Group testing
Provable security

1 Introduction

Background. A message authentication code (MAC) is a tag attached to a mes-
sage to detect tampering of the message. The tag is computed with a crypto-
graphic symmetric-key primitive called a MAC function such as HMAC [1,5]
and CMAC [8,13].

An aggregate MAC scheme allows one to aggregate multiple tags to multiple
messages into a shorter tag. It is possible to verify the validity of the multiple
messages only with the single tag. It is impossible in general, however, to identify
invalid messages once the multiple messages are judged invalid with respect to
the single tag.

It is expected that the problem above can be solved with group testing [3].
Group testing is a method to be able to verify whether each sample is negative or
positive with a smaller number of tests than a naive method to test each sample
individually on the assumption that the number of positive samples is at most a
constant. In group testing, each test involves a subset of the given samples. The
result of a test is negative if and only if all the involved samples are negative.
The group testing is called adaptive if one can choose samples to be tested after
one sees the result of the previous test and is called non-adaptive otherwise.
c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 357–372, 2018.
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Contribution. This paper applies non-adaptive group testing to aggregate MAC
and introduces non-adaptive group-testing aggregate MAC (GTA MAC).

First, GTA MAC and its security requirements are formalized. The security
requirements are unforgeability and identifiability. Unforgeability means that a
message is judged invalid by the group testing if the tag to the message is not
generated by a legitimate user. Identifiability is composed of completeness and
soundness. Completeness captures the notion that group testing for pairs of a
message and a tag should judge a pair valid if it is valid. Soundness captures
the notion that group testing should judge a pair invalid if it is invalid. In the
formalization of identifiability, an adversary is allowed to obtain correct tags even
for invalid pairs given to the group testing by the adversary. It does matter for
soundness, and we introduce weak soundness which does not allow an adversary
to obtain a correct tag for any invalid pair given to the group testing and show
that weak soundness is actually implied by unforgeability. Weak soundness is
still a practical notion since it excludes message tampering.

Second, simple and generic construction of a GTA MAC scheme is pre-
sented. It can be applied to any aggregate MAC scheme formalized by Katz
and Lindell [9]. The generic construction produces a GTA MAC scheme sat-
isfying unforgeability and completeness from any unforgeable aggregate MAC
scheme.

Finally, two instantiations of the generic construction are presented: One
is from the Katz-Lindell aggregate MAC scheme [9] and the other is from an
aggregate MAC scheme using hashing for aggregate. In particular, the latter is
shown to satisfy soundness if the underlying hash function is a random oracle.

Related Work. Aggregate MAC and its security requirement were first formalized
by Katz and Lindell [9]. They also proposed an aggregate MAC scheme and
proved its unforgeability on the assumption that the underlying MAC function is
unforgeable. Their scheme aggregates tags by their addition. The formalization
of GTA MAC in the paper is based on that of aggregate MAC by Katz and
Lindell.

Sequential aggregate MAC and its security requirement were formalized by
Eikemeier et al. [4]. They also presented a provably secure sequential aggregate
MAC scheme. Forward-secure sequential aggregate MAC was introduced by Ma
and Tsudik [10]. It was also discussed by Ma and Tsudik [11] and Hirose and
Kuwakado [7]. A typical application of the forward-secure sequential aggregate
MAC is secure audit log.

The group testing was already applied to MAC schemes by Goodrich et al. [6]
and Minematsu [12]. The major difference between their approach and ours is
that their schemes do not, precisely speaking, aggregate tags for messages. Their
schemes compute a tag of a subset of messages for each test in group testing.
Minematsu [12] proposed a scheme based on PMAC [2,14] aiming at reduction
of amount of computation required to compute tags for group testing.

Organization. This paper is organized as follows. Section 2 gives notations and
introduces MAC functions and non-adaptive group testing. Section 3 introduces
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the syntax and security requirement of aggregate MAC. It also describes the
aggregate MAC scheme proposed by Katz and Lindell. Section 4 formalizes the
syntax and security requirements of GTA MAC. Section 5 gives a method for
generic construction of GTA MAC schemes. It also describes provable security
for the generic construction. Section 6 presents a GTA MAC scheme based on
the Katz-Lindell aggregate MAC scheme. Section 7 presents another GTA MAC
scheme using a cryptographic hash function for aggregate. Section 8 gives a brief
concluding remark.

2 Preliminaries

2.1 Notations

Selecting an element s uniformly at random from a set S is denoted by s ←← S.
For {0, 1}-sequences x and y, x‖y represents their concatenation.
Let v = (v1, v2, . . . , vn) and w = (w1, w2, . . . , wn) be vectors such that vi ∈

{0, 1} and wi ∈ {0, 1}l for 1 ≤ i ≤ n. Let x = (x1, x2, . . . , xn) ∈ Xn for some
set X. 〈v,w〉 represents inner product of v and w, that is, 〈v,w〉 =

⊕n
i=1 viwi.

Let 〈〈v,w〉〉 = wi1‖wi2‖ · · · ‖wid , and v � x = (xi1 , xi2 , . . . , xid), where 1 ≤ i1 <
i2 < · · · < id ≤ n, and vi = 1 if i ∈ {i1, i2, . . . , id} and vi = 0 otherwise.

For vectors v = (v1, v2, . . . , vn) and v′ = (v′
1, v

′
2, . . . , v

′
n) in {0, 1}n, v � v′ if

vi ≤ v′
i for 1 ≤ i ≤ n.

2.2 MAC Functions

A MAC function is defined to be a keyed function f : K × M → T , where K
is its key space, M is its message space, and T is its tag space. f(K, ·) is often
denoted by fK(·). The security requirement for a MAC function is unforgeability.
Let A be an adversary against f . A is given access to the tagging oracle fK and
the corresponding verification oracle VK , where K ←← K. The tagging oracle fK

returns fK(M) in reply to a query M ∈ M. The verification oracle VK , in reply
to a query (M,T ) ∈ M × T , returns 
 if fK(M) = T and ⊥ otherwise. It is
assumed that A does not make a query on (M,T ) ∈ M × T once it gets T from
fK as a reply to its query M . Let Forge(A) represent an event that A succeeds
in making a query to which VK returns 
. The advantage of A against f is
defined as

Advmac
f (A) � Pr [Forge(A)] .

2.3 Non-adaptive Group Testing

A non-adaptive group-testing algorithm with n samples and u tests can be rep-
resented by a u × n {0, 1}-matrix, which is called a group-testing matrix. For
1 ≤ i ≤ u and 1 ≤ j ≤ n, the i-th test involves the j-th sample if and only if the
(i, j) element of the corresponding group-testing matrix equals 1. Each sample
is either positive or negative. It is assumed that the result of a test is negative
if all the samples involved in the test are negative, and positive otherwise. All
of the positive samples can be detected by the following simple procedure:
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1. J ← {1, 2, . . . , n}, where j ∈ {1, 2, . . . , n} represents the j-th sample.
2. For 1 ≤ i ≤ u, if the result of the i-th test is negative, then J ←

J\{ji,1, ji,2, . . . , ji,wi
}, where {ji,1, ji,2, . . . , ji,wi

} are all of the samples
involved in the i-th test.

3. Output J .

The output J of the procedure presented above includes all the positive samples.
It may also include (some of) the negative samples in general.

Definition 1 (d-disjunct). A {0, 1}-matrix G is said to be d-disjunct if, any d
columns of G do not cover any other column of G. Here, d columns gc

j1
, gc

j2
, . . . ,

gc
jd

are said to cover a column gc if gc � gc
j1

∨ gc
j2

∨ · · · ∨ gc
jd
, where ∨ is the

component-wise disjunction.

d-disjunct matrices are useful for group testing. If the group-testing matrix
is d-disjunct and at most d of n samples are positive, then the set J computed
by the procedure above does not contain any negative samples.

3 Aggregate MAC

3.1 Syntax

An aggregate MAC scheme is composed of the following algorithms:

Key generation k ← KG(1p).
This algorithm takes as input a security parameter p and produces a secret
key k.

Tagging t ← Tag(kid , id ,m).
This algorithm takes as input a pair of an ID and a message (id ,m) and a
secret key kid corresponding to id , and produces as output a tag t.

Aggregate T ← Agg((id1,m1, t1), . . . , (idn,mn, tn)).
This algorithm takes tuples of an ID, a message and a tag (id i,mi, ti)’s as
input and produces an aggregate tag T as output. Notice that it is not given
secret keys used by the tagging algorithm Tag.

Verification d ← Ver((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), T ).
This algorithm takes pairs of an ID and a message (id i,mi)’s and an aggre-
gate tag T as input and checks their validity with respect to the keys corre-
sponding to the given IDs. Here, ki is a key corresponding to id i for 1 ≤ i ≤ n.
The decision d is either 
 or ⊥. If d = 
, the pair ((id1,m1), . . . , (idn,mn))
and T are judged as valid with respect to (k1, . . . , kn). Otherwise, they are
judged invalid.

For (id1,m1), . . . , (idn,mn) and T , if tj = Tag(kj , id j ,mj) for 1 ≤ j ≤ n and
T = Agg((id1,m1, t1), . . . , (idn,mn, tn)), then Ver((k1, . . . , kn), ((id1,m1), . . . ,
(idn,mn)), T ) = 
.
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3.2 Security Requirement

The security requirement of an aggregate MAC scheme AM � (KG,Tag,Agg,Ver)
is unforgeability. An adversary against AM is given access to the oracles listed
below:

Tagging. The tagging oracle T G receives a pair of ID and a message (id ,m) as
a query and returns a tag t, where t ← Tag(kid , id ,m).

Key disclosure. The key-disclosure oracle KD receives an ID id as a query and
returns the corresponding key kid .

Verification. The verification oracle VR receives (((id1,m1), . . . , (idn,mn)), T )
as a query and returns d, where

d ← Ver((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), T ).

Definition 2 (Unforgeability). Let A be an adversary against an aggregate
MAC scheme AM. A is given access to T G,KD and VR, and is allowed to
make multiple queries adaptively to each of them. Let Forge(A) be an event that
A succeeds in asking VR a query (((id1,m1), . . . , (idn,mn)), T ) satisfying the
following conditions:

– Ver((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), T ) = 
.
– Before asking (((id1,m1), . . . , (idn,mn)), T ), for some 1 ≤ j ≤ n, A asks

neither (id j ,mj) to T G nor id j to KD.

Then, the advantage of A against AM with respect to unforgeability is defined as

Advuf
AM(A) � Pr[Forge(A)].

An aggregate MAC scheme AM is informally said to satisfy unforgeability if
Advuf

AM(A) is negligibly small for any adversary A with realistic computational
resources.

3.3 Katz-Lindell Aggregate MAC Scheme

An aggregate MAC scheme proposed by Katz and Lindell [9] is described in this
section. Here, their scheme is called KL-AM.

Scheme. Let F : K × M → T be a MAC function.

– The key generation algorithm just picks up a secret key uniformly at random
from K for each user.

– For an input (id ,m), the tagging algorithm returns t � F (kid ,m).
– For an input ((id1,m1, t1), . . . , (idn,mn, tn)), the aggregate algorithm returns

T = t1 ⊕ t2 ⊕ · · · ⊕ tn.
– For an input (((id1,m1), . . . , (idn,mn)), T ), the verification algorithm returns

d such that

d =

{

 ifT = F (k1,m1) ⊕ · · · ⊕ F (kn,mn),
⊥ otherwise.
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Security. Katz and Lindell [9] showed that their aggregate MAC scheme satisfies
unforgeability assuming a single query to the verification oracle. We show for
later use that their scheme satisfies unforgeability assuming multiple queries to
the verification oracle.

Proposition 1 (Unforgeability). For the Katz-Lindell aggregate MAC
scheme KL-AM, let � be the number of the users. For any adversary A against
KL-AM running in time at most s and making at most qt queries to its tag-
ging oracle and at most qv queries to its verification oracle, there exists some
adversary B against F such that

Advuf
KL-AM(A) ≤ � · Advmac

F (B),

where B runs in time at most s + SF (qt + �qv), making at most qt queries to
its tagging oracle, and making at most qv queries to its verification oracle. SF

is time required to compute F .

Proof. The adversary B attacks F by making use of an adversary A against
KL-AM. B has oracle access to the tagging oracle FK and the verification oracle
VK , where K ←← K.

B first picks up a user idr uniformly at random among � users. B also selects
a secret key uniformly at random from K for each of the other (� − 1) users.
Then, B runs A.

For a tagging query made by A on the user idr, B transfers it to FK and
returns the reply from FK to A. For a tagging query made by A on a user
other than idr, B computes the tag using the corresponding secret key chosen
by itself and returns it to A. If A makes a key-disclosure query on a user other
than idr, then B simply returns the corresponding secret key to A. If A makes
a key-disclosure query on idr, then B aborts.

Suppose that A succeeds in forgery. Then, A makes a verification query
such that the verification oracle returns 
 in reply to it and, for some (id ′,m′)
included in it, A asks neither (id ′,m′) to the tagging oracle nor id ′ to the key-
disclosure oracle prior to it. Let Hit be the event such that id ′ = idr. The
conditional probability that Hit occurs when A succeeds in forgery is at least
1/�.

Suppose that A succeeds in forgery and that Hit occurs. For a verification
query from A not related to idr, B verifies it by itself and returns the result.
For a verification query from A including (idr,mr), B computes a tag tr for
(idr,mr) from the query and the secret keys of the other users and asks (mr, tr)
to its verification query. Then, B makes at most qv queries to its verification
oracle, which returns 
 for at least one of them. Thus,

Pr[Forge(B)] = Pr[Forge(A) ∩ Hit]
= Pr[Hit |Forge(A)] Pr[Forge(A)]

≥ 1
�

Pr[Forge(A)]

and Advuf
KL-AM(A) ≤ � · Advmac

F (B). ��
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4 Group-Testing Aggregate MAC

4.1 Syntax

A group-testing aggregate MAC (GTA MAC) scheme using a u×n group-testing
matrix consists of the following algorithms:

Key generation k ← KG(1p). This algorithm takes as input a security param-
eter p and produces a secret key k.

Tagging t ← Tag(kid , id ,m). This algorithm takes as input a pair of an ID and
a message (id ,m) and a secret key kid corresponding to id , and produces as
output a tag t.

Group-testing aggregate. This algorithm GTA takes tuples of an ID, a mes-
sage and a tag (id j ,mj , tj)’s as input and produces a tuple of aggregate tags
(T1, . . . , Tu) as output:

(T1, . . . , Tu) ← GTA((id1,m1, t1), . . . , (idn,mn, tn)).

Notice that it is not given secret keys used by the tagging algorithm.
Group-testing verification. This algorithm GTV takes pairs of an ID and a

message (id j ,mj)’s and a tuple of aggregate tags Ti’s as input and tries to
identify invalid pairs of an ID and a message using the corresponding keys:

J ← GTV((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)).

The output J of this algorithm is a set of (id j′ ,mj′)’s which are judged
invalid.

For ((id1,m1), . . . , (idn,mn)) and (T1, . . . , Tu), if tj = Tag(kj , id j ,mj) for
1 ≤ j ≤ n and (T1, . . . , Tu) = GTA((id1,m1, t1), . . . , (idn,mn, tn)), then
GTV((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)) = ∅.

4.2 Security Requirement

The security requirements of a GTA MAC scheme GTAM � (KG,Tag,GTA,GTV)
are unforgeability and identifiability. An adversary against GTAM is given access
to the oracles listed below:

Tagging. This oracle T G receives a pair of ID and a message (id ,m) as a query
and returns a tag t ← Tag(kid , id ,m), where kid is the secret key of the user
id .

Key disclosure. This oracle KD receives an ID id as a query and returns the
corresponding secret key kid .

Group-testing verification. Given (((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)) as
a query, this oracle GT V returns

J ← GTV((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)).
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Unforgeability. Let A be an adversary against a GTA MAC scheme GTAM. A is
given access to the oracles T G, KD and GT V, and is allowed to make multiple
queries adaptively to each of them. Let GTForge(A) be an event that A succeeds
in asking GT V a query (((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)) satisfying the
following conditions: There exists some 1 ≤ j ≤ n such that

– (id j ,mj) �∈ GTV((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)), and
– before asking (((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)), A asks neither (id j ,

mj) to T G nor id j to KD.

Then, the advantage of A against GTAM with respect to unforgeability is defined
as

Advuf
GTAM(A) � Pr[GTForge(A)].

GTAM is informally said to satisfy unforgeability if Advuf
GTAM(A) is negligibly

small for any adversary A with realistic computational resources.

Identifiability. For identifiability, completeness and soundness are introduced.
Completeness requires that any valid tuple (id ,m, t) is judged valid by the group
testing. On the other hand, soundness requires that any invalid tuple is judged
invalid. Let A be an adversary for identifiability. A is given access to the tagging
oracle T G and the key-disclosure oracle KD. A is also given access to a group-
testing oracle: GT c for completeness and GT s for soundness. A is allowed to make
multiple queries adaptively to each of them. Both of the group-testing oracles
GT c and GT s accept ((id1,m1, t1), . . . , (idn,mn, tn)) as a query, and apply the
group testing to it. Namely, they compute

1. (T1, . . . , Tu) ← GTA((id1,m1, t1), . . . , (idn,mn, tn)),
2. J ← GTV((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)).

Then, GT c returns
{

1 ifJ ∩ {(id j ,mj) | tj = Tag(kj , id j ,mj)} �= ∅,

0 otherwise.

On the other hand, GT s returns
{

1 if {(id j ,mj) | tj �= Tag(kj , id j ,mj)}\J �= ∅,

0 otherwise.

The advantage of A against GTAM with respect to completeness or soundness
is defined as

Advid-x
GTAM(A) � Pr

[
GT x returns 1 during interaction withA

]
,

where x ∈ {c, s}.
In the game of identifiability described above, prior to a query to the group-

testing oracle, an adversary is allowed to obtain a correct tag for any pair (id ,m)
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involved in the query by asking (id ,m) to T G or id to KD. It does not matter
for completeness. On the other hand, it does matter for soundness as will be
seen in the following sections. The correct tag for (id ,m) can be useful to make
the group-testing verification algorithm judge the invalid tuple (id ,m, t′) valid.

According to the observation above, we introduce weak soundness. In the
game of weak soundness, an adversary A is not allowed to get a correct tag
for (id ,m) prior to a group-testing query involving a invalid tuple (id ,m, t′).
A is given access to T G, KD and a group-testing oracle GT ws. GT ws accepts
((id1,m1, t1), . . . , (idn,mn, tn)) as a query, and apply the group testing to it.
Then, it returns 1 if there exists some (id j ,mj) �∈ J such that tj �= Tag(kj , id j ,
mj), and A asks neither (id j ,mj) to T G nor id j to KD before the group-testing
query. Otherwise, it returns 0. The advantage of A against GTAM with respect
to weak soundness is defined as

Advid-ws
GTAM(A) � Pr

[
GT ws returns 1 during interaction withA

]
.

Weak soundness is still useful since it covers message tampering.
It is not difficult to see from the descriptions of weak soundness and

unforgeability that a GTA MAC scheme satisfies weak soundness if it satisfies
unforgeability:

Proposition 2. For any adversary A against weak soundness of GTAM running
in time at most s and making at most qt queries to its tagging oracle, at most
qk queries to its key-disclosure oracle and at most qg queries to its group-testing
oracle, there exists some adversary B against unforgeability of GTAM such that

Advid-ws
GTAM(A) ≤ Advuf

GTAM(B),

where B runs in time at most s + qgSGTA and makes at most qt + nqg queries to
its tagging oracle, at most qk queries to its key-disclosure oracle and at most qg
queries to its group-testing verification oracle. SGTA is time required to run GTA.

Proof. The adversary B is constructed by making use of A. B runs A. For a tag-
ging query made by A, B transfers it to its tagging oracle and returns the reply to
A. For a key-disclosure query made by A, B also transfers it to its key-disclosure
oracle and returns the reply to A. For a group-testing query made by A, B sim-
ulates the group-testing oracle as follows. Let ((id1,m1, t1), . . . , (idn,mn, tn)) be
the query made by A. B computes (T1, . . . , Tu) ← GTA((id1,m1, t1), . . . , (idn,
mn, tn)), ask (((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)) to its group-testing verifi-
cation oracle, and receives J . Then, B returns 1 if there exists some (id j ,mj) �∈ J
such that tj �= Tag(kj , id j ,mj), and A asks neither (id j ,mj) to its tagging oracle
nor id j to its key-disclosure oracle before the group-testing query. Otherwise, it
returns 0. B makes at most n queries to its tagging oracle. If B returns 1, then
B succeeds in forgery. ��
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5 Generic Construction of GTA MAC Scheme

This section first presents generic construction of a GTA MAC scheme from
an aggregate MAC scheme and a group-testing matrix. Then, it discusses the
security of the GTA MAC scheme.

5.1 Generic Construction

Let AM = (KG,Tag,Agg,Ver) be an aggregate MAC scheme. Let G be a u × n
group-testing matrix, where G = (gi,j) for 1 ≤ i ≤ u and 1 ≤ j ≤ n and
gi = (gi,1, . . . , gi,n) ∈ {0, 1}n is the i-th row of G for 1 ≤ i ≤ u. A GTA MAC
scheme GTAMg = (KGg,Tagg,GTAg,GTVg) is constructed from AM and G as
follows:

– KGg � KG.
– Tagg � Tag.
– (T1, . . . , Tu) ← GTAg((id1,m1, t1), . . . , (idn,mn, tn)), where, for 1 ≤ i ≤ u,

Ti ← Agg(gi � ((id1,m1, t1), . . . , (idn,mn, tn))).
– J ← GTVg((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)), where

1. J ← {(id1,m1), . . . , (idn,mn)}.
2. For 1 ≤ i ≤ u, if

Ver(gi � (k1, . . . , kn), gi � ((id1,m1, t1), . . . , (idn,mn, tn)), Ti) = 
,

then
J ← J\{(id j ,mj) | 1 ≤ j ≤ n ∧ gi,j = 1}.

5.2 Unforgeability

The following theorem says that generic construction produces an unforgeable
GTA MAC scheme from any unforgeable aggregate MAC scheme.

Theorem 1. For the GTA MAC scheme GTAMg, let � be the number of the
users. For any adversary A against GTAMg running in time at most s and
making at most qt queries to its tagging oracle, at most qk queries to its key-
disclosure oracle and at most qv queries to its group-testing verification oracle,
there exists some adversary B against AM with � users such that

Advuf
GTAMg

(A) ≤ Advuf
AM(B),

where B runs in time at most s and makes at most qt queries to its tagging
oracle, at most qk queries to its key-disclosure oracle and at most uqv queries to
its verification oracle.

Proof. The adversary B against AM tries forgery by making use of the adversary
A against GTAMg. B has oracle access to the tagging oracle, the key-disclosure
oracle, and the verification oracle.
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B simply runs A. For a tagging query made by A, B transfers it to its
tagging oracle and returns the reply to A. For a key-disclosure query made by
A, B also transfers it to its key-disclosure oracle and returns the reply to A.
For a group-testing verification query made by A, B executes GTVg using its
verification oracle u times.

Suppose that A succeeds in forgery and (((id1,m1), . . . , (idn,mn)), (T1, . . . ,
Tu)) is a successful forgery. Then, there exists some 1 ≤ j ≤ n such that

– (id j ,mj) �∈ GTVg((k1, . . . , kn), ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)), and
– before asking ((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)), A asks neither (id j ,

mj) to its tagging oracle nor id j to its key-disclosure oracle.

It implies that there exists some 1 ≤ i ≤ u such that the i-th test involves
(id j ,mj) and passes the verification. Thus, the i-th test is a successful query
made by B to its verification oracle. ��

5.3 Identifiability

An adversary A is said to be d-dishonest if, for any group-testing query ((id1,m1,
t1), . . . , (idn,mn, tn)) made by A, |{(id j ,mj) | tj �= Tagg(kj , id j ,mj)}| ≤ d.

Completeness. The theorem below says that the GTA MAC scheme GTAMg sat-
isfies completeness against any d-dishonest adversary if the group-testing matrix
is d-disjunct.

Theorem 2 (Completeness). For the GTA MAC scheme GTAMg, suppose
that the group-testing matrix G is d-disjunct. Then, for any d-dishonest adver-
sary A,

Advid-c
GTAMg

(A) = 0.

Proof. Let A be any d-dishonest adversary. Suppose that A makes a query
((id1,m1, t1), . . . , (idn,mn, tn)) to GT c and let V = {(id j ,mj) | tj = Tagg(kj ,
id j ,mj)}. Since the group-testing matrix G is d-disjunct and A is d-dishonest,
for any (id ,m) ∈ V , there exists some test in G involving (id ,m) and no invalid
pairs. Thus, (id ,m) is judged valid. ��

Soundness. Notice that Theorem 1 implies that GTAMg satisfies weak soundness
if AM satisfies unforgeability. On the other hand, the GTA MAC scheme GTAMg

may not satisfy soundness. It depends on how to aggregate tags.
Let us consider the following adversary Ã. Ã first obtains valid (id j ,mj , tj)

such that tj = Tagg(kj , id j ,mj) using its tagging oracle for 1 ≤ j ≤ n. Let
Ti = Agg(gi � ((id1,m1, t1), . . . , (idn,mn, tn))) for 1 ≤ i ≤ u. Suppose that
Ã succeeds in finding ((id1,m1, t̃1), . . . , (idn,mn, t̃n))) such that, for some i∗,
gi∗ �((id1,m1, t̃1), . . . , (idn,mn, t̃n)) �= gi∗ �((id1,m1, t1), . . . , (idn,mn, tn)) and
Ti∗ = Agg(gi∗ � ((id1,m1, t̃1), . . . , (idn,mn, t̃n))). Then, the result of the i∗-th
test gi∗ is valid, and there exists some j∗ such that t̃j∗ �= Tag(kj∗ , id j∗ ,mj∗) and
(id j∗ ,mj∗) is judged valid.
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6 GTA MAC Scheme Based on Katz-Lindell Aggregate
MAC

From the generic construction, it is straightforward to obtain a GTA MAC
scheme based on the Katz-Lindell aggregate MAC scheme. Let us call it GTAMX.

GTAMX is unforgeable if the underlying MAC function is unforgeable. For
identifiability, GTAMX satisfies completeness. It also satisfies weak soundness if
the underlying MAC function is unforgeable, while it does not satisfy soundness.

6.1 Scheme

Let F : K × M → {0, 1}τ be a MAC function. The key generation and tagging
algorithms of GTAMX are identical to those of the Katz-Lindell scheme. It is
assumed that the group-testing aggregate algorithm of GTAMX is based on a
u × n group-testing matrix G = (gi,j).

– The key generation algorithm just picks up a secret key uniformly at random
from K for each user.

– For an input (id ,m), the tagging algorithm returns t � F (kid ,m).
– For an input ((id1,m1, t1), . . . , (idn,mn, tn)), the group-testing aggregate

algorithm returns (T1, . . . , Tu), where Ti � 〈gi, (t1, t2, . . . , tn)〉 for 1 ≤ i ≤ u.
– For an input (((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)), the verification algo-

rithm returns J computed in the following way:
1. J ← {(id1,m1), . . . , (idn,mn)}.
2. For 1 ≤ i ≤ u, if Ti = 〈gi, (F (k1,m1), . . . , F (kn,mn))〉, then

J ← J\{(id j ,mj) | 1 ≤ j ≤ n ∧ gi,j = 1}.

6.2 Unforgeability

The following theorem says that GTAMX is unforgeable if the underlying MAC
function is unforgeable. It directly follows from Proposition 1 and Theorem 1,
and the proof is omitted.

Theorem 3 (Unforgeability). For GTAMX, let � be the number of the users.
For any adversary A against GTAMX running in time at most s and making
at most qt queries to its tagging oracle, at most qk queries to its key-disclosure
oracle and at most qv queries to its group-testing verification oracle, there exists
some adversary B against F such that

Advuf
GTAMX

(A) ≤ � · Advmac
F (B),

where B runs in time at most s + SF (qt + nqv) and makes at most qt queries to
its tagging oracle and at most uqv queries to its verification oracle. SF is time
required to compute F .
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6.3 Identifiability

Completeness. Theorem 2 applies to GTAMX. It satisfies completeness against
any d-dishonest adversary if G is d-disjunct.

Soundness. From Theorem 3, GTAMX satisfies weak soundness if the underly-
ing MAC function is unforgeable. On the other hand, GTAMX does not satisfy
soundness.

Let us consider an adversary Ã behaving in the following way. Ã obtains valid
(id1,m1, t1), . . . , (idn,mn, tn) using its tagging oracle, that is, tj = F (kj ,mj) for
1 ≤ j ≤ n. Then, Ã can easily compute (t̃1, . . . , t̃n) such that 〈gi∗ , (t̃1, . . . , t̃n)〉 =
〈gi∗ , (t1, . . . , tn)〉 and gi∗�(t̃1, . . . , t̃n) �= gi∗�(t1, . . . , tn) for some i∗. Then, there
exists some j∗ such that t̃j∗ �= F (kj∗ ,mj∗) and (id j∗ ,mj∗) is judged valid.

7 GTA MAC Scheme Using Hashing for Aggregate

7.1 Scheme

Let F : K × M → {0, 1}τ be a MAC function. Let H : {0, 1}∗ → {0, 1}τ be a
cryptographic hash function. The proposed GTA MAC scheme GTAMH uses the
hash function H for aggregate. The key generation and tagging algorithms of
GTAMH are identical to those of GTAMX. The group-testing aggregate algorithm
of GTAMH is also assumed to be based on a u×n group-testing matrix G = (gi,j).

– The key generation algorithm just picks up a secret key uniformly at random
from K for each user.

– For an input (id ,m), the tagging algorithm returns t � F (kid ,m).
– For an input ((id1,m1, t1), . . . , (idn,mn, tn)), the group-testing aggregate

algorithm returns (T1, . . . , Tu), where Ti � H(〈〈gi, (t1, t2, · · · , tn)〉〉). To make
each aggregate tag unique, it is assumed that ((id1,m1, t1), . . . , (idn,mn, tn))
is ordered in a lexicographic order.

– For an input (((id1,m1), . . . , (idn,mn)), (T1, . . . , Tu)), the verification algo-
rithm returns J computed in the following way:
1. J ← {(id1,m1), . . . , (idn,mn)}.
2. For 1 ≤ i ≤ u, if Ti = H(〈〈gi, (F (k1,m1), . . . , F (kn,mn))〉〉), then

J ← J\{(id j ,mj) | 1 ≤ j ≤ n ∧ gi,j = 1}.

7.2 Unforgeability

The following theorem says that GTAMH is unforgeable if the underlying MAC
function F is unforgeable and the underlying hash function H is a random oracle.

Theorem 4 (Unforgeability). For the GTA MAC scheme GTAMH, let � be
the number of the users. For any adversary A against GTAMH running in time
at most s and making at most qh queries to H, at most qt queries to its tagging
oracle, at most qk queries to its key-disclosure oracle and at most qv queries
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to its group-testing verification oracle, there exists some adversary B against F
such that

Advuf
GTAMH

(A) ≤ � · Advmac
F (B) +

uqv
2τ

+
(qh + uqv)2

2τ+1
,

where B runs in time at most s + SF (qt + nqv) and makes at most qh + uqv
queries to H, at most qt queries to its tagging oracle and at most uqv queries to
its verification oracle. SF is time required to compute F .

Proof. Let Coll(H) be the event that a collision is found for H. Then,

Advuf
GTAMH

(A) = Pr[GTForge(A)]

≤ Pr[GTForge(A) ∩ Coll(H)] + Pr[Coll(H)]

≤ Pr[GTForge(A) ∩ Coll(H)] + (qh + uqv)2/2τ+1.

Let GTF(A) ⊆ GTForge(A) ∩ Coll(H) be the event that there exists some suc-
cessful group-testing verification query without a query of correct tags to H.
Then,

Pr[GTF(A)] ≤ uqv/2τ ,

Similarly to the proof of Theorem3, it can be shown that there exists some
adversary B against F such that

Pr
[(
GTForge(A) ∩ Coll(H)

)
∩ GTF(A)

]
≤ � · Advmac

F (B).

��

7.3 Identifiability

Completeness. Theorem 2 also applies to GTAMH, and it satisfies completeness
against any d-dishonest adversary if G is d-disjunct.

Soundness. The following theorem says that GTAMH satisfies soundness for any
d-dishonest adversary if G is d-disjunct on the assumption that H is a random
oracle.

Theorem 5 (Soundness). For the GTA MAC scheme GTAMH, suppose that
the hash function H is a random oracle and that the group-testing matrix G is
d-disjunct. Then, for any d-dishonest adversary A making at most qh queries to
H and at most qg queries to its group-testing oracle,

Advid-s
GTAMH

(A) ≤ (qh + 2uqg)2

2τ+1
.

Proof. Let ((id1,m1, t̃1), . . . , (idn,mn, t̃n)) be a query made by A to GT s and
let tj = Fkj

(mj) for 1 ≤ j ≤ n. GT s returns 1 in response to the query
only if there exists some i∗ such that gi∗ � (t̃1, . . . , t̃n) �= gi∗ � (t1, . . . , tn) and
H(〈〈g, (t̃1, . . . , t̃n)〉〉) = H(〈〈g, (t1, . . . , tn)〉〉), which implies a collision for H. H
is called (qh + 2uqg) times in total. ��



Non-adaptive Group-Testing Aggregate MAC Scheme 371

8 Conclusion

The paper has formalized the syntax and security requirements of GTA MAC
schemes and presented their generic construction. Then, it has also presented
two instantiations with distinct aggregate methods. One is based on the Katz-
Lindell aggregate MAC scheme and aggregates tags with addition for group
testing. The other aggregates tags with hashing. The paper has analyzed the
provable security of the proposed schemes. Future work includes design of an
efficient algorithm to verify whether a given group-testing matrix is d-disjunct
or not.
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Abstract. Although textual passwords are the most widely adopted
authentication method, they are vulnerable to many known limitations.
Graphical password is considered as one alternative to complement the
existing authentication systems, based on the observation that humans
can remember images better than textual information. In order to obtain
a large password space, geographical passwords have received much
attention, which enable users to select one or more places on a map
for authentication. For example, PassMap requires users to choose two
places on a world map as their credentials, and GeoPass enables users
to click only one place for authentication. However, we identify that
users are able to perform more particular gestures like touch movement
on mobile devices as compared to a common computer. Motivated by
the observation, in this work, we develop TMGMap, a touch movement-
based geographical password scheme on smartphones, which allows users
to draw their secrets on a world map via touch movement events. We
conducted a user study with a total of 60 participants, and found that
users could achieve better results with our scheme in the aspects of both
security and usability, as compared to similar schemes.

Keywords: Graphical password · Smartphone security
User authentication · Touch dynamics · Biometric authentication

1 Introduction

With the increasing capability, smartphones have become a personal assistant for
individuals. Many people are willing to save their personal data on phones (e.g.,
credit card numbers, personal photos) and use the phone for sensitive transac-
tions (e.g., trade credentials) [12,36]. However, smartphones are easily lost and
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an attractive target for hackers [31]. The personal data stored on phones could
be explored by attackers for malicious use. As a result, designing an appropriate
user authentication mechanism becomes very essential and important.

Currently, textual passwords are the most widely implemented user authen-
tication mechanism for various systems and network platforms; however, this
kind of passwords has well-known limitations in the aspects of both security and
usability [39]. A strong textual password is usually hard for a human to remem-
ber, making most users tend to create weak passwords. Intuitively, a weak pass-
word can be easily guessed and cracked by hackers, which would greatly degrade
the security of authentication. In real-world scenarios, the security of textual
passwords would be even worse than people believed before, i.e., most created
passwords by users only achieved a password space lower than 10 bits of security
against online trawling attacks [1,38].

Many early psychological research studies have revealed that users can gen-
erally remember images better than textual passwords [26,28]. Based on this
observation, graphical passwords (GPs) are proposed as a potential alternative
to complement existing textual password authentication, which require users to
create their passwords by means of one or more images. In order to obtain a large
password space, geographical password (or called map-based password) schemes
have recently received much attention that allow users to create passwords by
meas of a world map, which is expected to offer more potential places for users.
PassMap [33] and GeoPass [35] are two typical examples: PassMap asks users
to choose two places in a sequence at any zoom-level on a world map, while
GeoPass only requires users to select one location at zoom level of 16.

Regarding PassMap and GeoPass, Meng et al. [24] figured out that select-
ing one location is more vulnerable to shoulder surfing attacks, while increasing
the security (e.g., selecting two places) may cause more burden on users, i.e.,
consuming more authentication time. For smartphones, we are aware that touch-
screen has become the leading input method, which allows users to perform more
actions like touch movement than on a desktop computer. This shows that the
design of graphical passwords like geographical password schemes should con-
sider the different input methods and platforms.

Contributions. To our knowledge, there is only a modified version of GeoPass,
called SmartPass, was implemented and evaluated in a mobile device [30],
whereas fewer studies focusing on the design of geographical passwords par-
ticularly on smartphones. Motivated by this observation, in this work, we design
TMGMap, a touch movement-based geographical password scheme for smart-
phones, and conduct a user study including 60 participants. The contributions
of this work can be summarized as below.

– To enhance the authentication security of mobile platforms, we develop a
touch movement-based geographical password scheme (TMGMap) on smart-
phones, which requires users to firstly select one place on a world map and
then draw a pattern on a linked image via touch movement. The associated
image will be partitioned into a 16 × 16 table with 256 valid squares.
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– In this work, we focus on three issues: (1) theoretical password space, (2)
success rate and time consumption, and (3) the number of selected squares
on the image. To test the performance, we conducted a user study with a total
of 60 participants and compared our scheme with SmartPass and a mobile
version of DAS. Experimental results show that TMGMap can enhance the
authentication security as compared to SmartPass and mobile DAS without
degrading the usability.

Road Map. The remaining parts of this paper are organized as follows. In
Sect. 2, we review some relevant studies regarding graphical password schemes,
especially map-based (geographical) password schemes. Section 3 describes our
proposed TMGMap and analyzes the potential password space. Section 4 dis-
cusses the results and feedback obtained from a user study with a total of 60
participants. Section 5 makes a discussion and points out limitations with open
challenges. Finally, we conclude our work in Sect. 6.

2 Related Work

In the literature, an appropriate textual password is believed to be at least eight
random characters including upper-case, lower-case and special characters. In
practice, this kind of password is usually difficult for users to remember. As an
alternative solution, research has been moved to graphical passwords.

2.1 Graphical Password

Generally, there are three major types of graphical password (GP) schemes [3,
32]: recognition-based scheme (i.e., remembering and recognizing images), pure
recall-based scheme (i.e., generating a pattern without a hint) and cued recall-
based scheme (i.e., making a pattern with hints).

– Recognition-based scheme. This kind of choice-based scheme needs users to
select several images from a pool of candidates. As a typical example, Pass-
Faces [27] enables users to select several face images in the phase of pass-
word creation and re-select these images from several decoys in the phase of
password login. Davis et al. [5] then utilized the basic idea from PassFaces
and introduced a scheme called Story, which encourages users to select daily
images in an ordered sequence and made a story to help improve the recall
capability, i.e., better remembering the images and the order.

– Pure recall-based scheme. This type of drawing-based scheme requires users
to create a pattern on an image as their credentials. In the year of 1999,
Jermyn et al. [11] proposed DAS (‘draw-a-secret’), allowing users to create a
pattern on a grid and redraw it for authentication. For better recall capability,
a Backgroud DAS was then designed by adding a background image to the
original DAS scheme [7]. Tao et al. [34] introduced Pass-Go that demands
users to create a password by selecting intersections on a grid. Following
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the idea of Pass-Go, current Android phones often deploy the application of
unlock patterns, which allows users to unlock the phone if they can input a
correct pattern.1

– Cued recall-based scheme. This kind of click-based GP enables users to select
a sequence of points on an image as their passwords. Wiedenbeck et al. [37]
developed PassPoints, in which users have to make their credentials by click-
ing on any place on an image. To improve the security, Chiasson et al. [2] then
introduced Cued Click Points (CCP), in which the next image displayed can
be varied with the previous click-point and users have to select five points in
a sequence of images.

By considering both security and usability, some combined graphical pass-
word schemes have been studies, like click-draw based graphical password
scheme (CD-GPS) [15], which combined the major inputting types of creat-
ing a graphical password, including clicking, selecting and drawing. Several
related research studies on graphical passwords can be referred to but not limited
to [4,6,10,13,16–18,20–22,25,40].

2.2 Geographical Password Schemes

In the year of 2010, Fox [8] showed an idea of creating a password by using
a digital map. At the same time, Spitzer et al. [29] presented an authentica-
tion scheme through combining the concept of graphical passwords with user’s
familiarity with navigating on Google maps. For implementation, they designed
a prototype by using an image of the United States that allowed users simply
clicking several key destinations. They further involved 50 participants in a study
and found that most users could remember their scheme in an easier way than
traditional textual passwords.

Geographical password (or map-based graphical password) schemes received
much more attention from the year of 2012, by using a world map to achieve
large password space. Georgakakis et al. [9] introduced a geographical scheme of
NAVI, which allowed users drawing a route on a pre-loaded map image. A major
limitation is no real performance was given. Sun et al. [33] developed PassMap,
a geographical password scheme that requires users to choose two sequenced
places on a world map. In the evaluation, users found that they could more easily
remember PassMap passwords than textual passwords. Then, Thorpe et al. [35]
introduced GeoPass, a digital geographical password scheme, allowing users to
select only one place on a world map to reduce the time consumption. The major
difference between PassMap and GeoPass is the number of locations allowed
by the system, i.e., selecting one or two locations on a world map. Similarly,
MacRae et al. [14] proposed GeoPassNotes as an improved version of GeoPass,
which require users to further select a note associated with their chosen location
in the second step. Focused on this issue, Meng et al. [24] conducted a study
with 60 participants and found that users achieved a similar performance under

1 https://www.berkeleychurchill.com/software/android-pwgen/pwgen.php.

https://www.berkeleychurchill.com/software/android-pwgen/pwgen.php
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both schemes. That is, there is no significant difference by choosing either one
or two locations. Regarding mobile platforms, Shin et al. [30] revised the scheme
of GeoPass and performed a study on smartphones.

Further, some studies started investigating the impact of using a map on
multi-password interference. For instance, Meng [19] proposed RouteMap, which
requires users to create a path on a world map for authentication. Their user
study with 60 participants indicated that users could better remember multi-
passwords under RouteMap than other similar schemes. Then, Meng et al. [23]
explored the recall of multiple passwords between textual passwords and geo-
graphical passwords using six different accounts. Participants in the geographical
password condition were found to do better than those in the textual pass-
word condition, for both short-term (one-hour session) and long term (after two
weeks).

To our knowledge, there have been fewer studies focusing on the design of
geographical passwords on mobile devices. Although most geographical password
schemes can be implemented in both common computers and mobile platforms,
we notice that users actually can perform much more gestures like touch move-
ment on smartphones as compared to a common computer. This observation
motivates our work in designing a particular geographical password scheme by
leveraging touch movement gestures on smartphones.

3 Design of TMGMap on Smartphones

In the literature, the use of map has demonstrated its effectiveness like PassMap
and GeoPass. However, it is identified that GeoPass is vulnerable to offline guess-
ing attacks due to the selection of only one location, while selecting two locations
would greatly increase the authentication time, or may result in weak password
creation. As a result, there is a balance should be made in the aspects of both
security and usability.

3.1 Basic Design

Basically, adding one more step is a promising solution for the above balance
issue. For example, MacRae et al. [14] introduced GeoPassNotes in order to
improve the performance of GeoPass, allowing users to firstly select a location
and then choose a note associated with their chosen location in the second step.
Their major goal is to combine the geographical password scheme with a note,
where users could be verified by correctly inputting both a place and an annota-
tion on a map. However, it would be time-consuming and inconvenient to write
a note on some mobile devices with a small touchscreen.

In this work, we notice that users can perform much more gestures like touch
movement to interact with a touchscreen compared to a common computer. We
particularly develop TMGMap, a touch movement-based geographical password
scheme on smartphones. Similar to GeoPassNotes, TMGMap adopts a two-step
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Step 1: Location Selection

Fig. 1. The first step of TMGMap: selecting a location on a world map.

method, requiring users to select a location at first and then draw a pattern on
a linked image using one or more touch movement events.

Step 1: Location Selection. The first step of TMGMap is to locate a place on
a world map. Figure 1 shows an example of selecting a map location. Users can
utilize the search bar to navigate in a quick manner, i.e., users can find a place by
easily inputting a nation name like Denmark. We took advantage of the Google
Maps API drop-down menu to recommend the locations. When the searched
term appears, users can choose a specific item from the drop-down menu.

In addition, users can use zooming function to find a particular location. For
example, users can identify a place by double-clicking to zoom in, or just using
the zoom bar (with ‘+’ and ‘−’ buttons and a ‘drag-zoom’ option). Similar to
GeoPass and previous work [19,24], our scheme requires users to locate a place
at zoom level of 16. Users can adjust the zoom level and the system can check
whether the minimum zoom level is reached. If users failed to reach the zoom
level, the system will show a box to remind.

Step 2: Draw a Pattern. The second step requires users to draw a pattern
using one or several touch movement events on an associated image with the
pre-selected location. This step is similar to previous work [15]. Figure 2 gives
an example of associated image by selecting a location named ‘Tivoli’ (corre-
sponding to Fig. 1). Our scheme partitions the image into a 16 × 16 table with
256 effective squares, which are identified by coordinate numbers, e.g., (2, 5),
(3, 6), (1, 2). The coordinate numbers are expected to help users easily recall
and create their passwords with hints (i.e., users can remember the beginning
and end coordinates of their created patterns).

Figure 3 gives two examples of patterns drawn by users with touch movement
events. In particular, Fig. 3(a) shows a pattern drawn on ‘Tivoli’ image like ‘+’
including the coordinates (9, 8), (9, 9), (9, 10), (9, 11), (9, 12), (9, 13), (8,
10), (10, 10), (11, 10), (12, 10) and (13, 10), shortly {(9, (8–13)), ((8–13), 10)}.
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Step 2: Draw A 
Pattern
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Fig. 2. The second step of TMGMap: drawing a pattern on an associated image with
the selected location.
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(a) A pattern like ‘+’ (b) Patterns like ‘T’ and ‘-’

Fig. 3. Two examples of patterns created by users in the second step.

Figure 3(b) shows patterns drawn on an image near ‘London’, including ‘T’ and
‘-’ patterns, shortly {(2, (4–9)), ((2–9), 6), (7, (14–15))}.

For a successful login, users need to select the same map location within a
reasonable error tolerance and then draw the pattern(s) in the correct ordered
sequence. As compared to PassMap and GeoPass, our scheme is believed to offer
the following merits between the security and the usability.

– Our scheme allows users to choose only one location on a world map, which
can reduce the time consumption in zooming out or zooming in on the map
to locate another place, as compared to PassMap. Finding an appropriate
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location on a world map is believed to be a very time-consuming task for
password creation and login [14].

– Our scheme consists of two steps, where the second step needs users to draw
a pattern on an associated image with the pre-selected map location, by
means of touch movement events. Similar to [14], two-step graphical password
schemes are expected to provide a better password space and can increase the
cracking difficulty of attackers.

– For most geographical password authentication schemes like [14,24,35], users
are encouraged to select a familiar location where they have travelled or
visited before, in order to achieve a better recall. In this case, users can
easily remember the map location, and the image in the second step has a
reasonable probability to become a hint or memorable place for users. All
these can facilitate users to remember their created credentials.

3.2 Password Space

In the study, we adopted a Google/HTC Nexus One Android phone (with res-
olution 480 × 800 px and CPU 1 GHz) to implement the above schemes. The
main merit of using this particular phone is that we could easily modify the cus-
tomized OS version. The modification mainly focused on the application frame-
work layer like recording touch movement events and corresponding touchscreen
coordinates. According to the results from several studies, we set the error toler-
ance to a 21 × 21 pixel box around the selected location. As a comparison, it is
worth noting that GeoPass and PassMap each has an error tolerance of 21 × 21
pixel and 20 × 20 pixel. The recorded passwords will be hashed stored to defend
against plaintext attack.

For our scheme, the password space consists of two steps. The first step is the
same as GeoPass, thus the password space is 236.9. The derivation details can
refer to [35]. In the second step, the feasible password space can be calculated
as Nc!

(Nc−Ki)!
(i = 1, 2, 3,. . . ) where Nc = 256 and Ki means there are totally

i selected squares on the associated image. For instance, the feasible password
space is 256!

(256−12)! = 6.10×1028 for the pattern in Fig. 3(a), which contains a total
of 11 selected squares with one square selected twice. As our scheme considers
the drawing sequence, double-selected squares should be counted twice. Similarly,
the password space for the pattern in Fig. 3(b) is 256!

(256−16)! = 2.11 × 1038 with
totally 15 selected squares with one square selected twice.

In this case, by combining the password space from two steps, the overall
password space can be calculated as below:

236.9 × 256!
(256 − Ki)!

(i = 1, 2, 3, . . .)

Ki means there are totally i selected squares on the associated image.
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4 User Study

To investigate the scheme performance, we conducted a user study with up to
60 common Android phone users, including 33 females and 27 males with an
average age of 29.3. All participants have no background in security and are
volunteers. The participants’ background is summarized in Table 1.

Table 1. Detailed information of participants in the user study.

Age range Male Female Occupation Male Female

18–30 12 21 Business people 5 4

31–40 8 6 Students 15 23

41–50 5 4 Researchers 5 4

Above 50 2 2 Senior people 2 2

4.1 Study Design

In this study, our major purpose is to evaluate the performance of our scheme
and compare it with the schemes of SmartPass [30] and DAS [11], based on both
study results and users’ feedback. SmartPass is a web-based mobile interface as
an improved version of GeoPass and thus can be used in a mobile device. The
implementation of SmartPass can refer to previous work [30]. Actually, the basic
implementation is very similar to GeoPass. On the other hand, DAS needs users
to draw something on a 2D grid as the password via a pen and re-draw the
pattern for authentication. For comparison in this work, we implemented it on a
smartphones (called mobile DAS ), which needs users to draw a secret by means
of a touch pen. An example of mobile DAS password is shown in Fig. 4. In order
to avoid any bias on the collected feedback, we did not reveal the name of the
tested two schemes and encouraged users to give feedback based on the actual
scheme performance.

For evaluation, we randomly divided the participants into two groups with
30 individuates each, denoted as Group1 and Group2. More specifically, Group1
focuses on a comparison between TMGMap and SmartPass, while Group2 evalu-
ates the performance between TMGMap and mobile DAS. To avoid any bias, we
followed the same steps to train all participants, i.e., how to use these example
systems. Before they started, we introduced the study’s goals and specific tasks
to each participant and required them to sign a consent form. In addition, every
participant has 3 trials to get familiar with the relevant prototypes, and could
ask any questions to make sure that they indeed understood the steps and the
use of prototype systems.

In the user study, each participant needed to make 5 passwords for each
scheme based on their group, and had to finish password creation and login in
the same day. In this case, a total of 300 trials were collected from each group
during the study. The detailed steps in each group are summarized as follows:
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Fig. 4. The scheme of DAS (Draw A Secret).

Table 2. Success rate and average completion time for the step of creation, confirma-
tion and login for two groups in the user study.

Creation Confirmation Login

Group1: TMGMap

Success rate (the first time) 116/150 (77.3%) 131/150 (87.3%) 124/150 (82.7%)

Completion time (average in seconds) 30.2 16.6 16.8

Standard deviation (SD in seconds) 6.9 5.3 7.4

Group1: SmartPass

Success rate (the first time) 117/150 (78.0%) 127/150 (84.7%) 121/150 (80.7%)

Completion time (average in seconds) 29.3 14.3 16.2

Standard deviation (SD in seconds) 7.8 6.9 8.1

Group2: TMGMap

Success rate (the first time) 117/150 (78.0%) 133/150 (88.7%) 129/150 (86.0%)

Completion time (average in seconds) 29.6 15.2 15.1

Standard deviation (SD in seconds) 7.1 6.3 6.8

Group2: Mobile DAS

Success rate (the first time) 121/150 (80.7%) 92/150 (61.3%) 95/150 (63.3%)

Completion time (average in seconds) 27.3 28.3 25.5

Standard deviation (SD in seconds) 10.1 9.7 10.5

– Group1. Participants in this group needed to make 5 passwords for TMGMap,
and 5 passwords for SmartPass after a half hour rest. The start from which
scheme was selected by random.

– Group2. Participants in this group needed to make 5 passwords for TMGMap,
and 5 passwords for mobile DAS after a half hour rest. The start from which
scheme was selected by random.
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Participants from both groups should follow the same steps as shown below:
• Step 1. Creation phase: participants should create a password based on

the rules.
• Step 2. Confirmation phase: participants should confirm the password by

inputting the correct secrets. If users are failed to confirm the password,
they can try to confirm again or just return to Step 1.

• Step 3. Distributed memory: participants were provided two paper-based
finding tasks to distract them for 15 min. Then participants could take a
5-min rest.

• Step 4. Login phase: participants should use all created passwords to enter
the example system. They can repeal an attempt if they found a mistake
or anomaly.

• Step 5. Feedback form: participants should complete a feedback form
regarding password creation, confirmation and login.

The feedback form contains a set of questions regarding scheme usage for dif-
ferent group participants. Each question employs ten-point Likert scales: namely,
1-score indicates strong disagreement and 10-score indicates strong agreement.

4.2 Result Analysis

Success Rate and Time Consumption. Table 2 shows the success rate and
average time consumption regarding creation, confirmation and login for two
groups. We discuss the observations as below.

– For Group1, it is found that participants in TMGMap could have similar
performance of password generation as those in SmartPass in the aspect
of success rate. For example, participants achieved a success rate of 77.3%
and 78.0% for each scheme. With regard to the confirmation, participants in
TMGMap achieved a slightly higher rate than those in SmartPass, i.e., 87.3%
versus 84.7%. Regarding login, it is similar that participants in TMGMap
could do better than those in SmartPass, i.e., 82.7% versus 80.7%. In the
aspect of time consumption, participants mostly spent similar time creating
both schemes. For instance, participants in TMGMap and SmartPass should
spend 16.8 s and 16.2 s for login on average.

– For Group2, it is found that participants in Mobile DAS could achieve better
performance in password creation, as they could easily draw some lines on
the 2D grid. However, participants in TMGMap could achieve greatly better
results than those in Mobile DAS regarding confirmation and login, i.e., 88.7%
versus 61.3% for password confirmation, and 86.0% versus 63.3% for password
login. In the aspect of time consumption, both schemes require around 30 s
for creation on average, but TMGMap requires less time regarding password
confirmation and login, i.e., participants spent averagely 15 s and 28 s for
confirming TMGMap and Mobile DAS, respectively.
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Table 3. Major questions and relevant scores collected from the user study.

Questions (Group1) TMGMap SmartPass

1. I could easily create a password 8.9 9.1

2. The time consumption of password creation is acceptable 8.8 9.0

3. I could easily login to the system 9.1 8.9

Questions (Group2) TMGMap Mobile DAS

1. I could easily create a password 8.7 8.5

2. The time consumption of password creation is acceptable 8.6 6.2

3. I could easily login to the system 8.5 5.3

To better make a comparison, we apply Chi-squared (χ2) tests to evaluate
non-ordered categorical or nominal data, and regard a value of ρ < 0.05 as
showing that the results from groups being tested are statistically significant.
For Group1, based on the Chi-squared (χ2) tests, there is no significant dif-
ference between TMGMap and SmartPass in the aspects of success rate and
time consumption regarding password creation, confirmation and login. By con-
trast, for Group2, although the results are not significantly different between
TMGMap and Mobile DAS regarding password creation, there are significant
differences regarding password confirmation (χ2 ≈ 9.2, ρ < 0.01) and login
(χ2 ≈ 8.9, ρ < 0.01).

User Feedback. Although users’ feedback is a kind of subjective evaluation
on a password scheme, it provides valuable comments on the designed schemes.
Table 3 summarizes the major questions and relevant scores (feedback) collected
from this study. For Group1, both schemes received similar average scores regard-
ing password creation, login and time consumption. It is worth noting that our
scheme had increase an additional step as compared to SmartPass, but this didn’t
degrade the usability on the users’ side, at least based on their feedback. For
Group2, unexpectedly, both schemes achieved a similar score regarding pass-
word creation; however, TMGMap got a much better score than mobile DAS
regarding password login and time consumption. We informally interviewed most
participants and they indicated that it would be difficult to re-draw an accurate
pattern on a smartphone. As compared our scheme with SmartPass, most partic-
ipants considered our scheme was more secure since it involves two-step creation
method.

The Number of Selected Squares. Intuitively, more selected squares can
help increase password space, but would add more burden on users’ side. In this
work, how many squares users would like to choose in creating their passwords
via touch movement is an interesting and important question. To explore this
issue, Table 4 analyzes the number of selected squares.

For Group1, most participants preferred to select 7, 10 and 12 squares with
a percentage of 13.2%, 10.3% and 15.2%, respectively. There are around 4.6%
participants selected 14 squares, but still 5.1% participants selected more than
14 squares. For Group2, most participants would like to choose 7, 8, 10, 11,
12 squares to construct their passwords, with 12.5%, 10.5%, 13.2%, 10.3%, and
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10.1%, respectively. There are still 9.2% participants choosing above 13 squares.
According to the equation for computing password space, our scheme can further
increase the security of GeoPass (or SmartPass).

Table 4. The number of selected squares in Group1 and Group2, respectively.

# of selected squares Group1 Group2

5 squares 7.2% 8.5%

6 squares 8.5% 9.2%

7 squares 13.2% 12.5%

8 squares 8.5% 10.5%

9 squares 8.5% 8.3%

10 squares 10.3% 13.2%

11 squares 9.1% 10.3%

12 squares 15.2% 10.1%

13 squares 9.8% 8.2%

14 squares 4.6% 5.2%

Above 14 squares 5.1% 4.0%

5 Discussion and Limitations

5.1 Discussion

In this part, we firstly discuss the aspects of security and usability of TMGMap,
i.e., defending against some common attacks.

– Security aspect. As our scheme is a two-step GP scheme, intuitively, it provides
another layer of protection on user authentication. For authentication, users
have to input both right map location and correct pattern(s) with touch
movement events. For theoretical password space, our scheme can enhance
the security of GeoPass or SmartPass, which only requires users to select
one location. Based on the feedback collected in the study, most participants
believed that TMGMap can be more secure than SmartPass.

– Usability aspect. It is found that participants spent similar time creating both
TMGMap and SmartPass, but our scheme can provide an additional layer of
protection. As compared with mobile DAS, our scheme requires much less
time consumption regarding password confirmation and login. Based on the
users’ feedback, most participants considered the usability of our scheme is
similar to SmartPass, but much better than mobile DAS.

Brute-Force Attack. This type of attack means that an attacker checks all
possible values to crack an authentication system. Cyber-criminals often try
such attack when it is impossible or very hard to use any vulnerabilities in an
encryption system. For our scheme of TMGMap, the theoretical password space
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can be computed as 236.9 × 256!
(256−Ki)!

(i = 1, 2, 3, . . .). For a 7-square pattern, the
password space reaches 236.9 × 256!

(256−7)! , which is very hard to be cracked by sim-
ple brute-force attack. According to Table 4, there are many participants would
select more squares as their passwords and thus further enhance the password
space in practice.

Dictionary Attack. To reduce the time consumption in finding correct values,
an attacker can use advanced adversarial techniques to crack a graphical pass-
word, i.e., they can construct a dictionary by collecting ‘hot-spots’ on an image
to identify a right pattern in an efficient way. The main purpose of a dictionary
attack is to try those values that are most likely to be successful.

For clicking and selection-based graphical password systems, ‘hot-spots’ can
be regarded as some particular image locations, where many users may choose
as part of their credentials. An attacker can thus build a password dictionary
by combining these hotspots, which can help reduce the potential locations and
narrow down the password space. Our scheme actually reduces the success rate
of this attack through increasing the difficulty of guesses, as attackers have to
select a right location in the first step and guess how many squares are selected
in the second step. Further, attackers have to guess the right beginning and
ending coordinate of the pattern(s), which increase the difficulty of cracking,
i.e., increasing the cost of a successful intrusion. This is one of our future work
for investigation.

5.2 Limitations

In this work, we have demonstrated the effectiveness of TMGMap according to
the results in success rate, time consumption, users’ feedback and the pattern
analysis (e.g., the number of selected squares). Due to the nature of graphical
passwords, there are still many open challenges in this direction.

– Advanced attacks. In this work, our major objective is to investigate the per-
formance of our scheme as compared to SmartPass and DAS. We initially ana-
lyzed the security of our scheme but didn’t implement any advanced attacks.
In this field, this is often a particular direction requiring a systematic evalua-
tion. We leave the investigation of our scheme under several advanced attacks
in our future work, i.e., identifying the hotspot and exploring the scheme per-
formance under dictionary attack.

– Comparison with other schemes. In the field of graphical passwords, it is an
open challenge to evaluate the performance among different schemes in a
direct manner for the sake of distinct design ideas and scheme implementa-
tions. In our future work, it is an interesting topic to compare our scheme with
more schemes like GeoPassNotes, where users have to select a note associated
with their chosen location in the second step [14].

– More participants. In our study, we have involved a total of 60 participants,
which are similar to most studies. However, it is always an open challenge
to invite more participants with more diverse backgrounds. For example, it
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is an interesting topic to investigate the difference between right handed and
left handed participants to validate the results obtained in our study.

– The effect of selected squares. In literature, PassPoints used the technique of
“Robust Discretization” to determine the tolerance squares. In comparison,
our scheme divides an image into 256 valid squares using a 16 × 16 table. The
previous work has shown that the use of either a N × N table or “Robust
Discretization” could provide a similar function, while the table partition is
more easier to implemented [15]. One of our future work is to explore the
impact of setting different square numbers.

– Consideration of other touch gestures. In this work, we mainly designed a
geographical password on smartphones by means of touch movement events.
In practice, there are many touch gestures available on smartphones, e.g.,
various multi-touch gestures. It is an interesting topic for our future work to
explore the performance by adding other touch gestures.

– Finger size and usability. During our informal interview, most participants
indicated that it is easier to utilize a touch movement event to select more
squares in creating a pattern in the second step. For example, performing two
touch movement events may result in nearly 6–7 selected squares based on
the finger size. To investigate such relationship would be an interesting issue
for our future work.

6 Conclusion

Graphical password authentication is considered as an alternative to comple-
ment existing textual password mechanisms, which needs users to generate their
passwords on a (world) map. The use of a world map aims to provide a large
password space. In this work, we notice that users can have more touch ges-
tures like touch movement on a smartphone than a common computer, and thus
develop a touch movement-based geographical password authentication scheme
(TMGMap) on smartphones. Our scheme enables users to firstly locate a place
on a world map and then draw their secrets via one or more touch movement
events. In the evaluation, we conducted a user study including up to 60 partic-
ipants, and found that TMGMap can improve the security without degrading
the usability as compared to SmartPass and mobile DAS.

Acknowledgments. We would like to thank all participants for their hard work in
the user study.
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ESORICS 2007. LNCS, vol. 4734, pp. 343–358. Springer, Heidelberg (2007).
https://doi.org/10.1007/978-3-540-74835-9 23

11. Jermyn, I., Mayer, A., Monrose, F., Reiter, M.K., Rubin, A.D.: The design and
analysis of graphical passwords. In: Proceedings of the 8th Conference on USENIX
Security Symposium, pp. 1–14. USENIX Association, Berkeley (1999)

12. Karlson, A.K., Brush, A.B., Schechter, S.: Can I borrow your phone?: Understand-
ing concerns when sharing mobile phones. In: Proceedings of the 27th International
Conference on Human Factors in Computing Systems, CHI, pp. 1647–1650. ACM,
New York (2009)

13. Lin, D., Dunphy, P., Olivier, P., Yan, J.: Graphical passwords & qualitative spatial
relations. In: Proceedings of the 3rd Symposium on Usable Privacy and Security,
SOUPS, pp. 161–162 (2007)

14. MacRae, B., Salehi-Abari, A., Thorpe, J.: An exploration of geographic authenti-
cation schemes. IEEE Trans. Inf. Forensics Secur. 11(9), 1997–2012 (2016)

15. Meng, Y.: Designing click-draw based graphical password scheme for better authen-
tication. In: Proceedings of the 7th IEEE International Conference on Networking,
Architecture, and Storage, NAS, pp. 39–48 (2012)

16. Meng, Y., Li, W.: Evaluating the effect of tolerance on click-draw based graphical
password scheme. In: Chim, T.W., Yuen, T.H. (eds.) ICICS 2012. LNCS, vol.
7618, pp. 349–356. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-
642-34129-8 32

17. Meng, Y., Li, W.: Evaluating the effect of user guidelines on creating click-draw
based graphical passwords. In: Proceedings of the 2012 ACM Research in Applied
Computation Symposium, RACS, pp. 322–327 (2012)

18. Meng, Y., Li, W., Kwok, L.-F.: Enhancing click-draw based graphical passwords
using multi-touch on mobile phones. In: Janczewski, L.J., Wolfe, H.B., Shenoi, S.
(eds.) SEC 2013. IAICT, vol. 405, pp. 55–68. Springer, Heidelberg (2013). https://
doi.org/10.1007/978-3-642-39218-4 5

http://www.livescience.com/8622-future-online-password-map.html
http://www.livescience.com/8622-future-online-password-map.html
https://doi.org/10.1007/978-3-540-74835-9_23
https://doi.org/10.1007/978-3-642-34129-8_32
https://doi.org/10.1007/978-3-642-34129-8_32
https://doi.org/10.1007/978-3-642-39218-4_5
https://doi.org/10.1007/978-3-642-39218-4_5


TMGMap 389

19. Meng, W.: RouteMap: a route and map based graphical password scheme for better
multiple password memory. Network and System Security. LNCS, vol. 9408, pp.
147–161. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-25645-0 10

20. Meng, W.: Evaluating the effect of multi-touch behaviours on android unlock pat-
terns. Inf. Comput. Secur. 24(3), 277–287 (2016)

21. Meng, W., Li, W., Wong, D.S., Zhou, J.: TMGuard: a touch movement-based
security mechanism for screen unlock patterns on smartphones. In: Manulis, M.,
Sadeghi, A.-R., Schneider, S. (eds.) ACNS 2016. LNCS, vol. 9696, pp. 629–647.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-39555-5 34

22. Meng, W., Li, W., Kwok, L.-F., Choo, K.-K.R.: Towards enhancing click-draw
based graphical passwords using multi-touch behaviours on smartphones. Comput.
Secur. 65, 213–229 (2017)

23. Meng, W., Li, W., Lee, W.H., Jiang, L., Zhou, J.: A pilot study of multiple password
interference between text and map-based passwords. In: Gollmann, D., Miyaji, A.,
Kikuchi, H. (eds.) ACNS 2017. LNCS, vol. 10355, pp. 145–162. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-61204-1 8

24. Meng, W., Lee, W.H., Au, M.H., Liu, Z.: Exploring effect of location number on
map-based graphical password authentication. In: Pieprzyk, J., Suriadi, S. (eds.)
ACISP 2017. LNCS, vol. 10343, pp. 301–313. Springer, Cham (2017). https://doi.
org/10.1007/978-3-319-59870-3 17

25. Meng, W., Wang, Y., Wong, D.S., Wen, S., Xiang, Y.: TouchWB: touch behavioral
user authentication based on web browsing on smartphones. J. Netw. Comput.
Appl. 117, 1–9 (2018)

26. Nelson, D.L., Reed, V.S., Walling, J.R.: Pictorial superiority effect. J. Exp. Psy-
chol.: Hum. Learn. Mem. 2(5), 523–528 (1976)

27. Passfaces. http://www.realuser.com/
28. Shepard, R.N.: Recognition memory for words, sentences, and pictures. J. Verbal

Learn. Verbal Behav. 6(1), 156–163 (1967)
29. Spitzer, J., Singh, C., Schweitzer, D.: A security class project in graphical pass-

words. J. Comput. Sci. Coll. 26(2), 7–13 (2010)
30. Shin, J., Kancharlapalli, S., Farcasin, M., Chan-Tin, E.: SmartPass: a smarter

geolocation-based authentication scheme. Secur. Commun. Netw. 8, 3927–3938
(2015)

31. Shabtai, A., Fledel, Y., Kanonov, U., Elovici, Y., Dolev, S., Glezer, C.: Google
Android: a comprehensive security assessment. IEEE Secur. Priv. 8(2), 35–44
(2010)

32. Suo, X., Zhu, Y., Owen, G.S.: Graphical passwords: a survey. In: Proceedings of
the 21st Annual Computer Security Applications Conference, ACSAC, pp. 463–
472. IEEE Computer Society, USA (2005)

33. Sun, H., Chen, Y., Fang, C., Chang, S.: PassMap: a map based graphical-password
authentication system. In: Proceedings of ASIACCS, pp. 99–100 (2012)

34. Tao, H., Adams, C.: Pass-Go: a proposal to improve the usability of graphical
passwords. Int. J. Netw. Secur. 2(7), 273–292 (2008)

35. Thorpe, J., MacRae, B., Salehi-Abari, A.: Usability and security evaluation of
GeoPass: a geographic location-password scheme. In: Proceedings of the 9th Sym-
posium on Usable Privacy and Security, SOUPS, pp. 1–14 (2013)

36. Van Thanh, D.: Security issues in mobile eCommerce. In: Proceedings of the 11th
International Workshop on Database and Expert Systems Applications, DEXA,
pp. 412–425. IEEE, USA (2000)

https://doi.org/10.1007/978-3-319-25645-0_10
https://doi.org/10.1007/978-3-319-39555-5_34
https://doi.org/10.1007/978-3-319-61204-1_8
https://doi.org/10.1007/978-3-319-59870-3_17
https://doi.org/10.1007/978-3-319-59870-3_17
http://www.realuser.com/


390 W. Meng and Z. Liu

37. Wiedenbeck, S., Waters, J., Birget, J.-C., Brodskiy, A., Memon, N.: PassPoints:
design and longitudinal evaluation of a graphical password system. Int. J. Hum.-
Comput. Stud. 63(1–2), 102–127 (2005)

38. Weir, M., Aggarwal, S., Collins, M., Stern, H.: Testing metrics for password cre-
ation policies by attacking large sets of revealed passwords. In: Proceedings of CCS,
pp. 162–175 (2010)

39. Yan, J., Blackwell, A., Anderson, R., Grant, A.: Password memorability and secu-
rity: empirical results. IEEE Secur. Priv. 2, 25–31 (2004)

40. Yu, X., Wang, Z., Li, Y., Li, L., Zhu, W.T., Song, L.: EvoPass: evolvable graphical
password against shoulder-surfing attacks. Comput. Secur. 70, 179–198 (2017)



Seeing Is Believing: Authenticating Users
with What They See and Remember

Wayne Chiu1 , Kuo-Hui Yeh1(&) , and Akihito Nakamura2

1 National Dong Hwa University, Hualien 97401, Taiwan
{410235014,khyeh}@gms.ndhu.edu.tw

2 The University of Aizu, Aizuwakamatsu, Fukushima 965-8580, Japan
nakamura@u-aizu.ac.jp

Abstract. Brainwaves, as external signals of a functioning brain, provide a
possible glimpse into how we think and react. However, seen another way, we
could reasonably expect that a given action or event could be linked back to its
corresponding brainwave reaction. Recently, commercial products in the form of
commercial brainwave headsets have flooded into the market, opening up the
possibility of exploiting brainwaves for various purposes and making this more
feasible. In this paper, we build an authentication system based on brainwave
reactions to a chain of events. We use a commercially available brainwave
headset to collect brainwave data of participants for use in the proposed
authentication system. After the brainwave data collection process, we apply a
machine learning-based approach to extract features from brainwaves to serve as
authentication tokens in the system and to support the authentication system
itself.

Keywords: Authentication � Brainwave � Wearable � Machine learning

1 Introduction

IoT stands for the Internet of Things–a concept that has become one of the most oft-
mentioned topics in the computer domain. The prospect of an IoT-based economic
system has brought small, embeddable devices with Internet connectivity and data
collection capabilities to the market and they are becoming increasingly commonplace
in our daily life. These devices are mostly resource-limited, and in many cases, the
devices are implemented with microcontrollers and equipped with little usable mem-
ory. Modern society is both fast-paced and competitive, and most companies focus
more on device functionality than on the underlying security framework and mecha-
nism. This leaves the door open to security breaches as vulnerabilities are maliciously
exploited.
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Most IoT devices lack a fully functional user interaction interface, and this limi-
tation makes the implementation of traditional authentication schemes in the IoT
impractical. In traditional authentication schemes, a user is authenticated at the very
moment of login, which is not suitable for most IoT devices, as they operate contin-
uously for a long time following authentication. The entire duration of a device’s
operation, from the moment of login onward, should be guaranteed and protected.
Continuous authentication is the best candidate for guaranteeing the whole session,
meaning authentication and auditing in the IoT network must be ongoing at every
moment.

Some implementations of continuous authentication for the IoT and smart devices
have been developed, such as Google SmartLock and Microsoft Dynamic Lock.
Google SmartLock is a combination of environmental-based, behavior-based, and
biometric-based Continuous authentication schemes [1], while Microsoft Dynamic
Lock is environmental-based [2]. In this research, we focus on the Biometric-based
continuous authentication model. In this early stage of biometric-based continuous
authentication, the model is generally considered impractical because of the costly and
non-portable apparatus required [6]. The lack of computing power is another unsolv-
able situation. With the advancement of information technology, however, the infras-
tructure has become more functional and practical for continuous authentication, and
chipsets are larger-sized, more energy efficient, and offer better performance than
before. Wearables operate with biometric sensors and a variety of communicating
interfaces are attainable. Biometric information can be easily collected and exchanged.
For these reasons, biometric-based continuous authentication has become practical.

1.1 Why Brainwaves?

The brain, as the most sophisticated organ, serves as the command center of the human
body. Basically, it might be said to be the origin of every action we take. Brainwaves
are the external signals of a functioning brain, and thus provide a glimpse into what we
are thinking and doing [7]. A good example is that, when an individual closes their
eyes, we can observe a slightly shivering alpha wave embedded in the brainwaves [3].
This sparks our curiosity and leads us to the assumption that any action or recognition
will have a distinct type of brainwave waveform. Recently, more brainwave wearable
sensing devices have entered the market, lower the entry level barrier to collecting
brainwave data and performing research on brainwaves. As this trend continues, further
such usage of brainwave data can be anticipated.

1.2 Recognition Pattern as Your Token

Every person has his/her own experiences navigating the environment he/she lives in or
has contact with. A simple example of this can be found in talking with many people
about the same topic. Although there might be some similarities between individuals,
most of the time, we can expect that answers will vary along a continuum being from
totally different to being slightly different. If we tried to discuss a series of topics with
many people, the possibility of any two individuals having exactly the same point of
view about all of them is nearly impossible. The reactions to different things create a
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unique identity for each individual, much the same as a password. A password 5
characters long with only lower case letters allowed can result in 265 combinations of
possible passwords, which can be contrasted with a chain of events 5 events long where
the brainwave reaction to each is X5, where X is the total number of possible reactions.
We want to evaluate the possibility of extracting unique tokens of each individual from
their brainwave data while they are facing a chain of events.

2 The Proposed Method

In this research, we focus mainly on the brainwaves corresponding to reactions
between human memories and events that they have encountered, and we use a clas-
sifier to extract tokens of each individual from their brainwaves. In this way, we use the
extracted tokens to create a brainwave-based authentication system. In the previous
section, we mentioned that every individual has his/her own experiences of the envi-
ronment. Although it is a dauntingly complex task to describe or quantize personal
experience, there still is a possible way to do it. A person might have numerous
divergent reactions or feelings toward different events. Although the reactions or
feelings can vary, they still can be roughly categorized as “Familiar”, “Deja-vu” and
“Unfamiliar” [4]. If we collect images that include familiar ones to two individuals,
respectively and mix them with other unrelated images, we expect the two individuals’
reactions would be as shown in Table 1.

If the above assumption is correct, we can expect that everyone has his/her own
distinct familiarity pattern regarding a chain of images, based on his/her recognition
pattern toward the environment. The more images we provide, the lower the probability
of two individuals sharing the same familiarity pattern.

What can we expect from the familiarity patterns of individuals? Brainwaves are
signals; external manifestations of an active brain and how it is functioning. Any action
originating in the human brain has a corresponding brainwave from the very portion of
the brain that is in charge of the specific action being signaled. For example, when you
close your eyes, we can observe a slightly shivering alpha wave embedded in the
brainwave [1]. Based on this result, we extended the theory to encompass familiarity.
Specifically, we posit that an individual’s familiarity with images might have different
corresponding brainwave. Based on the assumptions we have outlined, we designed
our experiment as shown in Fig. 1.

Table 1. The recognition table of two individuals. A stands for images that P1 is familiar with,
while B stands for images that P2 is familiar with. C stands for Unrelated images for both.

Ind.\img. A1 A2 B1 B2 C1 C2

P1 Familiar Familiar Unfamiliar Familiar Deja-vu Unfamiliar
P2 Unfamiliar Deja-vu Familiar Familiar Unfamiliar Deja-vu
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For the experiment, we prepared three different sets of images for the participants.
The first set are images that participants are respectively familiar with. To collect these
images, we asked each participant to provide their own familiar image set. The
researchers did not collect this set of images by ourselves since we could not know
what each participant was familiar with. We also stipulated to participants that the
images they provided to us should not be exchanged with or otherwise sent to other
participants. These image sets were labeled with a code that corresponded with each
participant. The second set of images is what we call the deja-vu images. We collected
deja-vu images by randomly taking photos either on campus or in the immediate area
around campus. We collected the images in this way since all participants attend school
at the same campus. The last set of images are the unfamiliar ones. We collected these
by randomly searching for images of unpopular topics on the Internet, since there is a
chance images of more popular topics might have already been seen by some of the
participants.

With all the image sets collected, we scheduled times for the participants to take
part in the experiment. The participants were asked to wear the brainwave headset
(BR8) as they observed a series of images on the computer screen (See Fig. 2). While
the images were displayed on the screen, the computer sent the brainwave data it
received to the backend server for further analysis. The program used to display the
images does not require any interaction with participants, and all unnecessary elements
on screen (i.e. icons, notifications) were turned off or eliminated, in order to lower the
possible extraneous influences (See Fig. 3). Furthermore, to be sure no participants saw

Fig. 1. Overview of the experiment.
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the images beforehand, participants who were waiting for their turn to do the experi-
ment were asked to wait in a different room from participants who were engaged in
doing the experiment. Moreover, it was ensured that participants who finished the
experiment left without returning to the waiting room.

Fig. 2. Actual view of experimental set-up

Fig. 3. Actual view of experimental setting
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After the experiment, data was retrieved from the backend server for analysis. We
took 70% of the data to train the classification model and left 30% of the data to test the
trained data model. The following hardware and software were used to construct the
experimental environment. (See Table 2 for software, Table 3 for hardware.)

We designed the participant interface to display images in the following pattern:

1. Calm down blank screen (15 s of blank screen for participants to calm down)
2. 5 Unfamiliar images (Each image displayed for 3 s with a 3 s blank screen gap

between images)
3. 5 Deja-vu images (Same display pattern as previous)
4. 5 Familiar images (Same display pattern as previous).

Between every change of the displayed image, the program sends a signal to the
BRI program. The BRI program, at the same time, makes a marker every time the
participant interface signals.

The 15 s of calm down time at the start is not only vital for ensuring participants
have stable brainwaves, but is also necessary for the BR8 headset itself. Based on our
observation, the headset also needs time to adapt. We provide brainwave graphs cor-
responding to two different time intervals for a person who is doing nothing but sitting
still for comparison. In the graphs of the first 15 s (See Fig. 4), we observe a huge
spike, which is completely out of character compared with the graphs from 15 to 30 s
(See Fig. 5).

We carefully considered the time duration for displaying the images to ensure both
enough time to measure brainwave reaction and enough time for the participant to
remain clear-headed in order to prevent fatigue. A single round of the experiment took

Table 2. Software used for the experiment

Item Illustration

Microsoft
Windows 10

Computer operating system

Oracle Java 8 Programming language and executing environment of the interface for
participants

libSVM SVM classifier
nb_classify Naïve Bayes classifier
BRI Brainwave signal data collecting program for BR8
Eltima virtual serial
Port

Data communication interface for BRI software and Java platform

Table 3. Hardware used for the experiment

Item Illustration

Asus MD570 PC Computer used for the experiment
BR8 Brainwave headset
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around 2 min, with 15 images displayed. The hardware capability of the BR8 head-
set allows it to sample brainwave signals at 1000 Hz. Therefore 15 images with a
duration of 3 s each can create 45000 records of brainwave data.

BRI saves the brainwave data in CSV format with event markers placed at the end
of the specific data records. These markers can assist us to pull brainwave data that
corresponds only to the duration an image was displayed. We illustrate this in Fig. 6.

After the brainwave data collection process, we proceeded to the data preprocessing
process. The brain has many different sections, each with different functionality. In this
research, we focused on familiarity as an authentication token. To this end, the

Fig. 4. Graph of first 15 s

Fig. 5. Graph of 15 to 30 s

Seeing Is Believing 397



brainwaves originating from the parietal lobe are most likely target data for us to
analyze. If we take a look at the sensor placement of the BR8 headset, we can pinpoint
brainwave data received by sensor Pz as the most interesting to us (See Fig. 7) since
this sensor is closest to the parietal lobe.

Currently commercialized brainwave headsets are all non-invasive, relying on
sensors being kept properly in contact to the participant’s skin. Environmental issues
can therefore influence the data the sensors obtain. For example, the skin condition of
the participant (i.e. conductivity) or other electronic appliances in the immediate area
(e.g. a high-power-consumption apparatus) can interfere with the headset’s detection of
brainwave signal data. Although the BRI software provides a notch filter to filter out
the 50 Hz/60 Hz noise caused by the alternating current running through the power
cable, however, this is not enough. We applied Eq. (1) to all the data in order to

Fig. 6. Illustration of how markers assist in pulling a brainwave event data set

Fig. 7. The sensor’s locations and their corresponding sections of the brain [5]
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partially solve the issue and keep the behavior data. For comparison, we provide a
graph of brainwave data without applying Eq. (1) alongside a graph of brainwave data
with Eq. (1) applied below (See Figs. 8 and 9).

DRi ¼ Ri� Ri�1 ð1Þ

After the data preprocessing process was completed, we started to filter out the
similarities between profiles. We separated each participant’s brainwave data into data
for model training and data for model testing, according to a ratio of 7:3. Then we
appended all the data for model training from each participant to a single file and
trained it into another model for similarity removal. We then likewise fed each par-
ticipant’s data to be used for model training into the model for similarity removal. This
ensured any correctly classified records in the data would be kept, while wrongly

Fig. 8. Graph of brainwave without applying Eq. (1)

Fig. 9. Graph of brainwave with Eq. (1) applied
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classified data would be discarded. If the amount of any participant’s data to be used for
model training reached 30%, the whole data set of that particular participant would be
eliminated and recollected. After removal of similarities, we trained the cleaned-up
model training data into the model. We tested our model with the following procedure:

1. Choose a participant’s data as a target.
2. Set the SVM label other participants’ data into the target participant in order to

impersonate the target, in order to evaluate whether or not the classifier could
correctly classify the testing data as others but not the target participant.

3. Feed the testing data, respectively, into the trained model.

In brief, we expected the results illustrated in Table 4.

In this research, 20 participants took part in the experiment. That means there were
400 test cases.

Similarity removal improved the results significantly. For comparison, we provide
both the results of the model data without similarities removed (Table 5) and the results
of the model data with similarities removal (Table 6) below.

In Table 5, we see that 50 out of 400 cases were wrongly classified. In contrast,
with similarities removed, we see from Table 6 that only 15 out of 400 cases were
wrongly classified.

Table 4. Brief test procedure illustration and expected result

Test set Real label Faking as Expected result

1 A A Is A
2 B A Not A
3 C A Not A

Table 5. Results without similarities removed

Profile Err. count Profile Err. count Profile Err. count

CBH 1 HJK 2 SUT 1
CTY 3 HKU 3 TAC 1
CYX 1 HSY 1 WJH 3
DCZ 3 HYL 3 XCY 3
DYH 3 LBY 2 YXU 2
GJY 2 LRW 0 ZYT 2
HCH 3 LZZ 5
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3 Experiment Results

We extracted the tokens from brainwaves successfully after one round of data pre-
processing and two rounds of similarity removal. If we took 20 participants’ brainwave
data into the system, it was capable of reaching 100% accuracy, as shown in Table 7.

During data preprocessing, we observed an interesting phenomenon in the results of
the SVM and Naïve Bayes classifiers. Without any kind of data preprocessing of
brainwave data, SVM performed shockingly poorly in terms of classification, with 19
errors out of 20 in all cases. Basically, the trained model cannot tell which test data
belongs to which participant’s model, as shown in Table 8. The Naïve Bayes classifier,
however, performed classification of brainwave data without any preprocessing at an
acceptable rate of correctness, as shown in Table 9.

The SVM classifier achieved a result of 380 out of 400 cases wrongly classified,
while the Naïve Bayes classifier achieved a result of 55 out of 400 cases wrongly
classified. With a round of data preprocessing, however, SVM achieved a result similar
to the result attained by the Naïve Bayes classifier when handling brainwave data
without data preprocessing, with 47 out of 400 cases wrongly classified (See Table 9).
The performance of SVM sharply increased, while that of Naïve Bayes slightly

Table 6. Result with similarities removed

Profile Err. count Profile Err. count Profile Err. count

CBH 1 HJK 1 SUT 0
CTY 2 HKU 1 TAC 1
CYX 1 HSY 2 WJH 0
DCZ 0 HYL 0 XCY 0
DYH 0 LBY 3 YXU 1
GJY 0 LRW 0 ZYT 0
HCH 0 LZZ 2

Table 7. The final results with the authentication system

Profile Cor. count Err. count Profile Cor. count Err. count

CBH 20 0 HYL 20 0
CTY 20 0 LBY 20 0
CYX 20 0 LRW 20 0
DCZ 20 0 LZZ 20 0
DYH 20 0 SUT 20 0
GJY 20 0 TAC 20 0
HCH 20 0 WJH 20 0
HJK 20 0 XCY 20 0
HKU 20 0 YXU 20 0
HSY 20 0 ZYT 20 0
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increased, with 30 out of 400 cases wrongly classified (See Table 10). Without the
similarity removal process, it is possible that the Naïve Bayes classifier performs better
in terms of handling brainwave data.

4 Conclusion

In this research, we explore the link between experienced events and brainwave
reaction in a specific area of the brain. Understanding the link between the encountered
event and the area of the brain most likely to react to it, we can limit our focus to
brainwave data from this specific part of the brain, eliminating potential unwanted data

Table 10. The result of SVM classification of the preprocessed brainwave data

Profile Err. count Profile Err. count Profile Err. count

CBH 5 HJK 2 SUT 0
CTY 2 HKU 2 TAC 1
CYX 1 HSY 2 WJH 8
DCZ 1 HYL 1 XCY 4
DYH 5 LBY 2 YXU 3
GJY 2 LRW 1 ZYT 2
HCH 0 LZZ 3

Table 8. The result of SVM classification of brainwave data without data preprocessing.

Profile Err. count Profile Err. count Profile Err. count

CBH 19 HJK 19 SUT 19
CTY 19 HKU 19 TAC 19
CYX 19 HSY 19 WJH 19
DCZ 19 HYL 19 XCY 19
DYH 19 LBY 19 YXU 19
GJY 19 LRW 19 ZYT 19
HCH 19 LZZ 19

Table 9. The result of Naïve Bayes classification of brainwave data without data preprocessing

Profile Err. count Profile Err. count Profile Err. count

CBH 0 HJK 2 SUT 4
CTY 1 HKU 3 TAC 1
CYX 1 HSY 2 WJH 6
DCZ 4 HYL 3 XCY 5
DYH 2 LBY 1 YXU 1
GJY 9 LRW 0 ZYT 4
HCH 2 LZZ 3
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tuples in both the model and test data. Using a wearable headset with brainwave
retrieval functionality built in and machine-learning classifiers, we successfully
retrieved tokens from brainwave data and built an authentication system based on the
tokens. The data pre-processing step affects the classification results of the SVM
classifier dramatically. Without the pre-processing, the SVM classifier cannot correctly
classify the data. The Naïve Bayes classifier, on the other hand, does a better job of
handling raw brainwave data. After a similarity removal process, the results provided
by the SVM classifier becomes more acceptable. In the future, linking events and
reactions in specific sections of the brain can provide us with a better view of the small
parameters hidden in brainwaves. Uncovering those links could allow us to exploit a
wider range of possible uses of brainwaves.
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Abstract. At present, Elliptic Curve Digital Signature Algorithm
(ECD-SA) is extensively used because its implementation can be
achieved more efficiently with the same security level compared to RSA
and Digital Signature Algorithm (DSA). In particular, blockchain and
Fast IDentity Online (FIDO), which are attracting attention as key
infrastructure technologies to lead the fourth industrial revolution, use
ECDSA. However, scalar multiplication, which is the main operation of
ECDSA, has been reported to be vulnerable to side-channel attacks that
use only a single-trace. Notably, there is no perfectly secure countermea-
sure against Collision Attack (CA), which is the main form of attack
using a single-trace. As the attacks become more and more sophisti-
cated and powerful, such as CA, taking countermeasures against them
is required. Thus, in this paper, we propose a new scalar multiplication
algorithm called the T SM method. It is secure against Simple Power
Analysis (SPA) and Key Bit-dependent Attack (KBA). In particular,
the T SM method can fully cope with CA. To the best of our knowl-
edge, the T SM method is the first countermeasure against SPA, CA,
and KBA. Although it requires memory for pre-computation tables, it
has a computational advantage when we apply it to cryptosystems, such
as ECDSA, which use ordinary scalar multiplication based on a fixed
point P and random scalar k. The main operation consists of the small-
est number of operations compared with existing scalar multiplication
algorithms in which P is fixed.

Keywords: ECC · Scalar multiplication · Side-channel attacks
Single-trace attacks · Countermeasures

1 Introduction

A digital signature is a mathematical scheme to guarantee the authenticity
of digital messages or documents. This scheme provides authentication, non-
repudiation, and content integrity. Three types of algorithms are used for this
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signature: RSA [32], Digital Signature Algorithm (DSA) [8] and Elliptic Curve
DSA (ECDSA) [21,25]. RSA and DSA have been used widely in various appli-
cations, such as online shopping, banking, and billing, as well as VPN and anti-
cloning and Firmware Over the Air (FOTA) applications.

However, with changing security and performance requirements nowadays,
more mobile devices and web services are pointing toward the need for smaller
and faster signatures. A small key size and a more efficient implementation with
the same security level compared to the RSA and DSA make the ECDSA scheme
a viable alternative.

This scheme has been used in web-based TLS, various browsers and OSs (e.g.,
Firefox, Safari, IE, Chrome, Opera, Android, iOS, and Blackberry), and crypto
libraries (e.g., OpenSSL, Boring SSL, GnuTLS, Bouncy Castle, and Botan).
In particular, there are many popular ECDSA implementations related to the
blockchain and Fast IDentity Online (FIDO) running on various mobile devices
[18,24]. However, many key-extraction side-channel attacks (SCAs) against
ECDSA implementation on small devices (e.g., smartcards, RFID tags, FPGA,
and microcontrollers), mobile devices, and PCs have been presented from the
end of 1990 [1,6,10,19,31].

SCAs using physical vulnerabilities that occur when algorithms are per-
formed on an embedded system were primally presented by Kocher in 1996
[22]. Subsequently, various attacks against elliptic curve cryptography (ECC)
have been studied to verify physical vulnerabilities. In particular, SCAs that
must be considered for ECDSA, which uses a fixed point P and a random scalar
k, are Simple Power Analysis (SPA) [23], Collision Attack (CA) [2,4,5,9,12–
15,29,30,33–35,37], and Key Bit-dependent Attack (KBA) [36].

Various countermeasures against SPA have been proposed, but there is no
countermeasure which is perfectly secure against CA. The proposed counter-
measures to increase CA complexity have a significant performance penalty,
and these measures cannot perfectly counteract CA [16]. KBA, which has been
recently proposed at [36], is a potent attack because it can defeat any combina-
tion of existing countermeasures. It does not require sophisticated pre-processing
to eliminate noise. Besides, it is possible to recover a secret scalar using a single-
trace in hardware and software implementation with respectively success rate at
100% and 96.13%.

ECDSA is used in various application environments to ensure its safety, and
following the advent of the fourth industrial revolution and increasing attention
toward the blockchain and FIDO, the demand for a secure scalar multiplication
algorithm against single-trace attacks has been growing.

Our Contributions. In this paper, we propose a secure scalar multiplication
algorithm against single-trace attacks; this algorithm is called T SM (Sequence
Subset-based Scalar Multiplication) method. If some memory is available and the
point P is fixed like ECDSA, the proposed algorithm can be accelerated by pre-
computing some data that depend on P . Moreover, to the best of our knowledge,
the T SM method is the first countermeasure of elliptic curve scalar multiplica-
tion algorithm to secure against all SPA, CA, and KBA, as shown in Table 1.
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There was no theoretically perfect secure algorithm against CA. However, our
newest T SM method can fully cope with CA, since it uses pre-computation
tables which consist of distinct random values. Besides, the T SM method does
not scan the secret scalar bit by bit and does not base its calculation on the
scanned bit value. These are the main differences between our method and the
other proposed countermeasures. These differences also ensure safety against
KBA as well as SPA.

Table 1. Security evaluation

Algorithm SPA CA KBA

Montgomery Ladder [17] Secure Insecure Insecure

Möller window method [26] Secure Insecure Insecure

width-w NAF method [28] Secure Insecure Insecure

mLSB-set comb method [7] Secure Insecure Insecure

Our T SM method Secure Secure Secure

∗See details in Table 3 in Sect. 4

The remainder of this paper is organized as follows. In Sect. 2, we briefly
describe single-trace attacks on ECC. In Sect. 3, we describe our proposed algo-
rithm, and we show security and performance evaluation in Sect. 4. Conclusions
are presented in Sect. 5.

2 Preliminaries

In this section, we describe ECC that we discuss in this paper. Then, we explain
what single-trace attacks are. Prior to this, we define notations which are used
in this paper in Table 2.

2.1 Elliptic Curve Cryptography

Scalar multiplication, which is the main operation of ECC, is supposed to be
implemented securely against SCA. Since the most efficient and primary imple-
mentation method is Algorithm 1, countermeasures that are based on modifi-
cations of this algorithm have been proposed. Thus, until now, the proposed
scalar multiplication algorithms have comprised iterative operations such as
Algorithm 1, which scans the secret scalar bit by bit and whose calculations
are based on the scanned bit value.

Nowadays, ECDSA, which is shown in Algorithm2, is used in various applica-
tion environments such as web-based TLS, various browsers and OSs, and crypto
libraries. In particular, ECDSA implementations related to blockchain and FIDO
running on various mobile devices are very popular. However, scalar multiplica-
tion is vulnerable to SCA, so we need to consider countermeasures. In particular,
in environments in which the secret scalar changes randomly every execution,
such as ECDSA, we must consider security against single-trace attacks.
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Table 2. Notations

Notation Description

q The field order

Fq The finite field of order q

E(Fq) The elliptic curve over Fq

FR The field representation used for the elements of Fq

S The seed selected to randomly generate the coefficients of E(Fq)

a, b The coefficients that define the equation of E(Fq)

P The base point (xP , yP ) ∈ E(Fq) and xP , yP ∈ Fq

qt The order of the base point P

h The cofactor h = #E(Fq)/n

∞ The point at infinity

H A hash function

k A λ-bit secret scalar k = (kλ−1, kλ−2, · · · , k0)2

ki An i-th bit of secret scalar k where 0 ≤ i ≤ λ − 1

∈R (←R) random selection

{0, 1}λ A set of λ-bit strings

Algorithm 1. Scalar Multiplication : Left to Right Binary Method
Input : P = (x, y) a point on E(Fq), a λ-bit scalar k = (kλ−1, kλ−2, · · · , k0)2
Output : Q = k · P

1: Q ← ∞
2: for i = λ − 1 down to 0 do
3: Q ← 2Q
4: if ki = 1 then
5: Q ← Q + P
6: end if
7: end for
8: Return Q

Algorithm 2. ECDSA signature generation [11]
Input : Domain parameter D = (q, FR, S, a, b, P, qt, h), secret key d, message m
Output : Signature (r, s)

1: Compute random integer k with 0 < k < qt

2: Compute k · P = (xR, yR)
3: Compute r = xR mod qt; If r = 0 then go to step 1
4: Compute k′ = k−1 mod qt

5: Compute h = H(m)
6: Compute s = k′(h + dr) mod qt. If s = 0 then go to step 1
7: Signature of m is (r, s)
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2.2 Single-Trace Attacks on Scalar Multiplication

Our proposed scalar multiplication algorithm is intended for application in envi-
ronments in which the secret scalar changes randomly with every execution, as
seen in the execution of ECDSA. Thus, we need not consider Differential Power
Analysis (DPA) [23] as a risk. Therefore, in this section, we describe single-trace
attacks, which are differentiated into SPA, CA, and KBA.

Simple Power Analysis exploits the patterns of secret scalar bit-dependent
conditional branches from a single-trace [23]. For instance, Algorithm 1 can be
broken by distinguishing the differences between point doubling and point addi-
tion operations, as shown in Fig. 1. Mainly, to extract the secret scalar, these
attacks are based on a vulnerability in which the algorithm behaves irregularly
according to the secret scalar bit ki. That is, there is an irregularity that a point
doubling operation always occurs, but a point addition operation only occurs
when the value of ki is one.

Theorem 1. If the point doubling operation is different from the point addition
operation and an algorithm behaves irregularly according to the secret scalar bit
ki, then the algorithm is vulnerable to SPA.
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Fig. 1. Partial power trace of scalar multiplication
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Algorithm 3. Scalar Multiplication : Doubling and Addition Always [3]
Input : P = (x, y) a point on E(Fq), a λ-bit scalar k = (kλ−1, kλ−2, · · · , k0)2
Output : Q0 = k · P

1: Q0 ← ∞, Q1 ← ∞
2: for i = λ − 1 down to 0 do
3: Q0 ← 2Q0

4: Q1−ki ← Q0 + P
5: end for
6: Return Q0

Collision Attack is a kind of higher-order DPA based on the interrelation-
ships between data. It is also known as a horizontal attack which can extract
secret scalar bits from a single-trace [37]. For example, collision attack on Algo-
rithm3, when the ki = 0, collision of input data (kλ−1, kλ−2, · · · , ki+1, 0)2 · P
occurs between the point addition operation of i iteration and the point doubling
operation of (i − 1) iteration as follows:

- point doubling of i iteration = 2((kλ−1, kλ−2, · · · , ki+1)2 · P )

- point addition of i iteration = (kλ−1, kλ−2, · · · , ki+1, 0)2 · P + P

- point doubling of (i − 1) iteration =

{
2((kλ−1, kλ−2, · · · , ki+1, 0)2 · P ), if ki = 0
2((kλ−1, kλ−2, · · · , ki+1, 1)2 · P ), if ki = 1

but when ki = 1, input data collision does not occur. Thus, depending on the
occurrence of the collision, the secret scalar bits can be extracted. We can classify
CA into five types, which are experimentally proven, as follows.

Theorem 2. If information collision is determined according to the secret scalar
bit ki, then the algorithm is vulnerable to CA.

(i) When the collision of input data of two same operations is determined
according to the secret scalar bit ki [9,12,15,35,37].

(ii) When the collision of input data of two different operations is determined
according to the secret scalar bit ki [12].

(iii) When the collision of two operations, using the same input data, is deter-
mined according to the secret scalar bit ki [15].

(iv) When the use of register for data saving (or loading) is determined according
to the secret scalar bit ki [13,14,29,30,33].

(v) When the collision between saved and loaded data, at the data saving and
loading step, is determined according to the secret scalar bit ki [12].

Additionally, for algorithms with operations that refer to a pre-computation
table, there exists a vulnerability to CA when repeating the reference to the same
position of the table. This vulnerability comes about because, if the algorithm
refers to the same position, register and input data value can collide when loading
data from the pre-computation table [20,27].
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Theorem 3. If the algorithm repeats the reference to the same position of the
pre-computation table, then the algorithm is vulnerable to CA.

Key Bit-Dependent Attack uses the leakage which occurs in a secret scalar
bit check phase [36]. This phase involves extracting the scalar bit value from
an λ-bit scalar string k = (kλ−1, kλ−2, · · · , k0)2 and storing this value in a ki

variable. For example, at the beginning of each iteration of Algorithm1, that is,
before starting Step 3, there is a phase which involves checking of the secret scalar
bit ki value to operate according to the ki value. This phase exists in various
countermeasures because most of these measures are based on the structure
of Algorithm 1. In this phase, the secret scalar bits are directly loaded, thus
affecting power consumption, as shown in Fig. 2.

(a) Classification according to ham-
ming distance between ki and ki+1 (in
case of hardware implementation)

(b) Classification according to ham-
ming weight of ki (in case of software
implementation)

Fig. 2. Key Bit-dependent attack [36]

For this reason, power consumption is related to the hamming distance
between ki+1 and ki (0 ≤ i < λ − 1) in hardware implementation. Thus, the
attacker can extract the secret scalar by classifying power consumption traces
into two groups: one group represents information ki+1 = ki and the other
ki+1 �= ki. A large difference between the two groups appears at the beginning
of each sub-trace since the scalar bit check operation is performed at the starting
point of the iteration. Moreover, in [36], Sim et al. showed that it is possible to
distinguish two groups through SPA precisely when the attacker classifies using
this point, as shown in Fig. 2(a). That is to say, the success rate of extracting the
secret scalar bits is 100%. A similar vulnerability also exists in software imple-
mentation, as shown in Fig. 2(b). In case of software implementation, the success
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rate is 96.13%. KBA does not require any knowledge about the input values; it
only needs a single-trace.

Theorem 4. If a secret scalar bit check phase to operate according to a secret
scalar bit ki value exists, then the algorithm is vulnerable to KBA.

3 Our Proposal

In this section, we propose a Sequence Subset-based Scalar Multiplication algo-
rithm, called T SM, which is a new method to counteract the three kinds (SPA,
CA, and KBA) of single-trace attacks. This method can be applied to cryptosys-
tems, such as ECDSA, which use an ordinary scalar multiplication based on a
fixed generator of a group.

3.1 T SM Method

Our proposed method, T SM, requires two pre-computation tables comprising
the following values: one is a set of random scalar values, and the other is a set
of scalar multiplication values of each random scalar value. The method consists
of the following two algorithms: Setup and Calculation.

Setup(λ, P ). Given a security parameter λ ∈ Z
+ and an (additional) group

element P , the setup algorithm runs as follows:
1. Pick two integers m,n ∈ Z

+ such that mn = λ. Choose 2m × n distinct
random scalar values x(i,j) ∈R {0, 1}λ where 0 ≤ i < 2m and 1 ≤ j ≤ n.

2. Construct a table Ts with 2m rows and n columns. Set x(i,j) to be the
(i, j)-entry of Ts.

3. Construct 2m by n table TP corresponding to the table Ts. Compute
Q(i,j) = x(i,j) · P and set Q(i,j) to be the (i, j)-entry of TP . (To easily
explain of our calculation algorithm, we set the row index starts at 0 and
the column is 1.)

4. Output two tables Ts and TP (see Algorithm 4).

Algorithm 4. Setup
Input : a security parameter λ ∈ Z

+, an additional group element P ∈ E
Output : m, n, Ts, TP

1: Pick two integers m, n ∈ Z
+ (m × n = λ)

2: for i := 0 up to 2m − 1 do
3: for j := 1 up to n do
4: x(i,j) ←R {0, 1}λ

5: Q(i,j) ← x(i,j) · P
6: end for
7: end for
8: Return m, n, Ts = {x(i,j)}, TP = {Q(i,j)}



T SM: Elliptic Curve Scalar Multiplication Algorithm Secure 415

Algorithm 5. Calculation
Input : a security parameter λ ∈ Z

+, m, n, qt, pre-computation tables Ts and TP

Output : k, Q = k · P

1: Choose a random string r ∈R {0, 1}λ

2: k ← 0, Q ← ∞
3: mask ← m-bit string with 1’s for all bits
4: for j := n down to 1 do
5: tj ← (r � (λ − m × j)) & mask
6: k ← k + x(tj ,j)

7: Q ← Q + Q(tj ,j)

8: end for
9: k ← k mod qt

10: Return k, Q

Calculation(λ,m, n, qt, Ts, TP ). To calculate scalar multiplication, the algorithm
does the following:
1. Choose a random string r ∈R {0, 1}λ.
2. Split the random string r into m-bit substring blocks as r = (rλ−1, rλ−2,

· · · , r0)2 = t1||t2|| · · · ||tn where tj = (rλ−m(j−1)−1, · · · , rλ−mj)2 is an
m-bit substring, i.e., the j-th block of r.

3. For each substring tj where 1 ≤ j ≤ n, pick the (tj , j)-th entries x(tj ,j)

and Q(tj ,j) from the tables Ts and TP , respectively.
4. Generate a scalar k and compute its scalar (point) multiplication k ·P to

be

k =
n∑

j=1

x(tj ,j) mod qt, k · P =
n∑

j=1

Q(tj ,j)

where qt is the order of the group.
5. Output the two values k and k · P (see Algorithm 5).

Note that the proposed method can be used to compute modular exponentiation
gk mod N for secret exponent k by multiplying {Q(tj ,j)} = {g

x(tj ,j)} values,
where N is the modulus, g ∈ Z

+ (0 < g < N), and k =
∑n

j=1 x(tj ,j) mod N .
The value k in our method is unpredictable. Therefore, the method does not
compute scalar multiplication for a given value k.

3.2 Example

In this section, we describe the T SM method with λ = 256,m = 8, and n = 32
(see Fig. 3).

Setup(256, P ). Choose 28 × 32 distinct random scalar values x(i,j) ∈R {0, 1}λ

where 0 ≤ i < 28 and 1 ≤ j ≤ 32. Construct two tables Ts and TP by
computing Q(i,j) = x(i,j) · P .
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(a) secret scalar

(b) scalar multiplication

Fig. 3. Calculate using 256-bit random scalar sequence (m = 8, n = 32)

Calculation(256, 8, 32, qt, Ts, TP ). Suppose a random string r is as follows.

r = 11111110||00000010||00000000|| · · · ||00000010||11111111||1111110

Set t1 = (11111110)2 = 254, t2 = (00000010)2 = 2, . . ., and t32 =
(11111110)2 = 254. Then, as shown in Fig. 3, k is calculated as (x(254,1) +
x(2,2) + x(0,3) + · · · + x(2,30) + x(255,31) + x(254,32)) mod qt and k · P is
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computed as Q(254,1) + Q(2,2) + Q(0,3) + · · · + Q(2,30) + Q(255,31) + Q(254,32) =
(x(254,1) + x(2,2) + · · · + x(255,31) + x(254,32)) · P = k · P , where qt is the order
of the group.

4 Security Evaluation Against Single-Trace Attacks and
Performance Evaluation

4.1 Security Evaluation Against Single-Trace Attacks

We prove the security of the proposed T SM method against single-trace attacks.

Simple Power Analysis Resistant. The proposed T SM method consists of
only point addition operations, Q ← Q + Q(tj ,j). Moreover, there is no phase in
which the secret scalar k is scanned bit by bit and where calculations are made
according to the scanned scalar bit ki. The T SM method operates regardless
of the secret scalar bit ki, and it only depends on the random string r, which
is not associated with the secret scalar k, as shown in Algorithm5 Steps 6 and
7. Accordingly, it does not satisfiy the assumption of the proposed SPA so far,
that is, the assumption of Theorem 1. Therefore, the attacker cannot obtain
any information about the secret scalar bits from SPA, so the T SM method
guarantees safety against SPA.

Collision Attack Resistant. The proposed T SM method uses a pre-
computation table Ts which consists of 2m × n distinct random scalar values
x(i,j), where 0 ≤ i < 2m and 1 ≤ j ≤ n. Thus, the input data x(tj ,j) of Step
6, k ← k + x(tj ,j), of Algorithm 5 are always different. Therefore, the collision
of the input data is impossible. Moreover, the input data are loaded from a
pre-computation table regardless of the secret scalar bit ki. When performing
Step 7, Q ← Q + Q(tj ,j) of Algorithm 5, the collision of the input data Q(tj ,j)

is also impossible. Accordingly, it does not satisfy the attack assumption of
Theorem 2(i), so it guarantees safety for Theorem2(i). It is also impossible to
have CA using Theorem 2(i), when performing Step 7, Q ← Q+Q(tj ,j), of Algo-
rithm5.

The following confirms that it does not satisfy the proposed CA assumptions,
as shown in Theorem 2(ii–v).

(i) The T SM method uses pre-computation tables Ts and TP which consist of
2m × n distinct random values, where 0 ≤ i < 2m and 1 ≤ j ≤ n.

(ii) The T SM method always performs regular operations regardless of the
secret scalar bit ki, and its input data differ from each other.

(iii) The T SM method saves the results of its operations to the same registers
k and Q during Steps 6 and 7 of Algorithm5. Besides, it does not refer to
the same position of the array during Steps 6 and 7 of Algorithm5 for each
iteration because i increases in every iteration.
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(iv) The saved and loaded data k (or Q) at the data saving and loading step
during Step 6 (or 7) of Algorithm5 is always the same.

As we explained above, because i increases in every iteration, the T SM
method refers to another position of the array when executing Steps 6 and 7
of Algorithm 5 for each iteration. Thus, the proposed CA assumptions shown
in Theorem 3 are not satisfied. Consequently, the attacker cannot obtain useful
information about the secret scalar through CA, so the proposed T SM method
guarantees safety against CA.

Key Bit-Dependent Attack Resistant. In the proposed T SM method, the
data-dependent branch does not exist. That is, there is no operation dependent
on the secret scalar bit value. Besides, there is no secret scalar bit check phase
and power consumption which is affected by the secret scalar bit value. There is
only a phase which involves checking the random r value not associated with the
secret scalar k. Thus, it is impossible to acquire the secret scalar by applying
KBA. Hence, it is impossible to acquire the secret scalar by applying KBA
because it does not satisfy KBA assumption of Theorem 4. As a result, the
proposed method guarantees safety against KBA.

4.2 Performance Evaluation

The proposed T SM method can execute efficiently by calling pre-computed
values. As shown in Table 3, it only needs to perform n point addition operations.
Figure 4 shows that the T SM method is faster than other algorithms, such as the
fixed-base method, when λ is 256 and A is 1.5D (in the case of a prime field and
projective coordinates) [11]. That is, it has an advantage when applied to public
key cryptosystems, such as ECDSA, which use a fixed P and a random secret
scalar k. Besides, our T SM method does not require scalar recoding. When we
construct the matrix of size 2m × n, m, and n satisfying m × n = λ, memory
is required to store the pre-computation tables, as shown in Table 3. Thus, this
proposed algorithm consumes much memory to store the pre-computation tables.
However, since ECDSA is an algorithm widely used in general environments, for
instance, laptops, mobile devices, and hardware appliances, the table size of
T SM method can be practical.

Table 3 shows the security and performance evaluation results. We compare
whether there is resistance to single-trace attacks, whether scalar recoding is
necessary, the pre-computation table size, and main operation amount. The pro-
posed T SM method can counter single-trace attacks and has a small main oper-
ation amount compared with other algorithms based on the fixed-base method.
Moreover, to the best of our knowledge, the T SM method is the first counter-
measure secure against SPA, CA, and KBA. Thus, though it needs memory for
pre-computation tables, applying our proposed algorithm is essential.
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Table 3. Security and performance evaluation

Algorithm SPA CA KBA Recoding Pre-computation

Table size

Main operation

Montgomery ladder [17] O X X Y 0 (λ − 1) · A
+(λ − 1) · D

λ = 256 0 255A + 255D
Möller window method [26] O X X N (2w · 2λ)-bit d · A + d · w · D

(where d′ = d + 1)

λ = 256, w = 2 256 B 128A + 256D
λ = 256, w = 4 1 KB 64A + 256D
λ = 256, w = 8 16 KB 32A + 256D
λ = 256, w = 16 4 MB 16A + 256D
Möller window method [26] O X X N (2w · 2λ)-bit d · A + d · w · D

(where d′ = d + 1)

λ = 256, w = 2 256 B 128A + 256D
λ = 256, w = 4 1 KB 64A + 256D
λ = 256, w = 8 16 KB 32A + 256D
λ = 256, w = 16 4 MB 16A + 256D
width-w NAF method [28] O X X N (2w−1 · 2λ)-bit d · A + d · w · D

(where d′ = d + 1)

λ = 256, w = 2 128 B 128A + 256D
λ = 256, w = 4 512 B 64A + 256D
λ = 256, w = 8 8KB 32A + 256D
λ = 256, w = 16 2MB 16A + 256D
mLSB-set comb method [7] O X X N ((v · 2w−1) · 2λ)-bit (ev − 1) · A

+(e − 1) · D
λ = 256, w = 2, v = 2 256B 127A + 63D
λ = 256, w = 4, v = 2 1KB 63A + 31D
λ = 256, w = 8, v = 2 16KB 31A + 15D
λ = 256, w = 16, v = 2 4MB 15A + 7D
Our T SM method O O O Y ((2m × n) · 3λ)-bit n · A
λ = 256, m = 2, n = 128 48 KB 128A
λ = 256, m = 4, n = 64 96 KB 64A
λ = 256, m = 8, n = 32 768 KB 32A
λ = 256, m = 16, n = 16 96 MB 16A

∗ D is a point doubling operation

∗ A is a point addition oeration

∗ λ is the bitlength of the secret scalar k

∗ w is window width, d = �λ/w�
∗ d′ is the length of the recorded scalar, which is either d or d + 1

∗ v is a table parameter v ≥ 1, e = �λ/wv�
∗ m and n are satisfying m × n = λ

∗ O: algorithm is an effective countermeasure against an attack

∗ X: algorithm is attacked by an attack

∗ N: scalar recoding is needed before Main operation

∗ Y: scalar recoding is not needed before Main operation
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Fig. 4. The number of point addition in main operation (λ = 256, A = 1.5 · D)

5 Conclusion

In this paper, we proposed the T SM method which can counter single-trace
attacks. In particular, our proposed algorithm is a state-of-the-art scalar mul-
tiplication algorithm that can fully resist CA. No existing countermeasure is
theoretically perfect to counter CA. Besides, the T SM method can counter SPA
and KBA because it does not scan the secret scalar bit by bit and its calcu-
lation is not based on the scanned bit value. Even though the proposed algo-
rithm requires much memory to store pre-computation tables, there is a benefit
concerning speed since the main operation consists solely of n point addition
operations. Moreover, environments which use ECDSA usually have sufficient
memory, so the table size is practical, and it has advantages when applied
to cryptosystems, such as ECDSA, which use a fixed P and random secret
scalar k.
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Abstract. Side-channel attacks are effective attacks against modern
cryptographic schemes, which exploit the leaking information besides
input and output to the algorithm. As one of the cache-based side-
channel attacks, Flush+Reload features high resolution, low noise, and
virtual machine compatibility. However, a state-of-the-art Flush+Reload
attack only reveals whether the memory address is accessed or not.
This paper presents differential Flush+Reload attack that can recover
the access sequence of memory addresses, which could lead to new vul-
nerabilities. The idea is to analyze statistical difference among multiple
Flush+Reload results. Specifically, we add controlled delay between the
start of victim calculation and the memory flush. Multiple Flush+Reload
results with different delays are measured to determine the memory
access sequence. Under this concept, we demonstrate the details of a
successful recovery of T-table access sequences for an AES implementa-
tion from MatrixSSL version 3.9.3 on an Intel CPU.

Keywords: Side-channel · Cache attack · Differential Flush+Reload
Access sequence

1 Introduction

Cryptographic schemes prevent confidential information from being accessed by
unauthorized entities and have been adopted in wide range of applications. Most
cryptographic schemes have been thoroughly reviewed to avoid potential weak-
ness. However, a theoretically secure scheme will not guarantee its security in its
practical application. An unconsidered implementation will weaken the scheme,
even make it exploitable to attackers.

The side-channel attack is an important part of the modern cryptographic
analysis, and is recognized as the most practical approach to break a strong
cryptographic algorithm. In addition to the input and output to the algorithm,
side-channel attacks exploit extra leaked information, such as power consump-
tion, electromagnetic emission, timing information, etc. [11] to extract the secret
key.
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Cache-based side-channel attacks have received more attention in recent
years. These attacks exploit the difference of data access latency between CPU
cache and main memory. Measuring cache-based leakage does not require addi-
tional equipment, the attack can be mounted without special privileges. There-
fore, cache-based side-channel attacks are the threat for software cryptographic
implementation, especially in cloud environments.

In 1992, Hu [7] demonstrated the possibility of extracting data from a cache
channel for the first time. Kocher [10] and Kelsey et al. [9] mentioned that
cache could threaten the security of cryptographic algorithms. The first formal
studies of such attacks were given by Page [14,15]. The first practical cache-
attack against DES cryptographic algorithm was proposed by Tsunoo et al. [16].

Aciiçmez et al. [1] were the first to exploit the instruction cache as well as
the data cache, targeting OpenSSL’s RSA implementation. Brumley and Boneh
[3] carried out a practical remote timing attack. Chen et al. [4] improved the
instruction cache-based trace-driven timing attack on RSA. Meanwhile, AES
implementation is one of the most popular targets for cache-based side-channel
attacks. Based on time-driven attacks, Bernstein [2] demonstrated the first cache-
based side-channel attack on AES. Osvik et al. [13] presented Evict+Prime and
Prime+Probe attacks for a spy process to monitor cache usage in the victim
process, both of them recovered the AES encryption key.

This paper focuses on the cache-attack categories as Flush+Reload. The
Flush+Reload attack can reveal whether a piece of memory has been accessed
between the flush and reload operation. The attack was first proposed by Gul-
lasch et al. [5], in which the victim was slowed down by abusing Completely Fair
Scheduler. Yarom et al. [18] proposed a Flush+Reload attack to recover RSA
private keys using instruction cache. Yarom et al. [17] also showed Flush+Reload
attack could be used to recover secret keys from Elliptic Curve Digital Signa-
ture Algorithm (ECDSA). Irazoqui et al. [8] presented the first cross-VM attack
on AES. Gülmezoğlu et al. [6] proposed an improvement to [8] that flushed in
between the encryption rounds to achieve lower noise and better efficiency. Zhang
et al. [19] proposed an automation-driven framework to attack web applications
in PaaS environments with Flush+Reload.

The time resolution for Flush+Reload is the time span between the flush and
reload operation, which is usually the duration of entire encryption. Improving
time resolution generally yields better results. For example, Gülmezoğlu et al.
[6] proposed an improvement to [8], the number of traces to recover the key
reduces from 100, 000 to 3, 000 in spy-processes based attacks, and from 400, 000
to 10, 000 in cross-VM attacks.

Compared with other cache-based attacks, Flush+Reload attacks have a
relatively lower resolution in time. In [12], by utilizing CPU interrupts, a
Prime+Probe attack was applied to obtain every access to T-tables and recovers
the key with 30 traces. Also, Flush+Reload attacks will not leak any information
if the entire T-tables are accessed during the encryption.

We further improve the time resolution of Flush+Reload attack. By stati-
cally analyzing the difference between Flush+Reload results, we not only reduce
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the noise but achieve better time resolution than the general Flush+Reload.
Specifically, our contribution is summarized as follows: we present a new cache-
based side-channel attack named differential Flush+Reload, which is capable
of retrieving memory address access sequence, rather than whether the mem-
ory is accessed or not, during the encryption. We start from a straightforward
approach that could theoretically recover the memory access sequence by sorting
their timestamps. Then we propose the differential Flush+Reload that compares
cache line status with different delays to determine their access sequence. Fur-
thermore, we validate our proposal and determine the memory address access
sequence with AES implementation from MatrixSSL version 3.9.3.

The rest of paper organizes as follows. Section 2 presents the background
on CPU cache and general Flush+Reload attacks. Section 3 presents both
approaches to retrieve memory access sequence. Section 4 reports results of val-
idation. Section 5 discusses the pros and cons as well as future works.

2 Background

2.1 CPU Cache and Memory

The CPU, or Central Processing Unit, is one of the key components in computer
systems, whose main task is executing instructions. The CPU reads instructions
from the memory and performs computation with data on register or on main
memory. While most operations can be done in a few clock cycles, accessing
main memory costs hundreds of cycles, and becomes the bottleneck. Cache is
introduced to improve performance, which is a piece of small but fast storage
inside the CPU. When accessing data from memory, the CPU first checks if the
cache contains the data. If so, the data will be read from cache, saving the time
to access from the main memory, which is called a cache hit. If not, the data
will be read from the main memory and saved to cache for future use, which is
called a cache miss.

CPU cache breaks into several levels. Level one cache is the smallest and the
fastest, and usually dedicated to one physical CPU core. Last Level Cache (LLC)
is the largest and the slowest, and usually shared among all cores on the same
CPU socket. CPU cache is exchanged with main memory in the granularity of
cache lines, which is the minimum size of data to be cached. For most x86 CPUs,
each cache line is 64 bytes.

2.2 Cache-Based Side-Channel Attack

With mechanics of cache and memory described in the previous subsection, CPU
cache might leak information from one process to another process even though
there is no data exchange between them. Assuming that a spy process S and
a victim process V run on the same multi-tasking operation system, if S and
V have shared physical memory, S can monitor victim’s memory access with
Flush+Reload, which consists of following steps:
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– Flush Stage: S flushes the chosen memory address out of CPU cache with
clflush instruction, to make sure that the next access to the address will be
fetched from memory.

– Victim Access Stage: S waits for V to execute, which may possibly access
the memory flushed by S.

– Reloading Stage: S performs a timed reload on the chosen memory address.
If V accessed the flushed memory address, the data would be loaded into not
only the level one cache but also the last level shared cache, S would have a
lower reload latency since the data would be retrieved from the shared cache.
If V did not access the flushed memory address, the data would not be loaded
into cache, and S would have a high reload latency, because the data had to
be retrieved from the main memory.

2.3 Flush During Encryption

Figure 1 shows the scheme of general Flush+Reload without accurate synchro-
nization. The attacker flushes out memory address before encryption and reloads
the memory address after encryption completes, to infer whether the memory
address is accessed by the victim during the encryption. However, given that the
attacker is usually interested in the memory address accessed in the last round
of the encryption, there might be a lot of noise for the memory address access
in previous rounds.

Encryption
Time

noise useful

Flush[x]
TF

Reload[x]
TR

whether [x] is ac-
cessed during TF ∼
TR

Fig. 1. The scheme of general Flush+Reload

To reduce noise, [6] proposes an improvement that flushes during the encryp-
tion. The attacker is required to detect the execution of encryption function from
the victim process, which can be implemented as detecting whether the code for
encryption function is cached in CPU. The memory address is flushed after-
ward. As shown in Fig. 2, memory address accesses before TDF will be flushed
and will not affect reload results. Only memory address accesses occurring after
TDF will affect reloads. Compared with original Flush+Reload, the improved
method reduces noise, thus contributes to a better key recovery. However, this
method is still unable to recover the access sequence of each memory address,
with which the key recovery efficiency might be further improved.



428 Z. Yuan et al.

Encryption
Time

noise useful

Detect Flush[x]
TDF

Delay

Reload[x]
TR

whether [x] is ac-
cessed during TDF ∼
TR

Fig. 2. The scheme of improved Flush+Reload proposed by [6]

3 Recover Access Sequence with Flush+Reload

Existing Flush+Reload attacks can only reveal whether a piece of memory has
been accessed between the flush and reload operation, which contains more noise
than the information interested by attackers. They cannot reveal the memory
address sequence, that might contains more information for efficient key recover.

We present an approach to determine the access sequence of multiple memory
addresses. The first point is to flush multiple memory addresses simultaneously
during encryption and reload them afterward. Thus we can split the memory
addresses into two groups by whether they are reloaded by the victim after the
flush, and determine the access sequence between two groups. The second point
is to compare the group of cached memory addresses from different delays to
determine the access sequence among the addresses.

In this section, we first analyze the necessary capabilities for attackers to
mount the attack. Then we present a straightforward approach to recover the
access sequence by comparing the timestamp when the memory is accessed. Later
we present a practical method to recover the access sequence with differential
Flush+Reload technique.

3.1 Attacker Capabilities

Similar to [6], we assume that attacker can run an unprivileged spy process S on
the same physical CPU as the victim process V , so that S shares the last level
cache with V . Besides, S should have access to the shared tables from V , which
can be achieved via memory map mechanism provided by the operating system,
or via memory deduplication by Virtual Machine Manager (VMM). In other
words, S has access to the same cache corresponding to the memory, enabling S
to monitor the memory access activity from V . Besides the memory address for
the tables used in encryption, S also needs the memory address which contains
the beginning of encryption code, in order to detect the start of encryption using
the Flush+Reload method.

S should also be able to trigger an encryption with fixed input. Apart from
[6], S should be able to delay its execution by a fraction of time, ranging from a
few to hundreds of cycles, in order to observe the memory access starting from
a different time of the encryption progress.
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3.2 Näıve Approach: By Timestamp

Method. To determine the access sequence of given memory addresses by V , a
straightforward solution is to find out all absolute timestamps when each mem-
ory address is accessed by V , and sort the timestamps to get the memory access
sequence. However attackers cannot record the timestamp from the victim pro-
cess, since it requires modifying the victim program, which goes beyond attacker’s
ability.

A workaround for attackers is to find the access timestamp with
Flush+Reload. Assuming memory address M is accessed during the encryption,
M ’s access timestamp can be determined with following steps:

– Flush: S flushes all possible shared memory with V to slow down the encryp-
tion.

– Request: S triggers encryption in V with fixed input.
– Synchronize: S performs Flush+Reload with the memory address contain-

ing the code of encryption. If the reload time is lower than the average time
to load data from memory, S can conclude that V has been running the
encryption function, and should continue on the next step; otherwise V is
not running the encryption, and S should try to synchronize again.

– Delay: S delays its execution for a controlled duration immediately after
synchronization.

– Flush+Reload: S performs Flush+Reload on one of the tables’ memory
address. More specifically, S first flushes the memory address out of cache.
Then waits for encryption to finish, either via network communication or just
waiting for a fixed time. Finally S reloads the memory address to determine
whether V accessed the memory M after S flushed it.

Encryption
Time

Detect Flush[x]
TF1

Flush[x]
TF2

Reload[x]
TR1

Reload[x]
TR2

Delay1

Delay2

whether [x] is ac-
cessed during TF1 ∼
TF2

output: timestamp

Fig. 3. The scheme of Näıve Flush+Reload

Analysis. Assuming that the synchronization is accurate, S forwards into delay
immediately after V starts encryption. If S does not delay at all, it will flush M
at the beginning of victim’s encryption. Afterward, V will access M during the
encryption, and S will have a fast reload time, since the cache contains M .
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We still assume that M is accessed during the encryption and the synchro-
nization is accurate. If S delays for a time longer than encryption, S will flush
after encryption finishes. Since the encryption is finished and V will not access
M anymore, S will always have a slow reload time, because the cache does not
contain M .

Based on the accurate synchronization assumption and the analysis above,
we can infer that by increasing delay time, spy’s observation for M changes
from cache hit to cache miss. If the attacker can delay the flush accurately,
the exact delay time when attacker’s observations change is also the exact time
when V accesses M . By repeating the procedure for each memory address, we
can determine the access sequence among them.

Limitation. If M is accessed multiple times during the encryption, only the
timestamp of the last access can be retrieved, because the Flush+Reload works
by checking the existence of cache, the latter access will overwrite the cache
status, thus only the last access time can be recovered.

Meanwhile, this approach only allows one memory address to be probed at
one time, since flushing cache will slow down the victim process, and delay any
consequent memory access to make the latter timestamp not accurate at all.

Another limitation for this approach is the requirement for accurate synchro-
nization and delay. The memory accesses in last round are usually cache hits and
their access latencies are small, even smaller than the timing jitter from synchro-
nization and delay. Picking up the signal from access sequence requires a large
number of samples, rendering it impractical for attackers to extract information.

3.3 Differential Approach

To workaround with the limitation of the naẗıve approach, especially the require-
ment for accurate synchronization and delay, we propose another approach that
requires neither of them. Instead of determining access sequence by timestamp,
we compare the set of cached memory addresses during a general Flush+Reload
attack from arbitrary delays, and recover the access sequence from their
difference.

Method. Assuming memory address M1,M2 . . .Mn are accessed during encryp-
tion, S can determine their access sequence by:

– Request: S triggers encryption operation in V with fixed input.
– Synchronize: S tries to synchronize with the beginning of encryption in V ,

and this step is the same as the previous approach.
– Delay: S delays its execution for a roughly controlled time immediately after

synchronization.
– Flush+Reload: S performs Flush+Reload on M1,M2 . . .Mn in batch, and

determines which memory addresses are reloaded during the encryption. More
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specifically, S first flushes M1,M2 . . .Mn out of cache, then waits for encryp-
tion to finish, finally S reloads M1,M2 . . .Mn to determine whether V has
accessed these memory addresses after S flushed them.

Encryption
Time

Detect Flush[x]1...n
TF1

Flush[x]1...n
TF2

Reload[x]1...n
TR1

Reload[x]1...n
TR2

Delay1

Delay2

whether [x]1...n is
accessed during
TF1 ∼ TF2

output: sequence

Fig. 4. The scheme of differential Flush+Reload

Recover Sequence. If both memory addresses M1 and M2 are accessed by the
victim during the encryption, but in one trace retrieved by attacker, M1 has a
long reload time, while M2 has a short reload time, the attacker can conclude
that M2 is accessed by the victim after the flush stage, but M1 is not. Given
that M1 is accessed during the encryption, it must have been accessed before
the flush stage, thus M1 is accessed before M2.

With this method, the attacker can divide memory addresses into two sets
from any single trace: a reloaded set of memory addresses which are accessed
after flush stage, so they have short reload latencies; and an unloaded set of
memory addresses which are not accessed after flush stage, so they have long
reload latencies. The reloaded set is always accessed after the unloaded set, no
matter how long the delay stage is taken.

To determine the access order for memory address M , a possible method is to
find two reloaded sets GR1, GR2, such that GR1 \GR2 = {M}, we can conclude
that the M is accessed just before any other memory addresses in GR2, thus
M ’s access sequence can be determined. By repeating this process for all memory
addresses, the attacker can learn the whole access sequence.

However, determining access order by difference of two reloaded sets is not
fault tolerant, the reloaded sets should be all correct for a successful recovery,
which is not realistic for side-channel attacks.

To make the recovery fault tolerant, a common approach is to repeat the
attack and use statistical results. For a group of memory addresses flushed at
the same time, the later the memory address is accessed, the more likely that
it will be reloaded after the flush, ending up with a cache hit from the S. By
accumulating the cache hit count, the access sequence can be recovered with
error tolerance: the more cache hit count a memory address gets, the later the
memory address is accessed during the encryption.
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Noise. This approach is insensitive to the delay. However, it is sensitive to the
flushing sequence.

When flushing multiple memory addresses, the attacker is expected to flush
all addresses at the same time, but it is not practical since each clflush instruc-
tion takes a few clock cycles. As the result, the last memory address is flushed
some time after the first memory address, and it might interfere cache status in
reload stage.

To minimize the delay among flushing memory addresses, the number of
memory addresses to be flushed at one time is limited in our approach. Less
memory addresses results fewer delay and more stable output. But the attacker
has to split interested memory addresses into groups, recover the access sequence
in each group, and merge the results to get the whole access sequence.

Another approach is randomizing flush sequence every time, so all addresses
get the equal chance to be flushed at every position.

Flush+Reload also introduces noise, even it features low noise. It might
report false positives or false negatives. This noise can be reduced by repeat-
ing the attack, as long as most of the results are correct.

Merging. Given that the number of memory addresses to be flushed at one
time is limited, the attacker has to get access sequence of small groups of mem-
ory addresses, and merge them to get the entire memory access sequence. The
memory access sequence’s correctness inside the small groups might be wrong.

The merge problem could be described as: given set

S = {[ai,1, ai,2, . . . , ai,ni
]|i = 1, 2 . . .m}

set S contains m ordered lists a1, a2, . . . am. For each list ai, it contains ni ele-
ments, representing the access sequence ai,1, ai,2, . . . ai,ni

recovered from the i-th
group. (ai,j , ai,j+1) means memory address ai,j is accessed before ai,j+1. Some
elements in the set S might be erroneous. The goal is to find the entire access
sequence that contradicts to as less ai as possible, in the assumption that most
of the partial sequence retrieved from differential Flush+Reload is correct.

A straightforward solution is to enumerate all possible erroneous E ⊆ S,
in the order of increasing ‖E‖, until (S − E) has possible access sequences.
This solution guarantees to find the best solution, i.e., the access sequence that
contradicts minimum ‖E‖, but its time complexity is O(2n), so it can only handle
small inputs.

Another solution is random based, which takes the following steps: (1) ran-
domly choose small subset S′ ⊆ S; (2) find a possible access sequence Q satis-
fying S′; (3) test how many ai ∈ S the Q violates; (4) repeat previous steps,
and outputs the Q with the minimum violation. This solution is faster than the
straightforward one, but it cannot always find the best solution.

Limitation. As the nature of Flush+Reload attack, this approach can only
detect the sequence of last memory access. This might affect some attacks which
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focus on the first round of encryption, because the cache state will be overwritten
by memory access afterward. However attackers can utilize the access sequence
from the last encryption rounds to recover the secret key. There are no memory
accesses after encryption, so that the cache state for the last round can be
preserved to recover the access sequence.

4 Experiment

In this section, we perform experiments to verify that the differential Flush+
Reload can recover the memory access sequence. The experiment is conducted on
an Intel Core 3632QM CPU. The CPU has four physical cores, which share one
common timestamp counter running at a fixed frequency of 2.2 GHz. Although
the property of common time source is not used for attacks, it simplifies our
analysis across different cores.

Running on its top speed, the CPU takes about 40 cycles to read data from
last level cache, and 170 cycles from main memory. Flushing data from cache
requires about 25 cycles, and reading timestamp takes 25 cycles on average as
well.

The experiment targets an AES implementation from MatrixSSL version
3.9.3, compiled with GCC version 7.3.1. The secret key used by the victim is
972ea36b3d5728a5d49d86d74df0ecea, and the plaintext chosen by attacker is
2d0c9efc567a0ea70f34394e6566b593, both of them are chosen randomly.

4.1 Synchronization

Before experimenting on recovering access sequence, we perform preliminary
experiment to determine the synchronization accuracy on detecting encryption.
The synchronization utilizes repeated Flush+Reload on the binary code of AES
encryption to detect its execution. there is a fixed delay of executing 10 rdtscp
instructions between the flush and reload operation.

The victim reads the timestamp before invoking AES encryption. After the
detection of AES execution, the spy also reads the timestamp. The two times-
tamps are compared to determine the synchronization delta. If the synchroniza-
tion is accurate, both spy and victim process will read the timestamp at the
same time, resulting the difference between two timestamps to be zero. The
synchronization is repeated for 218 = 262144 times.

As Fig. 5 shows, the x-axis shows the synchronization delta between the spy
and the victim, the blue bars show the occurrences of the given synchronization
delta, and the red curve shows the cumulative distribution function. Near 60% of
the synchronization delta falls within 60 clocks, and 75% within 175 clocks. Given
that the memory access latency on this system is about 170 cycles, attackers
can easily slow down the encryption by flushing out the const tables, which will
enable attackers to observe the most memory activities of encryption process
after the encryption begins.
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Fig. 5. Synchronization delta distribution, a larger delta means the spy process is
slower than the victim process after synchronization.

4.2 Näıve Approach

To evaluate the näıve approach, we use the similar spy-process setup as [8]. The
victim process encrypts incoming requests with a secret key. The attacker tries
to determine the access sequence to the T-table by the victim with shared cache.

Four memory addresses are chosen for attacker to determine their access
sequence: Te’2[b] is accessed during the first round of AES, marking the begin-
ning of the encryption; Te0[0] Te1[3] Te0[a] are accessed during the last
round of AES. Unknown to attackers, the ground truth access sequence of the
four memory addresses is Te’2[b] Te0[0] Te1[3] Te0[a].

To recover the access sequence, we independently synchronize with encryp-
tion and perform Flush+Reload for each memory address, repeating 1000 times
for each delay. The result is shown in Fig. 6. The clock on x-axis shows the con-
trolled delay before Flush+Reload stage, the cache hit count on y-axis shows
the number of occurrence when the memory is reloaded by V after flush stage
from S. The four traces represent the four chosen memory addresses.

The trace for Te’2[b] drops around 900 cycles, and has the least total cache
hit among the four memory addresses, thus the attacker can infer that Te’2[b]
is accessed at 900 cycles after synchronization, and is the first accessed memory
address among the four, which consists with the ground truth. However, the
other three traces drop around 1300 cycles simultaneously, they are almost over-
lapped, and suffer from noises, so the access sequence of their respective memory
addresses cannot be determined from the traces.

One of the causes is inaccurate timing from synchronization and delay. By
inspecting the time span from the access in the first round to that in the last
round, the Fig. 6 reveals that the main part of the encryption between first round
and last round takes about 400 cycles. Given the AES encryption accesses the
memory 160 times, each memory access takes about 400 ÷ 160 = 2.5 cycles
on average, which is much smaller than the synchronization accuracy shown in
Fig. 5. Theoretically the noise from synchronization inaccuracy could be canceled
with a larger number of samples, but the required number of samples is too large
for a practical attack.
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Fig. 6. Cache hit count for four memory addresses. The ground truth access sequence
is Te’2[b] Te0[0] Te1[3] Te0[a].

4.3 Differential Approach

Validation. To evaluate the differential approach, we use the same setup as the
näıve approach, except the chosen memory addresses. The four chosen memory
addresses Te3[9] Te2[c] Te1[3] Te0[a], are the last four memory address
accessed during AES encryption. These memory addresses are usually prefetched
into CPU cache by the previous AES encryption rounds, thus the time between
two memory accesses is short, making their access sequence more difficult to
distinguish by their absolute timestamps. However, the differential technique
slows down all accesses to the flushed memory sequentially, so the access sequence
can still be extracted from the traces.

As shown in Fig. 7, the clock on x-axis shows the delay time that the attacker
applies. The occurrence on y-axis shows the attacker’s observation that the
trace’s corresponding memory is cached. It can be told that the Te3[9] is the
memory address with least cache hit count, thus Te3[9] is the first memory
address accessed among the four, followed by Te2[c] Te1[3] Te0[a], which is
the correct access sequence by the victim.

The crucial difference between Figs. 6 and 7 is the number of memory
addresses flushed at one time. In Fig. 6 one memory address is flushed per syn-
chronization and the four traces are combined from different synchronizations,
thus the gap between neighboring traces is expected to be the latency of cache
access, which is too small for accurate measurement. In Fig. 7 four memory
addresses are flushed per synchronization and the four traces come from the
same synchronization, thus the gap between neighboring traces is expected to
be the latency of main memory access, which can be measured with practical
timing resolution.

Flush Sequence vs Access Sequence. Since the ground truth memory access
sequence in the target process is unknown to attacker, if the attacker flushes the
memory in the same order as they are accessed by the victim, i.e. Te3[9] Te2[c]
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Fig. 7. The spy flushes the memory in the reverted order that the victim accesses,
resulting distinguishable traces

Te1[3] Te0[a], it will end up with four overlapped traces that cannot reveal
any information about their access sequence by the victim, as shown in Fig. 8.

Take Te3[9] for example, the prerequisite for memory address Te3[9] to have
less cache hit count than other traces is: Te3[9] should be flushed after victim’s
access, and others should be flushed before victim’s access. This is unlikely to
happen, because the time gap between V ’s access to Te3[9] and Te2[c] is too
short for flushing three memory addresses. As the result, Te3[9] will not have
less cache hit count. On the other hand, the Te3[9] will not have more cache hit
count than others because of the access sequence determined by victim. So the
Te3[9] can only have the same cache hit count as others, if the attacker flushes
in the same sequence as the victim accesses.

Fig. 8. The spy flushes the memory in the same order that the victim accesses, resulting
in overlapped and indistinguishable traces

To avoid this worst case, attackers should change the flush order every time,
which can result in relatively stable output and the memory access can be dis-
tinguished, as shown in Fig. 9.
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Improving Efficiency. While it takes at least 1000 × 250 = 250, 000 encryp-
tions to plot the Fig. 9, the access sequence can be still determined with a much
lower resolution. With reduced sample rate, taking 6 timeslot (50 cycle interval)
and each repeated for 20 times, the traces in Fig. 10 require only 6 × 20 = 120
successful synchronization and encryption, and it can still reveal the same access
sequence.

Fig. 9. The spy flushes the memory in random order to avoid overlapped traces.

Fig. 10. The spy can still distinguish access sequence with reduced resolution

5 Conclusion

In this paper we propose the differential Flush+Reload attack, which success-
fully retrieved the memory address access sequence of a software AES imple-
mentation from MatrixSSL. Differential Flush+Reload attack inserts random
delays before flush operations and compares cache status from different delays
in order to deduce the memory access sequence. Our proposal leverages the
general Flush+Reload attacks to obtain additional leakage information, while
keeping the features such as low noise and cross-VM compatibility. The exper-
iment validates the effectiveness of the proposed attack by distinguishing two
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continuous memory accesses, even when both of them are cached on the CPU.
As an variant of Flush+Reload attack, the proposed attack naturally requires
physically shared memory, and only can recover the access sequence for the last
access of the same memory address. Additionally, the attacker should be able to
repeat the same encryption on the victim process.

As for the future work, we will test the differential Flush+Reload technique
for other environments, such as AES implementation from OpenSSL, or cross-
VM scenarios. Furthermore, appropriate algorithm will be developed to combine
the access sequences for a small group of memory addresses into that for a large
group of memory addresses.
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Abstract. The Learning with Errors (LWE) problem is one of the most
important computational problems in modern lattice-based cryptogra-
phy. It can be viewed as a Bounded Distance Decoding (BDD) problem,
which can be reduced to the unique Shortest Vector Problem (uSVP).
The standard way to reduce BDD to uSVP is via Kannan’s embedding.
At ICALP 2016, Bai, Stehlé, and Wen presented an improved theoretical
reduction from BDD to uSVP which uses sparsification techniques. So
far, the implications of this improved reduction and the use of sparsifi-
cation to the hardness of LWE have not been studied. In this work, we
consider a sparsified embedding attack on LWE which is deduced from
the Bai–Stehlé–Wen reduction. In particular, we analyze its performance
under the so-called 2016 estimate introduced at USENIX 2016 by Alkim,
Ducas, Pöppelmann, and Schwabe and analyzed at ASIACRYPT 2017
by Albrecht, Göpfert, Virdia, and Wunderer. Our results suggest that in
general the sparsified embedding attack does not yield a better attack on
LWE in practice than Kannan’s embedding. However, for certain param-
eter sets and scenarios with a reasonable amount of computing clusters,
the use of sparsification may be beneficial.

Keywords: Lattice-based cryptography · Sparsification
Cryptanalysis · BDD · SVP · LWE

1 Introduction

The hardness of the Learning with Errors (LWE) problem [Reg09] is the foun-
dation of many modern lattice-based cryptographic constructions, e.g., [Reg09,
LP11,ADPS16,BG14,GSW13]. Informally, the LWE problem is the problem of
solving a set of noisy linear equations As + e = b mod q, where the matrix A
and the vector b are known, while the (short) vectors s and e are secret. LWE
can be seen as a Bounded Distance Decoding (BDDα) problem [Var97,LLM06].
BDDα is the problem of finding the closest vector in a lattice Λ to some target
point t in space, given the promise that the distance between t and Λ is at
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most αλ1(Λ), where λ1(Λ) is the length of the shortest non-zero vector in Λ.
BDDα in turn can be reduced to the unique shortest vector problem (uSVPγ).
The uSVPγ is the problem of finding a shortest non-zero vector v in a lattice
Λ, given the promise that the shortest vector in Λ which is not a scalar multiple
of v has length at least γλ1(Λ). In this case, γ is called the gap. There is a
deterministic reduction from BDDα to uSVPγ with γ = 1

2α , or more refined,
with α = (2 �γ�)/(2γ2 + �γ� �γ + 1�), see [BSW16,LM09,LWXZ14]. Ideally, one
would like to have the relation γ ≥ 1

α between the factor α and the gap γ. The
techniques used in this reduction naturally translate to the so-called embedding
attack on LWE (also called Kannan’s embedding) [Kan87], one of the most com-
mon approaches to solve LWE. The steps of the embedding attack on LWE can
briefly be described as follows: (1) view LWE as a BDD problem (2) embed
the BDD problem into a uSVP problem (3) use lattice basis reduction (e.g.,
BKZ 2.0 [CN11] or progressive BKZ [AWHT16]) to solve the uSVP problem.
In 2016, Bai et al. [BSW16] presented a probabilistic reduction from BDDα to
uSVPγ with γ = 1√

2α
, improving the relation between α and γ. To achieve this

improvement, the so-called sparsification technique is used prior to the embed-
ding. The sparsification technique was first introduced by Khot [Kho03,Kho04],
and specified in [DK13,DRS14,SD16]. Informally, sparsification chooses a ran-
dom sublattice of the BDD lattice. With a certain probability, the BDD solution
is contained in this sublattice, and in this case, BDD in the sublattice is poten-
tially easier to solve than in the original one. Again, the techniques used in the
reduction can be translated into an attack on LWE, which we call the sparsified
embedding attack. In both of the attacks described above, the embedding attack
and the sparsified embedding attack, the final step is to solve the corresponding
uSVP instance, e.g., by using BKZ 2.0 or progressive BKZ. In order to evaluate
the effort of solving this uSVP instance, the so-called 2016 estimate provided
by [ADPS16] and analyzed by Albrecht et al. [AGVW17] can be used to deter-
mine the required block size. So far, an analysis of the practical behavior of the
sparsified embedding attack on LWE is missing in the literature, so the natu-
ral question weather the use of sparsification leads to a better attack on LWE
remains open.

In this work, we provide a detailed theoretical performance analysis of the
sparsified embedding attack on LWE in practice and compare it to Kannan’s
embedding approach. Our analysis is based on the 2016 estimate. Our results
show that, in general, using the sparsified embedding approach does not lead
to a better attack on LWE compared to Kannan’s embedding approach. This is
due to the fact that the decrease in success probability introduced by sparsifi-
cation in general is not compensated for or exceeded by the obtained speedup
in the success case. However, the use of sparsification may be beneficial for cer-
tain instances and scenarios. In particular, running the attack with different
sparsifications in parallel may amplify the success probability of the sparsified
embedding attack sufficiently for certain parameters.

Outline. This work is structured as follows. After providing the mathemati-
cal background for this work in Sect. 2 we provide a description of Kannan’s
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embedding and the sparsified embedding attack on LWE in Sect. 3. Their behav-
ior in practice under some common heuristics and the 2016 estimate is analyzed
in Sect. 4. We conclude this work in Sect. 5.

2 Preliminaries

Lattices and Lattice Problems. An n-dimensional lattice is a discrete additive
subgroup of Rn. Each lattice Λ ⊂ R

n can be represented by a basis, i.e., a set of
linearly independent vectors B = {b1, . . . ,bm} ⊂ R

n such that Λ = Zb1 + · · · +
Zbm. For a basis B = {b1, . . . ,bm} ⊂ R

n we write Λ(B) = Zb1 + · · ·+Zbm for
the lattice generated by B. We identify bases with column vectors of matrices and
vice versa. The cardinality of a basis of a lattice Λ, which is uniquely determined
by the lattice, is called the rank of Λ. A lattice Λ ⊂ R

n of rank n is called a full-
rank lattice. The (co-)volume (also called the determinant) of a lattice Λ ⊂ R

n

is defined as det(Λ) =
√|det(BtB)|, where B is any basis of Λ. In the case that

Λ is a full-rank lattice, this can be simplified to det(Λ) = |det(B)|. Let Λ be a
lattice of rank m. Then for i ∈ {1, . . . , m} the i-th successive minimum λi(Λ)
of Λ is defined as the smallest radius r ≥ 0 such that the lattice Λ contains i
linearly independent vectors of norm at most r. In particular, the length of the
shortest non-zero vector in Λ is given by λ1(Λ). For a “random” lattice Λ ⊂ R

n,
the Gaussian Heuristic estimates the length of the shortest non-zero vector to be

λ1(Λ) ≈
√

n

2πe
det(Λ)1/n

.

One of the most important lattice problems in modern lattice-based cryp-
tography is the learning with errors (LWE) problem.

Definition 1 (LWE). For a vector s ∈ Z
n
q and a distribution χ over Zq, the

LWE distribution Ls,χ over Z
n
q ×Zq is sampled by choosing a ∈ Z

n
q uniformly at

random, choosing e ← χ, and outputting (a, b = 〈a, s〉 + e mod q).
The search version of the LWE problem is defined as follows. Given positive
integers n ∈ N and q ≥ 2, a probability distribution χ on Zq, and m indepen-
dent samples from the distribution Ls,χ for some fixed secret s that was chosen
uniformly at random, find s.

We also write LWE instances in matrix form (A,b = As + e mod q), where A ∈
Z

m×n
q , b ∈ Z

m
q and rows correspond to samples (ai, bi) for some number of

samples m. LWE can be seen as a bounded distance decoding (BDD) problem,
which is a variant of the closest vector problem (CVP).

Definition 2 (BDDα). Given 0 < α ≤ 1/2, a full-rank lattice Λ ⊂ Rn, and a
target point t ∈ Rn with dist(t, Λ) < αλ1(Λ), find the unique lattice vector v ∈ Λ
such that ‖t − v‖ < αλ1(Λ).

The bounded distance decoding problem can be embedded into a version
of the shortest vector problem (SVP) called the unique shortest vector problem
(uSVP).
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Definition 3 (uSVPγ). Given γ ≥ 1 and a lattice Λ with λ2(Λ) ≥ γλ1(Λ), find
a shortest nonzero lattice vector in Λ.

Basis Reduction. Basis reduction algorithms aim at improving the quality of a
lattice basis B, which can be measured by its root Hermite factor δ defined via
‖b1‖ = δd ·det(Λ(B))1/d, where d is the lattice dimension. Basis reduction algo-
rithms can be used to find short(est) vectors in lattices, where a smaller Hermite
factor results in shorter vectors. The BKZ basis reduction algorithm [SE94] and
its variants such as BKZ 2.0 [CN11] or progressive BKZ [AWHT16] proceed by
finding shortest vectors in projected lattices of smaller dimension. This smaller
dimension is called the block size, which specifies the BKZ algorithm. For more
details on BKZ and its variants, we refer to the respective works. For BKZ, the
used block size β can be related to the achieved Hermite factor δ of the output
basis by the asymptotic formula

δ = (((πβ)1/β
β)/(2πe))

1/(2(β−1))
,

see [Che13,APS15]. Throughout this work we will assume this relation between
δ and β whenever they appear. The 2016 estimate [ADPS16,AGVW17] provides
an estimate for the block size required to solve uSVP. It states that the unique
shortest vector in a d-dimensional lattice Λ can be found if the block size β
satisfies √

β/dλ1(Λ) ≤ δ2β−d det(Λ)1/d
.

3 Kannan’s and the Sparsified Embedding Attack

In this section we describe Kannan’s embedding and the sparsified embedding
attack, which can be deduced from the reduction provided in [BSW16]. For the
rest of this section, let (A,b = As+e mod q) ∈ Z

m×n
q ,Zm

q be an LWE instance.
We focus on recovering e, since if e is known, s can be found by Gaussian
elimination. Note that the number of samples m can be chosen by the attacker
to obtain an optimal attack.

3.1 Kannan’s Embedding Technique

Kannan’s Embedding approach [Kan87] to solve LWE can be described as fol-
lows. Consider the lattice

Λ(A,q) = {v ∈ Z
m
q | v ≡ Ax (mod q) for some x ∈ Z

n}
and let B be some basis of Λ(A,q). Then it holds that b ∈ Λ(A,q) + e, since
b = As + e mod q). Hence e can be recovered by solving a BDD problem in
Λ(A,q) with target vector b. In order to solve this BDD problem, it is embedded
into a uSVP instance

(
e
M

)
∈ Λ(B′) with B′ =

(
B b
0 M

)
∈ Z

(m+1)×(m+1),
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Algorithm 1. Kannan’s embedding approach
Input : An LWE instance (A,b = As + e mod q) ∈ Z

m×n
q × Z

m
q , embedding

factor M
Output : The error vector e

1 Construct a lattice basis B ∈ Z
m×m of the lattice

Λ(A,q) = {v ∈ Z
m
q | v ≡ Ax (mod q) for some x ∈ Z

n} ;

2 Set B′ =

(
B b
0 M

)
∈ Z

(m+1)×(m+1);

3 Recover ±
(
eT

M

)
by solving uSVP in Λ(B′) using basis reduction;

4 return e;

where M is the so-called embedding factor. Typical choices of M are discussed
in, e.g., [LM09,AFG14,APS15], and include M = 1 or M = ‖e‖. As pointed
out in [APS15,WAT18], M = 1 is typically more efficient and therefore often
used in practice, including this work. This uSVP instance is then solved by
running lattice reduction on the basis B′. A simplified pseudocode of Kannan’s
embedding approach is given in Algorithm 1.

3.2 Sparsifying Kannan’s Embedding Technique

In the following we describe a sparsified embedding attack on LWE which can
be deduced from [BSW16]. The sparsified embedding approach is similar to
Kannan’s embedding. The main difference is that the BDD lattice Λ(A,q) = {v ∈
Z

m
q | v ≡ Ax (mod q) for some x ∈ Z

n} is sparsified prior to the procedure of
embedding it into a uSVP lattice. Roughly speaking, sparsifying a lattice means
choosing a random sublattice of some index p. In more detail, let p be the desired
index and B be a basis of Λ(A,q). Sample z and u uniformly and independently
from Z

m
p and set w = Bu. If ‖b + w‖ < (m + 1)l0/

√
2, where the parameter l0

is chosen as described in [BSW16], resample u until ‖b + w‖ ≥ (m + 1)l0/
√

2.
The vector z is used to sparsify the lattice Λ(A,q) and w is used to offset the
target vector b. The sparsified lattice Λp,z of Λ is now defined as

Λp,z = {v ∈ Λ(B) | 〈z,B−1v〉 = 0 mod p}.

If z �= 0 then Λp,z is a sublattice of Λ(A,q) of index p as shown in the following
lemma.

Lemma 1. Let Λ be a d-dimensional full-rank lattice, B be a basis of Λ, p be
some prime, z ∈ Z

n
p \ {0} and Λp,z = {v ∈ Λ(B) | 〈z,B−1v〉 = 0 mod p}. Then

it holds that [Λ : Λp,z] = p.

Proof. Consider the homomorphism

ϕ : Λ → (Zp,+), v �→ 〈z,B−1v〉 mod p.
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We first show that ϕ is surjective. Let j be an index with zj �= 0. Let a be some
arbitrary element in Zp. Then for v = Bx, where x ∈ Z

n with xi = 0 for i �= j
and xj = (z−1

j mod p)a, it holds that ϕ(v) = a. Hence ϕ is surjective and by the
isomorphism theorem we have

Λ/Λp,z = Λ/ ker(ϕ) � im(ϕ) = Zp and [Λ : Λp,z] = p.

A basis Bp,z of Λp,z is constructed (as described in Lemma 9 of [BSW16]) and
then embedded into

B′ =
(
Bp,z b + w
0 M

)
∈ Z

(m+1)×(m+1)

using the vector b+w. How to choose the embedding factor M for the proof of the
reduction is described in [BSW16]. However, as typical for Kannan’s embedding
approach, we choose M = 1 in our analysis. Finally, a shortest non-zero vector
v of Λ(B′) is recovered by basis reduction and the vector consisting of its first
m components is returned. Note that the output is not necessarily given by ±e,
hence the attack is not always successful. This is the case because the attack
can only succeed in recovering e if the vector closest to b + w is in Λ(A,q),
b+w−e namely is also contained in Λp,z. If the sparsified lattice Λp,z is chosen
randomly as described above, the success probability of the attack is roughly
1
p , see Corollary 2.17 in [SD16] and Lemma 13 in [BSW16]. We experimentally
verified this success probability as can be seen in Fig. 1. For more details on
sparsification, we refer to [BSW16]. The pseudocode for a simple version of the
sparsified embedding attack on LWE is given in Algorithm 2.

Algorithm 2. The sparsified embedding approach
Input : An LWE instance (A,b = As + e mod q) ∈ Z

m×n
q × Z

m
q , a prime p,

and l0 > 0, embedding factor M
Output : A potential solution x s.t. x = ±e with probability roughly 1

p

1 Construct a lattice basis B ∈ Z
m×m of the lattice

Λ(A,q) = {v ∈ Z
m
q | v ≡ Ax (mod q) for some x ∈ Z

n} ;
2 Sample z and u uniformly and independently from Z

m
p and set w = Bu until

‖b + w‖ ≥ (m + 1)l0/
√

2;
3 Construct a lattice basis Bp,z of the sparsified lattice

Λp,z = {v ∈ Λ(B) |〈z,B−1v〉 = 0 mod p};

4 Set B′ =

(
Bp,z b + w
0 M

)
∈ Z

(m+1)×(m+1);

5 Recover v =

(
x
y

)
by solving (u)SVP in Λ(B′) using basis reduction;

6 return x;
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Fig. 1. Success probability of the sparsified embedding approach for the instances
in [LP10] with (n, m, q, σ) ∈ {(128, 320, 2053, 6.77), (192, 480, 4093, 8.87), (256, 640,
4093, 8.35), (320, 800, 4093, 8.00)} for each p∈{101, 211, 307, 401, 503, 601, 701, 809, 907,
1009}. We used one million samples for each instance.

4 Analysis

In [BSW16], it is shown that the sparsified embedding yields an improved reduc-
tion from BDDα to uSVPγ compared to Kannan’s embedding in the sense that
it gives better gaps (γ = 1√

2α
instead of γ = 1

2α ). This improvement, however,
comes at the cost of a probabilistic reduction instead of a deterministic one. In
this section we theoretically analyze and compare the practical behavior of both
embedding approaches under common heuristics used in lattice-based cryptog-
raphy. Note that the practical behavior substantially differs from the provable
reductions, since in those reductions “worst cases” that can occur need to be
taken into account while the practical behavior is determined by the average
case. Let Λs be the embedded sparsified lattice of dimension d. From the 2016
estimate [ADPS16,AGVW17], it can be deduced that the sparsified embedding
attack succeeds if the unique shortest non-zero vector is contained in Λs and the
block size β satisfies

√
β/dλ1(Λs) ≤ δ2β−ddet(Λs)

1/d
.

In the following, we elaborate on this assumption by analyzing how to solve BDD
using the two embedding approaches (the results carry over to LWE if viewed
as an instance of BDD as described in Sect. 3).

4.1 Heuristics for Kannan’s Embedding

For Kannan’s embedding, most works considered with the practicality of the
attack implicitly assume that there is no reduction loss in practice, i.e., that
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γ = 1
α instead of γ = 1

2α (see for example [APS15,AGVW17]). In the following,
we elaborate on this assumption. Let Λ be the m-dimensional BDD lattice,
Λ′ be the d-dimensional uSVP lattice obtained by using Kannan’s embedding
technique for the BDD lattice Λ and the BDD target vector t as described
in Sect. 3. Let α = dist(t, Λ)/λ1(Λ) be the approximation factor of the BDD
instance and γ = λ2(Λ′)/λ1(Λ′) be the approximation factor of the resulting
uSVP instance. In practice, it is common (see for example [APS15,AGVW17])
to make the following heuristic assumptions.

1. Under the assumption that Λ is a random lattice, λ1(Λ) corresponds to the
Gaussian heuristic for Λ.

2. As Kannan’s embedding adds the uniquely distance short vector from t to the
nearest lattice point to the lattice, we can assume that λ1(Λ′) corresponds to
dist(t, Λ) = αλ1(Λ), i.e., λ1(Λ′) = αλ1(Λ).

3. Under the assumption that except for this uniquely short vector Λ′ behaves
as a random lattice, we can assume that λ2(Λ′) corresponds to the Gaus-
sian heuristic for Λ′, which is the same as the Gaussian heuristic for Λ, i.e.,
λ2(Λ′) = λ1(Λ).

4. In conclusion, we obtain 1
α = λ1(Λ)

λ1(Λ′) = λ2(Λ
′)

λ1(Λ′) = γ.

This shows that heuristically, Kannan’s embedding approach performs much bet-
ter in practice than guaranteed by the theoretical reduction, which only guar-
antees the gap 1

2α .
It remains to determine the necessary block size for BKZ to solve such an

instance. According to the 2016 estimate [ADPS16,AGVW17], the Gaussian
heuristic, and γ = 1

α , we get that the required block size β is the minimal β that
satisfies

α =
1
γ

≤
√

2πe

β
δ2β−d =

√
2πe

β

(
(((πβ)1/β

β)/(2πe))
1/(2(β−1))

)2β−d

.

In the LWE case, parameterized by the secret dimension n, the number of
samples m, the modulus q, and the standard deviation σ of the error distribution,
we may instead use the condition

√
βσ ≤ δ2β−(m+1)(qm−n)1/(m+1),

since according to the Gaussian heuristic the gap can be estimated as

α =
λ1(Λ)
λ2(Λ)

=
σ
√

d
√

d/(2πe) det(Λ)1/d
=

σ
√

2πe

(qm−n)1/d
.

This condition takes the extra dimension introduced by the embedding
into account (i.e., d = m + 1) and corresponds to the 2016 estimate for
LWE [AGVW17].
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4.2 Heuristics for the Sparsified Embedding

In this subsection, we analyze how the sparsified embedding performs in practice,
assuming that the heuristics presented in Subsect. 4.1 are reasonable. Let Λ,
Λ′, d, α, t, and γ be as in Subsect. 4.1. Let p be the prime number used for
the sparsification of Λ and Λs ⊂ Λ be some sparsified sublattice of Λ with
[Λ : Λs] = p, due to Lemma 1. Then it holds that det(Λs) = p · det(Λ). If the
sparsification is random (as described in the reduction), then the probability to
keep the closest vector in Λ to the target t in the sparsified lattice Λs is roughly
1
p . So the probability that one can solve the BDD problem at all in the sparsified
lattice is close to 1

p . This assertion is verified experimentally in Sect. 3.2. Assume
that we are in the success case, i.e., the closest lattice vector in Λ to the target t
is kept in the sparsified lattice Λs. Let Λ′

s be the d-dimensional embedded lattice
of Λs. Then we can apply the following heuristics.

1. λ1(Λs) corresponds to the Gaussian heuristic for Λs which yields λ1(Λs) =
p1/dλ1(Λ).

2. λ1(Λ′
s) corresponds to dist(t, Λs) = dist(t, Λ) = αλ1(Λ), i.e., λ1(Λ′

s) =
αλ1(Λ) = λ1(Λ′).

3. λ2(Λ′
s) corresponds to the Gaussian heuristic for Λ′

s, which is the same as the
Gaussian heuristic for Λs, i.e., λ2(Λ′

s) = λ1(Λs) = p1/dλ1(Λ) = p1/dλ2(Λ′).
4. Let γs be the uSVP gap in Λ′

s. Then we get γs = λ2(Λ
′
s)

λ1(Λ′
s)

= p1/dλ2(Λ
′)

λ1(Λ′) =

p1/dγ = p1/d 1
α .

In conclusion, heuristically the gap of the sparsified embedding technique
γs = p1/d 1

α improves by a factor of p1/d compared to Kannan’s embedding, and
of course it improves the gap 1√

2α
guaranteed by the theoretical reduction. Note

however, that this improvement comes at the cost of a success probability of
(roughly) 1

p .
It remains to determine the necessary block size for BKZ to solve such an

instance. Similar as above, for the success case with γs = p1/d 1
α , we get that the

required block size β is the minimal β that satisfies

α =
1
γ

≤ p1/d

√
2πe

β
δ2β−d = p1/d

√
2πe

β

(
(((πβ)1/β

β)/(2πe))
1/(2(β−1))

)2β−d

.

In the LWE case parameterized by n, m, q, and σ as above we may instead use
the condition √

βσ ≤ δ2β−(m+1)(pqm−n)1/(m+1).

4.3 Comparison

As shown in the previous subsections, the heuristic improvement of using spar-
sification in the embedding approach is a factor of p1/d in the uSVP gap which
results in a smaller necessary block size for BKZ to solve the resulting uSVP
problem. In the following, we further analyze this improvement. First, note that
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if p = p(d) is chosen to be polynomial in d, the improvement factor p1/d tends
to 1 as d increases, i.e., asymptotically, the improvement vanishes. On the other
hand, if p = p(d) is chosen to be exponential in d, the success probability of
roughly 1

p is negligible. Therefore, to achieve an overall improvement in practice,
taking the success probability into account, if at all possible, p must be chosen
carefully for the specific instance. The choice of p also depends on the use case.
For instance, if one has access to a parallel computing architecture, different
sparsifications can be run in parallel, then the success probability might not be
relevant. However, if this is not the case, the low success probability seems to
render the attack less efficient than Kannan’s embedding. Therefore, we empha-
size that this must be taken into account when comparing the two approaches.
In Table 1 we show the predicted minimal block sizes for BKZ according to the

Table 1. Minimal block sizes β according to the 2016 estimate for various dimensions
d, approximation factors α, and primes p. The exception p = 1 indicates that no
sparsification is used.

Table 2. Minimal block sizes β according to the 2016 estimate for various LWE
instances parameterized by the secret dimension n, the number of samples m, the
modulus q, and the standard deviation σ of the error distribution and for various
primes p. The exception p = 1 indicates that no sparsification is used.
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2016 estimate required by Kannan’s embedding and the sparsified embedding
approach for BDD instances of various parameter sets. As indicated by these
examples, the benefit of using sparsification (in the success case) depends on dif-
ferent parameters. Taking the success probability into account, these examples
suggest that in general sparsification does not yield a better attack in practice, as
one needs to use huge sparification primes p (hence tiny success probabilities of
roughly 1

p ) to obtain a noticeable decrease in the block size. In Table 2 we show
the same for the LWE instances analyzed in [AGVW17]. Note that we could not
reproduce the exact block sizes for Kannan’s embedding for the instances with
n = 80 (block size 59 instead of 60) and n = 110 (block size 79 instead of 78),
as they seem to be chosen incorrectly in [AGVW17]. The examples presented in
Table 2 imply the same conclusions as can be drawn from the examples presented
in Table 1.

5 Conclusion

While applying sparsification yields an improved theoretical reduction from BDD
to uSVP, our analysis suggests that the corresponding sparsified embedding
attack does not necessarily perform better than Kannan’s embedding approach.
The main reason for this is that in order to obtain a noticeable improvement
in the runtime of the success cases, one needs to use a very large prime p for
sparsifying the lattice. This however comes at the cost of a very low success
probability of roughly 1

p of the attack and in general the trade-off does not seem
to be in favor of using sparsification. Nevertheless, there may be instances where
it is better to use the sparsified embedding attack with small or medium sized
primes. In particular, running the sparsified embedding attack in parallel with
different sparsifications may compensate for not too small success probabilities.
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Abstract. Updating a firmware of a vehicular device is inevitable in
order to improve not only the functionality but also the security. The
vehicle consists of devices which are resource-constrained and produced
by different vendors. Therefore, a lightweight update method, which
ensure the correctness of the update as a vehicular system, is required.
Moreover, since the update is a critical task, it is mandatory to ensure
the security of the update. Recently, on the other hand, the vehicular sys-
tem becomes complicated, sometimes with a non-genuine device attached
by car owner; and hence, we should consider the case where a vehicu-
lar system becomes inconsistent even though a patch has been correctly
applied. In such case, a rollback of the firmware should be required. In
this paper, we propose a secure and efficient firmware update/rollback
method to solve above issues. We also demonstrate it with our experi-
ments.

1 Introduction

Recently, a vehicle consists of electronic devices, called electronic control units
(ECUs), connected to an in-vehicle network. These ECUs communicate with
each other to execute complicated operations, such as a self-driving. On the
vehicles, lots of cyber attacks and countermeasures have been reported [1–3].

There are plenty of discussions to improve the security of in-vehicle network,
especially, the controller area network (CAN, [4]). Since there is no security mech-
anism in the CAN specification, some extension should be required for a secure
CAN communication. The most popular solution is to use a message authen-
tication code (MAC, [5,6]). However, since the code (e.g., 128-bit) is longer
than the CAN message payload (64-bit), the code should be either truncated by
degrading its security (e.g., 8-bit) or transmitted with multiple CAN messages
by decreasing the communication rate (e.g., two additional messages). Another
solution is to use an Anonymized-ID (A-ID, [7–9]). The A-ID is a random string
generated with a seed shared between legitimate ECUs in secret. It is embedded
in the extended ID area (up to 18-bit) and a receiver ECU discards illegitimate
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messages with invalid A-IDs by a lightweight ID filter. With the A-ID, although
the consistency of payload is not ensured, the DoS attack from the illegitimate
devices can be invalidated.

As for the ECU, threats of physical and logical attacks have been discussed.
On the physical attacks, side channel attacks, including the power analysis
attacks [10,11] and its extensions [12–16], can be serious threats; however, care-
ful designs with well-known countermeasures [17] can protect the ECU from
such attacks. Compared to the physical attacks, the logical attacks are easy
to implement and many researchers report vulnerabilities in vehicular devices’
firmwares (softwares). A popular countermeasure against such logical attacks is
an (on-line1) firmware update. Let us discuss the firmware update below.

1.1 Firmware Update

Firmware update is a popular solution to improve the functionality and security
of electronic devices. It is widely used for PCs, network equipments, and mobile
devices. In the vehicular system, firmwares of the resourceful devices, such as the
gateway and telematics equipments, can be updated in the similar way. However,
it should be difficult to apply the similar way to the resource-constrained ECUs,
via the in-vehicle narrow-band network.

For the resource-constrained ECUs, Teraoka et al. [18,19] proposed an incre-
mental update method, which decreases the sizes both of transmitted patch files
and of working memory required for the ECU. They modified the BSDiff [20] to
update the firmware block by block, where the block is a (e.g., 4 KB) segment of
the flash memory in the ECU. They also changed both the data structure of the
patch file in order to be incrementally applicable, and the compression method
from bzip2 to LZMA [21] in order to decrease the size of working memory in the
decompression.

1.2 Our Contribution

As we reviewed, the firmware update plays an important role to ensure the
security of the vehicle system. However, once the firmware is updated with a
malicious code, it leads a serious problem. Hence, the firmware update itself
should be well-protected. Generally speaking, using a message authentication
code (MAC) or digital signature is a promising solution. From the resource
constraint of ECU, the MAC is supposed to be used.

On the other hand, the vehicle consists of devices produced by different
vendors. It leads another issue with the MAC. Let us assume that the ECU
vendor provides a patch file and sends it (from a cloud server) to the ECU
via the gateway. Also assume that the gateway controls the vehicular state; it
changes the state to be unmovable during the update. Though the MAC can
ensure the end-to-end security between the ECU vendor and ECU (when the

1 Firmwares can be updated off-line via. e.g., a device connected to the OBD-II or
USB port. In this paper, we omit it and focus on the on-line update.
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predetermined key is implemented in the ECU before the shipment), it does not
help the gateway to check the correctness of the update. In other word, only with
the MAC, the gateway cannot control the vehicular state correctly. We propose
a systematic method, a verifiable end-to-end firmware update with a hash chain,
realizing a correct and secure update.

In addition to the update, let us discuss a rollback of the firmware. Recently,
the vehicle system becomes complicated, and it may further include an (illegal)
device attached by a car owner. Hence, ensuring the consistency of (updated)
firmware becomes a hard task. If the system is inconsistent after a firmware
is updated, a rollback of the firmware should be required. The rollback can
executed with another patch file; however, it may increase the data size in
the update/rollback. We also present an efficient method, two-way patch for
update/rollback, which realizes the update/rollback with only one patch file.

The remainder of this paper is organized as follows. Section 2 reviews the
related works. In Sect. 3, we discuss the problems to be solved and propose our
method. We show our experiments in Sect. 4, and then, we discuss the pros and
cons in Sect. 5. Finally, Sect. 6 concludes this paper.

2 Related Works on Firmware Update Methods

As stated in Sect. 1.1, the firmware update is widely used for recent electronic
systems. As for the vehicle system, several reports [22–24] proposed the methods
to accelerate the update by using high-speed in-vehicle network other than CAN,
and by paralleling updates of firmwares in multiple ECUs.

With a restricted environment, Teraoka et al. [18,19] proposed an incremental
update method to update a firmware of single resource-constrained ECU over the
low-speed CAN, based on the BSDiff/BSPatch [20].

Let us briefly review the BSDiff/BSPatch. Assume that a software vendor will
release a patch file to enable devices to update a software. To do so, the vendor
generates a patch file including a difference between the old and new softwares
with the BSDiff, and sends the patch file to a device. The size of the patch file
is supposed to be smaller than the (compressed) new software, because the new
software should be close to the old software and the difference can be small to be
compressible. The device, receiving the patch file, updates the old software to the
new one by adding the difference with BSPatch. The BSDiff/BSPatch has been
used to update softwares for FreeBSD and so on. However, since it is designed to
update a software for resourceful PCs, especially, with lots of working memory,
it is unsuitable for the resource-constrained devices. Teraoka et al. made three
modifications to the BSDiff/BSPatch as follows.

Block Delta Encoding: The firmware is stored in the flash memory within each
ECU. In general, when we modify data in the flash memory, we first erase the
data block by block, where the block consists of e.g., 64-pages, and then, we write
new data into the erased block. In order to decrease working memory required
for a firmware update, the incremental update method divides the program code
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of the firmware into above blocks, and updates the firmware block by block. The
patch file is generated as in Fig. 1; for each block from the bottom to the top in
the new firmware, the block delta encoding looks for a block of the old firmware
which gives a minimum patch file.

Fig. 1. Block delta encoding

Two-Stage Compression: The BSDiff compresses a difference between the soft-
wares with the bzip2, which is a combination of the Burrows-Wheeler trans-
form [25] and the Huffman coding [26]. However, this compression algorithm
requires lots of working memory in its decompression (in the BSPatch). Teraoka
et al. changed the algorithm from the bzip2 to the LZMA. The LZMA is a com-
bination of the LZ77 encoding [27] and the binary range encoding [28], as in
Fig. 2, which requires less working memory than the bzip2 does.

Fig. 2. Two-stage compression

Data-Format Serialization: The original BSDiff generates a patch file which
consists of control commands for each block, differences for each block, and
extra data for each block. Since the control command, difference, and extra data
for each block is not in serial, the BSPatch requires the whole patch file in the
update. Namely, it requires lots of working memory to extend the whole patch
file. In the incremental update method, on the other hand, a patch file consists of
three-tuples, for each block in serial, of control command, difference, and extra
data, as in Fig. 3. The resulting patch file might be less compressible than the
original one. However, in the execution of (modified) BSPatch, only a part of the
patch file to update the block is required. Therefore, there is no need to extend
the whole patch file and their method can save the working memory.
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Fig. 3. Data format serialization

3 Our Efficient Firmware Update/Rollback Method

We explain issues to be solved and propose our firmware update/rollback
method.

3.1 Our Issues

We aim to solve two issues; (a) a verifiable update for hierarchical and multi-
vendor system, and (b) an efficient rollback mechanism.

(a) Verifiable Update for Hierarchical and Multi-vendor System: Let
us model the firmware update with a cloud server storage, ECU vendors and
vehicles, as in Fig. 4. We assume the

– Cloud storage server
• It stores a patch file for an update and a corresponding MAC for the

updated firmware.
* It also stores an auxiliary data, such as the release date of the patch

file. For simplicity, we omit it in this paper.
• It sends a patch file and a corresponding MAC to ECU via the gate-

way (Step 2 in Fig. 4). We assume that transmitted data between the
server and gateway are encrypted and authenticated with their digital
signatures.

– ECU vendor
• It provides an ECU and its firmware.
• It also provides a patch file and a corresponding MAC for the firmware

update and registers them to the cloud storage server (Step 1).
– Vehicle

• It consists of the gateway and ECUs provided by different vendors.
• Gateway

* It is supposed to be resourceful, different from ECUs, to communicate
with the cloud storage server via secure channel with encryptions and
digital signatures.
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* It controls the vehicle. Namely, upon receiving a patch file and a
MAC, it first changes the vehicle’s mode to be unmovable (Step 3)
and then passes the patch file and MAC to a corresponding ECU via
in-vehicle network (Step 4).

* It changes the vehicle’s mode to be movable if the firmware update is
over (Step 7).

• ECU
* It, upon receiving the patch file and MAC, updates its firmware by

checking the MAC (Step 5). It returns a reply to report the result of
the update (Step 6).

Fig. 4. Firmware update model

The MAC ensures the end-to-end security. It may be replaced by the dig-
ital signature. However, the digital signature is unsuitable for the resource-
constrained ECU.

At Step 7 in Fig. 4, the gateway changes the vehicle’s mode depending on
the reply from the ECU at Step 6. However, the reply is untrusted without any
cryptographic assurance function. Moreover, even if some assurance function is
used, it may be problematic that the overhead enlarges when multiple ECUs in
the same vehicle updates their firmware at the same time. Our issues on these
topics are:

(A1) How does the gateway trust the ECU’s reply to control the vehicle
correctly?
(A2) How are updates of multiple ECUs’ firmwares executed efficiently?

(b) Efficient Rollback Mechanism: As discussed in Sect. 1.1, in this paper,
we discuss a functionality of software rollback. The straightforward way is to
apply a patch file, which downgrades the new firmware to the old one, to the new
firmware. Note that, in the original BSDiff, the patch file for rollback (patchrb) is
different from that for update (patchud). Therefore, the gateway needs to receive
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both patch files from the cloud storage server and pass them to ECU; moreover,
the gateway needs to verify two signatures for both patch files.

On the roll back, we have a question to be solved:

(B1) Is there any efficient mechanism for the rollback?

3.2 Our Solutions

In this section, we give our solution against the above issues.

(a) Verifiable End-to-End Firmware Update: On the (A1) in the previous
subsection, we extend the model of Fig. 4 to one with a “firmware check code
(FCC)” as in Fig. 5.

Fig. 5. Model of verifiable end-to-end firmware update

Each ECU vendor provides an FCC based on a new firmware. An examples
of FCC is a chained hash value of the firmware, FCC1 = hash(hash(FW1,new)).
In order to avoid an attack, which reuses an FCC used for another vehicle, the
input of inner hash function hash can include some unique information of ECU
such as its serial number. The procedure of firmware update is as follows.

1. The ECU vendor generates a patch file, an MAC, and an FCC. It registers
them to the cloud storage server (Step 1 in Fig. 5).

2. The cloud storage server sends a three-tuple, of the patch file, the MAC, and
the FCC, to the gateway (Step 2), with its signature on the tuple.

3. The gateway receives the three-tuple (Step 3) and signatures on it. Then the
gateway verifies the signature; if it is invalid, then the gateway discards the
tuple and signature.

4. The gateway changes the mode of vehicle to be unmovable. The gateway
sends, to the corresponding ECU, a pair of the patch file and the MAC of the
three-tuple (Step 4).

5. The ECU receives the pair of patch file and MAC (Step 5), and checks the
MAC (Step 6). If the MAC is valid, then it updates its firmware; otherwise,
it discards the pair (Step 7). The ECU sends a report (REP) back to the
gateway (Step 8).
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6. The gateway checks whether the ECU completes the firmware update with
FCC and REP. If it confirms the update, then it changes the mode of vehicle
to be movable; otherwise, it outputs an error signal (Step 9).

An example of REP is a hash value of the firmware, REP = hash(FW1,new).
With this REP and FCC1 = hash(hash(FW1,new)) above, Step 9 checks whether
FCC1 = hash(REP) holds or not.

(b) Two-way Patch for Update/Rollback: In order to achieve an efficient
update/rollback, we slightly change the block delta encoding. In the block delta
encoding, the difference is calculated with an arithmetic subtraction as in Fig. 1.
We replace the arithmetic subtraction by an XOR operation.

The XOR operation has a property where, if n = o ⊕ p, n ⊕ p = o holds.
Namely, a patch file for an update can be used for the corresponding rollback.
With this change, we can reuse a patch file for both an update and a rollback,
in other word, only one patch file is sufficient for both ways.

Changing an operation in the BSDiff may degrades the compression rate,
depending on the data structure etc. However, our modification to a single two-
way patch file shall save the transmission time of the patch file for the rollback
and the storage for it.

In considering the use of rollback, we should use adequate FCC and REP.
Let us assume that a firmware for ECU1 is updated incrementally as FW1,1,
FW1,2, FW1,3, · · · , that FCC and REP are set with FCC1,i = hash(hash(FW1,i))
and REP = hash(FCC1,i) as above, and that the transmission over the CAN
is not encrypted. When the firmware is updated from FW1,1 to FW1,2, the
REP1,2 = hash(hash(FW1,2)) is transmitted from an ECU to the gateway over
the CAN. Let us consider the case where a rollback is required after the firmware
is updated from FW1,2 to FW1,3. The rollback downgrades the firmware from
FW1,3 to FW1,2. However, REP1,2 cannot be used to verify the rollback because
it has already revealed over the CAN at the previous update and may be reused
as a replay attack.

The use of hash chain, with length more than two, can solve the replay attack
by reusing an REP. Let us assume that ECU vendor prepares a chain with length
10 in advance: hash(10)(FW1,2) = hash(hash(· · · (hash(FW1,2)) · · · )). The initial
FCC, for the first update from FW1,1 to FW1,2, is set with hash(10)(FW1,2)
and the corresponding REP is set with hash(9)(FW1,2). The FCC, for the first
rollback, is set with hash(9)(FW1,2) and the corresponding REP is set with
hash(8)(FW1,2). Similarly, with the chain, at most five times of update and roll-
back can be verified.

4 Experiments

We have an experiment to test the feasibility of our proposal, especially, on the
two-way patch file for the update/rollback.
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4.1 Settings

Figure 6 depicts our system model. We emulate an in-vehicle network by con-
necting a PC and a TMPM369FDFG board with Lawicel’s CANUSB. In this
model, we regard the PC and the board as a gateway and an ECU, respectively.
Their specifications are summarized in Table 1.

Fig. 6. Our experimental system

Table 1. Settings for our experiments

PC OS Windows 7 professional

CPU Xeon(R) W3690 @ 3.47 GHz

RAM 24 GB

Evaluation board Model Toshiba TMPM369FDFG

ROM (Flash) 512 KB

RAM 128 KB

512KB Flash erase 0.4 s

512KB Flash write 1.28 s

CAN tool CANUSB by LAWICEL 500 kbps

Table 2 summarizes the profile of our software implementing the BSPatch
with the block XOR encoding with 4 KB table.

Table 2. Software for TMPM369FDFG in our experiment

Progam size (byte) Code 30592

RO-data 688

RW-data 20

Memory (byte) stack size >31232

.text size 944

.data size 5140

.bss size 188
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4.2 Experimental Results

By using the above settings, we estimate (i) the size of patch file and (ii) the
execution time.

(i) Size of Patch File: We compare the sizes of patch files using the block
delta encoding and the block XOR encoding. To estimate these sizes, we generate
32 KB random data as an old firmware, modify bits by 10% to 60% of the data
(change ratio), and compress each encoded data to generate two patch files.
In the modification of 32 KB data, we prepare two datasets: data1: flip bytes
randomly chosen from the data, e.g., if the ration is 10%, we randomly choose
3.2 KB by byte and flip them; and data2: one-bit shift bytes randomly chosen
from the data, e.g., if the ration is 10%, we randomly choose 3.2 KB by byte and
circularly shift each byte by one-bit to the right.

Fig. 7. Sizes of patch files for each change ratio

Figure 7 depicts the sizes of patch files. In this figure, “w/o BSDiff” shows
sizes of compressed new firmware with the LZMA, without applying the block
delta encoding nor the block XOR one. From this figure, there is an advantage to
use the block delta encoding or the block XOR one, compared to “w/o BSDiff” if
the change ratio is smaller than about 50%. Moreover, with data1, the block XOR
encoding saves the sizes of patch files, compared to the block delta encoding. The
result depends on the data as we discuss in Sect. 5 later.

(ii) Execution Time: We then evaluate the execution time on the data trans-
mission, the decoding with decompression, the flash erase and flash write, and
the MAC verification. We evaluate each 50 times and regard the minimum one
for each execution time.

Table 3 shows the execution times of the block delta encoding and block XOR
one. In this experiment, we compare the block delta encoding and the block XOR
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Table 3. Execution time in our experiments

Block delta encoding Block XOR encoding

Patch+ MAC 6100 B 10592 B 6580 B 11528 B

Transmission 1.521 s 2.643 s 1.640 s 2.877 s

Decoding 0.122 s 0.278 s 0.124 s 0.288 s

Flash erase 0.102 s

Flash write 0.083 s

MAC check 0.115 s

encoding by preparing data whose sizes (including 32 B MAC) are almost same:
the block delta encoding (data1) and the block XOR encoding (data2), for the
change ratios 10% and 20%, in Fig. 7.

5 Discussion

Our method provides the verifiable end-to-end (vendor-to-ECU) security for the
vehicular firmware update. Moreover, from the property of block XOR encoding,
even though a rollback is required, a single two-way patch file is sufficient.

Experiments in Sect. 4.2 showed that our method, specifically, the block XOR
encoding, is feasible. As for the size of patch file, if the difference is made by bit-
flips (data1) in our experiment, the block XOR encoding leads small (namely,
more compressed) patch files compared to the block delta encoding. The sizes of
patch files, from both the block delta encoding and block XOR one, are smaller
than the compression of the new firmware, w/o BSDiff, if the change ratio is
smaller than 50%. In both encodings, the seizes of patch files are almost the
same as the size of firmware when the change ratio is 60%. It seems because the
table size is too small (4 KB) in our settings. Checking the relation between the
table size and the size of patch file remains as our future work.

On the other hand, let us discuss the execution time. The difference between
the block delta encoding and the block XOR one is only one operation; the
arithmetic subtraction and the XOR. Since the difference is small, their execution
times for decoding are almost same.

6 Conclusion and Future Works

In this paper, we proposed a firmware update method suitable for a vehicular
system with efficient rollback function. We also demonstrated that our method
was feasible with experiments. Feasibility tests with a firmware for real ECU is
one of our future work.
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Abstract. The MQTT (Message Queuing Telemetry Transport) protocol is
becoming the main protocol for the Internet of Things (IoT). In this paper, we
define a highly expressive ABAC (Attribute-Based Access Control) security
model for the MQTT protocol. Our model allows us to regulate not only pub-
lications and subscriptions but also distribution of messages to subscribers. We
can express various types of contextual security rules, (temporal security rules,
content-based security rules, rules based on the frequency of events etc.).

Keywords: Security policy � MQTT � ABAC � IoT � First-order logic

1 Introduction

The MQTT (Message Queuing Telemetry Transport) protocol is becoming the main
protocol behind pub-sub networks for the Internet of Things, that is, in networks
implementing the publication-subscription paradigm. The MQTT protocol is an ISO
standard (ISO/IEC PRF 20922) [1] and the 3.1 version became an OASIS specification
in 2013 [2]. Basically, the MQTT protocol works as follows: publishers post messages
to logical channels called topics; subscribers receive messages published to the topics
to which they subscribed; the MQTT broker routes messages from publishers to
subscribers.

The MQTT protocol supports very few security features. It includes a MQTT client
identification mechanism and supports the basic login/password authentication scheme.
Consequently, there have been several papers aiming at defining security solutions for
the MQTT protocol or more generally for the pub-sub pattern. These papers address
various issues like how to implement a security policy regulating publications and
subscriptions [3–5], how to distribute the evaluation and the enforcement of the security
policy at the edge of the IoT network [6, 7], how to distribute and synchronize the
security policy between different pub-sub architectures [8] or how to protect the con-
fidentiality of the messages from the broker or the pub-sub architecture itself [9, 10].
Although these issues are all very important, we noticed that none of these papers fully
addressed the definition of a security model allowing to express security policies for
regulating IoT messages. Some of the papers [4, 5] mention that they are using the
ABAC (Attribute-Based Access Control) model [11] for expressing the security policy
controlling publications and subscriptions. However, they do not go much into details
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and do not elaborate on the expressive power of the security policy. In this paper, we
define a highly expressive ABAC model for regulating IoT messages in a MQTT
network. We believe that the definition of such a security model (which does not
contradict the solutions proposed by the aforementioned papers) has been missing in the
literature related to security solutions for pub-sub architectures. Our model allows us to
regulate not only publications or subscriptions but also distribution of messages by the
broker to subscribers. Our model supports positive and negative authorizations and
allows us to express various types of context-based policies, including policies based on
the frequency of events.

The remainder of this paper is organized as follows: In Sect. 2, we define our
model. In Sect. 3, we sketch our secure MQTT broker prototype based on our model.
In Sect. 4, we conclude this paper.

2 ABAC Model

Some papers [4, 5] mention that they are using the ABAC (Attribute-Based Access
Control) model [11] for expressing the security policy controlling publications and
subscriptions in a pub-sub network. However, these papers do not go much into details
and do not elaborate on the expressive power of the security policy. Moreover, none of
these papers address the security administration issue. Our aim in this paper is to define
a security model which can be seen as a profile of the ABAC model for pub-sub
networks based on MQTT. We first identify some requirements specific to IoT security
policies. Then we make some assumptions on the IoT network and on some security
aspects that we shall not cover. Finally, we devise our model starting from the
requirements we identified.

2.1 Requirements

• Our model should offer the possibility to regulate not only publications and sub-
scriptions but also distribution of messages by the broker to subscribers. Controlling
distribution of messages is essential to regulate the various flows of messages
coming from the broker. Solely controlling subscriptions is too coarse grained to
achieve that task.

• Our model should allow for various types of dynamic and contextual authorization
rules i.e. authorization rules whose outcome (permit ort deny) depend on some
contextual conditions applying to the nodes, the messages (including the content of
the messages) or the environment. In particular, authorization rules based on the
frequency of events should be supported since controlling the rate at which a node
may send or receive messages is important in many IoT applications.

2.2 Assumptions

• For the sake of simplicity, we assume a pub-sub architecture with only one MQTT
broker. Since we focus on the expressive power of the security policy, we do not
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investigate issues like distributing and synchronizing the security policy between
different bridged brokers or evaluating the security policy at the edge of the network
[6–8].

• We assume the broker to be trusted i.e. we do not investigate solutions to protect the
confidentiality of the messages from the broker [9, 10].

• We do not investigate authentication techniques. We believe that standard
authentication techniques can be used to authenticate both nodes and attributes.

• Finally, we assume TLS/SSL is used at the transport layer between all nodes of the
IoT network. Most existing MQTT servers support the use of TLS/SSL.

2.3 Language

We use first-order logic with equality to define our model, i.e. we define a logical
language allowing us to represent nodes, attributes, events (like publications, sub-
scriptions, messages distribution) and authorization rules. Note, however, that the
reader who is not familiar with logic should be able to understand the main principles
of our model since we translate in plain English each logical formula.

Although, we define our own logical language, we wish to make it clear that this
paper is not about a new logic-based policy language. To specify our model, we could
use XACML [12] (but it would be unreadable by a human), or an existing logical
language like SecPAL [13]. However, we prefer defining our own language so that we
can restrict ourselves to Horn clauses which can easily be read by a human and for
which there exists efficient resolution methods.

Constants
Constants of our language are string expressions. They are node identifiers such as
sensor1, user1 etc. or the special string broker referring to the MQTT broker.

Topics are defined by path expressions (written as strings) such as temperatures/
sensor1. Several topics can be referenced by using wildcards # and +. For examples,
temperatures/# addresses any topic having temperature as path root and home/+/
temperatures addresses topics such as home/room1/temperature, home/room2/
temperature etc. See [2] for more details about the use of wildcards in MQTT topics.

Note that, to lighten the notations, we omit the quotation marks for the strings.

Variables
Variables are written in capitalized letters like in Prolog. Our language includes the
anonymous variable _ which means anything. If variable S contains a string value, then
we assume this value can be referred to in a path expression. For example, if S contains
the string sensor1 then temperatures/S represents the topic temperatures/sensor1.

In this paper, to distinguish variables from constants, we constrain ourselves to
consider only constants written as strings of lowercase characters.

Predicates
Authorizations can be derived from a set of facts F and from a set of logical rules R.
Set F keeps track of registered nodes and events (publications, subscriptions and
distributions) whereas set R records the nodes hierarchy.

Set F includes instances from the following node predicates (Table 1):
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Registering a node creates an instance of one of these node predicates.
Set R includes the following rules:

node Nð Þ  broker Nð Þ ð1Þ

node Nð Þ  sensor Nð Þ ð2Þ

node Nð Þ  client Nð Þ ð3Þ

These three rules can be used to derivate that the broker or a sensor or a client is
also a node. These rules define a roles hierarchy that could be expanded according to
the needs of the application.

Set F also includes instances from the following event predicates:

Publishing a message creates an instance of the hasPublished/3 predicate. Sub-
scribing to a topic creates an instance of the hasSubscribed/3 predicate. Delivering a
message creates an instance of the hasDelivered/3 predicate. As we shall see in
Sect. 2.3, recording these events allows us to express security rules controlling the
frequency of publishing/delivering messages.

Since topics are path expressions possibly written with wildcards, set F also
includes instances from the following predicate (Table 3):

Table 1. Node predicates

Predicate Meaning

node Nð Þ N is an IoT node
broker Nð Þ N is the broker
sensor Nð Þ N is a sensor
client Nð Þ N is a client

Table 2. Event predicates

Predicate Meaning

hasPublished N; T ;Dð Þ At time D, node N has published a message in topic T
hasSubscribed N; T ;Dð Þ At time D, node N has subscribed to topic T
hasDelivered T;N;Dð Þ At time D, the broker has delivered a message from topic T to

node N

Table 3. Matching predicate

Predicate Meaning

addresses T ; T 0ð Þ Topic T addresses topic T 0

Regulating IoT Messages 471



For example, fact addresses temperature=�; temperature=sensor1ð Þ belongs to F.
For the sake of simplicity, we do not give the logical rules allowing us to derive
instances of the addresses/2 predicate.

Functions
Functions of our language represent attributes. They are either,

• Functions applying to messages or
• Functions for evaluating temporal conditions or any other contextual conditions.

Lists of functions in Tables 4 and 5 are not exhaustive and can be extended
depending on the needs.

2.4 Security Policy

Actions
We define the three compound terms to represent the following three actions:

Table 4. Message attribute functions

Function Purpose

length Mð Þ Returns the length of the message M
retained Mð Þ Returns true if the message M is retained, false else
value Mð Þ Returns the content of the message M
encoding Mð Þ Returns the character encoding of the message M
ciphered Mð Þ Returns true if the message M is encrypteda, false else
aEncrypting a message means encrypting the payload of the MQTT
packet transporting the message. This should not be confused with
encrypting the whole communication between nodes at the transport
layer by means of TLS/SSL.

Table 5. Contextual functions

Function Purpose

timeðÞ Returns the current time
dateðÞ Returns the current date
latencyðÞ Returns the network’s latency
bandwidthðÞ Returns the network’s bandwidth

Table 6. Actions

Term Action

publish M; T ;Qð Þ Publishing message M in topic T at QoS Q
subscribe T ;Qð Þ Subscribing to topic T at QoS Q
deliver M; T ;Nð Þ Delivering message M from topic T to node N
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Variables represent action parameters. Note that there is no QoS parameter for the
deliver operation. This is because the QoS used by the broker to deliver a message to
node N is the QoS chosen by node N when it subscribed to topic T. This means that if,
in our security policy, we need to restrict the QoS used by the broker to deliver
messages, then it should be done during the subscription step.

Contextual Authorization Rules
We consider positive authorizations and negative authorizations represented by the two
following predicates (Table 7):

Variable A contains any of the three compound terms of Table 6. Note that if A is a
deliver action then we assume that N cannot be different from broker.

The security policy P regulates publish, subscribe and deliver operations. It consists
of a set of authorization rules. Any authorization rule is an instance of one of the
following rule templates:

allow N;Að Þ  conditions ð4Þ

deny N;Að Þ  conditions ð5Þ

Symbol conditions stands for a possibly empty conjunction of contextual condi-
tions on nodes, topics, QoS, messages and the environment. Here are a few examples of
authorization rules:

deny sensor1; publish ; alarms=sensor1;ð Þð Þ
 timeðÞ[ 8 ^ timeðÞ\20

ð6Þ

Rule 6 denies sensor1 to publish messages (whichever the QoS is), in topic
alarms/sensor1 during day time.

allow N; subscribe alarms=#;ð Þð Þ
 guest Nð Þ ð7Þ

Rule 7 allows guest nodes to subscribe to the alarms hierarchy of topics. Here we
assume guest/1 is a role predicate expanding the hierarchy defined in Sect. 2.2.

Regarding the delivering operation, we should first note that the normal MQTT
behavior is to deliver messages from topic T to the nodes which subscribed to topic T.

Table 7. Authorizations

Predicate Meaning

allow N;Að Þ Node N is allowed to perform action A
deny N;Að Þ Node N is denied to perform action A
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This can be expressed by the following default policy rule:

allow broker; deliver ; T ;Nð Þð Þ
 hasSubscribed N; T ;ð Þ ð8Þ

Rule 8 allows the broker to deliver any messages from topic T to the nodes which
subscribed to topic T. However, this default policy can be overridden in some specific
cases (see Sect. 2.4 for conflicts resolution between rules):

deny broker; deliver M; alarms=#;Nð Þð Þ
 guest Nð Þ ^ value Mð Þ ¼ 0 failure0 ð9Þ

Rule 9 overrides rule 8 and denies the broker to deliver failure messages from the
alarms hierarchy of topics to guest nodes. Rule 9 is an example of a content-based
authorization rule.

In rules 7 and 9, there is a path expression referring to the set of topics alarms/#.
Therefore, we need to include in setP some rules to derive instances of predicates allow/2
and deny/2 addressing any subset of a set of topics expressed by means of wildcards:

allow=deny N; publish M; T 0;Qð Þð Þ
 allow=deny N; publish M; T ;Qð Þð Þ ^ addresses T ; T 0ð Þ ð10Þ

Rule 10 says that if publication is allowed/denied for a set of topics T then pub-
lication is also allowed/denied for each subset T 0 of T. We could write similar rules for
the subscribe/3 and deliver/3 predicates.

For example, since addresses(alarms/#,alarms/sensor1) is true, then allow(sub-
scribe(user1,alarms/sensor1,1)) can be derived from allow(subscribe(user1,
alarms/#,1)).

Controlling the Frequency of Events
Our experience has shown us that in some applications being able to control the frequency
of publications, subscriptions and messages distribution is important. Consider for
example an online trading broker. An online trading broker is a pub-sub service where
clients may send trade orders and receive various tips and hints related to the stock
market. Assume that the online broker sells standard accounts and premium accounts.
Premium account holders receive more hints and tips per day than standard account
holders. Moreover, premium account holders can send more trading orders per day than
standard account holders. In such a scenario, we would need to express authorization
rules controlling the frequency of publications (e.g. trade orders) and the frequency of
messages (e.g. hints and tips) delivered by the broker. Another obvious use of having
authorization rules based on the frequency of publications would be tomitigate the effects
of compromised sensors involved in DDOS attacks against the pub-sub architecture.

To define authorization rules allowing us to express conditions on the frequency of
events, we define the following high-order predicate (Table 8):

Frequencies are always evaluated at the time the policy is evaluated. This explains
why instances of the freq/3 predicates represent instant frequencies.
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Variable E refers to any formula instance of the three event predicates
hasPublished/3, hasSubscribed/3 and hasDelivered/3 defined in Sect. 2.2, with the last
variable referring to the timestamp of the event always equal to the anonymous variable _.

Here are two examples of frequencies:

freq hasPublished sensor1; alarms=sensor1;ð Þ; 5; 24ð Þ ð11Þ

Formula 11 says that the instant frequency of publications made by sensor1 in topic
alarms/sensor1 is 5 in the last 24 h.

freq hasPublished ; alarms=#;ð Þ; 152; 24ð Þ ð12Þ

Formula 12 says that the instant frequency of publications (made by all sensors) in
topics hierarchy alarms/# is 152 in the last 24 h.

Note that, by defining the high-order predicate freq/3, we are no longer in strict
first-order logic. However, computing instances of the freq/3 predicate can easily be
done by using some aggregate predicate which would be implemented in many
inference engines. For example, the rule below is the SWI Prolog [14] definition of the
freq/3 predicate for the hasPublished/3 predicate. It uses the Prolog built-in
aggregate_all/3 predicate:

freq hasPublished N; T;ð Þ;F; IÞð Þ
 aggregate all count; hasPublished N; T ;Dð Þ ^ ðtimeðÞ � DÞ\IÞð Þ;Fð Þ ð13Þ

Basically, Prolog rule 13 counts the number of instances of the hasPublished/3
predicate referring to node N and topic T with a timestamp not older than I hours.

The following rules are examples of authorization rules regulating the frequency of
publications and messages distribution:

allow sensor1; publish ; alarms=sensor1;ð Þð Þ
 freq hasPublished sensor1; alarms=sensor1;ð Þ;F; 24ð Þ ^ F\5

ð14Þ

Rule 14 allows sensor1 to publish messages in topic alarms/sensor1 as long as it
does not post more than 5 alert messages per 24 h.

deny broker; deliver ; alarms=sensor1;Nð Þð Þ  guest Nð Þ
^ freq hasDelivered alarms=sensor1;N;ð Þ;F; 24ð Þ ^ F[ 1

ð15Þ

Rule 15 denies the broker to deliver to guest nodes more than one alert message per
24 h from topic alarms/sensor1.

Table 8. Frequency predicate

Predicate Meaning

freq E;F; Ið Þ F is the instant frequency of repeating event E per unit of time I
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2.5 Conflict Resolution Policy

Since our authorization model allows for positive and negative authorizations, conflicts
between rules may arise. For example, consider the following two rules:

deny N; subscribe ;ð Þð Þ  sensor Nð Þ ð16Þ

allow N; subscribe N=#;ð Þð Þ  sensor Nð Þ ð17Þ

Rule 16 says that subscriptions are forbidden for sensors while rule 17 says that
sensors can subscribe (at any QoS) to topic for which the path root corresponds to their
identifier. Clearly these two rules conflict whenever a sensor subscribes to a topic for
which the path root corresponds to the sensor identifier.

There are many possible solutions to solve conflicts between authorization rules.
The XACML standard [12] enumerates several combining algorithms to solve conflicts
between rules (deny overrides, permit overrides, first applicable overrides, permit
unless deny, deny unless permit etc.). We can use any of these algorithms depending on
our needs. Regarding the small example above, the permit overrides algorithm would
allow a node subscribing to a topic for which the path root corresponds to the node
identifier.

2.6 Security Administration Model

Definition of a security model must include the definition of a model for administering
the security policy. To introduce our model, let us first consider the scheme depicted in
Fig. 1.

Sensors (S1 and S2) sends messages to Analytics through topic A. Monitor sends
commands to sensors through topic B. Monitor owns sensors S1 and S2 and created
topics A and B. This scenario suggests us that Monitor could be the administrator

TopicA 

TopicB

Publish
Subscribe

S1

S2

Analytics

Monitor

Broker

Fig. 1. IoT network
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defining the security policy regulating messages going through channels A and B. Of
course, this is not the only possible scenario. The IoT network could be more cen-
tralized; topics A and B could also be shared by other applications and sensors etc.
Nevertheless, decentralizing the security administration should be possible even if the
network contains only one broker. Moreover, to give flexibility, delegation of rights
should also be supported.

In our model, security administration is topic-based. We state that there is at least
one security administrator for each topic. A security administrator for a given topic T is
responsible for defining the security policy regulating publications/subscriptions to
topic T and distribution of messages from topic T. There is also one Root Administrator
(RA) who can administrate the security policy for all topics. However, due to space
limitations, we cannot present the security administration model in detail.

3 Prototype

3.1 Architecture

This paper is more about the model than the implementation. Nevertheless, we have
implemented a proof-of-concept prototype depicted in Fig. 2. Our prototype is built
according to the XACML architecture [12]. We use the EMQ1 MQTT broker written in
Erlang/OTP for which we have developed the MQTTsec plugin acting as a Policy
Enforcement Point (PEP). The Policy Information Point (PIP) contains OWL2
ontologies representing nodes, topics and events. The Policy Administration Point
(PAP) contains a set of SWRL [15] rules representing the security policy. The
MQTTsec manager, written as a Java Web Application, acts as a Policy Decision Point
(PDP).

First, the PEP intercepts an event (publication, subscription or distribution of a
message). It then submits the event to the PDP. The PDP loads the security policy from
the PAP and queries the PIP to retrieve the necessary attribute values. Then it runs an
OWL2 [16] inference engine which applies the conflict resolution policy and eventu-
ally issues a decision (allow/deny). Whether the request is authorized or not, it is
always recorded in the PIP as a new instance of the event class of our ontology model.
If the request has been authorized then the corresponding instance is tagged as allowed,
denied otherwise. It should be noted that instances of the event predicates defined in
Table 2 correspond to the allowed events recorded in the PIP. In our prototype, we also
keep track of the denied requests for traceability purpose.

3.2 Proof Graphs

We should also mention that the inference engine can show the logical reasoning that
led to the decision producing a proof graph of the decision. This feature can be very
useful for debugging security policies, auditing, or devising new conflict resolution
algorithms. Basically, it works as follows:

1 http://emqtt.io/.
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• Policy rules and captured events (publication, subscription or message distribution)
are represented in the OWL language.

• The inference engine computes a list of possible authorization values and shows the
derivation steps for each value.

• If the list is empty, then the default policy is applied.
• If there are conflicting values in the list (at least one permit and one deny) then the

conflict solver computes the final decision according to the predefined conflict
resolution algorithm and shows the derivation steps.

• Whether rejected or accepted, the event is timestamped and added to the PIP.

4 Conclusion

In this paper, we have defined a model to express security policies for a pub-sub
architecture consisting of a single MQTT broker. The most important contributions of
our paper are the followings:

• Our model allows us to regulate not only publications and subscriptions but also
distribution of messages. To our knowledge, this feature has not been addressed in
any other paper related to IoT security.

• Our model is an interpretation of the ABAC model for the pub-sub architecture with
some unique features like the possibility to control the frequency of events.

• We have developed a prototype based on OWL2 and SWRL showing the feasibility
of our approach.

2  rest/
websocket 1 MQTT

MMQQTTTT BBrrookkeerr 
++ 

MMQQTTTTsseecc pplluuggiinn

MMQQTTTTSSeecc
MMaannaaggeerr 
((JJaavvaa WWeebbAApppp)) 

PPoolliicciieess wwrriitttteenn
iinn SSWWRRLL 

KKnnoowwlleeddggee bbaassee
((OOWWLL oonnttoollooggiieess))

43

PEP PDP

PAP PIP

Fig. 2. MQTTsec broker prototype
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Regarding future works, we are planning to investigate the following issues:

• We will extend our model to the case of a pub-sub architecture consisting of several
bridged brokers. In such a scenario, we might need to apply the solution presented
in [8] to synchronize the security policy at every node of the pub-sub architecture.

• We will also consider an IoT network consisting of a TCP/IP network hosting the
pub-sub architecture coupled with a Low Power Wide Area Network (LPWAN)
hosting the sensors. In such a scenario, we might also need to implement solutions
proposed by others [6, 7] to move, for scaling purposes, the security controls at the
various gateways between the TCP/IP network and the LPWAN network.

• We are also planning to include the possibility to declare obligations in the security
policy.

• Finally, we will update and improve our prototype to turn it into a scalable secure
broker engine.
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Abstract. The wireless sensor network is a typical distributed system
where a standard reference time is prerequisite for all nodes to cooper-
ate with each other. This paper proposes a security cycle clock synchro-
nization method based on mobile reference nodes. First, a periodic syn-
chronization model is established, where nodes are directly synchronized
through the periodic movement of mobile reference nodes. Second, we
proposed a key management method based on random number authenti-
cation to defense various attacks in the network. Through experimental
analysis, we can see that this security strategy improves the network
security and improves the synchronization accuracy of the whole net-
work.

Keywords: Security clock synchronization · Mobile reference nodes
Wireless sensor networks

1 Introduction

In wireless sensor networks in many practical applications and key technologies
are required to achieve security sensor nodes clock synchronization, such as for-
est fire monitoring of environmental monitoring and earthquake early warning
[1]. In wireless sensor networks based on data fusion applications, only under
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the premise of the network to achieve clock synchronization, all this applica-
tion is meaningful [2]. Over the past few decades, a large number of researchers
have proposed a number of clock synchronization protocol. However, because of
the wireless sensor network has a large scale, node energy is limited, insufficient
bandwidth, processing power is poor, network topology is not unique charac-
teristics, there are a lot of clock synchronization protocol application is greatly
limited [3–5]. Therefore, the study of clock synchronization technology in wire-
less sensor network, there are still many challenging issues, for instance synchro-
nization accuracy and security relations, the balance between synchronization
accuracy and energy efficiency, security cycle clock synchronization algorithm
designed and other issues [6,7].

2 Reviews of the Existing Clock Synchronization Method

Wireless sensor nodes clock crystal generally consists of hardware and software
counter [8]. Crystal oscillator is the local clock source of the node. The counter
divides the clock waveform generated by crystal oscillator into frequency division
and so on, to get the clock. The clock pulse generated by crystal oscillator is the
basis of node clock [9]. Synchronous information transmission in the network
is susceptible to all kinds of interference. The synchronization information is
transmitted from the sending node to the receiving node, and there is time
delay in each link of the synchronization. The greater the uncertainty of the
sending time, the access time, and the receiving and processing time, the longer
the delay [10], and the delay of information transmission is also determined by
other factors, such as hardware platform [11].

Boukerche et al. proposed that the LTS-MB algorithm would synchronize
the clock synchronization as another latitude of the node location information,
namely the positioning problem of the 4 dimensions. In this method, the mobile
reference node moves along a specific curve in the network and covers the nodes 3
times [12]. When the reference node moves to the specific location of the network,
it communicates directly with the node, and uses packet delay measurement
technology or data packet round trip time technology (RTT) to achieve node
synchronization. In the LTS-MB algorithm, the moving path of the reference
node is sinusoidal, and the path of the LTS-MB algorithm reference node moves
like Fig. 1.

This method does not explain whether the mobile reference node moves peri-
odically. Assuming that the mobile reference node moves at the starting point
of coordinates (0, 45), it moves along the sine curve, and the mobile counters
broadcast time 0.5 s, when the counter is 0, the mobile reference node arrives at
the synchronization point and stops moving. Using the RTT clock synchroniza-
tion algorithm, broadcast synchronization information contains a time stamp
T1, the ordinary node receives and records the current time T2, waiting for a
very small random time (in order to avoid collision), sends a RTT request packet
containing the local time T3. The mobile reference node records the receiving
time T4, then sends the response packet (above all the time) and the current
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Fig. 1. LTS-MB algorithm reference node movement trajectory

timestamp T5. After receiving the response packet, the ordinary node records the
local time T6. The entire communication process is shown in Fig. 2. According
to the calculation formula of RTT, we can see:

Fig. 2. By using the synchronous process of RTT

d1 =
(T4 − T1) − (T3 − T2)

2
(1)

d2 =
(T6 − T3) − (T5 − T4)

2
(2)

d =
d1 + d2

2
(3)

According to the formula RTT seen under the same conditions as LTS-MB
algorithm does not move at the same speed to shorten the cycle of moving, it
failed to reach inside to improve the accuracy of the effect cycle [13].

LTS-MB algorithms on two-way communication using the traditional mode
of communication, fall short of reduce node energy consumption target [14].
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3 The Scheme Description of Security Cycle Clock
Synchronization

Aiming at the clock synchronization model for mobile reference node security
problem, we propose a method of security cycle clock synchronization based on
mobile reference nodes, short for MRN-CS.

First, a periodic synchronization method based on mobile reference nodes is
proposed, which adopts the seamless coverage method of synchronous point area,
and designs an efficient reference node mobility model. Then, the synchronization
of security mechanisms is proposed.

3.1 Reference Node Mobility Model

The security synchronization scheme has the following characteristics:

1. The synchronization information is sent directly from a trusted mobile refer-
ence node to a common node via a unicast mode. It eliminates the commu-
nication energy consumption of common nodes acting as “reference nodes”
after synchronization, and eliminates the accumulation of synchronous errors
caused by multi hop transmission, and also improves the security and defense
ability in the process of clock synchronization.

2. The synchronization point selection method can quickly calculate all the syn-
chronization points in the network. Then, according to the path planning
model, determines the optimal mobile path, shortens the synchronization
period, accelerates the synchronization speed, and improves the synchroniza-
tion accuracy.

3. Unicast communication mode balances the energy consumption of the net-
work, and achieves the purpose of preventing the common nodes close to the
reference node to consume their own energy because of multi hop transmis-
sion.

4. The proposed security mechanism defends the internal and external threats
and attacks in the synchronization process, and improves the security and
accuracy of synchronization.

The MRN-CS model is suitable for such application scenario that lacks of
reference nodes or only a small number of reference nodes in the field, and
requires higher synchronization accuracy, faster synchronization speed and lower
node energy consumption.

This method provides clock synchronization information to the common node
by moving the reference node, and its basic process includes the following three
steps:

Step 1: Mobile reference node periodically to move in a certain route, and
every other period of time at set intervals to reach a synchronization point, the
reference node in the synchronization point broadcast time synchronization
information, the ordinary node receives the synchronization information to
adjust their own time, and then realize the synchronization with the reference
node clock.
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Step 2: When the reference node completes the clock synchronization of its
neighbor common nodes at a synchronization point, it moves to the next
synchronization point and to repeat step 1.
Step 3: Mobile reference node performs unicast direct communication with all
nodes in the process of periodic migration, achieving network synchronization
and then performing periodic synchronization.

3.2 Synchronization Security Scheme

The MRN-CS model is based on the following premise and assumption: a com-
mon reference node and each node has a pre-assigned shared key ki; mobile ref-
erence node is a special node, may have a special energy supply, can through the
GPS to carry out their own positioning and can communicate directly with the
central server. This section will consider the security strategy from the require-
ments of the above location model.

The Clock Synchronization Attack. The clock synchronization attack in
this paper is the synchronization information sent by malicious nodes, which
enables ordinary nodes to receive and believe as a reference clock, and synchro-
nize with them, resulting in asynchronous node time in the network.

At present, the attack on time is derived from the internal and external of
the network, namely, network internal attack and network external attack [15].
Network external attack means that the enemy does not get the communication
key in the network. The internal attack of the network means that the enemy
has attacked and captured the reference node, or has the identity of the reference
node, and obtains the communication key of the network [16,17].

Forged attack [18,19]: also known as deception attack. When the malicious
node attacks in common node form, malicious nodes eavesdrop the data which
is sending by mobile reference node, and disguise as a moving reference node
transmits forgery synchronization information, so that ordinary nodes believe
this synchronization information for the reference time, and then complete syn-
chronization, ordinary nodes which in the communication range of the malicious
nodes eventually asynchronous with the network time

Replay attack [20]: malicious nodes constantly replay the synchronization
information sent by the reference node. The common node that receives the
synchronization information continues to synchronize to a clock, causing the
common node to be in high-energy consumption state.

In this paper, a key management method based on random number authenti-
cation is proposed, which deal with network external attacks and network inter-
nal attacks, respectively.

The Key Management Method Based on Random Numbers. Before
the common node is deployed, the node stores a master key corresponding to
its own ID in advance. The normal node initiates the authentication request to
the reference node by using the pre-made master key. After the authentication
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Table 1. Analysis of attack style

Attack style Aggressive behavior

Forge attack Falsifying the identity or information of a reference node to
cause the network asynchronous or consumption of node
energy, etc.

Replay attack Replay the synchronization information of the reference
nodes, causing the network asynchrony or the energy
consumption of the node etc.

is passed, the reference node sends the encrypted shared key separately. That is,
there is a shared key between the reference node and the common node at each
synchronization point, and the keys at each synchronization point are different.

Table 2. Node ID and master key mapping table

Node ID Master key Generated the random number

IDi Ki randi

The specific implementation steps are as follows:

1. Master key deployment phase
– Before a common node is deployed, a random number is generated to do

XOR operation with each node ID number, and hash XOR value. The
random number corresponds to the node ID for the unique master key,
the formula is as follows:

Ki = hash(randi ⊕ IDI) i = 1 · · ·n (4)

Rand is a random number, and ID is the only identity of the node, and
there are n common nodes in the network. Therefore, the master key
generated is random and does not have correlation with each other.

– The parameters and packet format stored in the common node.
Parameters: Node identity; Master key; Reference node identifier ID.
Packet format:

ID||IDi||Ki(ID||Authenticationinformation||randi)

The mapping of the master key and the node ID stored by the mobile
reference node is as follows (Table 2):

2. Shared key establishment phase
– When the mobile reference node moves to the synchronization point, the

common node in the broadcast domain is required to be authenticated.
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– After receiving the authentication request, the common node generates a
random number rand1 and saves it, and then initiates the authentication
request message.
The format is:

ID||IDi||Ki(ID||Requst||rand1)
– The mobile reference node collects the authentication request packets of

all the ordinary nodes in the broadcast domain, according to the IDi in
the message, look up the mapping relation Table 1 and get Ki correspond-
ing to it. Compare the obtained by decrypting the packet with the of the
packet header to prevent the node from disguising. If the two are equal,
the node identity is correct.

– According to the location ID of the current synchronization point and the
generated random number rand2, the reference node generates the shared
key for communication at this synchronization point using formula 5 as
follow:

Kj = hash(randj ⊕ IDj) j = 1 · · ·m (5)

Where IDj is the unique identifier of the synchronization point in the
area, randj is a random number generated by the reference node, and
there are m synchronization points in the area.

– The mobile reference node ID set up the packet for the common node.
The message format is as follow:

ID||IDi||Ki(ID||IDi||Ki||rand2||rand1)

– After receiving the packet sent by the mobile reference node, the com-
mon node decrypts the packet using the master key Ki, and obtains the
reference node ID as compared with the header ID to prevent the cam-
ouflage attack. If the ID are equal, the obtained random number rand1
is compared with the previously stored random number, and if the two
random numbers are equal, the shared secret key is accepted.

3. key confirmation phase
– The common node uses the shared key obtained to generate a random

number rand3, sets up a key confirmation message and sends it.
The message format is as follows:

ID||IDi||Ki(ID||IDi||Ki||rand3||rand2)

– After receiving the message of each node, the mobile reference node uses
the shared key to decrypt the key confirmation message and compares
the decrypted IDi with the IDi of the message header to prevent the
camouflage attack. Then compare the random number rand2 and the
previously saved random number rand2.
If all are equal, the shared key is established successfully.

4. Key update stage
In order to ensure the security of cycle clock synchronization, after the clock
synchronization period is executed m times, the key update is performed in
two ways:
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– First, re-run the above shared key establishment and key confirmation
phase.

– Second, the reference node moves to the synchronization point, encrypts
the new key with the old shared key, and then broadcasts it. The message
format is as follows:

ID||Kj(ID||(Kj)′||rand4)

Figure 3 shows the data flow in the key management method based on random
number authentication:

Fig. 3. Data flow diagram of the security method

4 Simulation and Analysis

4.1 Experiment and Analysis of Synchronization Performance

In the simulation experiment, we used the hardware platformd for the wire-
less network development suite developed by SmeshLink company, and used the
Contiki Studio operating system [21].

First, in the ideal security network environment, comparing the MRN-CS
algorithm with other synchronization algorithms to analyze the synchronization
performance; Then, the security performance of the MRN-CS algorithm is tested
and analyzed in the network environment with security threat.

Compare Synchronization Error. MRN-CS algorithm, TPSN algorithm,
FTSP algorithm unified set of reference nodes in the same position, that synchro-
nization point coordinates (52, 45), TPSN algorithm, FTSP algorithm requires 5
to jump to cover the synchronization area all common nodes. Location LTS-MB
algorithm reference node disposed at the coordinates (45, 0).

As can be seen from the trend of the synchronization error in Fig. 4, as the
hop count increases, the synchronization error between the FTSP algorithm and
the TPSN algorithm gradually increases, However, the synchronization errors
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Fig. 4. Comparison of the synchronization error

between MRN-CS and LTS-MB do not change with the increase of synchroniza-
tion information transfer hops, and the synchronization error remains basically
unchanged. With the increase of the number of hops, the synchronization error
between MRN-CS and LTS-MB is far less than that of the other two algorithms,
and FTSP is better than TPSN.

From the value of the synchronization error in Figure 4, the synchronization
error of FTSP algorithm in first hop is the same as that of MRN-CS algorithm
is 2µs. The average synchronization error at fifth jump is 10µs. From first
hop to fifth hop, the average increase of 2µs per hop. The synchronization
error of TPSN algorithm in first hop is 6µs, and in the fifth hop is almost
18µs, from first to fifth, with an average increase of 3µs per hop. However, the
synchronization error of MRN-CS and LTS-MB algorithms are not affected by
the number of hops, which are better than the above two algorithms. The error
range of MRN-CS algorithm is basically at a jump average of 2µs. The clock
synchronization error range of LTS-MB algorithm is also about 6µs. Because
LTS-MB algorithm uses RTT synchronization method in unicast communication,
it can not overcome the transmission time, access time and receiving processing
time delay. From the results of this experiment, the present MRN-CS algorithm
is superior to the LTS-MB algorithm, and it is the optimal algorithm in the four
algorithms.

Probability Cumulative Comparison of Synchronization Errors. If we
have the same synchronization error, we will carry out probability statistics for
256 nodes in the synchronization area, and the probability cumulative distribu-
tion function curves of the 4 synchronization algorithms are shown in Fig. 5.

From Fig. 5, we can see that the MRN-CS algorithm and LTS-MB algorithm
have a steep rising edge, while the TPSN algorithm and FTSP algorithm are
slower. The steepness of the curve reflects the number of nodes under the same
synchronization error, and the more steepen, the more nodes have the smaller
synchronization error. In the MRN-CS algorithm, 90% of the node errors are
less than 2µs, and almost all nodes’ errors are within 3µs, which is much better
than TPSN and FTSP algorithms.
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4.2 Experiment and Analysis of Security Performance

Comprehensively consider the internal and external attacks of the network, com-
pare the synchronization errors of the nodes, and compare the MRN-CS algo-
rithm and the LTS-MB algorithm in the ideal security network and the insecure
network.

Fifty nodes were randomly deployed in a rectangular area of 92 meters by
92 meters for clock synchronization experiments. The communication radius
between the reference node and the normal node was set to 15 meters. Then,
randomly deploy six malicious nodes, their attacks include both internal and
external attacks. During the experiment, the synchronization errors of 50 com-
mon nodes and reference nodes were collected, the synchronization errors of the
nodes just after clock synchronization were collected, and each synchronization
period was collected once. Each algorithm collected 50 synchronization peri-
ods, then take the average of the collected data. The two algorithms are tested
in different environments. Finally, we get the synchronization error diagram of
LTS-MB algorithm and MRN-CS algorithm in ideal secure network and unsafe
network as shown in Fig. 6.
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5 Conclusion

In this paper, we propose a security cycle synchronization method in WSN based
on mobile reference node, short for MRN-CS algorithm. The mobile reference
node in the sensor network periodically move along the planned path, synchro-
nize the nodes through single-hop communication. And a security policy based
on random number authentication for key management is proposed to deal with
malicious attacks in the network.

We can evaluate the key management method based on random numbers from
two aspects. First, trusted identity. In the key establishment and confirmation
phase, three major messages need to be transmitted. Each message transmission
needs to send the ID of the reference node and the ordinary node, after the infor-
mation is passed through the encryption, the correct reference can be decrypted
before the reference nodes and common nodes can be clearly identified, ensuring
the credibility of the identification. Second, attack analysis. External attacks
cannot attack common nodes because they are unable to obtain shared keys at
the synchronization point. Even if a common key is acquired by attacking ordi-
nary nodes, that is, ordinary nodes are captured. The key of common node and
the shared key of this synchronization point may be leaked, but the shared key
is only valid in the first synchronization process, so it will not affect the clock
synchronization.

In the experiment, the simulation results show that the proposed security
synchronization method based on mobile reference node, compared with tradi-
tional clock synchronization method, has higher node synchronization accuracy,
and more effectively protected network from threats.
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1 Introduction

With the rapid development of the Internet and mobile health-care system,
mobile health-care (MHC) has gradually become a hot area of research [1–4].
By using the MHC, doctors can use mobile medical terminals (wearable devices,
etc.) to directly make electronic prescriptions and medical diagnostic records
for medical users remotely. Users can check the health of the body according
to the electronic inspection reports. Therefore, the MHC system can effectively
alleviate the patients’ medical difficulties and improve the efficiency of doctors
and medical staffs.

In the process of mobile medical diagnosis, doctors’ electronic prescriptions,
electronic medical records, etc., which usually contain some sensitive data refer-
ring the privacy of medical users, if the data is illegally obtained, it will have
unpredictable consequences for the privacy of medical users. For example, the
personal medical health information and treatment process of the tour DE France
cyclist is regarded as the absolute secret of his medical team. Therefore, in order
to protect the privacy of medical users, the medical data of users should only
be viewed and processed by a few doctors who have access to treatment. Mean-
while, in order to ensure that the patients’ privacy is not disclosed, doctors need
to digitally sign the treatment plan in the course of treatment to ensure the
accountability of medical accidents and the traceability of the treatment plan.

However, in some special scenarios, doctors are not able to provide medical
services to medical users at any time. For example, the doctor is attending an
important meeting or is undergoing a key operation, thus the doctors require a
trustable agent (legally authorized doctor) to help they dealing with the issues
within the scope of authorization [5]. In order to avoid the illegal behavior of the
surrogate doctors, the doctors can set up access authority to the privacy data
of medical users. At the same time, medical users can verify the validity of the
scheme through their electronic signature.

2 Related Work

In the studies of privacy protection in mobile medical treatment, many
researchers have put forward their own research results. Waters proposed an
identity-based encryption scheme [6], and Kim et al. proposed a self-proxy sig-
nature scheme [7]. Although proxy signature can be combined with other signa-
ture technologies to produce a digital signature scheme that adapted to various
application scenarios, this signature scheme lacked effective protection for the
agents’ privacy. Subsequently, Yu et al. proposed an anonymous proxy signature
scheme that can be proved safe [8], where the scheme is a combination of proxy
signature and ring signature to realize the anonymity of the proxy signer and
protect the privacy of the proxy signer. On this basis, a standard model based
on identity signature scheme is proposed [9], but this kind of signature is rela-
tively simple, which cannot adapt to a variety of environmental signatures. At
the same time, the above mentioned schemes only considered the signature of
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the data, and did not consider the access control of the permission and how to
find a matching legal signer effectively.

3 Our Focus and Contribution

3.1 Our Focus

Therefore, this paper proposes a fine-grained digital proxy signature scheme
based on attribute, which focuses on the research on the properties of proxy
authorization, proxy anonymous and signature tracking. The scheme not only
solves the problem of anonymous privacy protection of the acting doctor, but also
proposes a method to trace the signature of the anonymous proxy doctor. Under
the condition of anonymity, when dispute is appeared, the trusted authorization
center and the original signer can together reveal the identity of the agents to
ensure the traceability for an acting doctor.

Fig. 1. Information sharing process in mobile health-care networks

3.2 Our Contributions

The main contributions of this paper are shown as follows:

(1) We propose a method that combines users’ identities with users’ attribute
characteristics, where only an agent doctor who satisfies the specific
attributes of the licensed physician or the specified control strategy can
be authorized and signed;
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(2) The method of anonymizing the agent through the authorization center is
proposed, in which the privacy of the agent is guaranteed not to be leaked,
and the user cannot distinguish the difference between the authorized doc-
tors and the acting doctors.

(3) A signature method that can track anonymous proxy doctors is proposed. If
the signature is disputed, the trusted authorization center and the original
signer can verify the identity of the agent and jointly ensure the traceability
of the agent.

Figures 1 and 2 are an overview of the mobile health-care network.

Fig. 2. Attribute-based traceable anonymous proxy signature strategy processing.

4 Preliminaries

In this section, some preliminaries related to bilinear maps, complexity assump-
tions are presented.

4.1 Mathematical Basis

Let G1 and G2 be two multiplicative cyclic groups with big prime order p. Let e
be a bilinear map e : G1 × G2 → GT with the following properties[10]:

– Bilinearity. e(P a, Qb) = e(P,Q)ab,∀P ∈ G1, Q ∈ G2 and a, b ∈ Zp.
– Non-degeneracy. There exists ∀g ∈ G1, h ∈ G2 such that e(g, h) �= 1, which

means the mapping will not map all pairs in G1 × G2 to the identity in GT .
– Computability. There exists an efficient algorithm to calculate bilinear map

e : G1 × G2 → GT .
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4.2 Decisional Bilinear Diffie-Hellman (DBDH) Problem

Given multiplicative groups G1 and G2 with an order of a prime number p,
given (g, ga, gb, gc, T ), where T = e(g, g)θ and a, b, c, θ ∈ Zp. Randomly choose
the generator g ∈ G1. Send the elements g, ga, gb, gc ∈ G1 and T ∈ G2 to A. A
will check whether T is equal to e(g, g)abc.

We define the advantage obtained by solving the problem above using A as
follows:

AdvDBDH = Pr[A(g, ga, gb, gc, e(g, g)abc) = 1]

− Pr[A(g, ga, gb, gc, T ) = 1] ≥ ε
(1)

If there is no polynomial time algorithm that can address the DBDH hypoth-
esis with non-negligible advantage ε, we regard the DBDH hypothesis valid in
groups G1 and G2.

5 System Definition and Model

The proposed scheme consists of data center (DC ), trusted authority (TA),
data owner doctor (DO), data proxy doctor (DP), and medical user (MU ).

DC : Responsible for storing electronic case histories and health records of
users.

TA: Responsible for initializing the system, generating and distributing keys.
DO : Responsible for encrypting the user’s medical data and formulating the

access control strategies. The decryption keys cannot be obtained to decrypt the
private document of MU unless the features of DP satisfy the access control
strategy of DO . In this paper, let Alice denote the authorized doctor and the
original signer of the treatment plan.

DP : Obtain authorization from DO and match his or her own features with
the features in the DO-defined access control strategies. If the match succeeds,
DP is granted the key to decrypt the user’s medical data and formulate the
treatment plan. Meanwhile, digital signature should be put to the treatment
plan he or she formulates in order to ensure traceability in the case of medical
accident. In this paper, let Bob denote DP and the proxy signer of the treatment
plan.

MU : Responsible for providing doctor DO with his or her own medical data
and verifying authenticity of the treatment plan’s signature. Let Cindy denote
the user who requests to make friends.

In this paper, assume that TA and DO are completely reliable. It is also
assumed that DC is curious and honest [10–12,15,16], but DP is completely
unreliable [13,14], i.e. the proxy users may collude to access the data without
authorization. In other words, while fulfilling his or her duties based on the agree-
ment, DC may attempt to obtain private information of the user by technical
means out of curiosity. Therefore, it is necessary for the medical user to decrypt
his or her own data before importing it.
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6 Proposed Scheme

Operation of the proposed scheme during each stage is described as follows.
Its safety is based on the CP-ABE scheme and the dual system encryption
framework [17–20]. Let μ = {μ1, μ2, ..., μn} denote the attribute set of proxy
signer and Agenti(1 ≤ i ≤ n) denote an individual proxy signer.

6.1 System Initialization

TA randomly chooses the groups G0 and G1 with an order of a prime number
p, generating the element g, p ∈ G0, where e : G0 × G0 → G1.

The security parameter k is also randomly selected to control the size of
group. Also, the Lagrange coefficient Δi,s, i ∈ Zp is defined and let S denote the
element of set Zp, where Δi,s(x) =

∏
j∈S,j �=i

x−j
i−j .

The Hash function H : {0, 1}∗ → G0 is able to map any attribute which can
be represented with a binary string into random elements of the group. Similarly,
we have encrypted Hash functions H0 : {0, 1}∗ × G0 → Z∗

q and H1 : {0, 1}∗ →
{0, 1}k.

We randomly choose α, β ∈ Zp to generate the system’s public key PK, and
let MK = β, gα denote the system’s master cryptography key.

PK = {G0, g, h = gβ , e(g, g)α} (2)

MK = β, gα (3)

6.2 Key Generation

Doctor Alice chooses a random number x0 ∈ Z∗
q as his or her private key, and

the public key is computed as Y0 = x0g. Similarly, each of the proxy doctors
chooses xi ∈ Z∗

p as his or her private key and the public key is computed as
Yi = xig.

6.3 Data Encryption

Prior to this stage, Alice needs to encrypt the user’s medical data using his or her
own access strategy and upload the access strategy tree to the trusted authority
for storage. The proxy right must be awarded at TA by matching the attributes
of Alice. In other words, unless the proxy doctor’s attributes satisfy the access
control strategy of Alice, Alice will not grant the proxy right to the proxy doctor
to access medical records and formulate treatment plans of users.

(1) The doctor creates the signature authorization certificate: Alice generates
the authorization delegation certificate as the original signer, which contains the
valid time of proxy signature authorization, the identity of original signer and
all proxy signers, as well as the range of signed messages. A random number
r ∈ Z∗

p is generated to compute {R, λ}, and {mw, R, λ} is sent to the trusted
authority.
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R = rp (4)

λ = r + x0H0(mw, R) mod p (5)

(2) The doctor encrypts the user’s medical data: In order to guarantee user
privacy, Alice needs to encrypt the user’s medical data mw using the encryption
algorithm under the access structure τ . Details of this process are described as
follows.

First, the encryption algorithm Encrypt(PK,mw, τ) is used to choose a poly-
nomial qx for each node of τ (including the child node). The polynomials are

selected in a top-down manner, with root
�

R as the starting point. The degree
dx of the polynomial of node x is smaller than the node’s threshold kx by 1, i.e.
dx = kx − 1.

Next, the algorithm begins to choose the random number s ∈ Zp, with root
R as the starting point, and sets qR(0) = s. Next, the algorithm proceeds to
completely define qR by choosing dR points from polynomial qR. For other vertex
x, let qx(0) = qparent(x)(index(x)). Other dx vertexes are selected randomly to
completely define qx. Let Y denote the set of all children in τ . Therefore, given
the access control tree τ , the cipher text of the medical data is obtained as:

CT = {τ, C̃ = mw · e(g, g)αs, C = hs} (6)

6.4 Data Decryption

(1) Proxy doctor Bob generates the access authorization key: the proxy doctor
runs the key generation algorithm KeyGen(MK,S), where S denotes the
attribute set. The algorithm begins with choosing a random number r ∈ Zp

and then proceeds to choose a random number rj ∈ Zp for each j ∈ S.
Finally, it computes the decryption key SK.

SK = {D = g(α+r)/β ,∀j ∈ S : Dj = gr · H(j)rj ,D′
j = grj } (7)

(2) Proxy doctor Bob decrypts the medical data. The decryption algorithm
Decrypt(PK,CT, SK) is recursive. To facilitate discussion, we propose the
simplest form of the decryption algorithm. Consider the recursive algorithm
Decrypt(PK,CT, x), where cipher text CT is correlated with attribute set
S, and x is a node in τ .
If x is a child, let i = att(x). If i ∈ S, then we have.
If i /∈ S, then DecryptNode(CT, SK, x) = ⊥.

Consider recursion when x is not a child. Operation of Decrypt(CT, SK, x)
is as follow. For all children z of x, compute Fz = DecryptNode(CT, SK, z). Let
Sx denote the set z of which has a size of kx and satisfies Fz �= ⊥. If this set
does not exist, then this node does not satisfy the condition and the function
returns ⊥. Otherwise, compute Fx.

Fx =
∏

z∈S(x)

Fz
Δ

i,s
′
x
(0)

(8)
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where i = index(z), S
′
x = {index(z) : z ∈ Sx}.

After defining the function DecryptNode, the algorithm calls DecryptNode

(CT, SK,
�

R), where
�

R denotes the root of tree τ . If the tree satisfies S, then we
define.

A = DecryptNode(CT, SK,
�

R) = e(g, g)
rq�

R
(0)

= e(g, g)rs (9)

The plain text mw of the medical data can be recovered via decryption using
the decryption algorithm.

C̃

/
e(C,D)

A
= C̃

/
e(hs, g(α+r)/β)

e(g, g)rs = mw (10)

Table 1. Safety comparison

Scheme Anonymity Infrangibility Traceability

Yu’s scheme
√ × ×

Our’s scheme
√ √ √

Table 2. Performance comparison

Scheme Key
generation

Agent
authorization

Signature
generation

Signature
verification

Yu’s scheme 1 Pa (3n− 2)Pa + (n+ 1)Pb (n+ 1)e+ nPa + 2nPa

Our’s scheme 1 ke+ Pa 3Pa + (n− 1)Pb 3e+2Pa +2nPa

6.5 Signature

The signature is authorized at TA. As we know, several proxy doctors Agenti(1 ≤
i ≤ n) can provide medical proxy service. Consider proxy doctor Bob whose
attributes satisfy the access strategy tree. Bob is thus able to recover the plain
text mw by decrypting the cipher text C̃.

At this time, TA will choose a random number k′
i and compute PIDi =

H1(k′
i, IDi) as the signature identity of the proxy signer μi, where IDi denotes

the real identity of proxy doctor μi.
In addition, (R, λ, PIDi), R = rp, r ∈ Zq, is sent to the proxy doctor via the

safe channel. On reception of (R, λ, PIDi), the proxy doctor will check whether
λP = R + H0(mw, R)Y0, Y0 = x0p, x0 ∈ Zq holds on behalf of μi. Proxy autho-
rization is accepted if the equation holds and rejected otherwise.

After being granted the access authorization certificate, the proxy doctor
are able to compute his or her proxy private key, formulate treatment plan for
medical users and sign the documents on behalf of original signer Alice.
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(1) Generation of private key for signature: after obtaining mw, the signer
randomly chooses k ∈ Z∗

p and computes the private key for signature psks =
k(λ + xsH0(mw, R)).

(2) Signature: the signature process is as simple as computing four signature
components.

V = k · H0(mw, R),
�

Y = k
∑n

i=1,i �=s
(Y0 + Yi) (11)

σs = psk−1
s · H(mw||m), R

′
= kR (12)

The signature of the treatment plan can be derived from the calculation of
the four components above.

6.6 Signature Verification

After receiving the treatment plan of the proxy doctor, the medical user needs
to first check the signature’s validity. Given the public keys of the proxy signer
and the anonymous proxy signature σ, the verifier checks whether the following
equation holds.

The verifier accepts the treatment plan if the equation holds and rejects the
plan otherwise.

6.7 Correctness Verification

The proposed scheme is described in detail in the previous section. The proxy
doctor can sign the document after being granted the proxy authority. The
correctness of the signature in the proposed scheme can be verified directly using
the following equations.

(1) Verifiability

The signature σ = {σs,m,mw, R
′
, R, V,

�

Y , PIDs} contains the proxy autho-
rization mw, and the verification process involves the public key of the orig-
inal signer. Therefore, if the verifier confirms that the anonymous proxy
signature is authorized by the original signer, verifiability is satisfied.

(2) Traceability
In the case of disagreement, the verifier sends the proxy signature to the
authorization server, which can reveal the anonymous proxy signer’s iden-
tity. After receiving proxy signature, the authorization server extracts PIDi

from the signature, and retrieves IDi corresponding to PIDi from the
locally stored information, determining the proxy signer’s identity. There-
fore, the proposed scheme is traceable.

tiP = (xih0(mw,Ki) + ki)P
= h0(mw,Ki)xiP + kiP

= Yih0(mw,Ki) + Ki;
(13)
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λP = (r + x0H0(mw, R))P
= rP + H0(mw, R)x0P

= R + H0(mw, R)Y0;
(14)

7 Performance Analysis

In this subsection, the proposed scheme is compared with the scheme of Yu et al.
in terms of security and computational complexity. The comparison results are
presented in Tables 1 and 2, where e denotes bilinear mapping, Pa and Pb denote
group multiplication and addition, n denotes the number of proxy signers, and
k denotes the number of attributes.

Comparison in security and computational complexity is presented in
Tables 1 and 2, respectively. It can be learned from the tables that the two
schemes are equally efficient during key generation. In the process of proxy
authorization, the proposed scheme is inferior to that of Yu in efficiency. But
the authorization process of the proposed scheme is performed in TA, without
consumption of any computational resources of signer and proxy. In the stage
of signature generation and verification, the proposed scheme is more efficient
than that of Yu when n > 2. And the larger the value of n, the larger the supe-
riority. The number of proxy signers should be much larger than 2 to ensure the
scheme’s anonymity. Therefore, the proposed scheme is more efficient than the
anonymous signature scheme of Yu et al.

8 Conclusion

The focus of this paper is to authorize signature proxy using the attribute
encryption-based access control method for the mobile medical care system.
Privacy of user and proxy is protected via attribute encryption and anonymity
of proxy identity. Malicious users can be traced in the case of disagreement.
Unlike the previous methods, the proposed scheme is able to implement identity
traceability and attribute matching-based proxy authorization simultaneously.

References

1. Lu, Z., Chen, X., Dong, Z.: A prototype of reflection pulse oximeter designed for
mobile healthcare. IEEE J. Biomed. Health Inform. 20(5), 1 (2015)

2. Zhang, K., Yang, K., Liang, X.: Security and privacy for mobile healthcare net-
works: from a quality of protection perspective. IEEE Wirel. Commun. 22(4),
104–112 (2015)

3. Ren, Y., Chen, Y., Chuah, M.C.: User verification leveraging gait recognition for
smartphone enabled mobile healthcare systems. IEEE Trans. Mob. Comput. 14(9),
1961–1974 (2015)

4. Jiang, S., Zhu, X., Hao, R., et al.: Lightweight and privacy-preserving agent data
transmission for mobile healthcare. In: IEEE International Conference on Commu-
nications, pp. 7322–7327. IEEE (2015)



Attribute-based Traceable Anonymous Proxy Signature Strategy 505

5. Santos-Pereira, C., Augusto, A.B., Cruz-Correia, R., et al.: A secure RBAC mobile
agent access control model for healthcare institutions. In: Proceedings of the 26th
IEEE International Symposium on Computer-Based Medical Systems, pp. 349–354
IEEE (2013)

6. Waters, B.: Efficient identity-based encryption without random oracles. In: Cramer,
R. (ed.) EUROCRYPT 2005. LNCS, vol. 3494, pp. 114–127. Springer, Heidelberg
(2005). https://doi.org/10.1007/11426639 7

7. Kim, Y.S., Chang, J.H.: Self proxy signature scheme. IJCSNS Int. J. Comput. Sci.
Netw. Secur. 7(2), 335–338 (2007)

8. Yu, Y., Xu, C., Huang, X.: An efficient anonymous proxy signature scheme with
provable security. Comput. Stand. Interfaces 31(2), 348–353 (2009)

9. Li, F., Zhong, D., Takagi, T.: Practical identity-based signature for wireless sensor
networks. IEEE Wirel. Commun. Lett. 1(6), 637–640 (2012)

10. Jung, T., Li, X., Wan, Z.: Control cloud data access privilege and anonymity with
fully anonymous attribute-based encryption. IEEE Trans. Inf. Forensics Secur.
10(1), 190–199 (2015)

11. Guo, L., Zhu, X., Zhang, C., et al.: Privacy-preserving attribute-based friend search
in geosocial networks with untrusted servers. In: Global Communications Confer-
ence on 2013, pp. 629–634. IEEE (2013)

12. Liu, Z., Cao, Z., Wong, D.S.: Traceable CP-ABE: How to Trace Decryption Devices
Found in the Wild. IEEE Trans. Inf. Forensics Secur. 10(1), 55–68 (2015)

13. Fugkeaw S, Sato H. An Extended CP-ABE Based Access Control Model for Data
Outsourced in the Cloud. In: Computer Software and Applications Conference
IEEE, pp. 73–78. IEEE Computer Society (2015)

14. Zhu, H., Du, S., Li, M., Gao, Z.: Fairness-aware and privacy-preserving friend
matching protocol in mobile social networks. IEEE Trans. Emerging Topics in
Comput. 1(1), 192–200 (2013)

15. Chen, Y., Zhang, L., Weng, Y.: A data encryption algorithm based on dual chaotic
system. In: International Conference on Computer Application and System Mod-
eling, vol. 4, pp. V431–435. IEEE (2010)

16. Hazay, C., Toft, T.: Computationally secure pattern matching in the presence of
malicious adversaries. J. Cryptol. 27, 358–395 (2014)

17. Lindell, Y., Pinkas, B., Smart, N.P.: Implementing two-party computation effi-
ciently with security against malicious adversaries. In: Ostrovsky, R., De Prisco,
R., Visconti, I. (eds.) SCN 2008. LNCS, vol. 5229, pp. 2–20. Springer, Heidelberg
(2008). https://doi.org/10.1007/978-3-540-85855-3 2

18. Chang, W., Wu, J.: Progressive or conservative: rationally allocate cooperative
work in mobile social networks. IEEE Trans. Parallel Distrib. Syst. 26(7), 2020–
2035 (2015)

19. Tang, K., Shi, R.H., Dong J.: Throughput Analysis of Cognitive Wireless Acoustic
Sensor Networks with Energy Harvesting. Futur. Gener. Comput. Syst. (2017).
https://doi.org/10.1016/j.future.2017.07.032

20. Xie, K., Cao, J., Wang, X., Wen, J.: Optimal resource allocation for reliable
and energy efficient cooperative communications. IEEE Trans. Wireless Commun.
12(10), 4994–5007 (2013)

https://doi.org/10.1007/11426639_7
https://doi.org/10.1007/978-3-540-85855-3_2
https://doi.org/10.1016/j.future.2017.07.032


Privacy-Preserving Data Collection for Mobile
Phone Sensing Tasks

Yi-Ning Liu1(&), Yan-Ping Wang1, Xiao-Fen Wang2, Zhe Xia3,
and Jingfang Xu4

1 Guangxi Key Laboratory of Trusted Software,
Guilin University of Electronic Technology, Guilin, China

ynliu@guet.edu.cn
2 School of Computer Science and Engineering,

University of Electronics Science and Technology of China, Chengdu, China
3 School of Computer Science, Wuhan University of Technology, Wuhan, China

4 School of Computer, Central China Normal University, Wuhan, China

Abstract. Lack of reliable data is a major obstacle in some research works
because users are unwilling to provide their own private data to any third parties
directly. Since statistical inference is aimed to analyze the overall data of a well-
defined group rather than a specific individual, the paradigm of privacy-
preserving data collection scheme is proposed recently, which can motivate
users to contribute their data to research works. In this paper, two probable
properties that promote the success of sensing tasks are analyzed, and a fog-
assisted data collection scheme for mobile phone sensing tasks is proposed.
Sensitive measurements are particularly protected by obfuscating them with the
group values, which not only provides anonymity for participants but also
enables accurate data for the task provider. Especially, the dynamic change of
participants is also considered. Theoretical analysis shows that this method
achieves the desired security goals, and experiments are performed to demon-
strate the efficiency and feasibility.

Keywords: Privacy-preservation � Sensing tasks � Anonymity

1 Introduce

Nowadays, the sensors, which can sense, process, and disseminate information, are
deployed into areas to monitor and track various objects, such as animals, vehicles,
physical phenomena. Since mobile devices (e.g. smart phones) have proliferation and
ever-increasing capabilities, a plethora of phone sensing applications (camera, GPS
etc.) has been deployed [1–3]. Compared with the traditional sensor networks, mobile
phone sensors have the advantages of efficiency, flexibility and functionality. There-
fore, these kinds of sensors have been applied in an extensive sensing scenario. In data
collection tasks, participants can use mobile phones or portable devices embedded with
sensors to collect their own data and report them to the laboratory or medical orga-
nizations for further analyses. These analyzed data provide opportunities to make
sophisticated inference about people, which can make people’s life more convenient.
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The existing sensing works can be divided into three categories [4, 5]: public,
personal and social centric sensing. The public sensing tasks are mainly designed for
monitoring physical phenomena such as traffic [1], noise [6], air pollution [7]. Personal
sensing tasks are based on the single individual activities, such as personal health
related activities [8] and sports experiences monitoring [9]. In social sensing tasks,
participants collect and report the sensing data collectively in specific conditions related
to each field of studies [3, 10–12]. These kinds of sensing tasks can be implemented
only when users are willing to participate in the sensing activity. However, the sensing
data often contains various kinds of sensitive information that may reveal the fine-
grained details about participants. What’s more disturbing is that the current network
architecture makes internet packets to be eavesdropped and traceable. The security of
these data has become an important concern due to the open and hostile network
environment [13–16]. Assuming a data center, who recruits a group of participants to
perform a time series sensing task [3, 11, 17], the data from the individual user is
privacy-sensitive, and users do not trust any third-party to obtain the relationship
between their identity and their sensing data. In this case, users may refuse the sensing
task, and this can directly cause the failure of the task.

Since the protection of participants’ privacy can motivate users to attend sensing
campaigns, efficiency privacy-preserving data collection schemes are proposed in [10–
12, 18–22] and some are intend to protect participants’ privacy while implement a
specific function e.g. sum [12, 18, 19], max/min [10, 11, 18], median [22] etc. How-
ever, a certain aggregation function cannot completely satisfy the complicated statistic
analysis in many cases. For example, a medical organization conducts a sensing
campaign to collect the body temperature of a group of users in order to predict the
totally number of people infected by flu, which requires the exact temperature value
rather than a single aggregation sum.

Additionally, providing incentives can highly motivate users to participate these
sensing tasks. On the basis of previous articles [4, 17, 23], an efficiency anonymous
data collection protocol which considers the motivation of participants and designs for
a practical scale group has been proposed in this paper. Assuming a task provider, who
conducts a sensing campaign which contains several rounds data collection. The
provider is required to collect accurate data without knowing which data belongs to
which participant. The incentive factors for participants are also considered. When the
campaign is over, participants can get incentives from the provider. For an overview in
mobile participatory sensing works, the readers are referred to the paper [24]. The main
contributions of this paper are as follows:

(1) This paper provides a strong network structure that leverages the intermediate fog
nodes, the cipher is replayed by the fog node rather than being transmitted directly
to the cloud.

(2) This paper proposed a novel session key agreement scheme which is suitable for
the real mobile phone data collection environment.

(3) The theoretical analysis is performed from the aspect of security. In addition,
experiments have been conducted to prove that the protocol can be implemented
effectively.
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The rest of this paper is organized as follows: Sect. 2 discusses the related work.
The system architecture and threat model are formulated in Sect. 3. Section 4 describes
the proposed scheme. Efficiency evaluation is performed in Sect. 5. Finally, we con-
clude in Sect. 6.

2 Related Work

Cryptographic privacy-preserving methods provide good privacy for participants and
accurate values for sensing task providers. In [25], a data collection scheme which uses
ElGamal cryptosystem has been proposed, their work allows the data to be collected
anonymously. To obtain the data, their scheme has t leaders, all participants encrypt
their data with the t leaders’ public keys. According to the analysis of Brickell and
Shmatikov [26], the scheme in [25] cannot resist the collusion attack and they proposed
a complement scheme, in which each participant has two public/private key pairs, the
plaintext is encrypted under the data collector’s public key and each participant’s two
public keys, all participants decrypt layers of the cipher collectively, the output is sent
to the data collector who finally decrypts the cipher using all participants’ secondary
private keys. Their scheme needs extra interactions between the final destination and all
users in every task period. Wang and Ku [27] proposed an anonymous data collection
scheme for mobile participatory sensing, their method utilizes peer-to-peer network to
achieve anonymous data transmission, however, their scheme requires an extra
maintenance of the peer-to-peer network and the data collection is confronted a long
time delay.

In recent years, an efficient and excellent idea for anonymous data collection is n-
source anonymity scheme [3, 4, 17, 23]. Zhang et al. [17] designed an anonymous data
collection scheme, in which the aggregator can obtain the accurate data of each par-
ticipant. However, in their scheme, the participant i� 1 and iþ 1 owns half part of i’s
secret keys respectively, if i� 1 and iþ 1 collude with each other then the participant
i’s data would be disclosed. Thus their scheme cannot resist the neighbor collusion
attack. Additionally, there is a trust authority in their scheme, it is nontrivial to find
such an institute and make sure it is worthy to trust. Inspired by their works, Shen et al.
[3] analyzed two categories of mobile sensing task according to the actual demands,
they proposed two privacy-preserving schemes without the trust authority. Since the
anonymity of their protocol is based on the group key which is known to all partici-
pants, their scheme needs all participants to be honest. Slot reservation scheme is

Table 1. The characteristics comparison

[3] [4] [17] [23] The proposed

Anonymity Yes Yes Yes Yes Yes
Shared key in each pair of participants No Yes No Yes No
Trust third-parties No No Yes No No
The resistance of neighbors collusion attack No Yes No Yes Yes
Incentive mechanism No No No Yes Yes
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proposed in [4], it solved the problem of unique number assignment, and achieved the
goal that data be submitted anonymously, this scheme strongly resists the collusion
attack. The [23] proposed an efficiency anonymity data submission scheme with
incentive mechanism based on Yao et al.’s [4] scheme. In Li et al.’s [23] scheme, there
is a credit authority who firstly distributes a unique token for each of the participant in
each data submission round, then all participants submit the token with their sensing
data to the final destination, which means extra communication and computation. In
both Yao et al.’s [4] and Li et al. ’s [23] protocol, each pair of participants need to share
a session key, which may not applicable to the practice sensing task environment.

Based on these works, this paper has proposed a fog-assisted data collection
scheme for mobile sensing tasks which balanced the communication cost and anon-
ymity property. Table 1 shows the characteristics of this protocol in contrast to the
above data collection schemes.

3 System Model

3.1 Communication Model

Assuming there is a sensing task which contains several rounds data collections, a
provider recruits a set of mobile phone participants fp1; p2; . . .; png to complete this
sensing task and they can be rewarded after the task completed. And a three levels
architecture for mobile sensing campaign is showed in Fig. 1. The system mainly
comprises three entities: the participants pi; i 2 1; n½ �ð Þ, a series parallel fog nodes
(FNs) and a cloud server (CS).

The Participant. pi; i 2 1; n½ �ð Þ collects and processes the real-time data, then pi sends
the processed data to FN and will obtain a reward from FN when the sensing task
ended.

Fig. 1. The network framework

Privacy-Preserving Data Collection for Mobile Phone Sensing Tasks 509



The Fog Node (FN). FN can implement fog computing services bases on a set of rules
[28] and the detail illustration can be read in [29]. In this model, FNs are located in
different geographical locations of the Internet and can provide service for both the
phone participants and CS. Specifically, FNs can communicate with participants,
package and forward their real-time responses to CS, they also play the role of the
parties that help participants to get their rewards and assist the dynamic change of
participants.

The Cloud Server (CS). The sensing data that FNs received will be eventually sent to
CS which can central manage and store sensing data for commercial or for-profit uses.
And CS can decide when the task starts and the reward channel launches.

3.2 Threat Model

The adversary includes external attackers and internal attackers.

External Attacker. Supposing there are external attackers who are trying to gain some
information about participants’ data.

Internal Attacker. Supposing it is possible that all parties may break privacy but they
would faithfully follow the protocol.

(1) Participants: mobile phone participants sense and transmit their data. However,
they attempt to passively breach other participants’ privacy.

(2) FN: FN is considered as an entity which can be bribed, but it does not modify the
received data and it will obey the protocol.

(3) CS: CS stores the data, but it attempts to derive the connection between each piece
of data and its contributor, which the participant does not want to be leaked.

Table 2. Summary of symbols

Symbols Meaning

piði 2 1; 2; . . .; nÞ The mobile sensing task participant i
FN Fog node which can play the role of the intermediary server
CS Cloud server
h �ð Þ Hash function 0; 1f g�! 0; 1f gl
ðx; yÞ The key pair of CS
ðxi; yiÞ The key pair of pi
ðxcs; ycsÞ The one-time sign/verify key pair which is generated by CS
Ey �ð Þ Encryption under the public key y

Dx �ð Þ Decryption under the private key x
Sigx �ð Þ Digital signature under the private key x
mi The sensing data of pi
Ci The cipher of pi in the slot negotiation and incentive phase
�Ci The cipher of pi in the data collection and reword phase
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4 The Fog-Assisted Privacy-Preserving Data Collection
Protocol

In this section, a fog-assisted privacy-preserving data collection scheme is proposed,
which mainly comprises three phases: the setup phase, the slot negotiation and
incentive phase, the data collection and reward phase. In the second phase, the blind
signature scheme is referred in the literature [30]. The mobile sensor senses data and
transmits it to FN, then FN processes and replays these data to CS. Some notions are
listed in Table 2 and the overview of the proposed scheme is showed in Fig. 2.

4.1 Setup Phase

The Global Key Generation. This protocol uses the standard ElGamal encryption. CS

selects the params ¼ G; g; pf g and a key pair x; yð Þ x 2 Z�
p ; y 2 G

� �
such that y ¼ gx.

CS publishes G; g; p; yf g. Every pi i 2 1; n½ �ð Þ generates xi; yið Þ based on params and
yi ¼ gxi , then pi broadcasts yi as public key. When CS prepares to start a sensing task,
CS selects a random xcs 2 Z�

p and generates ycs ¼ gxcs , a formulated message
TIMESTAMP; ycsf g, Sigx TIMESTAMP; ycsf g from CS is sent to FN. Let FN broad-

casts the start message.

Setup for Slot Negotiation and Incentive Phase. Prior to the slot agreement and
incentive phase, there is a transmission order list which is known to all participants.
Each pi has a predecessor and a successor, the data is flowed from the predecessor and
flowed to the successor. Participant pi i 2 1; n� 1½ �ð Þ selects the public keys
yiþ 1; yiþ 2; . . .; ynf g and computes Yi ¼ yiþ 1 � yiþ 2; . . .; yn, then pi stores Yi.

Setup for Data Collection and Reward Phase. In [4, 23], each pair of members shares
a session key. In this protocol, piði 2 ½1; n�Þ selects bð1� b� n� 1Þ participants (e.g.
his/her friends) in the group, shares a session key kijði; j 2 ½1; n�; i 6¼ jÞ with the selected
pj (Fig. 3), which is more applicable to the reality mobile sensing environment. pi
stores all the session keys ki1; ki2. . .; kib

� � ð1� b� n� 1Þ which contains the session
keys he/she communicates with others passively or actively.

Fig. 2. Overview of the proposed protocol
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4.2 Slot Agreement and Incentive Phase

In this phase, the unique slot for participants’ data is negotiated and the incentive
device for participants is prepared without any third-parties. pi chooses a random
number kiðki 2 GÞ which is called blind signature coefficient and computes a slot data
SNi ¼ idi � ki modp, then pi performs:

Slot Data Encrypt. Each pi encrypts SNi using ElGamal PKE as follows:

(1) pi firstly selects a random number ri 2 1; 2; . . .; p� 1f g and calculates:

Ci1 ¼ grimodp: ð1Þ

(2) pi encrypts SNi with the key Yi by calculating:

Ci2 ¼ SNi � ðYiÞrimodp: ð2Þ

Ci ¼ EYiðSNiÞ ¼ ðCi1;Ci2Þ is the cipher of pi.

Shuffle. When pi received the cipher list CLpi�1 ¼ Cpi�1 1ð Þ;Cpi�1 2ð Þ; . . .;Cpi�1 i�1ð Þ
� �

from his/her predecessor pi�1; pi performs:

(1) pi strips off one layer of each Cpi�1 jð Þ j 2 1; i� 1½ �ð Þ by computing
Pj¼i�1

j¼1 Dxi

Cpi�1 jð Þ
� �

.
(2) pi shuffles the cipher list using a random permutation p and Yl

i (l is a random
number and l 2 Z�

p ).
(3) pi adds Ci into the cipher list and outputs a new cipher list CLpi ¼

Cpi 1ð Þ;Cpi 2ð Þ; . . .;Cpi ið Þ
� �

.
(4) pi sends the list CLpi to piþ 1.

This process continues until pn who has the last transmission order. pn strips off the
last layer of each Cpn�1 jð Þ j 2 1; 2; . . .; n� 1f gð Þ, and gets the slot number list
SNLpn�1 ¼ SNpn�1 1ð Þ; SNpn�1 2ð Þ; . . .; SNpn�1 n�1ð Þ

� �
, pn adds SNn into SNLpn�1 , permutes it

and sends SNLpn ¼ SNpn 1ð Þ; SNpn 2ð Þ; . . .; SNpn nð Þ
� �

to FN.

Fig. 3. The session key distribution
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Slot and Signature Obtains. This operation begin with FN received the list SNL. And
the details are as follows:

(1) FN forwards the slot list SNL ¼ SNpn 1ð Þ; SNpn 2ð Þ; . . .; SNpn nð Þ
� �

to CS.
(2) CS signs each SNi by sigxcsfSNigði 2 ½1; n�Þ and returns the signature list to FN.
(3) FN publishes SNL and sigxCSfSNLg.

The position of SNi is pi’s sensing data slot (denoted by slotðiÞ in the subsequent
data collection phase). pi gets the sigxCSfSNig which is placed in the same slot corre-
sponding to SNi, removes the signature factor ki, and gets the sigxcs IDif g.

4.3 Data Collection and Reward Phase

After the slot agreement phase, every pi has a slotðiÞ which is oblivious to other parties.
Note that the data collection phase can be executed several rounds using the same slot.
Only when the participant complete all the data sensing collections, can he/she get the
rewards, therefore, we don’t allow the dynamic change during the task.

Sensing Data Encrypt. Assuming that when the setup phase ended, pi possesses b
session key. Once pi received the starting message, pi performs:

(1) piðj 2 ½1; n�Þ constructs e ji ðj 2 ½1; n�Þ with time t (assuming in every time period
each participant uses the same t) such as:

e1i ¼ h ki1 tj j1ð Þ � h ki2 tj j1ð Þ. . .; h kib tj j1
� �

e2i ¼ h ki1 tj j2ð Þ � h ki2 tj j2ð Þ. . .; h kib tj j2
� �

. . .
eni ¼ h ki1 tj jnð Þ � h ki2 tj jnð Þ. . .; h kib tj jn

� �
ð3Þ

(2) pi adds mi to the slotðiÞ-th slot, �Ci is constructed as follows:

�Ci ¼ e1i je2i j. . .jeslotðiÞi � mij. . .jeni : ð4Þ

FN Aggregates and Forwards. FN eventually receives n �Ciði ¼ 1; 2. . .; nÞ from the n
participants. FN performs:

(1) FN XOR all the �Ciði ¼ 1; 2; . . .; nÞ and obtains a plaintext list ML ¼
mpn 1ð Þ;mpn 2ð Þ. . .;mpn nð Þ

� �
.

(2) FN replays the list ML to CS.

CS Stores and Rewards. CS obtains a random permutation of plaintext miði ¼
1; 2. . .; nÞ and stores it. when all data collection rounds are completed, then CS informs
FN that the reward channel can be launched. Each pi who possesses sigxcs IDif g can
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obtain a payment from FN in a specific time period. Surely, FN would records the
participant who has already rewarded to prevent the participant from receives reward
repeatedly.

5 System Analysis

In this section, the theoretical analysis is firstly presented, followed by experiments,
which are aimed to demonstrate the feasibility and evaluate the efficiency of the pro-
posed scheme.

5.1 Anonymity

Theorem 1. Since at least two participants faithfully perform the slot agreement and
incentive phase, anyone (expect the owner) cannot link the data to its contributor.

Proof: Since each SNi i 2 ½1; n�ð Þ is encrypted using ElGamal cryptosystem which can
achieve the IND-CCA (indistinguishable chosen ciphertext attack), it is computation
intractable for the attacker to gain any information about SNi. In the slot negotiation
phase, we construct a simulator S1 from the views of semi-honest participants and FN.
Let fnðXÞ ¼ f ðx1Þ; f ðx2Þ. . .; f ðxnÞf g for a set fx1; x2. . .; xng where f 2 E;Df g. Given v
semi-honest participants J ¼ j1; j2. . .; jvf gðv\nÞ, and their inputs m1;m2. . .;mvf g: S1
proceed as follows:

(1) Let I :¼ ½n�nJ, for each, pi2I chooses a key pair ðxi; yiÞ such that yi ¼ gxi , and
chooses a permutation pðiÞ.

(2) All the user choose their new random input.
(3) For i 2 I and i ¼ 1; pi, computes EY1ðmiÞ and outputs c1. If j 6¼ 1 and j 6¼ J, for

each pair ði; jÞ 2 I� J such that j ¼ iþ 1 and 0\i\n; pj computes C0
i ¼ DxjðCiÞ

where Ci ¼ cv2I;v2½1;i� [ ck2J;k2½1;j�1�
� �

and cj ¼ EYj. pj adds cj in the list C0
i and

shuffles Cj, then pj outputs Cj. For each i; i0ð Þ; i ¼ i0 þ 1, and 0\i0\n, pj com-
putes Ci using the xi;mi and pðiÞ.

(4) If j ¼ n and j 2 J, pj outputs ~Z ¼ mi2I [mj2J
� �

. If i ¼ n and i 2 I, pi outputs
~Z ¼ mi2I [mj2J

� �
and sends ~Z to FN.

Absolutely, the output can be executed by S as a polynomial function of ~Z. Every
participant pi; pj

� �ði; jÞ 2 I� J sees only the encrypted and permuted list. For 0\i
\n;Ci and Ciþ 1 is computationally indistinguishable, we can prove it by prove Q ¼
fG; g; p; ga; gb; gabg is indistinguishable to Q0 ¼ fG; g; p; ga; gb;EyiðrÞðEyiðrÞ 2 GÞg,
since the DDH assumption is hold, the conclusions is established. In step 3, even if the
neighbors pi�1 and piþ 1 is corrupted, they cannot derive which data is belong to i. We
claim that the simulator’s in J and FN’s view cannot get the information of which data
is belong to its contributor. Thus, we can conclude that the simulator S1 cannot link any
piece of data with its contributor.
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Theorem 2. In the data collection and reward phase, assuming pi has shared b session
keys with group crews, FN and CS cannot link the data with its source if there is at
least one honest participants in the b participants.

Proof: For the data collection phase, we can construct a simulator S2. Given a set of
semi-honest participants J ¼ j1; j2. . .; jvf gðv\nÞ, their inputs MJ ¼ fmj1 ;mj2 . . .;mjvg,
a fog node, and an output list Z of data collection phase. S2 proceed as follows:

(1) Let I :¼ ½n�nJ, for each pj2J chooses arbitrary bj participants belong to I� J to
share a session key. For each pi2I chooses one participant ph2I and another bi � 1
participants arbitrarily to share a session key.

(2) For each pi; pj
� �ði� j 2 I� J), constructs Ci and Cj with the input mi and mj as

Eq. (3) that showed in Sect. 4.3.
(3) For each pi; pj

� �ði� j 2 I� J), submits Ci and Cj to FN respectively.

FN receives all Ci2I [Cj2J, performs the XOR operation, then FN can obtain
M ¼ mi2I [mj2J

� �
. If FN wants to link Ci2I with its contributor pi, there are two

strategies that FN may take: (1) decrypts Ci2I directly. For this case, FN must know all
the bi session keys that pi2I shared with others. However, FN cannot decrypt Ci2I for
that pi shared session key with at least one participant ph2I, FN cannot obtain all the
session keys, thus, FN cannot decrypt Ci2I. (2) FN knows the slot of participant pi,
when FN aggregates all the cipher C ¼ fCi2I [Cj2Jg, it obtains a random permutation
of M ¼ mi2I [mi2Jf g, and can infer mi2I is belonged to participants pi. However,
according to Theorem 1, we know that FN cannot get the slot of piði 2 IÞ, namely, FN
cannot link any piece of data with its source. Absolutely, we can conclude that the S2
cannot link any piece of data with its source.

5.2 Efficiency

According to [31], communication is more energy-hungry than computation. In this
protocol, we don’t assume each pair of participants share a session key, which can
reduce some communication burdens compared to [4, 23]. The slots negotiation phase
is based on ElGamal encryption, the total computational complexity is O nlogpð Þ. Since
the data collection phase is mainly based on hash function and the total computational
complexity is O nð Þ. In our protocol, especially, the slot negotiation phase only executes
once while the data collection phase may execute several rounds in a sensing task.

For the slot negotiation phase, participants encrypt their slot data, shuffle the cipher
and send the new cipher to their successor. The main time impacts in participants side
are the encryption key length and the transmit order in the group. The participant is
simulated by a mobile phone of Hornor V9 with 6 GB run memory, we measured the
encryption time of the slot negotiation phase varies with participants’ location in the
group and the result is showed in Fig. 4a, in our experiment, the computation time
corresponding to different data length is different when pj j is given. The encryption
time of data collection scheme (Fig. 4b) is mainly based on the group size and data
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length, and we evaluated the efficiency which varies with the different group size and
the different data length, what’s more, the hash function is completed using SHA-512.

The main computation of FN is XOR operation, and blind signature is the main
computation for CS. The XOR and blind signature are supposed to operated by a
desktop computer with Intel(R) Core(TM) i5-6500M CPU @3.20 GHz and 8.00 GB
memory, based on the eclipse 4.8.0. The determine factor of computation efficiency to
these operations are the total number of participants. The participant number is
assumed to be from 50 to 500, pj j ¼ 512 and mj j ¼ 1024 to test the proposed scheme
and the measurement is showed in Fig. 5a and b respectively.

Fig. 4. Execution time of participants

Fig. 5. Execution time of servers
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6 Conclusion

In this paper, a practical method for mobile phone sensing tasks was proposed. This
scheme achieved anonymity data collection without the assumption that the third
parties existed. It also provided sufficient incentives for participants in order to moti-
vate people to intend or adopt the sensing campaign. Even based on the assumption that
the data center and a fraction of participants were unreliable, they still could not link
any piece of relevant value to its contributors. All the time series data could be col-
lected in parallel, which could drastically reduce the time delay. Theoretical analysis
and experiments were performed to demonstrate the feasibility and efficiency of the
proposed scheme.
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Abstract. Oblivious Random Access Machine (ORAM) [4] was intro-
duced in regard to secure the access patterns seen by a server when
the data have been retrieved. Matrix based ORAM (M-ORAM) [5] is
one of ORAM constructions. It has been introduced in the matrix data
structure format and can achieve O(1) for both bandwidth overhead and
computation complexity. With the impressive performance results; how-
ever, the given security proof is not well defined. We therefore revisit the
paper to give a new proper proof method to construct the access sequence
which is statically indistinguishable from random accesses. In addition
according to our new security proof, M-ORAM has a security weakness
in a specific circumstance. Hence, the improved M-ORAM construction
which can solve the problem is also introduced.

1 Introduction

ORAM is widely known as one of the methods to secure the access pattern gen-
erated during read/write operations. Since uploading data, downloading data
and performing operations on the server may reveal valuable information to
server although the data are encrypted [6,7], the role of ORAM is to gener-
ate the similar access pattern regardless of the types of operation. Generally,
the ORAM system consists of ORAM server : the ORAM logical structure, and
ORAM client : an application which generates the oblivious access patterns. To
kindly note, from now on “client”, “ORAM”, and “ORAM construction” are
used to represent ORAM client, ORAM server, and ORAM system, respectively
for more readability. To create an oblivious access pattern, it requires three major
approaches:

Equivalent Number of Accesses: is generating a same number of reads and writes
for an access operation. Both read and write must be performed whether the
client wants to read or write; otherwise, the server can distinct the differentiation.
In addition to an access request, accessing multiple blocks of data on the server
is required to hide a data of interest.

Random Relocation: is a writing data which has been read to a random location
on ORAM in order not to let the server do statistical analysis.
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Random Re-encryption: is a re-encrypting data with the new secret key before
writing to the server. In order to prevent the server recognizes the non-updated
data.

With these three approaches, the result is that all been requested is indistin-
guishable from the server’s perspective. There have many ORAM constructions
been proposed [5,9,11–13] in various data structure formats. The ORAM con-
struction is generally categorized into without position map [4,8,11,14] and vice
versa [2,3,10,12,13]. Position map is the client’s buffer which contains the loca-
tion of data stored on the ORAM. Despite having less operation complexity and
bandwidth cost, ORAM construction with a position map has to sacrifice some
spaces from client’s storage as a trade-off.

This paper proposes the new proof method to show that the proposed M-
ORAM construction has a security weakness when some data are more often
accessed than others. We therefore propose the improved version of M-ORAM
to fix the problem. Our contributions are:

1. Propose the new security proof method for M-ORAM construction.
2. Detailed the new design of M-ORAM construction focusing on the client.
3. Security analysis of the new M-ORAM model.

The rest of the paper is organized as follows. Section 2 overviews an original
M-ORAM construction and its security weakness. Then the new M-ORAM with
detailed design of the storage and operations are given in Sect. 3. The techniques
used in new design to achieve the ORAM security requirements are given in
Sect. 4. In Sect. 5, the security game between client and server is introduced
to construct the indistinguishable access pattern. In Sect. 6, we show that the
performance of new construction still remains the same as its original version.
Section 7 shows the experimental results of data movement characteristic which
is seen by the server. Finally, we give a conclusion in Sect. 8.

2 Recall the M-ORAM

Matrix based ORAM (M-ORAM) is a position map ORAM where the design
aims to achieve ORAM functionality by requiring only simple operation under
constant bandwidth usage. Besides M-ORAM, most of the simple operation
ORAMs(e.g. Path ORAM) [12], randomly relocating the data relies on the
ORAM data structure. The major disadvantage of those proposed constructions
is that the bandwidth varies with the size of the ORAM. M-ORAM was designed
with the different concept. Instead of relying the relocation on the logical data
structure, M-ORAM does so by using the client’s operation. Since M-ORAM’s
data relocation is independent of the data structure; it can operate over any data
structure formats while keeps the bandwidth constant for any size of ORAM.
Even though M-ORAM data structure does not necessarily be arranged in the
matrix format, Steven et al. [5] described the M-ORAM’s functionality based on
matrix data structure for better understanding.



M-ORAM Revisited: Security and Construction Updates 523

2.1 Construction and Operation

Original M-ORAM construction is arranged in a matrix format containing N
blocks of data. The client has buffers consisting stash, position map, and previous
access list. Stash is used to temporarily store the data which have been accessed.
The position map is used to store the logical address of all data kept on the
ORAM, and previous access list is used to keep the list of block locations which
have been accessed during a previous access operation. Once the client wants
to access a data either read or write, it generates series of reads then writes
on multiple blocks of the ORAM. The height of matrix represents the number
of data blocks that are being accessed per access operation. Once the request
starts, client randomly read (i.e. download) a block from each row, except the
row that contains a data of interest. To kindly note that, the choosing is not
uniformly random. It is actually a random with a condition which some (not all)
of chosen blocks must be accessed in the last access operation. Each of reading
data is randomly stored in a different stash, then the value within a position
map is updated according to the new data location then the write operation will
start. To write (i.e. upload) the data, client randomly selects a data from each
stash then write it to the corresponding matrix column at the location which
was read.

2.2 Security Weakness

The current version of M-ORAM has the security problem in a specific circum-
stance. If the one data has been frequently requested than others, the curious
server can distinguish the data of interest from other data with high probabil-
ity. Suppose an access sequence consists of 3 accesses and each access desires to
retrieve a different data of interest. The square of Fig. 1 represents the sample
space of blocks in the ORAM that could be accessed by the client. The light blue
circle represents a set of blocks which was accessed of an access operation. The
security problem of current M-ORAM reveals when an access sequence contains
3 or more accesses. According to the access sequence shown in Fig. 1a and b,
they are obviously distinguishable by the statistical test. Suppose ORAM con-
tains N blocks and H blocks are accessed per access request, the probability of
the blocks beside the data of interest of 3rd access will be chosen from the 1st
access is pretty low when H � N . On the other hand, if the data of interest of
3rd access is one among the blocks accessed by 1st request, the probability of
there exists a block accessed by the 1st access in the 3rd access is equal to 1.
Therefore, if there is a block accessed in both 1st and 3rd access, that block is
most likely to contain a data of interest of 3rd access.

3 New M-ORAM

To solve the problem which has been discussed in Sect. 2.2, the new design of
M-ORAM is introduced along with some additional operations.
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Fig. 1. Two possible access patterns of three consecutive requests

Fig. 2. New M-ORAM construction

3.1 Construction

The new buffer, history list, is added to the client as shown in Fig. 2. The idea
behind having this buffer is to equalize the probability of choosing the non-
interesting data and interesting data after 2 or more consecutive access opera-
tions. The history list is a fixed size buffer where its size depends on the highest
number of accessing the same interested data repeatedly by a client. Therefore
this construction, the client must not have access to any data beyond the maxi-
mum number of accesses that have been designed.

3.2 Operation

Slightly different from the original construction, new M-ORAM needs an opera-
tion called warm-up to randomly preset the value within the history list buffer.
This operation is required only once when the new client joins the system. By
the fact that the list of accessed blocks will end up with the size of ORAM if the
new list continually added, the oldest set of accessed blocks must be replaced by
the new set of recent blocks to keep the history list size fixed.
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An operation consists of reads and writes same as the original M-ORAM;
however, their details are slightly changed according to the changing structure.
Algorithms 1 and 2 illustrate the steps of read and write when an access operation
is activated. The access operation starts with reading an address of an interesting
data from the position map (line 2) by using its ID. If the address locates in
stash (line 3), a client does a local access to a data of interest. Otherwise, the
client downloads it from the ORAM. To download data, the client does so by
randomly selecting H − 1 IDs which consists of o from previous access buffer, l
from history list buffer, and n from uncategorized (see. Algorithm 3) then read
their address from the position map (line 9). H data are downloaded from ORAM
then randomly stored in different stashes (lines 10–13). Finally, the position map
is updated according to the new addresses (line 15).

To write the data, a data is selected from each stash uniformly at random
(line 2 of Algorithm 2). The IDs of chosen data are updated to history list and
previous access buffer then the position map will be updated conforming to the
new data location (lines 3–4). At the end of the operation, all selected data are
written to the ORAM. A data from stash1 is written to the column 1 of matrix
ORAM, and so on (line 5).

Algorithm 1. Read Operation
1: Input: ID, d∗, {IDprev}
2: (x, y)d ← ReadPositionMap(ID)
3: if (x, y)d in stash then
4: if updata then
5: Stash((x, y)d) ← d∗

6: end if
7: d ← Stash((x, y)d)
8: else
9: {(x, y)old}, {(x, y)hist}, {(x, y)un} ← SelectBlocks(ID,{IDprev})

10: d, {dother} ← ReadORAM((x, y)d, {(x, y)old}, {(x, y)hist}, {(x, y)un})
11: if updata then
12: d ← d∗

13: end if
14: {(x, y)update} ← RndPutStash(d, {dother})
15: UpdatePositionMap({(x, y)update})
16: end if
17: return d

Algorithm 2. Write Operation
1: Input: none
2: {IDprev}, {x, y}wr, {dwr} ← RndFromStash()
3: ReplaceHist({IDprev})
4: UpdatePosionMap({x, y}wr)
5: WriteORAM({{x, y}upload, {dwr})
6: return {IDprev}
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Algorithm 3. SelectBlocks()
1: Input: ID, {IDprev}
2: if ID ∈ {IDprev} then
3: {IDold}, {(xold, yold)} ← RndSelect({IDprev} \ ID, o − 1)
4: else
5: {IDold} ← RndSelect({IDprev}, o)
6: end if
7: if ID ∈ {{IDhist_list} \ {ID:prev}} then
8: {IDhist} ← RndSelect({IDhist_list} \ {{IDprev} � ID}, l − 1)
9: else

10: {IDhist} ← RndSelect({IDhist_list} \ {IDprev}, l)
11: end if
12: if ID ∈ {{IDall} \ {{IDhist_list} � {IDprev}}} then
13: {IDun} ← RndSelect({IDall} \ {{IDprev} � {IDhist_list} � ID}, h − o − l − 1)
14: else
15: {IDun} ← RndSelect({IDall} \ {{IDprev} � {IDhist_list}}, h − o − l)
16: end if
17: {(x, y)old}, {(x, y)hist}, {(x, y)un} ← PositionMap({IDold} � {IDhist} � {IDun})
18: return {(x, y)old}, {(x, y)hist}, {(x, y)un}

4 Security over New Construction

Generally, to achieve the security as an ORAM construction, several properties
are required as follows:

1. The relationship between a data and its address cannot be observed
2. The updated and non-updated data are indistinguishable
3. The data of interest of the client and other downloaded data are indistin-

guishable
4. The difference of two access sequences with the same length are statistical

and computational indistinguishable

In ORAM the indistinguishability can be considered as the term of statis-
tic and computation. The client handles the indistinguishability in term of a
statistical test by randomly storing to and retrieving from stash as described
in Sect. 3.2. It courses the data shuffled on the ORAM while being accessed.
The computational indistinguishability, on the other hands, we rely on the secu-
rity of encryption algorithm. In M-ORAM, the symmetric key algorithm is used
since the only client can decrypt the ciphertext. Therefore, the underlying secu-
rity mechanisms depend upon generating the different ciphertext for any write
operation. Figure 3 illustrates the position map block structure and data block
structure. Data block has two parts consisting data and integrity checking value
(ICV) which are encrypted before written to the ORAM. Position map blocks
consist of three parts: address, counter, and common secret number. The address
is a location of data on the ORAM. Counter and common secret number are used
for the secret key generation which both are a random number at the first stage.
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Fig. 3. New M-ORAM construction

The differences between a counter and common secret number are that the com-
mon secret number is a secret value shared among every data while the counter
belongs to each data. To generate the secret key, a strong pseudo-random func-
tion (PRF) is used which takes data ID, counter and common random number
as the inputs. Every time a data is accessed, the counter is increased by one.
The data ID is used to ensure that the different secret keys will be applied
for encrypting the different data blocks with high probability. Furthermore, the
counter is used to guarantee that the same secret key is not applied twice in a
row. Since the data ID is fixed and the counter has a constant size, the secret key
will be eventually reused once the counter is rolled back to its beginning value.
The common secret number’s role is to change the pattern of key generator as
the 3rd input parameter.

To calculate the time period (number of uploads) for changing the common
secret number, a size of counter and the probability of choosing data to be
uploaded are taken into consideration. Let the size of counter be c bits and a
client repeatedly requests one specific data without changing the content. The
probability which the same secret key will be applied to the same data is accord-
ing to Theorem 1.

Theorem 1. Let T denotes the time period (number of uploads) to change a
common secret number. Suppose a counter has size c bits and stash width is
equal to W blocks. P (X = t) is the probability that client spends t trails until
first success to retrieve data of interest from stash with the probability of success
p. Therefore, the expected period of time to change a common secret number is:

T = c · (W − 1) (1)

Proof. Since PRF is a deterministic function, the same input value must be used
to generate the same output. The c bits counter must take c uploads before the
same value of counter will be reused. In addition, the probability of successful
picking a specific data from stash to be uploaded is 1

W . Therefore, the expected
value of number of uploads can be determined by using geometric distribution
as follows:



528 K. Sumongkayothin

T = c ·
∞∑

t=1

t

W
(1 − 1

W
)t−1

= c · (W − 1) (2)

5 Constructing the Indistinguishable Access Sequence

The security game between the curious server and the client is used to construct
the indistinguishable access sequences. To set up the game, suppose H block
locations has been accessed per access request. The history list and the previ-
ous access list have size L and H tuples, respectively. Let one access operation
contains three data sets consisting: o from previous access list(O), l from his-
tory list(L), and n = H − l − o from the locations which are not included in
those lists. A client generates two same length access sequences which one of
two is a choosing the data uniformly at random from those three sets, another
is a normal access sequence which one among those chosen locations is of data
of interest (pos(ID)). The server wins the game if the random sequence can be
distinguished from a normal sequence with the probability greater than 1

2 + ε.
To start the game, the client chooses the size of history list(L) and the

stash(W ) and keeps as a secret. Suppose A is a sequence of accesses, and each
access is represented as ai where i ∈ {1, 2, . . . , k}. The access sequence can be
arranged as an Eq. 3:

A = a1 + a2 + a3 + · · · + ak−1 + ak (3)

Suppose set of block locations in ORAM is represented as N. One access is
therefore composed of as follows:

a =

{
l̄ + ō + n̄ + pos(ID), if a is a normal access.
l + o + n, if a is a random access.

where (4)

ō =

{
o − 1, if pos(ID) ∈ O

o, otherwise.
l̄ =

{
l − 1, if pos(ID) ∈ L \ {O}
l, otherwise.

n̄ =

{
n − 1, if pos(ID) ∈ N \ {O,L}
n, otherwise.

Let Ar and An be a random and normal access sequence, respectively. As inde-
pendently selecting the block locations from O and N \ {O,L} for each access,
only choosing l from L can reveal the differentiate between Ar and An. In Ar, l
locations from L are chosen with probability l

L . Therefore to emulate An as Ar,
if pos(ID) is not in O, it must be reaccessed after passing more than L

l accesses.
Furthermore, the period of accessing the addresses contained in O and L must
be inconsistent so that An does not differ from Ar.
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Since the only difference between An and Ar is every access request of An

must include a location of data interested by client, as long as pos(ID) is accessed
with probability l

L or less, An and Ar are indistinguishable by the probability
1
2 + ε. Besides the size of L can be secretly changed on the fly by the client, the
statistical analysis is more complicated.

6 Performance Analysis

New M-ORA has the same performance of its previous design in term of asymp-
totic performance. The performance of ORAM can be analyzed in three aspects:
bandwidth consumption used to conduct the oblivious access, storage usage on
the client to store the necessary data for the operations, and the computation
complexity (i.e. time complexity) is required for completing the operation.

6.1 Bandwidth Consumption

By the fact that the warm-up access increases the bandwidth used by the system;
however, it is required only when the history list is empty. Since data transfer is
the long-term operation, the bandwidth caused by warm-up access is very small
and can be neglected when compared to the total bandwidth consumption. New
M-ORAM requires constant bandwidth for access operation since the number of
blocks to be downloaded and uploaded is unchanged from the original construc-
tion. Therefore, new M-ORAM requires O(1) bandwidth cost for the operation.

6.2 Storage Space Requirement

Storage space requirement on M-ORAM system can be categorized into space
requirement on the server (ORAM), and the client. Same as the original design,
new M-ORAM does not require dummy information for oblivious access opera-
tion, since other uninterested real data are used instead. Hence, new M-ORAM
can achieve 100 percents of storage used for containing the client’s information.
Regarding the client storage usage, same as its original design, the previous
access list has a constant size while the position map has N + W · H tuples to
contain the data address. The only difference is the history list which has been
added aiming to improve the oblivious access ability. As the size of history list
is independent of ORAM size and reserved as a fixed size buffer, the asymptotic
cost of storage used by new M-ORAm is therefore equal to O(N).

6.3 Computational Complexity

In term of computational complexity, we measure in the terms of time complexity
of the operation. The major operations and their complexity to be performed
the oblivious access are categorized as follows:
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Pseudo Random Number Generator: We suppose that the PRNG which is used
in our construction is efficient which has O(1) complexity. Therefore, the oper-
ations based on this PRNG such as a secret key generator or random number
generator also has cost O(1) complexity.

Searching for Particular Information: Searching information from sorted ele-
ments and finite set of elements costs O(1). Since position map is a fixed size
buffer which stores the ordered data addresses, searching and updating the
address by data ID is therefore cost O(1).

Randomly Choosing Data to Be Accessed: Randomly choosing data to be
accessed of new M-ORAM is performed under constant value o, l, and H − o− l.
The o, l, and H −o− l addresses are randomly chosen form O,L, and N\{O,L},
respectively. Since the complexity of random number generator is O(1), with the
naive solution, the cost to generate the unique k random numbers is O(k2)[1].
As k is o, l, and H −o− l; also it is a constant for any size of ORAM; the cost to
generate k can be implied to be O(1). Therefore, the computational complexity
of randomly choosing data of new M-ORAM construction is O(1).

From the computational complexity of operations which have been men-
tioned, the overall computational complexity of new M-ORAM construction is
therefore O(1).

7 Experimental Analysis on Random-Relocation

One security evidence was not mentioned in the original M-ORAM manuscript is
the behavior of data relocation when it has been retrieved by a client. Once the
data of interest has been retrieved, the random location within ORAM will be
assigned when it is written back to the ORAM. To protect the identity of data
from the curious server, it must be safe from the statistical and computational
analysis. An encryption algorithm is used to prevent the identity of data from the
computational analysis, while random relocation is used in term of statistical test
prevention. The random relocation is based on random read and write operation
on stash. According to the details described in Sect. 3.2, the probability of writing
the data to the same location which it has been read is 1

H·W . However, it is
difficult to see how the location is changed from a server’s perspective. This
section shows the experiment conducted on reading and writing one particular
data for 4 million accesses. The chi-square (χ2) test is used for measuring a
random relocation characteristic. Figure 4 illustrates the result, p-value of the
experiment conducted on three different sizes of ORAM: 1200, 2400, and 3000
blocks, with H = 4. According to NIST, the significant level (α) greater than
0.01 means the sequence of samples are random. It shows that when the width
of stash is greater than 7 blocks, changing the location of data seen by a server
is random.
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Fig. 4. p-value from χ2 test over H = 4

8 Conclusion

New M-ORAM is an improved version of M-ORAM to remove the probability
that the server can benefit from doing a statistical analysis on the client’s access
pattern. The new buffer, history list, is added to the client for this purpose. The
history list is a fixed size buffer which contains the list of addresses which have
been accessed by the client for the past L accesses. This results in same amortize
cost of storage space requirement on original M-ORAM. In addition, the cost of
computation and bandwidth still remain the same as the original construction.
This paper also shows the experimental results that the characteristic of data
relocation under new construction with proper H and W is seen as random by
the server.
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Abstract. Nowadays organizations and individuals outsource compu-
tation and storage to cloud. This poses a threat to the privacy of users.
Different users encrypt their private data with (possibly) different keys
to prevent any kind of outside attack on their privacy. In this outsourced
model of computation where the data owners have already encrypted and
uploaded private data, to enable the users for collaborative data mining
a scheme is needed that can process encrypted data under multiple keys.
Privacy preserving inner product computation is an essential tool on
which many data mining algorithms are based. Several papers address
the problem of outsourced privacy preserving inner product computa-
tion but none of them deals with the scenario when the entire database
is arbitrarily partitioned among the users. We propose two outsourced
privacy preserving protocols for computation of inner product of vectors
when the underlying database is arbitrarily partitioned. We provide an
SVM training model that preserves the privacy of the user’s data-vectors.
Our scheme is based on an integer vector encryption scheme.

Keywords: Privacy preserving · Support vector machine
Inner product · Homomorphic encryption

1 Introduction

A support vector machine (SVM) [4] is one of the most commonly used classifiers
that divides its input space into two regions, separated by a hyperplane. To build
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an SVM, the basic building block is the computation of inner products (a.k.a
dot products) of the data vectors (i.e. input vectors). These inner products of
the available data vectors help to construct kernel matrix. Based on this kernel
matrix, an optimization problem is solved to obtain the required hyperplane.

In certain areas e.g. medical records, data points contain sensitive information
owned by different entities or organizations and thus can not be revealed. Two
pioneering works [2,7] paved the path for reasearch in data mining without the
disclosure of private data.

In the present day the outsourced model of computation is very relevant as
organizations are finding it extremely difficult to store huge amount of personal
data. More and more organizations are becoming motivated to outsource data
to a cloud system. However, while enjoying the benefits of outsourced storage
and management, organizations face the risk of private information disclosure.
This motivates the problem of how the cloud executes data mining process on
encrypted data if need be.

As mentioned earlier, the main building block for SVM is the computation
of the inner products of the available data vectors. If the inner products can be
computed in a privacy preserving manner then an SVM can be modeled securely
based on that.

Some private inner product protocols were proposed in the literature of dis-
tributed computation model [5,6,14]. Vaidya et al. [15] and Yu et al. [18,19] pro-
vided privacy preserving inner product computation protocols and constructed
SVM for horizontally and vertically partitioned data sets.

In the outsourced model of computation, Liu et al. [8] first proposed the con-
struction using BGN cryptosystem [3]. Cloud computation supporting multiple
secret keys were developed in [13,16]. However, they assumed the existence of
non colluding servers and are applicable to construct linear mean classifier.

Recently, Zhang et al. [20] proposed outsourced secure inner product proto-
col and its application to SVM for horizontally and vertically partitioned data.
They used an Integer Vector encryption scheme proposed by Zhou and Wor-
nell [22]. Zheng et al.’s construction supports outsourced model of computation
with multiple keys and does not require existence of two non colluding servers.
However, they have given constructions of SVM for horizontally and vertically
partitioned database.

A recent work [12] considered privacy preserving analytics on arbitrarily
partitioned data. But, they have built their scheme on secure gradient descent
method and left open the problem of privacy preserving SVM classifier.

1.1 Our Contribution

We propose a method for secure inner product computation of vectors whose
entries are arbitrarily distributed between the parties. We propose a solution on
the basis of Integer Vector Encryption. We first build a secure protocol based
on Zhang et al.’s construction and later propose a modified algorithm for SVM
training for arbitrarily partitioned database. The modification in the algorithm
reduces the communication rounds between the parties and the cloud. There
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is only one round of key-agreement between the parties. Our protocol is very
efficient and supports outsourced model of computation. We achieve sufficient
security when there is only one server and our scheme is fully secure if the
existence of non-colluding servers is assumed.

2 Preliminaries

To start with we recall some basic terminologies and building blocks and give a
short overview of system model and the threat model.

System Model. We consider the outsourced model of computation where there
are multiple users and one cloud. Different users encrypt their private data using
different keys and then upload the encrypted data to the cloud. The cloud stores
and manages the data. It runs data mining algorithms on the encrypted data
when requested by the users and computes the encrypted classifier.

Threat Model. We assume that the cloud and the users are honest but curious.
They will follow the protocol honestly but will try to infer sensitive information.
We further assume that there is no collusion between the parties and the cloud.
More detailed discussion can be found in Sect. 4.

Integer Vector Encryption. Our protocols rely on the integer vector (homo-
morphic) encryption scheme of Zhou and Wornell [22]. For the sake of complete-
ness we give a brief description of the scheme and its useful properties. Integer
vector encryption encrypts a vector as a whole with a single key, rather than
encrypting every element of the vector one by one.

– Encryption: Let x ∈ Z
m
N be a plaintext vector, where N denotes the alpha-

bet size, m denotes the vector-length. Let S ∈ Z
m×n be the secret-key. Let t

be a large integer and e ∈ Z
m be an error vector such that ||e ||∞ < t

2 . The
ciphertext is a vector E(x ) = c ∈ Z

n which satisfies: Sc = tx + e .
– Decryption: With the help of secret key S, given a ciphertext vector c the

decryption algorithm works as D(c) = �Sc
t �.

Most important properties of the cryptosystem are:

– Key-switching: From a ciphertext vector c under the private-key S it is
possible to convert it to another ciphertext c1 ∈ Z

n′
under a different key

S1 ∈ Z
m×n′

such that Sc = S1c1.
– Addition: Given two ciphertext vectors c1 and c2 corresponding to two

plaintext vectors x 1 and x 2 under the same key S, the addition c1 + c2

corresponds to the plaintext vector x 1 + x 2. It is to be noted that if the
two plaintext vectors are encrypted using two different keys S1 and S2 then
using the key-switching technique the ciphertext vectors can be converted to
ciphertexts under a common key S. Now they can be added.

S(c1 + c2) = t(x 1 + x 2) + (e1 + e2) (1)
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– Inner Product: Given a pair (x 1, c1) under key S1 and another pair (x 2, c2)
under S2,

S1c1 = tx 1 + e1;S2c2 = tx 2 + e2 (2)

the encrypted inner product of plaintext vectors can be obtained as
E(xT

1 .x 2) = � vec(c1c
T
2 )

t �. The secret key which decrypts this cipertext is
vec(ST

1 S2)T .

3 Protocol for Secure Inner Product Computation on
Outsourced Vectors

We consider the model where the encrypted data is stored in the Cloud by both
the parties and the cloud is responsible for majority part of the storage and
computation.

Suppose there are two m-dimensional vectors x = (x1, x2, . . . , xm) and y =

(y1, y2, . . . , ym). Target is to find the scalar product x .y =
m∑

i=1

xiyi when the

vectors are arbitrarily partitioned between the parties. Suppose party A owns
the entries (xi)i∈I and (yj)j∈J where I, J ⊂ [1,m]. Party B owns the rest namely,
(xi)i∈I′ and (yj)j∈J ′ where I ′ and J ′ are complements of I and J respectively.
We will denote a missing entry by ∗. More specifically, if the ith entry is missing
then we will denote it by ∗i. In this scenario, both the parties replace their
missing entries ∗ by 0, encrypt these modified vectors and upload to the cloud.
We denote these modified vectors by x ∗

A, y∗
A,x ∗

B , y∗
B .

Now we give a privacy preserving protocol for the secure dot product com-
putation. We assume that the original data vectors consist of non-zero entries so
that when a party downloads some data vectors from the cloud and decrypt it to
see some zero entries, he can readily conclude that the corresponding entries were
missing. This assumption although restrictive, is quite realistic. For example, in
medical domain most test results have non zero values.

Party A randomly chooses a secret key S1 = [I||T1], the concatenation of the
identity matrix of size m × m and a “thin” (possibly a column) matrix T1. A
encrypts his vectors x ∗

A and y∗
A with the help of the secret matrix S1 to output

ciphertext vectors cx,A and cy,A and uploads to the cloud. Similarly, B chooses a
secret matrix S2 = [I||T2], outputs ciphertext vectors cx,B and cy,B and uploads
to the cloud.

Recall that the cloud needs to compute x ∗
A.y∗

A + x ∗
A.y∗

B + y∗
A.x ∗

B + x ∗
B .y∗

B

in order to get the inner product of x and y . So there are inner product of
vectors from the same user as well as inner product of vectors from different
users. To compute the inner products of the plaintext vectors from the ciphertext
vectors the cloud requires corresponding secret keys. For example, the encryption

of x ∗
A.y∗

A is obtained from � vec(cx,A cT
y,A)

t � and the corresponding secret key is
vec(ST

1 S1)T . Similarly, the other secret keys are vec(ST
1 S2)T (for encrypted inner

products of vectors from both users A and B) and vec(ST
2 S2)T (for encrypted

inner product of vectors from B).
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In order to transform the encryption of x ∗
A.y∗

A from vec(ST
1 S1)T to secret

key [I||Ts] of the cloud, A computes the key-switching matrix M1 as follows:

[
(vec(ST

1 S1)T )∗ − TsAa + Ea

Aa

]

,

where Aa is a random matrix and Ea is a random noise matrix chosen by A.
Similarly, for computing the encrypted inner product x ∗

B.y∗
B , B computes

the key-switching matrix M2 as
[

(vec(ST
2 S2)T )∗ − TsAb + Eb

Ab

]

,

where Ab is a random matrix and Eb is a random noise matrix chosen by B.
However, the secret key corresponding to the encrypted inner products of the

vectors from the users A and B is given by vec(ST
1 S2)T and hence it requires a

joint computation. From the form of S1 and S2 it follows that:

ST
1 S2 =

[
I T2

TT
1 TT

1 T2

]

=
[

I 0
TT
1 0

]

+
[
0 T2

0 0

]

+
[
0 0
0 TT

1 T2

]

.

A now generates a random invertible matrix P1, computes P1T
T
1 and sends

it to B. B then generates a random invertible matrix P2 and sends P1T
T
1 T2P2

to S. A and B separately send P−1
1 and P−1

2 to S who then recovers TT
1 T2.

Therefore at this point of time A, B and S separately hold
[

I 0
TT
1 0

]

,
[
0 T2

0 0

]

and
[
0 0
0 TT

1 T2

]

. They can now compute corresponding key-switching matrices MA,

MB and MS separately. Notice that the ultimate key-switching matrices will be
the sum MA + MB + MS = Mfinal, say. Once these three final key-switching
matrices viz. M1, M2 and Mfinal are obtained, S can transform the encrypted
inner product x ∗

A.y∗
A+x ∗

A.y∗
B +y∗

A.x ∗
B +x ∗

B .y∗
B into an encryption with respect

to his private key [I||Ts]. With the help of his secret key S can now construct
the Kernel matrix and run the SVM algorithm.

We now describe an SVM training algorithm and classification protocol in
the following Algorithms 1 and 2.

4 Security Analysis

We first describe our adversarial model.

Adversarial Model: We assume that A,B and the cloud all are semi-honest (also
known as honest-but-curious). Each of them follows the protocols correctly but
tries to gather or infer extra information than they are supposed to know. We
also assume that none of the parties and the cloud collude with each other.

In order to carry out the security analysis, first we prove that the “key-
switching” technique is secure. That is, the cloud cannot deduce the private
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Algorithm 1. SVM Training
1: procedure Key-Agreement
2: A, B secretly agree on an internal private key Sint = [I||Tint] completely hidden

from the cloud.
3: procedure Key-Switching

4: A uploads key-switching matrix M1 =

[
(vec(ST

1 S1)
T )∗ − TsAa + Ea

Aa

]
.

5: B uploads key-switching matrix M2 =

[
(vec(ST

2 S2)
T )∗ − TsAb + Eb

Ab

]
.

6: A, B, Cloud jointly compute Mfinal =

[
(vec(ST

1 S2)
T )∗ − TsAab + Eab

Aab

]
.

7: procedure Computation of encrypted dot product by the Cloud
8: Using M1, the cloud transforms the encryption of x∗

A.y∗
A to an encryption with

underlying secret key Sc = [I||Ts].
9: Using M2, the cloud transforms the encryption of x∗

B .y∗
B to an encryption with

underlying secret key Sc = [I||Ts].
10: Using Mfinal, the cloud transforms encryptions of x∗

A.y∗
B and x∗

B .y∗
A to encryptions

with underlying secret key Sc = [I||Ts].
11: Adding these the cloud gets the encryption of x .y under the secret key Sc.

12: procedure Computation of Gram matrix by the Cloud
13: Repeating steps 6 − 9 the cloud can compute the encrypted Gram matrix ESc(K)

which can be decrypted by using Sc.
14: Using K, the cloud can now run the SVM algorithm to obtain αis which are greater

than zero. Suppose, without loss of generality, first k coefficients α1, . . . , αk > 0.

15: procedure Computation of encrypted weight-vector by the Cloud
16: Cloud computes y1α1c

∗
1,A + · · · + ykαkc

∗
k,A = ES1(wA).

17: Cloud computes y1α1c
∗
1,B + · · · + ykαkc

∗
k,B = ES2(wB).

18: A and B generate key-switching matrices separately to transform the secret keys of
ES1(wA) and ES2(wB) to Sint. Uploading the key-switching matrices to the cloud
will enable it to find ESint(w) = ESint(wA) + ESint(wB), where Sint is completely
hidden from the cloud.

19: procedure Computation of the bias item b
20: Cloud takes an αi > 0 and selects the corresponding c∗

i,A and c∗
i,B .

21: Cloud computes the dot products ESint(w)T c∗
i,A and ESint(w)T c∗

i,B and sends
them to A and B respectively.

22: A uses vec(ST
1 Sint)

T and B uses vec(ST
2 Sint)

T for decryption to find wTx∗
i,A and

wTx∗
i,B respectively.

23: Using the symmetric key encryption A and B send each other these scalars and
they individually compute b = wTx∗

i,A + wTx∗
i,B − yi

keys of the parties from the key-switching matrices. To prove the result we need
the following hardness assumption of learning with errors (LWE) problem.

Learning with Errors Problem: Given arbitrary many samples (a i, bi) ∈ Z
m
q ×Zq,

it is infeasible to recover (with non-negligible probability) v ∈ Z
m
q from bi =

v .a i + εi, where εi denotes random noise chosen suitably from a distribution
over Zq.
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Algorithm 2. SVM Classification
1: procedure Private-Inputs
2: A, B possess secret-key Sint = [I||Tint], bias b and zA, zB which are arbitrary

partitions of a vector z .
3: Cloud possesses ESint(w).

4: procedure Pre-processing the data vector
5: A fills the missing entries in zA by 0 to prepare z ∗

A.
6: B fills the missing entries in zB by 0 to prepare z ∗

B .
7: A and B separately compute ESint(z

∗
A) and ESint(z

∗
B) and send them to the cloud.

8: procedure Computation of encrypted dot product by the Cloud
9: Cloud first adds ESint(z

∗
A) and ESint(z

∗
A) to get ESint(z ).

10: Cloud finds the encrypted dot product of ESint(w) with ESint(z ) and sends to both
A and B.

11: procedure Classification
12: A and B decrypt the encrypted dot product ESint(w

T z ) and compare the value
with b to output the class label.

Theorem 1. Let S denote the private-key (matrix), S∗ its intermediate repre-
sentation, M the key-switching matrix from S to S′. Thus, S′M = S∗ +E where
E is a random noise matrix.

It is infeasible for the cloud to recover, with non-negligible probability, S∗

although it has access to both S′ and M .

Proof. Choose a prime modulus q >> max.{||S||∞, ||M ||∞, ||S′||∞, ||E||∞} so
that every element in Z for the protocol can be treated as elements in Zq. When
the cloud knows S′ and M , it can compute the ith row of S′M . Let bi denote
the ith row vector of S′M . Then bi = v +εi, where v , εi respectively denote the
ith rows of S∗, E. Hence, the cloud has a set of approximate linear equations
bij = vj + εij modulo the prime modulus q. It is now not very hard to see that
if the cloud can solve this set of approximate linear equations then it essentially
solves the LWE problem. ��
The security of the protocols can be proved using real world/ideal world based
paradigm. Due to space constraint we only state them without proof.

Theorem 2. Computation and uploading the key-switching matrices in Algo-
rithm1 (lines 4,5,6 & 18) do not reveal any private information of parties A
and B.

Theorem 3. With the assumption that the integer vector encryption is seman-
tically secure, it is infeasible for the cloud to infer about the original data vectors
of the parties with non-negligible probability during the SVM training phase given
in Algorithm1.

Theorem 4. The SVM classification phase given in Algorithm2 is secure in the
sense that the cloud cannot deduce the class label of the testing sample, given the
semantic security of the integer vector encryption.
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4.1 Modified Protocol

In order to reduce the communication rounds of the parties we now give a pro-
tocol for SVM training. We note that with this modification the cloud has no
partial information about the secret keys of the parties (in Algorithm1 the cloud
knows the product TT

1 T2 with no randomization). Moreover, there is only one
round of communication between the parties during the training period. The
computational cost is also reduced for the parties as they do not have to jointly
collaborate to compute the key-switching matrix. The classification protocol
remains the same as Algorithm2.

Algorithm 3. Modified Protocol for SVM Training
1: procedure Key-Agreement
2: A, B secretly agree on an internal private key Sint = [I||Tint] completely hidden

from the cloud.
3: procedure Key-Switching

4: A uploads key-switching matrix MS1→Sint =

[
(vec(S1)

T )∗ − TintAa + Ea

Aa

]
.

5: B uploads key-switching matrix MS2→Sint =

[
(vec(S2)

T )∗ − TintAb + Eb

Ab

]
.

6: A or B uploads MST
intSint→Sc

=

[
(vec(ST

intSint)
∗ − TsAab + Eab

Aab

]
.

7: procedure Computation of encrypted dot product by the Cloud
8: Using MS1→Sint , the cloud transforms the encryption of x∗

A and y∗
A to encryptions

with underlying secret key Sint = [I||Tint].
9: Using MS2→Sint , the cloud transforms the encryption of x∗

B and y∗
B to an encryp-

tion with underlying secret key Sint = [I||Tint].
10: Cloud adds ESint(x

∗
A) + ESint(x

∗
B) to output ESint(x ).

11: Cloud adds ESint(y
∗
A) + ESint(y

∗
B) to output ESint(y).

12: Cloud gets the encryption of the dot product E(xTy) with underlying secret key
ST
intSint of which the cloud is completely unaware.

13: Using the uploaded matrix MST
intSint→Sc

, cloud then transforms E(xTy) into

ESc(x
Ty) and then decrypt to find x .y .

14: procedure Computation of Gram matrix by the Cloud
15: Same as Algorithm 1.

16: procedure Computation of encrypted weight-vector by the Cloud
17: Same as Algorithm 1.

18: procedure Computation of the bias item b
19: Same as Algorithm 1.

Discussions on the Security of the Modified Protocol. The main dif-
ference between the modified protocol and the original protocol is in the key-
switching procedure. Parties A and B upload the key-switching matrices to con-
vert their ciphertexts (under their personal keys) to ciphertexts under a common
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agreed key Sint. Once the cloud makes these transformations, it then performs
addition on the ciphertexts and dot products which can be proved to be secure.

Theorem 5. Under the assumption that the integer vector encryption is seman-
tically secure, it is infeasible for the cloud to infer about the original data vectors
of the parties with non-negligible probability during the SVM training phase given
in Algorithm3.

5 Experimental Results and Comparison

We use Number Theory Library (NTL) [1] for our implementation. The configu-
ration of our PC is Ubuntu 16.04 64 bit operating system with Intel Core(TM) i5
CPU(2 cores), 3.60 GHz and 8 GB memory. Party A and Party B are two par-
ties who own training samples such that if A owns some entries of a sample, then
other entries are owned by B. In Fig. 1a, we show running time for encryption,
key-switching matrix generation, dot product computation and decryption using
Algorithm 1. In Fig. 1b, we show the running times of the same operations when
we use Algorithm 3. We take 100 many samples of data vectors with dimensions
varying from 10 to 50.

Fig. 1. Performance of our scheme

Encryption and decryption for both the parties are very efficient as can be
seen from Fig. 1. Using Algorithm 1, for n samples, number of products to be
computed by the cloud will be 2n2. However, in Algorithm 3, the cloud needs to
compute n(n+1)

2 many products.
The works [8,10] give asymptotic analysis of complexity and no concrete

results. We compare our scheme with [9] and [20]. We encrypt 3.6× 105 samples
of dimension 10. The time required for encryption is 158 s, whereas [20] needs
69 s and [9] needs 360 s. Experimental Platform for [9] (8x Intel Xeon CPU,
3.6 GHz) and [20] (Intel Core(TM) i7 CPU(2 cores), 2.2 GHz) is better than
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us. So, integer vector encryption performs better than FHE, which is consistent
with the test results of [21].

The communication overhead is mainly due to transmission of key-switching
matrices. The overhead depends on dimension of sample (m) and dimension of
the secret key (T ). In Fig. 2a, we fix T = 10 and vary m of samples from 50
to 400. The size of key-switching matrix M changes from MB to ≈1 GB. We
observe that, if T is fixed, overhead is O(m2) which is consistent with [20]. In
Fig. 2b, we fix the dimension of m at 100 and vary the dimension of T from 10
to 50. We observe that the size of M varies from 50 MB to ≈ 500 MB.

Fig. 2. Communication overhead

6 Conclusion

We have discussed two outsourced privacy preserving protocols for inner product
of vectors when their entries are distributed among parties. It finds natural appli-
cation in private SVM when the underlying database is arbitrarily partitioned.
Allowing some minimal leakage about the inner products our scheme provides
an efficient algorithm for SVM training. Fully secure computation is possible
with our methodology if existence of two non-colluding servers is assumed. Our
protocol for SVM classification is fully secure. Estimating the trade off between
efficiency and privacy can be an interesting problem for further study.
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Abstract. In this paper, we address the correlation problem in
the anonymization of transactional data streams. We propose a
bucketization-based technique, entitled (k, l)-clustering to prevent such
privacy breaches by ensuring that the same k individuals remain grouped
together over the entire anonymized stream. We evaluate our algo-
rithm in terms of utility by considering two different (k, l)-clustering
approaches.

Keywords: Data privacy · Data stream · Correlation · Anonymization

1 Introduction

We live in an era where the world is more connected than ever before, and
everything is digitized from smartphones, smart vehicles to smart homes and
smart cities, continually generating a tremendous amount of information. With
this information at hand, many concerns may arise, one in particular, is the
critical exposure of individuals’ privacy, putting their anonymity at risk [1,2].
Several anonymization techniques are developed in the literature to preserve
privacy. Whether they are generalization-based techniques [3–5] that alter the
original values or bucketization-based techniques [6–10] that preserve privacy
by splitting the dataset into sensitive and non-sensitive tables to hide the link
between their values, they all assume that there is a trade-off between good
privacy and utility. It is a trade-off that is highly required to keep the dataset
suitable for analysis while preserving the individuals’ anonymity. However, it
keeps anonymization vulnerable and unable to cope with all sort of attacks [11–
14]. It is indeed difficult to provide a completely anonymous dataset without
losing utility. There are many reasons for this to happen, notably, is the ability
to presume knowledge of the adversary’s prior belief and her/his ability to gain
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insights after looking at the anonymized dataset. Besides, a dataset in which
several tuples relate to the same individual may expose significant correlations
between identifying and sensitive values. An adversary can use his/her knowledge
of such correlations [11,13], or use these correlations as foreground knowledge
[15] to breach individuals’ privacy. To cope with this particular problem, safe
grouping is proposed in [16,17] to ensure that the individuals’ tuples are grouped
in one and only one quasi-identifying group (QI-group) that is at the same
time l-diverse, respects a minimum diversity for identifying attribute values,
and all individuals in the same QI-group have an equal number of tuples. The
(k, l)-diversity [18] is another technique that uses generalization to associate k
distinct individuals to l-diverse QI-groups. While these techniques are useful in
dealing with the correlation problem on bulk datasets, they provide no proof of
effectiveness in anonymizing data streams where data must be protected on the
fly before being stored in an anonymized dataset. The anonymization technique
has a partial view of the dataset, limited to the batch of tuples undergoing the
anonymization.

Let us consider a car rental example scenario where each smart vehicle trig-
gers an event between two piers in the form of a transaction to be stored in
a dataset for analysis. Transactions are generated continuously as long as cus-
tomers are driving their vehicles to form a data stream. In this scenario, we
assume that the anonymization must be performed on the stream of tuples gen-
erated by the data source to output an anonymized dataset in the form shown
in Fig. 1.

Fig. 1. Rental data stream anonymized

The released 2-diverse dataset is divided into two separate tables to hide the
link between the identifying and sensitive values as in [6,7,19]. In a QI-group an
identifying value cannot be associated with a sensitive value with a probability
higher than 1/2. The problem arises when the identifying and sensitive values
correlate across the QI-groups [16,18,20] (e.g., first two QI-groups in Fig. 1(b)).
This leads to an implication that the values belong to the same individual.
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In this paper, we extend the work in [16,17] to address the correlation prob-
lem in the anonymization of transactional data streams where data dynamically
changes and its distribution is imbalanced. We propose (k, l)-clustering that con-
tinuously groups k distinct individuals into l-diverse QI-groups and ensures that
these individuals remain grouped together in future releases of QI-groups. (k, l)-
clustering keeps track of incoming identifying values to safely release them across
the QI-groups. It is a bucketization technique that prevents attribute disclosure,
releasing trustful information. Our contributions in this paper include:

– defining privacy properties that are required to bind the correlations in a data
stream.

– proposing a novel clustering approach to enforce the aforementioned privacy
properties.

The remainder of this paper is organized as follows. In Sect. 2, we investigate
works related to the anonymization of data streams. In Sect. 3, we define the
basic concepts and definitions. We present our privacy model in Sect. 4 and
describe the (k, l)-clustering approaches. Section 5 evaluates the performance of
our algorithm by adopting two clustering techniques to data streams.

2 Related Work

In [21], Cao et al. extend the definition of k -anonymity to apply it on data
streams and propose CASTLE, a clustering-based algorithm, that publishes k -
anonymized clusters in an acceptable delay. An extension of CASTLE is pre-
sented in [22] to reduce the number of tuples in the clusters and to maximize the
utility of the anonymized dataset. In another work [23], FAANST is proposed
to anonymize numerical data streams. FADS is an anonymization algorithm
proposed in [24,25] that has convenient time and space scale with additional
constraints on the size of the clusters size and their reuse strategy. While these
techniques extend privacy solutions based on k-anonmyity and l-diversity on
transactional data streams, they do not take into account the correlation of the
identifying and sensitive values across the QI-groups. Moreover, several studies
[11,13,18,20] have shown that correlations attacks can be launched not only on
bucketization techniques but on generalization-based techniques as well.

A similar work to ours is defined in [26] where the authors include background
knowledge in their anonymization algorithm to deal with strong adversaries.
They propose a hierarchical agglomerative algorithm to prevent attribute and
identity disclosure. However, the authors only address correlations known to the
adversary. Here, we consider that the correlations can be mined from the dataset
and used as foreground knowledge to link individuals to their sensitive values.
Alternatively, in [20], the authors present a sequential bottom-up anonymiza-
tion algorithm, KSAA, that uses generalization to protect against background
knowledge attacks on different anonymized views of the same original dataset.
KSAA clusters tuples and generates QI-groups satisfying the privacy model in
the current view. It checks, in a second step, if the privacy constraint is satisfied
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when several views are joined together. Here, our clustering algorithm is applied
on a stream of tuples on the fly where three requirements must be met includ-
ing low retention of tuples, balanced memory usage and runtime. In [27], the
authors propose a generalization-based microaggregation algorithm for stream
k -anonymity that meets a maximum delay constraint, without preserving the
order of incoming tuples in the published stream such as in [21]. Then, they
improve the preservation of the original order of the tuples by using steered
microaggregation while adding the timestamp as an artificial attribute. Similar
to [21], we do not publish the time stamp attribute due to privacy constraints
however we use it for experimental purposes.

On the other side, several notable works [29–31] have been done for dif-
ferential privacy [32] for streaming data. In this work, we choose to work with
bucketization technique that publishes trustworthy information. We particularly
extend previous works [16,17] to address correlations in the data stream in data
sharing scenarios.

3 Preliminary Definitions

In this section, we present the basic concepts and definitions to be used in the
remainder of this paper.

Definition 1 (Tuple - t). In a relational dataset, a tuple t is a finite
ordered list of values {v1, v2, ..., vb} where, given a set of attributes {A1, ..., Ab},
∀i(1≤ i≤ b) vi = t[Ai] refers to the value of attribute Ai in t. We categorize
attributes as follows:

• Identifier (Aid) is an attribute whose value is linked to an individual in a
given dataset. For example, a social security number anonymized in a way to
represent uniquely an individual but cannot explicitly identify her/him.

• Sensitive attribute (As) reveals critical and sensitive information about a
certain individual and must not be directly linked to individuals’ identifying
values in data sharing, publishing or releasing scenarios.

• Time-stamp (Ats) indicates the arrival time of the tuple, its position in the
stream. The time-stamp is considered identifying, which can be used to expose
individuals’ privacy in a transactional data stream. Here, we do not publish
the time-stamp, we use it instead for evaluating the utility of our anonymiza-
tion technique.

Definition 2 (Data Stream - S). A data stream S = t1, t2..., is a continuously
growing dataset composed of infinite series of tuples received at each instance.
Let U be the set of individuals of a specific population, ∀ u ∈ U we denote by Su

the set of tuples in S related to the individual u, where ∀ t ∈ Su, t[Aid] = vid.

Definition 3 (Cluster - C). Let S′ ⊂ S be a set of tuples in S. A cluster C
over S′ is defined as a set of tuples {t1, ..., tn} and a centroid Vid consisting of
a set of identifying values such that, ∀t ∈ C, t[Aid] ∈ Vid. We use the notation
Vid(C) to denote the centroid Vid of C.
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Table 1. Notations

S Incoming stream

tp Tuple in S arriving at instance p

u Individual described in S

Su Set of tuples related to individual u

A Attribute of S

Aid Identifying attribute of S

Asv Sensitive attribute of S

Ats Time-stamp attribute of S

vid Identifying value of a tuple in S

vs Sensitive value of a tuple in S

QI Quasi-identifier group

|U | Number of distinct individuals in S

|S| Total number of tuples in S

C Cluster over S

Vid(C) Centroid of a cluster C

S∗ Anonymized version of S

Definition 4 (Equivalence class/QI-group) [1]. A quasi-identifier group
(QI-group) is defined as a subset QIj , j = 1, 2, ... of released tuples in S∗ =⋃∞

j=1 QIj such that, for any j1 �= j2, QIj1 ∩ QIj2 = ∅.
We stick with the QI-group terminology for compatibility with the broader

anonymization literature, which can include identifying as well as quasi-
identifying attributes (Table 1).

4 Privacy Preservation

We work under the assumption that the anonymization of the data stream will
continuously release l-diverse QI-groups, and these QI-groups, if joined together,
will not expose unsafe correlations between identifying and sensitive values. We
define two types of adversaries, passive and active.

Passive adversary has no prior knowledge concerning the individuals and the
correlations of their identifying and sensitive values in the dataset. She/He is
able, however, to extract foreground knowledge from the anonymized dataset
that can be used to breach privacy. For example knowing renting patterns of
individuals, which might lead to link their identifying values to their identity
and track them in the anonymized dataset.

Active adversary is equipped with certain knowledge about the individuals
and the correlations of their identifying and sensitive values in the dataset
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before having access to its anonymized version. She/he can use that back-
ground knowledge to provoke a privacy breach. In our renting example, know-
ing the true identity, in plain text, of an individual (e.g. Full Name) alongside
her/his location patterns might lead to link her/his identity to her/his iden-
tifying value in the stream thus exposing him in the anonymized dataset.

4.1 Privacy Model

Given a stream S and two user-defined constants l ≥ 2 and k ≥ 2, we say that
an anonymization technique safely anonymizes S if it produces a stream S∗ that
satisfies the following properties:

Property 1 (Safe release of QI-groups). Provides safe correlation of identi-
fying and sensitive values across the released QI-groups such that the intersection
of any QI-groups in S∗ on their identifying attribute Aid yields either k identi-
fying values or none. Formally,

∀vid ∈ D(Aid), if vid ∈ πAidQI1 ∩ ... ∩ πAidQIj, then there exists a set of
identifying values Vid ⊆ D(Aid), such that Vid = {vid, vid1 , ..., vidk−1} and Vid =
πAidQI1 ∩ ... ∩ πAidQIj. In other words,

πAidQI1 ∩ ... ∩ πAidQIj =

⎧
⎪⎨

⎪⎩

Vid if ∃vid ∈ πAidQI1

∩ ... ∩ πAidQIj

∅ otherwise

(1)

In a less formal definition, the identifying values that are grouped together
in a QI-group must always remain grouped together throughout the entire
anonymized stream.

Property 2 (l-diverse QI-groups). Ensures that all the anonymized and
released QI-groups are l-diverse. Formally,
∀vid ∈ D(Aid),∀QI ∈ S∗, P r(vid, vs|QI) ≤ 1/l.

Property 3 (Safe correlation of identifying values). Prohibits linking cor-
related identifying values in the same QI-group to their corresponding sensitive
values, which result in an inherent violation of l-diversity [16–18]. Formally,

∀vid1 , vid2 , f(vid1 , QIj) = f(vid2 , QIj) where f(vidi
, QIj) is a function that

returns the number of occurrences of vidi
in QIj.

Property 3 hides frequent correlations of identifying values in the same QI-
groups. It handles cases arising when an adversary may be able to link an individ-
ual to his/her sensitive value or to narrow the possibilities for other individuals.

4.2 (k, l)-Clustering for Privacy Preservation

To preserve our privacy properties, we propose a (k, l)-clustering technique that
groups tuples into clusters of disjoint centroids and releases, from these clus-
ters, l-diverse QI-groups containing k distinct identifying values. In brief, our
clustering technique works as follows:
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– It creates centroids containing k distinct identifying values: ∀QIi, QIj two
QI-groups released from C, πAidQIi = πAidQIj = Vid(C) where |Vid(C)| = k.

– It ensures that an identifying value exists in one and only centroid: ∀C1, C2

Vid(C1) ∩ Vid(C2) = ∅.
– It releases a QI-group from a cluster C such that: ∀QI, a QI-group created

from a subset of tuples in the cluster C, and ∀t ∈ QI, t[Aid] ∈ Vid(C).

(k, l)-clustering is a bucketization technique that releases l-diverse QI-groups
created from a subset of clusters having disjoint centroids. It ensures safe cor-
relation of identifying and sensitive values across the QI-groups, i.e., once k
identifying values are grouped in a QI-group, they will remain grouped together
in future releases of QI-groups throughout the anonymized stream. We assume
that the clustering can be done in two ways, unsupervised and supervised as
defined below.

Unsupervised (k, l)-clustering has no prior knowledge about the distribu-
tion of identifying values in the original dataset. The clustering is done on
first-come, first-serve basis inspired by “bottom-up” agglomerative clustering
algorithms [26]. Unsupervised (k, l)-clustering creates cluster centroids and
groups tuples accordingly, in reference to their identifying values and privacy
constants k and l.

Supervised (k, l)-clustering has a partial or full view over the distribution of
identifying values in the original dataset, thus and unlike the unsupervised
clustering, clusters are created based on a predefined set of centroids V =
{V 1

id, ..., V
m
id } that are fed to the clustering technique prior the anonymization.

Hence, the identifying and sensitive values that are highly correlated are
grouped together in the same cluster to reduce the chances of having these
values anonymized/suppressed to meet the privacy properties.

As shown in Fig. 2(c), ‘Allen U1’ and ‘Cathy U3’ are grouped together in
3 QI-groups because they occur the most in the incoming stream. However in
Fig. 2(b), ‘Allen U1’ is grouped alongside ‘Betty U2’ and ‘Cathy U3’ alongside
‘David U4’ due to the order of their tuples in the data stream.

Fig. 2. Applying unsupervised and supervised (k, l)-clustering on a data stream with
k, l = (2, 2)
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Lemma 1. Given a transactional stream S, safe clustering ensures the safe
release of QI-groups in the published version S∗.

Proof. Since (k, l)-clustering is applied, ∀QIi, QIj two QI-groups released from
C, πAidQIi = πAidQIj = Vid(C) where |Vid(C)| = k. Alternatively, since (k, l)-
clustering ensures that an identifying value exists in one and only centroid,
∀C1, C2, two distinct clusters over S∗, Vid(C1) ∩ Vid(C2) = ∅ can be written as
πAidQI1 ∩ πAidQI2 = ∅ where, QI1, QI2 are two QI-groups released respectively
from C1 and C2. Hence, the intersection of any QI-groups in S* on the identifying
values yields either k identifying values or none.

4.3 (k, l)-Clustering Algorithm

In this section, we present our (k, l)-clustering algorithm applied on a transac-
tional data stream. The main idea behind it is to process incoming tuples on the
fly while guarantying safe release of l -diverse QI-groups. It requires two privacy
constants k and l, the stream S, and a set of centroids V. (k, l)-clustering outputs
an anonymized data stream. The algorithm is composed of two main steps; safe
clustering and tuple assignment.

4.4 Safe Clustering

The function assigns tuples to their corresponding clusters based on their iden-
tifying values.

tpis assigned to

⎧
⎪⎨

⎪⎩

Ce if ∃Vid(Ce) ⊂ V where
tp[Aid] ∈ Vid(Ce)

Cq where |Vid(Cq)| < k otherwise

1: function safe clustering(tp,V)
2: selected cluster :={};
3: if (tp[Aid] �∈ V) then
4: Cq := Find Cq in C where |Vid(Cq)| < k;
5: if Cq = null then
6: Vid(Cq):={};
7: Vid(Cq) ← tp[Aid]; /**Adds tp[Aid] to the empty centroid Vid(Cq)*/;
8: selected cluster := Cq ;
9: else

10: Vid(Cq) ← tp[Aid]; /**Adds tp[Aid] to the non-empty centroid Vid(Cq) */;
11: selected cluster := Cq;
12: end if
13: else
14: Find Ce in C where tp[Aid] ∈ Vid(Ce);
15: selected cluster := Ce;
16: end if

return selected cluster;
17: end function
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4.5 Tuple Assignment

It assigns a tuple tp to the selected cluster Csel as follow: In a given cluster, all
tuples are distributed over multiple sub-groups. sub-groups must contain at least
k distinct identifying values before verifying their l-diversity.

After processing the entire stream, the algorithm will publish all sub-groups
which are not l -diverse nor reached size k (i.e., stored in the temp structure), by
suppressing the identifying values. This guarantees the privacy constraints but
impacts the utility of the dataset.

5 Experiments

In this section, we evaluate the efficiency of our unsupervised and supervised
(k, l)-clustering techniques by conducting a set of experiments detailed here-
inafter. The algorithm is implemented in JAVA and tested on a PC with 2.20 GHz
Intel Core i7 CPU, 8.0 GB RAM.

1: procedure tuple assignment(tp,Csel)
2: sub-group:={};
3: sub-group:=Find largest sub-group in Csel.subgroups[] where tp[Aid] �∈ π

Aidsub-group;

4: if sub-group �= null then
5: sub-group ← tp; /**Add tp to sub-group*/
6: if (sub-group.size = k) then
7: if (sub-group is l-diverse) then
8: Publish sub-group as QItable and SVtable linked by GID
9: Delete sub-group

10: else
11: temp := temp

⋃
sub-group

12: if (temp.size > k and temp is l-diverse) then
13: Publish temp as QItable and SVtable linked by GID
14: Delete temp
15: end if
16: end if
17: end if
18: else
19: sub-group ← tp;
20: subgroups[] ← sub-group; /**Add sub-group to the rest of the non-published subgroups

in the cluster*/
21: end if
22: end procedure

To simulate a data stream scenario, we used a rental transaction dataset1

composed of 109763 tuples where each tuple is associated with a timestamp used
only for evaluation purposes. We assume that at each time instant exactly one
tuple arrives. As a result, timestamps range from 1 to |S|. The dataset contains
2374 distinct identifying values.

We designed two sets of experiments to examine the effectiveness of our
approach in terms of utility:

– Evaluating the percentage of suppressed identifying values.
– Evaluating the delay-retention of tuples in the queue before being released in

QI-groups.
1 https://github.com/JMTCoder/test12/blob/master/sourcedata.txt

https://github.com/JMTCoder/test12/blob/master/sourcedata.txt
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5.1 Percentage of Suppressed Identifying Values

As previously stated, after processing the stream over a specified interval of
time, our algorithm suppresses the identifying values in the QI-groups that are
not l -diverse nor of size k.

Using the unsupervised (k, l)-clustering, we vary the value of k from 3 to 8,
and examine the percentage of suppressed values. The parameter l is set to 3. For
high values of k, the percentage of suppressed values increases. It reaches almost
60% for k = 8 as shown in Fig. 3. Here, we cluster identifying values based on
their order of arrival. Each k individuals clustered together might not have the
same distribution over the stream. Therefore, when k increases, it becomes more
difficult to form QI-groups leading to an increase in the amount of suppressed
values. Hence, we did not evaluate the unsupervised approach for k values higher
than 8.

Using the supervised (k, l)-clustering, we ensure that the most frequent iden-
tifying values are clustered then grouped together in the QI-groups. Conse-
quently, we suppress fewer identifying values and thus, obtain better utility,
as shown in Fig. 3, where the percentage of suppressed values reaches 1% for
k = 20.

Fig. 3. Percentage of suppressed values for l = 3 while varying k for both Unsupervised
and Supervised (k, l)-clustering approaches

5.2 Retention of Tuples

A tuple is retained in the queue if it remains (a) in a sub-group that did not
reach size k or (b) in the temporary sub-group of the corresponding cluster.

For each set of {k, l} values, we measure the retention delay of each tuple in
memory. Then we compute the average delay time of all the tuples. This value
is chosen as the delay constraint δ defined in [28].

We consider a tuple that remains more than the specified delay δ in memory
a “delayed or outdated tuple”. δ slightly varies with k. We applied our algorithm
to the same rental dataset we used before, while adopting both approaches, as
shown in Fig. 4. The delay constraint can be chosen depending on the data
stream application requirement regarding availability of the anonymized tuples
as stated in [28].
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Fig. 4. Percentage of published tuples for both approaches before δ

6 Conclusion

In this paper, we have defined new privacy properties to address the correlation
problem in the anonymization of transactional data streams. A bucketization
based technique, entitled (k, l)-clustering, is proposed to enforce these privacy
properties. (k, l)-clustering processes incoming tuples on the fly. It continuously
groups k distinct individuals into l-diverse QI-groups and ensures that these
individuals remain grouped together in future releases of QI-groups. We evalu-
ated our algorithm in terms of utility by considering two approaches: supervised
and unsupervised. We showed, by conducting a set of experiments, that both
approaches cope well with the streaming nature of the data while respecting the
privacy constraints. The supervised approach yielded better results because it
has a partial or full view over the distribution of identifying values in the dataset.
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Abstract. Proxy re-encryption is a special type of public key encryp-
tion that allows an intermediate proxy to transform a ciphertext from one
public key to another without learning any information about the origi-
nal message. Therefore, it can be regarded as a consignation of decryp-
tion right. In this paper, we put forward two novel definitions of anti-
collusion called strong anti-collusion and weak anti-collusion, and pro-
pose an improved strong anti-collusion lattice based proxy re-encryption
scheme. Moreover, our scheme based on the hardness of standard Learn-
ing With Error (LWE) problem is the CPA secure in the standard model,
which can be reduced to the worst-case lattice hard problems. In addi-
tion, we give a detailed analysis of key privacy and proof of security.

1 Introduction

In 1998, Blaze, Bleumer and Strauss [4] proposed a new cryptographic primitives
called proxy re-encryption. Its prominent feature is that a third party interme-
diate agent could be allowed to convert the ciphertext of one (often called Alice)
into the ciphertext of another (often called Bob). In this process such a few
parties involved:

1. Delegator: This role gives his decryption right to the delegatee through proxy,
for this he would generate a re-encryption key and sent it to the proxy. We
usually call this character Alice.

2. Proxy: This role transfers the ciphertext under one public key to another
with the re-encryption key. And the proxy would not learn any additional
information in this process.

3. Delegatee: This role is endowed the right of decryption, although the cipher-
text is not originally aimed at him. We usually call this character Bob.

The proxy re-encryption scheme can be applied in many scenarios due to
the special property that the ciphertext is convertible. Including key escrow,
distributed file system, secure mail system, DRM (Digital Rights Management,
interoperable architecture of DRM), access control system, privacy transmission,
etc. The prominent feature of proxy re-encryption is that the proxy is unable
to get any information about the original message in the whole process. Fur-
thermore, the proxy also could not obtain the private key information of the
c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 559–577, 2018.
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delegator and delegatee on the premise of the honest execution protocol of the
proxy. However, it is dangerous if the delegator’s private key SA (or the delega-
tee’s private key SB) could be derived from the re-encryption key rkA→B and the
delegatee’s private key SB (or the delegator’s private key SA). So anti-collusion
attack is an important security property in proxy re-encryption scheme, this
property conveys the safeness of the participant’s private key against collusion
attacks. Through our analysis, the anti-collusion property in proxy re-encryption
could be divided into strong anti-collusion and weak anti-collusion, respectively
(The concept of weak and strong anti-collusion is explained in further detail
below). If a proxy re-encryption scheme is not anti-collusion, it is not necessary
that we consider the scheme is strong or weak anti-collusion. That is to say,
we only consider whether one scheme is strong or weak anti-collusion under the
conditions of anti-collusion.

The first proxy re-encryption scheme was presented by Blaze, Bleumer and
Strauss [4] in 1998, which based on Elgamal public encryption. Their scheme
plays a very important role in the enlightenment, and has a great impact on
the subsequent work. Unfortunately, their scheme is not able to resist collusion
attack: Alice with the proxy can obtain the Bob’s private key, and vice versa.
Since the first scheme was proposed, many different types proxy re-encryption
schemes have been proposed recently. Ateniese et al. [22] proposed a first uni-
directional proxy re-encryption scheme in 2006, which is based on bilinear pair-
ings. In their paper, the idea of two-level ciphertext was proposed for the first
time. And their scheme achieves the CPA security in the standard model. Green
and Ateniese [10] presented the first identity-based proxy re-encryption scheme
(IB-PRE) in 2007. So called identity-based means that the identity of user can
be used as public key in their scheme. Their scheme is unidirectional, multi-
hop, and CPA security in random oracle model. However, their scheme can not
resist collusion attack, the delegatee can obtain the private key of delegator
with the proxy. Canetti and Hohenberger [12] presented the first CCA secu-
rity bidirectional proxy re-encryption scheme in the standard model in 2007. In
order to achieve CCA security, they utilized a one-time signature scheme into
the ciphertext. Bur their scheme can not resist collusion attack. The same year,
Chu et al. [8] proposed two identity-based proxy re-encryption schemes based on
the identity-based encryption of Waters [30]. Their schemes’ security could be
reduced to the security of Waters’ scheme, and to the DBDH hypothesis prob-
lem in the end. Their first scheme achieves the CPA security in the standard
model, and their second scheme achieves RCCA security, but these two schemes
can not resist collusion attack. In 2008, Libert and Vergnaud [24] presented a
few RCCA security unidirectional proxy re-encryption schemes in the standard
model. Weng et al. [31] presented a bidirectional proxy re-encryption scheme
without bilinear pairings in 2010, which is CCA security in random model. And
their scheme is more efficient based on CDH hard problem, rather than bilinear
pairings. In 2013, Singh et al. [6] proposed a lattice based identity based proxy
re-encryption scheme in the random oracle model for the single bit as well as for
the multi-bit. Both of their schemes are anonymous, bidirectional and multi-hop.
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In 2014, Kirshanova [7] presented a CCA1 secure scheme, which is based on the
public key encryption (PKE) scheme that is CCA1 secure in [2]. Singh presented
a unidirectional proxy re-encryption scheme in 2014, the delegatee published his
private key by LWE form in advance so that their scheme is non-interactive, but
their scheme only achieves weak anti-collusion rather than strong anti-collusion.
Kim et al. presented a lattice based proxy re-encryption scheme in 2016 [36],
which enjoys anti-collusion property, however the public and private key space
size are double in their scheme.

Lattice based cryptography has been developed rapidly in recent years
[1–3,13–15], and utilized the hard problems on lattices in R

n as a foundation
for secure cryptographic scheme construction. The attractive features of lattice
based cryptography are as follows:

– Lattice based cryptography can resist quantum attacks
At present, most traditional cryptography based on number theory, such as
Diffie-Hellman protocol [25] and RSA encryption algorithm [26] based on inte-
ger factorization and discrete logarithm problem. However, Shor [27] proposed
an efficient quantum algorithm to solve these problem, this leads cryptogra-
phy based on number theory no longer secure under the quantum computing
environment in the future. On the contrary, there is no effective quantum
algorithm to solve the hard problem in lattice so far.

– High algorithmic efficiency and parallelism
Lattice based cryptography are algorithmic simplicity and high parallelism
[32], including mainly some linear operations on vectors and matrices mod-
ulo relatively small integers. Furthermore, the lattice can also be combined
with some particular algebraic structure, such as a ring lattice, this system
performs better than the traditional system in some scenarios.

– Worst-case hardness guarantees strong security
In the pioneering work of [18], Ajtai gave a extraordinary connection between
the worst case and the average case in lattice. He proved that the problems
are hard in the average-case could be reduced to the related problems are
hard in the worst-case. Applying this conclusion, a designed lattice based
cryptographic construction could be proved that it is impossible to break,
unless all instances of this type problems are easy to resolved.

Up to now, there are several lattice based proxy re-encryption scheme to the
best of our knowledge: Xagawa et al. [16] presented the first lattice based proxy
re-encryption scheme. Their scheme is bidirectional, interactive, transitive, but
not resistant to collusions attack. Aono et al. [9] proposed the lattice based key-
private proxy re-encryption scheme based on the Learning With Error (LWE)
hard problem, which is CPA security in the standard model. Their scheme is uni-
directional, interactive and non-transitive, and limited number of hops. Unfor-
tunately, their scheme can not resist collusion attack. (Our main work in this
paper is that how to improve their scheme and make it resist to collusions from
the proxy and the delegatee. Detailed analysis will be given later.) Kirshanova
et al. [7] presented a CCA1-secure proxy re-encryption scheme which is based on
strong trapdoors from [2]. Nunez et al. [33] presented a bidirectional, multi-use,
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interactive scheme, which is based on the NTRU system. But their scheme is
not anti-collusion attack.

1.1 Our Contribution

For the problem that the lattice based proxy re-encryption scheme in [9] can not
resist collusion attack, we design an improved PRE scheme that can resist the
strong collusion attack (The definition would be given later). In other words,
the proxy and the delegator (or the delegatee) could not be collusion to obtain
any information on private key of the delegatee (or the delegator). Moreover,
we reinforce the property of key-privacy in our scheme. We can note that the
scheme in original paper could hide the identity of delegator, but the identity of
delegatee is exposure, because the public key of delegatee is exposed in proxy
re-encryption key explicitly. Specifically, the proxy has the re-encryption key

rkA→B = (PB , Q)

= (PB ,

(
X −XSB + E + PowerOf2(SA)
0 I

)
)

where the (X,−XSB + E) is generated by Bob, so he and the proxy conspire
to obtain PowerOf2(SA) that is the variant of Alice’s private key by −XSB +
E +PowerOf2(SA)− (−XSB +E), then they could obtain SA from the first row
of PowerOf2(SA) based on the property of this algorithm PowerOf2(). Alice’s
private key is compromised in this case.

Maybe someone would suggest that the private key of Alice could be added
the interference noise vectors so that the proxy conspired with Bob could only
get the offset of SA instead of SA itself. More specifically, Alice makes use of
PowerOf2(SA) + E2 instead of PowerOf2(SA) after Bob sent (X,−XSB + E1) to
him, generates the re-encryption key

rkA→B = (PB , Q)

= (PB ,

(
X −XSB + E′ + PowerOf2(SA)
0 I

)
)

where E′ = E1 + E2. In this case, even if the proxy and Bob conspire to get
PowerOf2(SA) + E2, it seems to cover up the private key of Alice successfully,
but in fact it is not feasible. Although Bob does not have direct access to the
private key SA, it is equivalent to Bob acquires the decryption right of Alice:

(BitD(C1)|C2)
(
PowerOf2(SA) + E2

I

)

= BitD(C1)E2︸ ︷︷ ︸
noise

+C1SA + C2

So the proxy and Bob would chalk up the decryption right of Alice instead
of private key itself (i.e. the approximate value about the private key).
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Since the problem can not be solved easily by adding noise as above, we need
to find a better way to protect the private key of Alice (the re-encryption key
rkA→B contains Bob’s secret information on SB : ((A, PB = RB − ASB) and
(X, −XSB + E), which could be written in LWE form, so we do not consider
leakage problem of Bob’s private key). In this paper, we adopt the form of LWE
hard problem to hide SA. Namely, we put the private key of Alice SA in the
re-encryption key with the shape of (Y,PowersOf2(SA)Y + ω), Y ∈ ψs (This
thesis will explain later the reason why a new parameter Y is introduced). More
concretely, the main construction of this paper is a novel proxy re-encryption
key:

Ω =
(

X −XSB + �1 + PowersOf2(SA)Y + �2

0 I

)

Thus Ω is pseudo-random if the SA is kept secret. In this case, even if the
proxy, in collusion with Bob, could only get the pseudo-random vector, and
its security is guaranteed by the LWE difficult problem. However, this is not a
straight-forward construction due to the increased noise after we have adopted
the above method (More details in Sect. 3). We design a two-level ciphertext in
our scheme: C1 and C2. The C1 = (c1, c2) = (ω1A + ω2, ω1P + ω3 + m

⌊
q
2

⌋
)

is a standard ciphertext, whose decryption method is normal decryption oper-
ation. The function of C2 = (BitD(c1), c2Y + m

⌊
q
2

⌋
) is for re-encryption, and

we introduce a new parameter Y ∈ ψl×l
s for this reason. The noise term con-

sists of two parts after Re-encryption algorithm: noise1 and noise2, where
noise2 = c1SAY +BitD(c1)�1+BitD(c1)�2+c2Y = (ω1R+ω2S+ω3+m

⌊
q
2

⌋
)Y +

BitD(c1)�1+BitD(c1)�2. The main contribution of this paper is a unidirectional
proxy re-encryption scheme based on the hardness of lattice problem. Our scheme
is lattice based construction that achieves strong anti-collusion and interactiv-
ity. (Table 1 shows the comparison of our scheme with previous schemes that all
based on lattice.)

Table 1. Comparison with the previous schemes

Authors Based on Unidirectional Non-interactivity Anti-collusion Multi-use

XT10 [16] LWE × × × √

ABW13 [9] LWE
√ × × √

Kir14 [7] LWE
√ √ √ ×

NAL15 [33] NTRU × × × √

Ours LWE
√ × √ √

1.2 Paper Outline

The rest of our paper is organized as follows. In Sect. 2, we give some basic
definitions, hard problems, some conclusions in lattice, and PRE security model.
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In Sect. 3, we present a CPA-secure anti-collusion proxy re-encryption scheme in
the standard model, and prove the security of our scheme. In Sect. 4, we conclude
the summary of this paper.

2 Preliminaries

2.1 Definitions for Unidrectional Proxy Re-encryption Scheme
(uPRE)

Definition 1 (Unidrectional Proxy Re-encryption Scheme). An unidi-
rectional proxy re-encryption scheme is a tuple of algorithms-(PRE-KeyGen,
PRE-Encrypt, PRE-ReKeyGen, PRE-ReEnc, PRE-Decrypt):

– PRE-Setup(λ): On input a security λ, outputs public parameters pp, a public
key pk and a secret key sk.

– PRE-Encrypt(pk,M): On input a public key pk, and a message M , this algo-
rithm outputs ciphertext C.

– PRE-ReKeyGen(pki, pkj , ski, skj): On input a secret key pki, ski and pkj , skj

in some way, the algorithm outputs a re-encryption key rki,j . (The scheme is
non-interactive if the secret key of the delegatee skj is not needed, otherwise,
the scheme is interactive)

– PRE-ReEnc(Ci, rki,j): On input a ciphertext Ci and a re-encryption key rki,j ,
the algorithm outputs a re-encrypted ciphertext Cj .

– PRE-Decrypt(C, sk): On input public parameters, a private key sk and a
ciphertext C, this algorithm outputs message M .

Correctness. Unidrectional Proxy Re-encryption Scheme is correct if:

– For all sk output by PRE-Setup and for all M in plaintext space, it holds
that PRE − Decrypt(sk, PRE − Encrpt(pk,M)) = M

– For re-encryption key rki,j output by ReKeyGen and for any Ci output by
Encrypt(pki,M), and for all M in plaintext space, it holds that PRE −
Decrypt(skj , PRE − ReEnc(rki,j , Ci)) = M

Definition 2. A proxy re-encryption system is called multi-hop if a proxy can
re-encrypt the encrypted ciphertext repeatedly. By comparison in a single-hop
system setting a ciphertext can be re-encrypted only once.

Regardless of the encryption system is single-hop or multi-hop, that the
requirements of correctness for decryption algorithms are the same. That is to
say, the plaintext message can be obtained from the resulting ciphertext by
decryption algorithm. No matter how the ciphertext is just produced or re-
encrypted.

Security Game [8,10,11]. We define CPA security of uPRE using a series of
games which are played between the challenger and adversary. This security
includes semantic security and recipient anonymity. The games play as follows.



A New Insight—Proxy Re-encryption Under LWE 565

Before introducing the game model we first divide all users into two cate-
gories: honest user (HU) and corrupted user (CU). HU represents honest user,
that adversary only knows their public key, and CU represents corrupted user,
that adversary not only knows their public key, but also knows their private key.
We denote the message space by M and the ciphertext space by C.

Setup. The challenger runs Setup(1n) and gives the public parameters pp to
adversary. HU and CU defined as above.

Phase 1. The adversary can make the following queries:

– The adversary can ask a private key queries on user i except challenge identity
i∗, challenger responds by running PRE-Setup algorithm to generate a private
key ski for user i and sent it to the adversary. The adversary can repeat
polynomial times for different identities.

– The adversary can ask a re-encryption key query rki,j from user i to user
j, challenger responds by running PRE-ReKeyGen algorithm to generate a
re-encryption key rki,j from user i to user j and sent it to the adversay, all
queries where i = j or i ∈ HU, j ∈ CU are ignored. The adversary can repeat
polynomial times for different couple of identities.

– The adversary can ask re-encryption query Cj from (idi, idj , Ci), challenger
responds by running PRE-ReKeyGen algorithm to generate a re-encryption
key rki,j from user i to user j and then challenger generates ciphertext Cj

by running PRE-ReEnc algorithm, and return the Cj to the adversary. All
queries where i = j or where i ∈ HU, j ∈ CU are ignored. The adversary can
repeat polynomial times for different couple of identities.

Challenge. Once adversary considers that Phase 1 could be over then it outputs
(m0,m1) ∈ M which it wishes to challenge on, submits user i∗ and (m0,m1), i∗

should be in HU. The challenger picks a random bit r ∈ {0, 1}, and then return
Ci∗ = Encrypt(PP, pki∗ ,mr). Afterwards it sends Ci∗ as a challenge ciphertext
to the adversary.

Phase 2. The adversary could ask extra queries that for private key query, re-
encryption key query and re-encryption query on the user i �= i∗, the challenger
responds as in Phase 1.

Guess. Finally, the adversary outputs a guess r′ ∈ {0, 1} and wins if r = r′.
We refer to the adversary A in above game as an CPA adversary. We define

the advantage of the adversary A in attacking an uPRE scheme ε as

Advε,A = |Pr[r = r′] − 1
2
|

Definition 3. We say that an uPRE scheme is CPA if for all probabilistic poly-
nomial time algorithm A and negligible function ε, we always have that Advε,A
is a negligible function, that is, Advε,A � ε.

Security Game of Key Privacy. We give a series of games between the
challenger and the adversary to define the property of key privacy. Considering
the following interactions:
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• The phase 1 is same as above in the Definition 2.
• Re-encryption key query(i, j). The adversary asks re-encryption key query

about users (i, j), where i �= j, i ∈ HU, j ∈ HU ∪ CU . Then the challenger
returns rki→j for answer. We do not need to think about the situation that
i ∈ CU , since the adversary would know ski if i ∈ CU . In order to give the
adversary the ability to verify the returned re-encryption key rki→j , we need
to consider the case j ∈ CU .

• Re-encryption query(i, j, Ci). The adversary asks re-encryption query about
users (i, j) and ciphertext Ci. The challenger returns re-encrypted cipher-
text Cj = ReEnc(Ci, rki→j , pp), and the rki→j would be generated by the
challenger if it does not already exist.

• Challenge(i∗, j∗). The adversary asks re-encryption key query about the chal-
lenge users (i∗, j∗), we should pay attention to the followings: 1. rki∗→j∗

should not have been queried before. 2. There is no chain from j∗ to any
k ∈ CU . 3. Setting i∗ �= j∗, j∗ ∈ HU, j∗ /∈ CU . There are no limits to i∗,
namely i∗ ∈ CU

⋃
HU . And the third point means that the adversary could

not verify the rki∗→j∗ in the process of challenge, but it is allowed in the
query phase. Finally the challenger takes a bit b by the toss of a coin. He
would returned rki∗→j∗ = ReKeyGen(ski∗ , pkj∗) as the answer if b = 1, and
returned random rk∗ as the answer if b = 0.

In the end, the adversary conjectures a bit b′ and outputs it. That the advan-
tage probability of adversary wins the games above is defined as: P = |Pr[b′ =
b] − 1

2 |. We say the proxy re-encryption scheme is key-privacy if the advantage
probability is negligible for a polynomial time adversary.

2.2 Strong and Weak Anti-collusion

Here we propose two novel security definitions of the anti-collusion, which called
strong anti-collusion and weak anti-collusion, respectively. And these schemes
are divided into two types: interactive and non-interactive.

Definition 4 (Strong anti-collusion of PRE). In the proxy re-encryption
scheme, if the proxy and a participant conspire neither get the private key of
another participant (if scheme is non-interactive, the proxy and delegatee con-
spire against the delegator), nor obtain the value of approximate value about the
private key of another participant.

Definition 5 (Weak anti-collusion of PRE). In the proxy re-encryption
scheme, if the proxy and a participant conspire cannot get the private key of
another participant (if scheme is non-interactive, the proxy and delegatee con-
spire against the delegator), but it could obtain the approximate value about the
private key of another participant.

In the above, the approximate value about the private key is that the pri-
vate key vector adds noise vectors to form an offset of private key. An example
is given to illustrate this concept here: The proxy re-encryption key in [35] is
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Q =
(

e1X e1P2 + e2 + PowerOf2(SA)
0 I

)
, where e1 ∈ ψnk×nk

s , e2 ∈ ψnk×l
s , ψs is a

gaussian distribution. If the proxy conspires with delegatee to compute:
(

e1X e1P2 + e2 + PowerOf2(SA)
0 I

)(
SB

I

)
=

(
e1E + e2 + PowerOf2(SA)

I

)

where E ∈ ψnk×l
s . Although they cannot get the private key SA of dele-

gator from the calculation results above, could obtain the first n rows of
e1E + e2 + Power2(SA) that are approximate to SA, which becomes the poten-
tial threaten to proxy re-encryption scheme. So their scheme enjoys weak anti-
collusion property, and our construction satisfies the strong anti-collusion prop-
erty in this paper.

2.3 Lattice Definiton

Definition 6 (Integer Lattice [13,15]). Let B = [b1| . . . |bm] ∈ R
m×m be an

m × m matrix whose columns are linearly independent vectors b1, . . . , bm ∈ R
m.

The m-dimensional full-rank lattice Λ generated by B is the set,

Λ = L(B) = {y ∈ R
m s.t. ∃s ∈ Z

m, y = Bs =
m∑

i=1

sibi}

Here, we are interested in integer lattices, i.e., when L is contained in Z
m. We

let det(Λ) denote the determinant of Λ.

Definition 7 (q-ary lattice). For prime q, A ∈ Z
n×m
q and u ∈ Z

n
q , define:

Λ(A)q := {e ∈ Z
m s.t. ∃s ∈ Z

n
q where A�s = e(modq)}

Λ⊥
q (A) := {e ∈ Z

m s.t. Ae = 0(modq)}
Λu

q (A) := {e ∈ Z
m s.t. Ae = u(modq)}

We can observe that if t ∈ Λu
q (A) then Λu

q (A) = Λ⊥
q (A) + t and hence Λu

q (A) is
a shift of Λ⊥

q (A).

Theorem 1. Let q � 3 be odd and m := �6nlogq�. There is a probabilistic
polynomial -time algorithm TrapGen(q,n) that outputs a pair (A ∈ Z

n×m
q , S ∈

Z
n×m) such that A is statistically close to a uniform matrix in Z

n×m
q and S is

a basis for Λ⊥
q (A) satisfying

‖S̃‖ � O(
√

nlogq) and ‖S‖ � O(nlogq)

with all but negligible probability in n.
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2.4 The LWE Problems

Construction of this paper reduces to the Learning with Errors problem,
which may be seen as average case problem related to the family of lattices
described above.

Definition 8 (Learning with Errors ([9])). Succinctly, the assumption
LWE(m, n, α, q) asserts that

(A,Ax + e)
c≈ (A, r)

where

–
c≈ is used for computational indistinguishability.

– A ∈ Z
m×n
q and r ∈ Z

m×1
q are randomly chosen.

– x ∈ ψn×1
αq , e ∈ ψm×1

αq , and Ax + e is computed over Zq. Moreover ψαq is the
Gaussian distribution over the integers Z, with mean 0 and deviation αq for
real number 0 < α < 1.

By a standard hybrid argument over columns of X ∈ ψn×l
αq , we have under

the LWE assumption
(A,AX + E)

c≈ (A,R)

for random R ∈ Z
m×l
q and Gaussian noise E ∈ ψm×l

αq . This fact is used in our
security proofs.

We give a outline of Gaussian distributions over lattice. For any s > 0
and dimension m ≥ 1, the Gaussian function ρs : R

m → (0, 1] is defined as
ρs(x) = exp(−π‖x‖2/s2). For any coset Λ⊥

y (A), and probability zero elsewhere.
We summarize several facts from the literature about discrete Gaussian over
lattices, again specialized to our family of interest.

Lemma 1 ([21], Lemma 4.4). For any n-dimensional lattice Λ, vector c ∈ R
n,

and reals 0 < ε < 1, s � ηε(Λ), we have

Pr
x∼DΛ,s,c

{‖x − c‖ > s
√

n} � 1 + ε

1 − ε
· 2−n

Lemma 2 ([13]). There are two PPT algorithms SampeGaussia(A, TA, σ, c)
and a PPT algorithm SampePre(A, TA, σ, u), the former returns x ∈ Λ⊥

q (A)
drawn from a distribution statistically close to DΛ,s,c, and the latter returns
x ∈ Λu

q (A) sampled from a distribution statistically close to DΛu
q (A),σ, whenever

Λu
q (A) is not empty, where TA be a basis for Λ⊥

q (A) and σ � ‖T̃A‖ω(
√

logm),
for c ∈ R

m and u ∈ Z
n
q .

There are two lemmas below, their proof can be found in the literature [28,
29], where | · | denotes Euler norm, < · > denotes inner product.

Lemma 3. Let c � 1 and C = c · exp( 1−c2

2 ). Then for any real s > 0 and any
integer n � 1, we have Pr[|ψn

s | � c·s√
n√

2π
] � Cn.

Lemma 4. For any real s > 0 and T > 0, and any x ∈ R
n, we have

Pr[| < x,ψn
s > | � Ts|x|] < 2exp(−πT 2).
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2.5 Vector Decomposition

We show how to decompose vectors in a way that preserves inner product.

Vector Decomposition. We decompose vectors into bit representations as
defined below [34]:

• BitD(x): For x ∈ Z
n, let xi ∈ {0, 1}n be such that x =

∑k−1
i=0 2i · xi(modq).

Output the vector

BitD(x) = (x0, · · · ,xk−1) ∈ {0, 1}1×nk(k = �lgq�)
• PowersOf2(y): For y = (y1| · · · |yl) ∈ Z

n×l where yi are column vectors,
output

PowersOf2(y) =

⎛
⎜⎜⎜⎝

y1 · · · yl

2y1 · · · 2yl
...

...
2k−1y1 · · · 2k−1yl

⎞
⎟⎟⎟⎠ ∈ Z

nk×l
q

It is easy to check that for all q ∈ Z, it holds that

<BitD(x),PowersOf2(y)> = <x,y> ∈ Z
1×l
q

3 The Basic Construction

Our improvement proxy re-encryption scheme is as follows:

Parameters Generation(λ): On input a security parameter λ, and choose pos-
itive integers q, n, take matrix A ∈ Z

n×n
q randomly.

Key Generation(pk, sk): Let s = αq for 0 < α < 1. Take Gaussian noise
matrices R,S ∈ ψn×l

s . The public key is pk = P = R − AS ∈ Z
n×l
q , and the

secret key is sk = S. Here, l is the message length in bits, while n is the key
dimension.

Encryption(pk, sk,m): To encrypt m ∈ {0, 1}l, take Gaussian noise vectors
ω1, ω2 ∈ ψ1×n

s and ω3 ∈ ψ1×l
s , and return ciphertext c = (c1, c2) ∈ Z

1×(n+l)
q in

which
C1 = (c1, c2) = (ω1A + ω2, ω1P + ω3 + m

⌊q

2

⌋
) ∈ Z

1×(n+l)
q

C2 = (BitD(c1), c2Y1 + m
⌊q

2

⌋
), Y1 ∈ ψl×l

s

Proxy Key Generation(PA, SA, PB , SB): Alice with keys (A,PA, SA) and Bob
with keys (A,PB , SB) want to set up proxy key rkA→B = (PB , Ω) in which

Ω =
(

X −XSB + �1 + PowersOf2(SA)Y2 + �2

0 I

)

where matrices X ∈ Z
nk×n
q (k = �lgq�), Y2 ∈ ψl×l

s are chosen randomly. Noise
matrix �1,�2 are chosen from ψnk×l

s . Therefore, one way to generate Ω is as
follows.
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1. Bob creates X,�1, and securely sends (X,−XSB + �1) to Alice. The com-
pletion of this step does not need interaction by encrypting the tuple under
the A’s public key which Alice has the corresponding private key. And this
transmission way of tuple is security.

2. Alice could set up the proxy re-encryption key with the above information
from Bob.

Re-encryption(C2, PA, SA, rkA→B): Let C2 = (BitD(c1), c2Y1 + m
⌊

q
2

⌋
), Y1 ∈

ψl×l
s and rkA→B = (PB , Ω). To transform the ciphertext (c1, c2) of Alice into

the ciphertext of Bob, return

η1[A|PB ] + [η2|η3] + C2 · Ω

where η1, η2 ∈ ψ1×n
s , and η3 ∈ ψ1×l

s are chosen by the proxy.

Decryption(sk,C1): We decrypt the C1 by secret key sk, and the ciphertext

C2 is used to re-encrypt. Compute m̃ = C1

(
S
I

)
= c1S + c2 ∈ Z

l
q. Let m̃ =

(m̃1, · · · , m̃l). If m̃i ∈ (− ⌊
q
4

⌋
,
⌊

q
4

⌋
), let mi = 0; otherwise mi=1.

Correctness: The decryption algorithm is divided into two levels, the first level
is the normal standard ciphertext C1 = (ω1A + ω2, ω1P + ω3 + m

⌊
q
2

⌋
) can

be decrypted by the operation C1

(
S
I

)
to obtain the plaintext message M ,

specifically,

C1

(
S
I

)
= ω1R + ω2S + ω3 + m

⌊q

2

⌋

we would get the correct message M when the error term ω1R + ω2S + ω3 is
small enough.

For the second level is re-encryption ciphertext η1[A|PB ] + [η2|η3] + C2 · Ω
can be decrypted by the private key of Bob SB . This process is approximately
same as the decryption process of Alice, specifically:

(η1[A|PB ] + [η2|η3] + C2 · Ω)
(

SB

I

)

= η1(ASB + PB) + η2SB + η3︸ ︷︷ ︸
noise1

+C2 · Ω ·
(

SB

I

)
(1)

where

C2 · Ω ·
(

SB

I

)

= (BitD(c1), c2Y1

+ m
⌊q

2

⌋
)
(
PowersOf2(SA)Y2 + �1 + �2

I

)
(2)

= c1SAY2 + BitD(c1)�1 + BitD(c1)�2 + c2Y1︸ ︷︷ ︸
noise2

+ m
⌊q

2

⌋
(3)
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so we get formula below from (1)

(η1[A|PB ] + [η2|η3] + C2 · Ω)
(

SB

I

)

= (noise1) + (noise2) + m
⌊q

2

⌋
(4)

Theorem 2 (Correctness). Let q, n, s be as in the scheme, and ρ be the error
of decryption per message symbol. For correctness of our proxy re-encryption
scheme, we need s �

√
2qπ

4
√

ln( 2
ρ )(c·s√

4n+
√
4πnk+2πl+4π)

.

Proof. It suffices to check correctness of the transformed ciphertexts, since the
noise1 + noise2 is bigger than that in original ones. Continuing the main re-
encryption scheme, let us now check the decryption of transformed ciphertexts
of C2, which is

η1(ASB + PB) + η2SB + η3︸ ︷︷ ︸
noise1

+ c1SAY2 + BitD(c1)�1 + BitD(c1)�2 + c2Y1︸ ︷︷ ︸
noise2

+m
⌊q

2

⌋

= η1RB + η2SB + η3︸ ︷︷ ︸
noise1

+noise2 + m
⌊q

2

⌋

where
noise2 = (ω1R + ω2S + ω3 + m

⌊q

2

⌋
)Y + BitD(c1)�1

+ BitD(c1)�2,

|Y | = max{|Y1|, |Y2|}.
The noise1 + noise2 can be written as the inner product of two vectors

e = (η1, η2, η3, ω1, ω2, ω3Y,
⌊q

2

⌋
Y,�1,1,

· · · ,�1,nk�2,1, · · · ,�2,nk)

and
x = (rB , sB , 0101×l, rAY, sAY, 0101×l,

11×l, 11×nk, 11×nk)

in which 0101×l stands for a vector of length l with all 0’s except one 1; 11×l

for a vector of length l with all 1’s (Suppose BitD(c1) and m contains all 1’s).
We have e ∈ ψ

1×(4n+2nk+3l)
s and |x| � |(rB , sB , rAY, sAY )| +

√
2nk + 2 + l in

which (rB , sB , rAY, sAY ) ∈ ψ1×4n
s . Applying Lemma 1, we have |x| � c·s√

4n√
2π

+√
2nk + l + 2 with high probability.
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We now use Lemma 2 with x and e ∈ ψ
1×(4n+2nk+3l)
s . Let ρ be the error

per message symbol in decryption, we set 2 · e−πT 2
= ρ, so T =

√
ln( 2

ρ )
√

π
. For

correctness, we need Ts|x| � q
4 , which holds true provide that

√
ln( 2ρ )
√

π
· s · (

c · s
√

4n√
2π

+
√

2nk + l + 2) � q

4

then we have

s �
√

2qπ

4
√

ln( 2ρ )(c · s
√

4n +
√

4πnk + 2πl + 4π)

as claimed.

Theorem 3 (CPA security). Our PRE scheme is CPA-secure under the
LWE(n+ql, n, α, q) assumption. Here q is the maximum number of re-encryption
key queries that the adversary A can make.

Proof. We consider that an adversary attack our PRE scheme. Then our scheme
could be reduced to the LWE hard problem through a series of games. Let
Game0 be the interactions which in accordance with the Definition 1 between
the adversary A and the challenger. In the original game, PP = (q, n,A) and we
mark the notation that HU is Honest User, CU is Corrupted User. Challenger
makes the key pair of user Pi, Si, where Pi = Ri − ASi, Ri, Si is Gaussian noise
matrix. The re-encryption key from user i to user j rki→j is (Pi, Ωi→j), where

Ωi→j =
[
Xij −Xij + �1 + PowersOf2(Si)Y + �2

0 I

]

the Xij ,�1 are generated by user j, the Y,�2 are generated by user i. Therefore
the challenge ciphertext of user i∗ is C

∗
1 = (c∗

1, c
∗
1) = (ω∗

1A + ω∗
2 , ω

∗
1P

∗ + ω∗
3 +

mb ·⌊ q
2

⌋
), where ω∗

1 , ω
∗
2 , ω

∗
3 are Gaussian noise vectors, and P ∗ is challenge public

key.
We mark Honest User with symbol ΥH = 1, · · · , N in order to express con-

venience. We design a series of games, each of which has small modifications
compared to the previous game. The Gamek and Gamek − 1 are equal for hon-
est participant k ∈ ΥH in Game1�K�N except for the following

• PK = RK − ASK in Gamek−1 would be changed into P ′
K in Gamek which is

random matrix from user i to user k.
• The re-encryption key rki→k = (P ′

k, Ωik =(
Xik −XikSk + �1 + PowersOf2(Si)Y + �2

0 I

)
) in Gamek−1 would be

changed into rki→k = (P ′
k, Ω′

ik =
(

Xik Rik + R′
i

0 I

)
), where Xik, Rik + R′

i

are uniformly random matrix.
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• When the adversary A makes a re-encryption query, the challenger returns a
random vector δ ∈ Z

1×(n+l)
q to the adversary A.

• The challenge ciphertext in Gamefinal would be changed into
⎧⎨
⎩

c∗
1 = r∗

1

c∗
2 = r∗

2 + mb

⌊q

2

⌋

which is the difference in the GameN .

The challenger hides the information of bit b from the adversary A through this
manner basically. So the probability of b′ = b is 1

2 , where b′ is the adversary ’s
guess. Therefore the advantage of the adversary A in Gamefinal is 0.

Now we need to show that there is no distinction between the above games
provided by the challenger from the view of the adversary.

First, the change from Gamek−1 to Gamek is that
{

Pk = Rk − ASk → P ′
k

Rik = −XikSk + Eik → R′
ik

P ′
k, R′

ik are random matrix.

The indistinguishability of the two games is guaranteed by the LWE hard
problem, since the Sk is privacy. In this from

⎛
⎜⎜⎜⎜⎝

A
...

Xik

...

⎞
⎟⎟⎟⎟⎠ ,−

⎛
⎜⎜⎜⎜⎝

A
...

Xik

...

⎞
⎟⎟⎟⎟⎠Sk +

⎛
⎜⎜⎜⎜⎝

Rk

...
Eik

...

⎞
⎟⎟⎟⎟⎠

All re-encryption key queries are correspond to serial number i. Here we depend
on the LWE(n, n, α, q) hard problem. The change of f1[A|P ′

k] + [f2|f3] is also
random when the adversary ask the re-encryption query under the LWE hypoth-
esis. The change of last step from GameN to Gamefinal involving the conversion

of
(

c∗
1 = ω∗

1A + ω∗
2

c∗
2 = ω∗

1p
∗ + ω∗

3

)
to random vectors. The confidentiality is also depend on

the LWE hypothesis where the private key e∗
1 is privacy.

[
(A|P ∗) (ω∗

1 [A|P ∗] + [ω∗
2 |ω∗

3 ])
]

where p∗ is pseudorandom, and parameters in above LWE hypothesis is
LWE(n + l, n, α, q) as the statement in the above theorem.

Theorem 4 (Key Privacy). We state that the above scheme is key-privacy
under the LWE assumption. That is to say, the proxy re-encryption key would
not disclose the information of identity of the delegators and delegatees.

Proof. Here we adopt the heuristic method to prove the key-privacy of the above
scheme. To begin with the proxy re-encryption key includes the following privacy
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information: the private key skB = SB of Bob stores in form of −XSB + �1,
and the private key skA = SA of Bob stores in form of −SAY + �2.

The re-encryption key is pseudorandom if the skB or skA is privacy. In other
words, both Alice and Bob do not need to be honest simultaneously.

The randomness of rkA→B would not be affected even if one of them is
corrupted, as long as the two parties are not corrupted at the same time (there
is no significance for the two parties are corrupted). So the above scheme enjoys
the property that anonymizes the delegators and delegatees, since the PB is
pseudorandom and is not related with the identity of Bob. (In addition, even if
the PB concerns the identity of Bob, we just need to get rid of PB from rkA→B .
Because the role of PB is to act as a random value in the Re − encryption
algorithm. We definitely use a set of noise vectors (f1|f2) which conforms to the
requirement for error to substitute for η1[A|PB ] + [η2|η3].)

Intuition on Interactivity and Recipient-Anonymous. The generation
process of re-encryption key rkidi−→idj

depends upon secret key SKidj
of user

Fidj
, which means the process requires the participation of idj , that is interac-

tivity. Error term in re-encryption ciphertext stem from raw ciphertext which is
random and unrelated to Bob, which is the recipient anonymous property.

Undirectionality. Essentially, this property is mainly to ensure that user idi

and proxy cannot through collusion to decrypt user idj ’s ciphertexts. Intuitively,
the information idj provided is (X,−XSj + �1), where X,�1 are chosen by
himself. Alice and proxy can only obtain this tuple, which is pseudo random
based on the LWE hard problem, so the information is useless. Actually, neither
rkidi−→idj

is impossible to reverse, nor get it through the calculation method
expect making use of dj ’s secret information. So the information would not
contribute to the directionality.

Strong Anti-collusion of PRE. Now we elaborate that why our scheme
achieve strong anti-collusion rather than weak anti-collusion. The proxy has

the re-encryption key
(

X −XSB + �1 + PowersOf2(SA)Y2 + �2

0 I

)
and the del-

egatee has his private key, then they conspire to compute(
X −XSB + �1 + PowersOf2(SA)Y2 + �2

0 I

)(
SB

I

)

=
(
PowersOf2(SA)Y2 + �1 + �2

I

)

where Y2 ∈ ψl×l
x ,�1,�2 ∈ ψnk×l

s . Using the formula given above, it can be seen
that the proxy and delegatee could not obtain the approximate value about the
private key SA because of the presence of Y2.

4 Conclusion

In this paper we have improved the proxy re-encryption scheme in Aono [9],
enabled it to resist collusion attack which is very important in the network
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protocol. And we maintain the good properties of key privacy, unidirectionality
etc. Our new PRE scheme is CPA security in the standard model, and its security
could be reduced to LWE hard problem in lattices.
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1 Introduction

Secret sharing is a process that allows to store secret information in a distributed
manner among several “participants” (e.g., humans, clouds, computers). Tradi-
tional threshold secret sharing schemes do not address the problem of sharing a
secret when there is a gradation among the participants. Hierarchical secret shar-
ing (HSS) realize access structures where different levels of hierarchy are present
and a participant belongs precisely to one of the levels. Two initial solutions for
HSS were proposed by Shamir [17] and Kothari [10]. In Shamir’s approach, the
participants, who belong to higher level in the hierarchy, possess more shares. In
Kothari’s solution, participants are grouped in different sets that require to mul-
tiple instantiations of secret sharing schemes. Disjunctive HSS as introduced by
Simmons in [18], is the first approach that used only one instantiation of a secret
sharing scheme. However, his scheme is not ideal, where ideal means that the
size of shares and secret are the same. Brickell [4] provided two ideal schemes for
disjunctive HSS, however both of them are inefficient. One of the schemes suffers
from the same problem as that of Simmons’, while the other scheme requires to
find an algebraic number satisfying an irreducible polynomial over a finite field.
Later, Ghodosi et al. [9] presented efficient constructions. Finally, in [19] Tassa
further advanced this line of research by providing an efficient disjunctive secret
sharing scheme based on the Birkoff interpolation. The main difference between
the works of [9,19] is that in the former one, the secret recovery is determinis-
tic whereas for the latter the secret is recovered except with small probability.
Authors in [3,20] also considered secret sharing for disjunctive hierarchical access
structure.

In its basic form, a secret sharing scheme deals with semi-honest adversaries
who do not deviate from the protocol but are interested in gathering more infor-
mation than they are supposed to. In order to encompass more realistic scenarios,
it is required to consider malicious adversaries who can deviate from the proto-
col in an arbitrary way. Moreover, most schemes known so far implicitly assume
existence of synchronous network, and they do not deal with cheating by rush-
ing cheaters who may submit their shares after observing shares of honest users.
In presence of malicious participants—also called cheaters—it is not guaranteed
that all the shares submitted in the reconstruction phase are correct. At the end
of the reconstruction phase, several issues may occur, in particular: an incor-
rect secret may be reconstructed or the secret may not be reconstructed at all.
Therefore, it is an important issue to safeguard the interest of honest partici-
pants in presence of malicious participants. Many cheater identifiable schemes for
threshold access structure are proposed, e.g., [2,7,11,12,15,23]. However, none
of these approaches provides cheater identification for hierarchical access struc-
ture. Note that cheater identifiable schemes do not guarantee recovery of the
secret, focusing—as the name suggests—on exposure of malicious participants.
On the contrary, robust secret sharing schemes do guarantee reconstruction of
the secret. During the last three decades, many results on robust secret sharing
have been published, e.g., [1,6,8,12–14] in case of threshold access structure.
None of these approaches deals with robustness for hierarchical access structure.
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Recently, Traverso et al. [21] proposed verifiable HSS scheme. However, their
construction is not information-theoretic.

Our Contribution: In this paper, for the first time, we propose definition as
well as constructions of cheater identifiable and robust secret sharing schemes
realizing disjunctive hierarchical access structure secure against rushing adver-
sary. In order to construct our definition, we first propose a realistic model
encompassing rushing adversaries. Our methodology is generic in the sense that
it does not depend upon the underlying hierarchical secret sharing scheme. We
provide two constructions for cheater identifiable HSS. Second construction sig-
nificantly reduces the share size. We provide an estimation of the share sizes of
the proposed schemes. Our constructions make use universal hash functions and
multi-receiver authentication codes.

Organization of the Paper: In Sect. 2, the necessary prerequisites for the pro-
posed construction are provided. In Sect. 3, we propose the definition and con-
structions of cheater identifiable HSS along with the cheating model. In Sect. 4,
definition and construction of Robust HSS are proposed and finally we conclude
in Sect. 5.

2 Preliminaries

To start with, let us first describe some basic terminologies and building blocks.

2.1 Hierarchical Secret Sharing

We begin with the definition of disjunctive hierarchical access structure [19] on
a set P = {P1, P2, . . . , Pn} of n participants.

Definition 1. Let a set of participants P = {P1, . . . , Pn} be composed of l dis-
joint levels L1,L2, . . . ,Ll such that P = ∪l

i=1Li, where Li ∩ Lj = ∅ for all
1 ≤ i �= j ≤ l. With each level Li a positive integer (threshold) ti is associated
such that t1 < t2 < · · · < tl and |Li| = ni ≥ ti + 1. A disjunctive hierarchical
access structure, denoted by

⊔l
i=1(ti, ni)P is completely defined by the collection

of minimal qualified sets Qmin ⊂ 2P where U ∈ Qmin means either

– U contains exactly tj + 1 members from Lj for some 1 ≤ j ≤ l or
– if j = max{i : U ∩ Li �= ∅} then U contains precisely tj + 1 many members

from ∪j
i=1Li such that for every k, 1 ≤ k ≤ j − 1, |U ∩ (∪k

i=1Li)| ≤ tk.

Any subset of participants that contains at least one minimal qualified set is
a qualified set. Collection of qualified sets will be denoted with Γ .

Note: We call a level Li higher than another level Lj if and only if i < j.
Another point we want to mention here is that by (t, n)-threshold secret sharing
scheme we mean that any t + 1 many parties are able to recover the secret but
t many can not.
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Next we define maximal forbidden sets for disjunctive hierarchical access
structures which are important to carry out the security analysis. We keep the
same notations as above for the rest of the paper.

Definition 2. A subset F ⊂ P is called maximal forbidden set if the following
conditions hold

1. if l is the maximum of levels then |F | = tl and also
2. |F ∩ Li| ≤ ti for all 1 ≤ i ≤ l.

We will denote the cardinality of maximal forbidden set by tmax.

We are now in a position to define secret sharing for a disjunctive hierarchical
access structure

⊔l
i=1(ti, ni)P on a set P = {P1, . . . , Pn} of n participants.

Definition 3. A perfectly secure disjunctive HSS scheme for
⊔l

i=1(ti, ni)P con-
sists of two algorithms, viz., sharing algorithm ShareGen and reconstruction algo-
rithm Reconst. The share generation algorithm ShareGen takes a secret s ∈ S as
input and outputs a list (v1, v2, . . . , vn). Each vi ∈ Vi is called a share and is
given to a party Pi. In a usual setting, ShareGen is invoked by the dealer. The
secret reconstruction algorithm Reconst takes a list of shares and outputs a secret
s ∈ S. A hierarchical secret sharing scheme HSS = (ShareGen,Reconst) is called
perfect if the following two conditions are satisfied for the output (v1, . . . , vn) of
ShareGen(ŝ) where the probabilities are taken over the random tape of ShareGen.

1. if {Pi1 , . . . , Pit} ∈ Qmin then Pr[Reconst(vi1 , . . . , vit) = ŝ] = 1,
2. if {Pi1 , . . . , Pik} is a forbidden set then Pr[ŝ = s | Vi1 = vi1 , . . . ,Vik = vik ] =

Pr[ŝ = s] for any s ∈ S.

2.2 Strongly Universal Family of Hash Function

Here, we will review the definitions and constructions of strongly universal fam-
ilies of hash function [5,22].

Definition 4. A family of hash functions H : A → B is called ε almost strongly
universal family of hash functions (ε-ASU2 for short) if it satisfies following two
conditions:

1. |{h | h ∈ H, h(a) = b}| = |H|/|B| holds for any a ∈ A and for any b ∈ B.
2. For any distinct a, a′ ∈ A and for any b, b′ ∈ B, the following equality holds:

|{h | h ∈ H, h(a) = b, h(a′) = b′}|
|{h | h ∈ H, h(a) = b}| ≤ ε.

H is called strongly universal family of hash functions (SU2 for short) if ε =
1/|B|.
We specify an element of a hash family H by associating it with a key e and
use a notation he to denote an element of H specified by the key e. It is obvious
that the number of keys is equal to the size of hash family |H|.

Let GF (q) denote the finite field with q elements.
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Proposition 1. The keyed hash family1 H : GF(q)n → GF(q)n defined by H =
{h(e0,e1,...,en) | e0, ei ∈ GF (q), 1 ≤ i ≤ n and h(e0,e1,...,en)(s1, s2, . . . , sn) =
(e0.s1 + e1, e0.s2 + e2, . . . , e0.sn + en)} is 1/q-ASU2. Furthermore, the family H
can be used to authenticate n messages s1, s2, . . . , sn ∈ GF(q).

Proof. We present a simplified proof of the fact, give an upper bound and show
how the bound can be achieved. First we observe that |H| = qn+1 as the keys
(e0, e1, . . . , en) can be chosen in qn+1 ways. Now for any c, d ∈ GF(q)n, |{h ∈
H | h(c) = d}| = number of keys (e0, . . . , en) such that (e0.c1 + e1, e0.c2 +
e2, . . . , e0.cn + en) = (d1, . . . , dn). There are q choices for e0 and for each choice
there are unique choices for ei’s. Thus, |{h ∈ H | h(c) = d}| = q and hence the
first condition of Definition 4 is satisfied. Now we observe that either there is a
unique tuple of keys (equivalently, unique hash function) that takes c to d as
well as c′ to d′ or there is none. In either case the second condition is satisfied
with ε = 1

q . This proves the first part of our claim.
It remains to show that the family can be used to authenticate n messages

s1, s2, . . . , sn.
The situation can be described as a game between a challenger C and an

adversary A who is possibly computationally unbounded.

– Set up: C secretly chooses (randomly) ei ∈R GF(q) for 0 ≤ i ≤ n and
computes h(e0,e1,...,en)(s1, s2, . . . , sn) = (e0.s1+e1, e0.s2+e2, . . . , e0.sn+en) =
(a1, a2, . . . , an).

– Challenge Phase: C gives the set of valid pairs {(s1, a1), (s2, a2), . . . ,
(sn, an)} to A.

– Output Phase: A outputs a set of message-tag pairs {(s′
1, a

′
1), . . . , (s

′
n, a′

n)}
where s′

i �= si for all i. A wins if at least one of the pairs is a valid pair with
respect to the keys chosen by C in the Set-up phase.

In the game described above the adversary wishes to substitute at least one
“original” valid (message, tag) pair by a forged pair that passes the validity test.
The substitution probability is Pr[E1|E2] where the probability is computed over
the randomness of the keys e0, e1, . . . , en and by E1 we mean the event that “at
least one forged message-tag pairs in {(s′

1, a
′
1), . . . , (s

′
n, a′

n)} is valid”, and by E2

the event that “{(s1, a1), . . . , (sn, an)} are valid”.
The adversary A views the following system of equations with unknowns

x, y1, . . . , yn.

x.s1 + y1 = a1 (1)
x.s2 + y2 = a2 (2)

· · · = · · · (3)
x.sn + yn = an (4)

1 Family of hash function is adopted from [22]. But, the proof has been done indepen-
dently to make compatible with the argument of the security proof of the proposed
constructions.
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Now for any fixed value of x, there exists one and only one solution for this
system of equations. Thus, there are in total q solutions to the above system
of equations as there are q many choices for x. More importantly, each possible
value of the key x appears with equal probability in the view of the adversary A.

If A outputs a pair (s′
i, a

′
i) then a unique value of x (hence also for yi) is

determined from the equations x.si + yi = ai and x.s′
i + yi = a′

i. If this value
matches with e0 then A has successfully cheated the challenger C for the pair
(si, ai). But this happens with probability at most 1

q , from the second condition
of Definition 4. Now the above argument is true for all i = 1, . . . , n and thus
from the union bound we see that for the entire game, Pr[A wins] ≤ n

q .
We now give a strategy for A such that the successful cheating probability

achieves the upper bound. The strategy is to output a list L = {r1, r2, . . . , rn :
ri ∈ Fq and ri �= rj ∀i �= j}. Now the adversary outputs (s′

i, a
′
i) assuming

x = ri for i = 1, 2, . . . , n. In this case, the probability of successful cheating is

Pr[A wins] = 1 −
(
q−1
n

)
n!

(
q
n

)
n!

= n
q . Hence, the proposition. �

Remark 1. Following the above proposition we can see that given n many valid
message-tag pairs the adversary can produce t many forged pairs with success
probability at most t

q .

2.3 Unconditionally Secure Multi-Receiver Authentication Code

A Multi-Receiver Authentication (MRA) code involves one transmitter, one
opponent and n receivers. When authenticating a source/message, the transmit-
ter broadcasts a message to n receivers and each receiver verifies the authenticity
of the message based on their own keys. If an MRA code ensures that neither the
outside opponent nor the coalition of t receivers can deceive any other honest
player, it is called a (t, n) MRA code. Safavi-Naini and Wang [16] gave construc-
tion of (t, n) MRA code to allow multiple messages to be authenticated with
the same key. We briefly describe Safavi-Naini and Wang’s construction [16] in
Algorithm 1 and its property in Proposition 2.

– Algorithm 1 ((t, n) MRA with w messages)
Assume that q ≥ w, where w is the number of possible messages, and that
q ≥ n. The system consists of the following steps:
1. Key distribution: The key distribution center (KDC) randomly gen-

erates w + 1 polynomials g0(x), g1(x), . . . , gw(x) from GF (q)[x] each of
degree at most t and chooses n distinct elements x1, x2, . . . , xn of GF (q).
KDC makes all xi public and sends privately (g0(x), . . . , gw(x)) to the
sender T as her authentication key, and ei = (g0(xi), . . . , gw(xi)) to the
receiver Ri as her verification key.

2. Broadcast: For a message s, T computes As(x) = g0(x)+ sg1(x)+ · · ·+
swgw(x) and broadcasts (s,As(x)).

3. Verification: Ri accepts (s,As(x)) as authentic if As(xi) = g0(xi) +
sg1(xi) + · · · + swgw(xi).
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Proposition 2. Let L = {i1, . . . , it} be the list of indices of the corrupt
receivers, and let eL = {ei1 , . . . , eit} be the verification keys for the corrupt
receivers. The maximal probability that t corrupt receivers and/or the outside
opponent succeed in deceiving any receiver Rj is

max
eL

max
(sw+1,Asw+1(x))

Pr[Rjaccepts(sw+1, Asw+1(x))|eL, As1(x), . . . , Asw(x)]=1/q,

for any choice of (si, Asi(x)) (i = 1, . . . , w) with sw+1 �= si for i = 1, . . . , w; for
any choice of g0(x), . . . , gw(x) from GF (q)[x] each of degree at most t, and for
any choice of L = {i1, . . . , it} ⊆ [n] \ {j}.

3 Hierarchical Secret Sharing: Cheater Identification

In this section we first fix the model and definitions of cheater identification in
the hierarchical setting. We then give two constructions of cheater identifiable
hierarchical secret sharing schemes.

3.1 Hierarchical Secret Sharing with Cheater Identification Against
Rushing Cheater (HSSCI)

In order to define the cheating model, we first formally describe maximal cheating
sets against which cheating identification is possible.

Definition 5. We recursively define maximal cheating sets as follows:

– Maximal cheating set for Level 1: The collection of all possible cheating sets
is defined as C1 = {C1 ⊂ P1 : |C1| ≤ t1

2 }. A maximal element Cmax
1 of this

collection is called a maximal cheating set for level 1.
– Maximal cheating set for Level i: For level 2 ≤ i ≤ l, the collection of all

possible cheating sets is defined as Ci = {F1 ∪ . . . ∪ Fi−1 ∪ Ci : Fj ⊂ Pj∀1 ≤
j ≤ i − 1, |Fj | ≤ tj , Ci ⊂ Pi and |F1 ∪ . . . ∪ Fi−1 ∪ Ci| ≤ ti

2 }. A maximal
element Cmax

i of this collection is called a maximal cheating set for level i.
That is, Cmax

i ∈ Ci and Cmax
i = ti

2 .

Note that, F1, F2, . . . , Fi−1 can be empty so that Cmax
i can contain exactly ti

2
members of level i only.

Remark 2. We note that since l is the maximum of all levels then a maximal
cheating set Cmax

l for level l is a maximal cheating set over all the levels. We
will denote the cardinality of maximal cheating set by kmax.

Remark 3. For l levels viz. L1, . . . ,Ll we observe that kmax = tl
2 which denotes

the maximum number of cheaters that can be tolerated. Let us consider a qual-
ified subset of m participants come together to reconstruct the secret and Lhigh

is the highest level in which a qualified set is formed by some or all of the m
available participants. It is not hard to see that kmax can be even greater than m
theoretically. So for correct reconstruction, we will consider only kmax = thigh

2
cheaters where thigh denotes the threshold value corresponding to level Lhigh

(see Construction 3.2).
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The model of HSSCI consists of a share generation algorithm ShareGen and
a secret reconstruction algorithm Reconst. ShareGen takes a secret as input and
outputs a list of shares (v1, . . . , vn) and Reconst is modeled as interactive Turing
machine, which interacts with users multiple times and they release a part of
their shares to Reconst in each round. Therefore, Reconst takes round identifier
rid, user identifier Pi, and part of share v

(rid)
i and state information stateR as

input and outputs (s, L), where L is a list of cheaters (L = ∅ if no cheater is
identified), if Reconst detects cheating and honest participants do not form a
qualified set, it outputs (⊥, L), where “⊥” is a special symbol indicating failure
of secret reconstruction.

Figure 1 models the interaction between participants and the reconstruc-
tion algorithm Reconst. Here, a pair of Turing machine A = (A1,A2) rep-
resents rushing cheaters Pi1 , . . . , Pikmax

who try to cheat honest participants
Pikmax+1

, . . . , Pim . In the GameRushing(HSS, A), A1 first chooses rushing cheaters
Pi1 , . . . , Pikmax

to attack the participants Pikmax+1
, . . . , Pim . Next, in each round,

A2 determines the forged share, denoted by (v′(rid)
i1

, . . . , v
′(rid)
ikmax

), to be submitted

by rushing cheaters. Note that A2 takes shares (v(rid)
ikmax+1

, . . . , v
(rid)
im

) as input in
determining forged shares, which captures the rushing capability of cheaters.

The cheater Pij submitting an invalid share succeeds, if Reconst fails to
identify Pij as a cheater. The successful cheating probability of Pij against
HSS = (ShareGen,Reconst) is denoted as ε(HSS,A, Pij ) where the probabil-
ity ε(HSS,A, Pij ) is defined by

ε(HSS,A, Pij ) = Pr[(s′, L) ← Reconst(·, ·, stateR) : ij �∈ L].

Based on the above definition, we define the security of hierarchical secret
sharing schemes capable of identifying cheaters, who submit forged shares as
follows:

Definition 6. A
⊔l

i=1(ti, ni)P HSS = (ShareGen,Reconst) is called a (kmax, ε)
cheater identifiable HSS scheme, if:

(1) ε(HSS,A, Pj) ≤ ε for any A representing a set of kmax or less cheaters
L, and for any cheater Pj ∈ L who submits forged share v′

j �= vj,
(2) Pi �∈ L for any party Pi who does not forge its share.

Now, we are in the right place to propose constructions for cheater identifi-
able HSS. To authenticate the shares, we have used the universal hash function
of Proposition 1 and MRA code. Towards the constructions, we first fix the com-
munication model.

Communication Model: We assume that the dealer and the participants are
pairwise connected by a private and authenticated channel. We further assume
that a common broadcast channel is available to every participant and the dealer.
We can replace common broadcast channel by assuming the reconstructor R to
be honest.
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∗
RidMax denotes the maximum number of rounds in the reconstruction phase.

Fig. 1. Game between Reconst and Rushing Adversary for HSSCI.

3.2 HSSCI Using Universal Hash Function

High Level Idea: To identify the cheaters, dealer (honest) will produce authen-
tication information, using universal hash function, during the share generation
phase. At reconstruction phase, participants will broadcast their shares and com-
pute thigh (see Remark 3) to execute the process of identification of cheaters. As
the access structure is public, participants can compute thigh using the knowledge
of the public information. Due to the existence of rushing adversary, participants
will have to broadcast their shares in two different rounds.

Share Generation: Suppose (ShareGen, Reconst) be an ideal secret sharing
scheme realizing our access structure (HSS). On input a secret s ∈ GF(q), the
share generation algorithm ShareGen outputs a list of shares (v1, . . . , vn), where
n = n1 + · · · + nl, as follows:

1. The dealer D first runs the protocol
ShareGen(s) → (s1, . . . , sn) ∈ GF(q)n.

2. Generate a random e0,i ∈R GF(q) and a random polynomial of degree at most
tl with free coefficient 0, ai(x) = ai,1x + ai,2x

2 + · · · + ai,tlx
tl from GF(q)[x].

This is done for each i = 1, . . . , n.
3. Compute aij = ai(j) and e1,i,j = aj(i) − e0,i · sj for j ∈ [n] \ i.
4. Compute vi = (si, ai(x), e0,i, e1,i,1, . . . , e1,i,i−1, e1,i,i+1, . . . , e1,i,n).

Secret Reconstruction: On input a list of m shares, the secret reconstruction
algorithm Reconst outputs “a secret and a list of identities of cheaters” or “⊥
and a list of identities of cheaters” as follows.

1. [Round 1] Broadcast si, a
′
i,1, . . . , a

′
i,tl

by each Pi ∈ core, where “core” denotes
the set of available participants during reconstruction.



HSS Secure against Rushing Adversary: CI and Robustness 587

2. [Round 2] Broadcast e′
0,i, e

′
1,i,1, . . . , e

′
1,i,n by each Pi ∈ core.

3. Local Computation: Every party in core
– computes high = max{i : |core ∩ Li| ≥ ti + 1}
– sets kmax = thigh

2 .
For each Pi ∈ core, every party in core computes supporti = {Pj : e′

0,j · s′
i +

e′
1,j,i = a′

i,1j + a′
i,2j

2 + · · · + a′
i,tl

jtl} ∪ {Pi}.
If |supporti| < kmax +1, then put Pi in L, where L is the list of the cheaters.

4. – If core\L is a qualified set: Using s′
i for all Pi ∈ core\L, run Reconst{s′

i :
Pi ∈ core \ L} to output (s′, L).

– If core \ L is a forbidden set: Output (⊥, L).

Lemma 1. The above scheme provides perfect secrecy. That is, any adversary
A controlling any forbidden set of parties during the sharing phase, will get no
information about the secret s.

Proof. Possible highest cardinality of a forbidden set of participants is tl. With-
out loss of generality, we may assume that the participants P1, . . . , Ptl (they may
be all from l-th level or from all levels) are under the control of the adversary
A. The available information to the adversary is :

s1 a1,1 a1,2 · · · a1,tl e0,1 ⊥ e1,1,2 · · · e1,1,n
s2 a2,1 a2,2 · · · a2,tl e0,2 e1,2,1 ⊥ · · · e1,2,n
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
stl atl,1 atl,2 · · · atl,tl e0,tl e1,tl,1 e1,tl,l · · · e1,tl,n

Now, tl such values provide no information on s, according to the perfect
privacy property of the underlying HSS. Thus, the adversary needs to choose
one more sk, where k ∈ {1, 2, . . . , n} \ I and I = {1, 2, . . . , tl}. Without loss of
generality, we may assume that the adversary tries to learn sk with the informa-
tion at hand. Note that each player Pi (i ∈ I) has the information (e0,i, e1,i,k)
regarding sk. Now,

e0,1sk + e1,1,k = ak,11 + ak,212 + · · · + ak,tl1
tl

e0,2sk + e1,2,k = ak,12 + ak,222 + · · · + ak,tl2
tl

· · · = · · ·
e0,tlsk + e1,tl,k = ak,1tl + ak,2t

2
l + · · · + ak,tlt

tl
l

Suppose, the adversary A tries to find out sk. Now, as the matrix
⎡

⎢
⎢
⎣

1 12 . . . 1tl
2 22 . . . 2tl

. . . . . . . . . . . .
tl t2l . . . ttll

⎤

⎥
⎥
⎦

is non-singular, the above system of linear equations is consistent for all possible
values of sk. So, the best probability for A to guess sk is 1/q. So that the
adversary has no information regarding the secret s. Hence, the lemma. �
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Lemma 2. The proposed scheme satisfies correctness condition. In other words,
during the reconstruction phase, if any Pi ∈ core is under the control of rushing
A and produces v′

i �= vi, then except with error probability ε = (m − kmax)/q, Pi

will be identified as a cheater and will be included in the list L.

Proof. Without loss of generality, let core be formed by a qualified set of m
parties, namely P1, . . . , Pm (participants may come from any level). Moreover,
let P1, . . . , Pkmax

be under the control of A. Now suppose that P1 submits s′
1 �= s1

and P1 is not identified as a cheater. This implies that |support1| ≥ kmax + 1.
In the worst case, P1, . . . , Pkmax

may be present in support1, as all of them are
under the control of A. But |support1| ≥ kmax + 1 implies that there exists
at least one honest party in core, say Pj , such that Pj ∈ support1. This is
possible only if e0,js

′
1 + e1,j,1 = ja′

1,1 + j2a′
1,2 + · · · + jtla′

1,tl
. Now in Round 1 of

reconstruction phase each player Pi broadcasts si, ai,1, . . . , ai,tl and in Round 2
of reconstruction phase Pi broadcasts e0,i, e1,i,1, . . . , e1,i,i−1, e1,i,i+1, . . . , e1,i,n.

After round 1 of the reconstruction phase, the cheating adversary can see
the share of underlying ideal HSS and authentication tags of each player. And
A also knows the authentication keys of player P1, P2, . . . , Pkmax

. But he does
not know the authentication keys of players Pkmax+1, . . . , Pm.

Now we evaluate the probability that P1 succeeds in deceiving at least
one honest player to accept her fake share and fake tag. This proba-
bility is given by Pr[E1|E2], where E1 and E2 respectively denote the
events “at least one player in [Pkmax+1, . . . , Pm] accepts (s′

1, a
′
1(x))”, and

“[Pkmax+1, . . . , Pm] accept (s1, a1(x)), . . . , (sn, an(x))”.
Now, using the Proposition 1, we can conclude that Pr[E1|E2] < (m−kmax)/q.

So we get ε-correctness for ε = (m − kmax)/q. Hence, the lemma. �
Theorem 1. The proposed construction gives a cheating identifiable HSS
scheme, secure against rushing adversary, over the space of secrets GF (q) with
error probability ε = m−kmax

q and share size |vi| = |s|qtl+n.

Proof. Perfect secrecy follows from Lemma 1 and correctness follows from
Lemma 2. �

3.3 HSSCI Using MRA Code

High Level Idea: Following construction is in the same spirit of the construction
of Sect. 3.2. But, here dealer uses MRA code instead of universal hash function to
generate authentication information during sharing phase. It will help to reduce
the share size significantly.

Share Generation: On input a secret s ∈ GF(q), the share generation algo-
rithm ShareGen outputs a list of shares (v1, . . . , vn), where n = n1 + · · · + nl,
as follows:

1. The dealer D first runs the protocol
ShareGen(s) → (s1, . . . , sn) ∈ GF(q)n.
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2. Generate random g0(x), g1(x), . . . , gn(x) from GF (q)[x] each of degree at most
kmax for a (kmax, n) MRA code with n messages, where kmax = tl

2 .
3. Compute ai(x) = g0(x) + sig1(x) + . . . + sni gn(x) for i ∈ [n] as the authenti-

cation tag for si.
4. Compute vi = (si, ai(x), ei) where ei = (g0(i), · · · , gn(i)) is verification key

of the i-th participants.

Secret Reconstruction: On input a list of m shares, the secret reconstruction
algorithm Reconst outputs “a secret and a list of identities of cheaters” or “⊥
and a list of identities of cheaters” as follows.

1. [Round 1] Broadcast si, a
′
i(x) by each Pi ∈ core.

2. [Round 2] Broadcast e′
i by each Pi ∈ core.

3. Local Computation: Every party in core
– computes high = max{i : |core ∩ Li| ≥ ti + 1}
– sets kmax = thigh

2 .
For each Pi ∈ core, every party in core computes
supporti = {Pj : a′

i(j) = g0(j) + sig1(j) + . . . + sni gn(j)} ∪ {Pi}.
If |supporti| < kmax +1, then put Pi in L, where L is the list of the cheaters.

4. Output (s′, L) or (⊥, L) as in HSSCI using universal hash function of Sect. 3.2.

Theorem 2. The proposed construction gives a cheating identifiable HSS
scheme, secure against rushing adversary, over the space of secrets GF (q) with
error probability ε = m−kmax

q and share size |vi| = |s|qn+ tl
2 +2.

Proof. – Perfect Secrecy: As keys of MRA are independent of shares, the
perfect secrecy follows from the perfect secrecy of the underlying scheme
(ShareGen,Reconst).

– Correctness: Without loss of generality, let core be formed by a qualified
set of m parties, namely P1, . . . , Pm (participants may come from any level).
Moreover, let P1, . . . , Pkmax

be under the control of A. Now suppose that P1

submits s′
1 �= s1 and P1 is not identified as a cheater. As in the argument

of Lemma 2, it is required to evaluate the probability that P1 succeeds in
deceiving at least one honest player to accept her fake share and fake tag.
This probability is given by Pr[E1|E2], where E1 and E2 respectively denote
the events “at least one player in [Pkmax+1, . . . , Pm] accepts (s′

1, a
′
1(x))”, and

“[Pkmax+1, .., Pm] accept (s1, a1(x)), . . . , (sn, an(x))”.
Now, using the Proposition 2, we can conclude that Pr[E1|E2] < (m −
kmax)/q. So we get ε-correctness for ε = (m − kmax)/q. �

Remark 4. In Table 1, we have provided comparison between two proposed
HSSCI schemes. It is evident from Table 1 that the use of MRA code reduce
the share size of HSSCI. But, to reduce the share size, we tradeoff the flexibility.
We call the scheme flexible, when the security level (i.e. a success probability of
the cheater(s)) can be set independently of the secret size. Use of authentication
technique of Proposition 1 makes the first scheme flexible.
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Table 1. Comparison between two proposed HSSCI.

Scheme #Cheaters Share Size Efficiency∗ Rushing Flexible

HSSCI using universal
hash function

kmax |s|qn+tl Yes Yes Yes

HSSCI using MRA kmax |s|qn+
tl
2 +2 Yes Yes No

∗This column indicates, whether computational complexity of the reconstruction
phase is polynomial in the number of participants n or not.

4 Hierarchical Secret Sharing: Robustness

In this section we first fix the model and definitions of robustness of hierarchical
secret sharing and then give a construction to realize the robustness.

4.1 Robust Hierarchical Secret Sharing Against Rushing Cheater

As in the ordinary
⊔l

i=1(ti, ni)P HSS = (ShareGen,Reconst) hierarchical secret
sharing schemes, the model of robust secret sharing scheme against rushing
adversary consists of two algorithms. Share generation algorithm ShareGen is
same as that in the ordinary secret sharing schemes. The secret reconstruction
algorithm Reconst is changed: the reconstruction algorithm is modeled as an
interactive Turing machine, which interacts with participants multiple times,
and they release a part of their shares to Reconst in each round. Therefore,
Reconst takes round identifier rid, user identifier Pi, and part of share v

(rid)
i and

state information stateR as input and outputs updated state information. When
interactions with users are finished, Reconst outputs the secret.

Figure 2 below models the interaction between participants and the recon-
struction algorithm Reconst. Here, a pair of Turing machine A = (A1,A2) repre-
senting rushing adversary Pi1 , . . . , Pitmax

who try to cheat honest users Pitmax+1 ,

. . . , Pin . In the GameRushing(HSS, A), A1 first chooses rushing cheater Pi1 , . . .
, Pitmax

and users Pitmax+1 , . . . , Pin to cheat. Next, in each round, A2 determines
forged share (v′(rid)

i1
, . . . , v

′(rid)
itmax

) to be submitted by rushing cheaters. Note that

A2 takes shares (v(rid)
itmax+1

, . . . , v
(rid)
in

) as input in determining forged shares, which
captures the rushing capability of cheaters.

The successful cheating probability δ(HSS,A) of the cheaters A against HSS
= (ShareGen, Reconst) is defined by

δ(HSS,A) = Pr[s′ ← Reconst(·, ·, stateR) : s′ ∈ S ∧ s′ �= s] ,

where the probability is taken over the distribution of S, and the random tapes
of ShareGen and A. The security of robust secret sharing schemes against tmax

rushing cheaters is formalized in Definition 7.

Definition 7. A
⊔l

i=1(ti, ni)P hierarchical secret sharing HSS = (ShareGen,
Reconst) is called δ robust against rushing cheaters if δ(HSS,A) ≤ δ for any
adversary A.
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Fig. 2. Game between Reconst and Rushing Adversary for RSS.

4.2 (tmax, δ) Robust HSS

We now give construction for robust HSS. To authenticate the shares, we have
used the universal hash function of Proposition 1 and communication model is
same as in Sect. 3.

High Level Idea: Dealer will produce authentication information, using universal
hash function, during the share generation phase. At reconstruction phase, par-
ticipants will broadcast their shares and find out a qualified set of participants
with correct shares to reconstruct the shared secret correctly.

To start with the construction, first we recapitulate the definition of tmax.
Suppose, there are l levels viz. L1, . . . ,Ll. Here, we assume that n = n1 + · · · +
nl > 2tmax and from Definition 2, it follows that tmax = tl. Moreover, among
these tmax corrupt parties, at most t1, . . . , tl−1 can be from Level 1, . . . , l − 1
respectively.

Share Generation: On input a secret s ∈ GF(q), the share generation algo-
rithm ShareGen outputs a list of shares (v1, . . . , vn) as the Share Generation
phase of Sect. 3.2.

Secret Reconstruction: On input a list of n shares, the secret reconstruction
algorithm Recon outputs a secret or ⊥ as follows.

1. [Round 1] Receive si, a
′
i,1, . . . , a

′
i,tmax

from each Pi.
2. [Round 2] Receive e′

0,i, e
′
1,i,1, . . . , e

′
1,i,n from each Pi.
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3. Local Computation:
– Set zij , i, j ∈ {1, 2, . . . , n}, to be 1 if Pi’s authentication tag is accepted

by Pj , i.e., if e′
0,j · si + e′

1,j,i = a′
i,1j +a′

i,2j
2 + · · ·+a′

i,tmax
jtmax otherwise

set zij to 0.
– compute the largest set I ⊆ {1, 2, . . . , n} with the property that ∀i ∈ [n] :

|{j ∈ I|zij = 1}| = Σj∈[n]zij ≥ tmax + 1.
Clearly, I contains all honest participants, i.e., a qualified set of partici-
pants with correct shares.

4. Run Reconst{s′
i : Pi ∈ I} and output the secret. If no such secret exists,

output ⊥.

Lemma 3. Any corrupted participant Pi who submits v′
i �= vi in Round 1 of the

reconstruction phase will be accepted by an honest participant with probability at
most δ′ = 1

q .

Proof. Without loss of generality, we assume that the corrupted participant is
P1 who submits v′

1 �= v1 in Round 1 of the reconstruction phase. P1 will be
accepted by honest Pj if e′

0,j · s1 + e′
1,j,1 = a′

1,1j + a′
1,2j

2 + · · · + a′
1,tmax

jtmax .
Now using the Proposition 1, we can conclude that δ′ = 1

q . �
Theorem 3. The proposed construction forms (tmax, δ)-robust secret sharing
scheme for n participants with the space of secrets GF (q), δ = tmax

q and share
size |S|(tmax/δ)tmax+n.

Proof. – Perfect Secrecy: As in Lemma 1.
– Reconstructability: In round 1 of reconstruction phase, adversary will cor-

rupt tmax number of participants. Optimal strategy of the adversary is to
make acceptance of at least one corrupted participant in round 2. From
Lemma 3 and Remark 1, it is only possible with probability δ. Apart from
the corrupted participants, there exists a qualified set of honest participants.
So, the rest of the proof follows from the correctness property of HSS. �

Remark 5. (An alternative construction) It is possible to construct (tmax, δ)
Robust HSS using MRA code. The share generation phase is same as the Share-
Gen of Sect. 3.3 with the modification that kmax is replaced by tmax. The recon-
struction phase is identical to the protocol given in Sect. 3.3. However, share size
of Robust HSS using MRA is |S|(tmax/δ)tmax+n+1 which is little higher than the
construction of Sect. 4.2.

5 Conclusion

We provided definitions for cheater identifiable and robust secret sharing schemes
on hierarchical access structure and constructed schemes which are information
theoretically secure against rushing adversary. Studying the lower bounds of
share sizes is an interesting problem. In general, secret sharing schemes assume
that the access structure is a public information. An interesting problem can be
to consider the scenario where each participant is unaware of the levels where
other participants belong. Only the dealer has the knowledge of the access struc-
ture to distribute the secret.
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Abstract. Private Polynomial Evaluation (PPE) allows the service
provider to outsource the computation of a polynomial to some third
party (e.g. the Cloud) in a verifiable way. And meanwhile, the poly-
nomial remains hidden to the clients who are able to query the ser-
vice. In ProvSec 2017, Bultel et al. have presented the formal security
definitions for PPE, including polynomial protection (PP), proof unforge-
ability (UNF) and indistinguishability against chosen function attack
(IND-CFA). They have introduced a PPE scheme that satisfies all these
properties, and they have also shown that a polynomial commitment
scheme in Asiacrypt 2010, called PolyCommitPed, enjoys these properties
as well. In this paper, we introduce another provably secure PPE scheme,
which not only has computational advantages over these two existing
ones, but also relies on a much weaker security assumption. Moreover,
we further explore how our PPE scheme can be implemented in the dis-
tributed fashion, so that a number of third parties jointly respond to
the query but none of them could learn the polynomial unless they all
collude.

1 Introduction

Mathematical models have various applications in our everyday life. For exam-
ple, a patient collects her medical data such as blood pressure, body temperature
and heart rate by sensors, and the expert system can use some pre-defined math-
ematical model to evaluate her health status. A farmer collects the data of the
soil, such as humidity, acidity and thermal parameters, and the agricultural con-
sultant can use some well analysed mathematical model to predict the state
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of the soil for the next year. The benefits for these examples are obvious: the
patient gets better medical treatments, and the farmer obtains precise informa-
tion regarding how much seeds to buy and when to plant them in the coming
year. As the development of computer and communication technologies, things
could get even better. The service provider can outsource the computation of
the mathematical model to some third party, e.g. the Cloud. In this way, the
service provider reduces its operation cost, because it does not need to main-
tain the resources of computation, storage and communication. And meanwhile,
the client could access the service more conveniently, e.g. the patient can be
monitored continuously in real-time.

However, the above attractive features and economical initiatives cannot suc-
ceed unless the following issues have been well addressed. On one hand, to protect
its intellectual property, the service provider may not be willing to reveal the
mathematical model to the clients. On the other hand, the clients may not trust
the third party, and would like to verify that the mathematical model has been
computed correctly. To harmonise these two contradicting requirements, several
cryptographic solutions have been proposed recently in the literature. One sub-
class of these solutions focusing on the case where the mathematical model can
be expressed as univariable polynomials are called private polynomial evaluation
(PPE) schemes [6].

In a PPE scheme, as illustrated in Fig. 1, the service provider outsources
the evaluation of the polynomial f(·) to a third party and it broadcasts some
public information vk. The paid client can query the service by submitting the
input data x to the third party. After evaluating the polynomial, the third party
returns f(x) as well as a proof π to the client. Finally, the client is able to
verify whether the polynomial has been evaluated correctly using the public
information vk and the proof π. Note that during this process, the client should
not learn any information of the polynomial f(·). This not only requires that the
client cannot derive the entire polynomial f(·), but also requires that even if the
client has some prior knowledge of two polynomials f0(·) and f1(·), she cannot
distinguish which one has been used to evaluate her input data.

Fig. 1. An illustration of the PPE scheme
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1.1 Related Works

Verifiable computation, first introduced by Gennaro et al. in [13], requires that
the party who performs the computation to prove the correctness of output.
Hence, it allows the service provider who has limited resources to delegate expen-
sive computations to some untrusted parties. Furthermore, if the correctness of
output can be checked by anyone who is interested, it is called publicly verifi-
able computation [19]. The formal security model and definitions of verifiable
computation have been presented by Canetti et al. in [8]. Afterwards, this tech-
nique has been further extended in various aspects. For example, Choi et al. [9]
have extended verifiable computation to the multi-client setting. Papamanthou
et al. [17] have introduced the concept of signatures of correct computation,
which uses multivariate polynomials for verification. Fiore and Gennaro [11]
have proposed a verifiable computation scheme for polynomial evaluation and
matrix computation. Parno et al. [18] have demonstrated, using a concrete pro-
totype called Pinocchio, that some of the verifiable computations are practical
in the real use. The research focus of the above works is that the verification of
the proof should require less computational costs than computing the function
from scratch, but they have not considered protecting the function against the
client which is required in PPE.

Another related work was introduced by Naor and Pinkas [16], called oblivi-
ous polynomial evaluation (OPE), in which the service provider has some poly-
nomial f(·), and the client has some input x. After the execution of the protocol,
the client should obtain f(x) but not the original polynomial f(·), and the service
provider should not learn x. Although OPE and PPE shares some similarities,
they still differ in several aspects: OPE does not consider verifying the correct-
ness of polynomial evaluation, and PPE does not consider protection of x from
the service provider.

Recently, several works have tried to address these two contradicting require-
ments simultaneously, so that the client can verify that the function has been
correctly computed, and meanwhile, the function is not revealed to the client. To
simplify the design, most of these works have restricted the function as univari-
ate polynomials. In ProvSec 2017, Bultel et al. [6] called this type of schemes
as private polynomial evaluation (PPE), and they presented the formal secu-
rity definitions for PPE. Informally, a PPE scheme should satisfy the following
three properties: (1) polynomial protection (PP) requires that the client cannot
evaluate the polynomial by herself on any new input that she has not queried
before; (2) proof unforgeability (UNF) requires that the third party cannot cheat
the client using incorrect result; (3) indistinguishability against chosen function
attack (IND-CFA) requires that the client cannot distinguish which polynomial
has been evaluated even if she has some prior knowledge of the polynomials. In
the same paper, Bultel et al. also showed that one of the polynomial commitment
schemes in [15], called PolyCommitPed, satisfies these properties as well, although
PolyCommitPed is originally designed as a verifiable secret sharing (VSS) scheme
with constant size commitments. Note that a few other works [12,14] have intro-
duced verifiable and privacy-preserving solutions for various applications and
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they have claimed implicitly to achieve similar properties. But it was shown later
that in these works, a malicious client can retrieve the entire polynomial in a sin-
gle query. To the best of our knowledge, Bultel’s scheme in [6] and PolyCommitPed
in [15] are the existing ones that can achieve all the above three properties, and
we will compare our proposed scheme with these two schemes.

1.2 Our Contributions

The contributions of this paper are summarised as follows:

– We introduce a new PPE scheme and we formally prove that it achieves PP,
UNF and IND-CFA properties. Our proposed scheme not only has computa-
tional advantages over the two existing ones, but also relies on a much weaker
security assumption. Regarding the computational costs, in one aspect, our
scheme uses Pedersen’s VSS [20] to replace Feldman’s VSS [10] as used in [6],
and the benefit is that we no longer need to use any CPA encryption scheme
and zero-knowledge proof in order to achieve the IND-CFA property. In the
other aspect, although Pedersen’s VSS has been used as the main build-
ing block both in our scheme and in PolyCommitPed, the client’s verification
of polynomial evaluation in our scheme does not need any expensive pair-
ing computation. Regarding the security assumptions, our scheme only relies
on the discrete logarithm (DL) assumption, while Bultel’s scheme needs the
decisional Diffie-Hellman (DDH) assumption and PolyCommitPed needs the
t-strong Diffie-Hellman (t-SDH) assumption [4]. It is well known that DL
is a much weaker assumption than DDH and t-SDH. Moreover, the t-SDH
assumption is not as well analysed by researchers in computational number
theory as the other two, and the DDH assumption may fail in some special
groups, e.g. the bilinear map [5].

– We further explore how our proposed scheme can be implemented in the
distributed fashion. A number of third parties jointly evaluate the polynomial,
but none of them can learn the secret polynomial unless they all collude. In
the client’s view, the polynomial appears to have been evaluated by a single
third party. Note that this extension could better reflect the demands in real
world applications, since the service provider may wish to keep the polynomial
private from the third party as well.

1.3 Organisation of the Paper

The rest of the paper is organised as follows: In Sect. 2, we outline some prelimi-
naries. The model and definitions of PPE are described in Sect. 3. Our proposed
PPE scheme as well as its security proofs are presented in Sect. 4. We further
extend the PPE scheme into a distributed version and briefly sketch its security
in Sect. 5. Finally, we conclude in Sect. 6.
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2 Preliminaries

2.1 Notations

In the paper, all participants are assumed to be probabilistic polynomial time
(PPT) algorithms with respect to the security parameter λ, unless stated other-
wise. We use standard notions for expressing probabilistic algorithms and exper-
iments. If A is a probabilistic algorithm, then A(x1, x2, . . . ; r) is the result of run-
ning A on inputs x1, x2, . . . and a random coin r. We denote y ← A(x1, x2, . . . ; r)
as the experiment of picking r at random and assigning y as A(x1, x2, . . . ; r). If S

is a finite set, then x
R← S denotes the operation of picking an element uniformly

from S. Pr[x ← S; y ← T ; . . . : p(x, y, . . .)] is denoted as the probability that the
predicate p(x, y, . . .) will be true after the ordered execution of the algorithms
x ← S, y ← T , etc. A function ε(·) : N → R

+ is called negligible if for all c > 0,
there exists a k0 such that ε(k) < 1/kc for all k > k0. Moreover, let p, q be large
primes such that q|p − 1, and G is a subgroup of Z∗

p with order q. Both g and
h are generators of G, but it is required that nobody knows logg h. We assume
that all computations are modulo p unless stated otherwise.

2.2 Building Blocks

Pedersen’s Verifiable Secret Shairng [20]. Secret sharing is a useful tech-
nique to ensure secrecy and availability of sensitive information. The dealer can
share the secret among a number of participants, so that a quorum of these par-
ticipants work together can recover the secret, but less participants cannot learn
any information of the secret. However, in traditional secret sharing schemes, the
dealer may cheat by distributing inconsistent shares, and the participants may
cheat by revealing fake shares when reconstructing the secret. Using verifiable
secret sharing (VSS), these dishonest behaviours can be detected. Pedersen’s
VSS is based on Shamir secret sharing, and it works as follows:

– The dealer first generates two polynomials f(·) and f ′(·) over Zq with degree
k as:

f(z) = a0 + a1z + . . . + akzk f ′(z) = b0 + b1z + . . . + bkzk

where the secret s = a0.
– Then dealer publishes the commitments Ci = gaihbi for i = 0, 1, . . . , k.
– The xi values for i = 1, 2, . . . , n are public parameters associate with each par-

ticipant such that xi �= xj if i �= j. For each participant, the dealer computes
the share si = f(xi) and s′

i = f ′(xi).
– Once receiving the share si and s′

i, each participant verifies its validity by:

gsihs′
i =

k∏

j=0

(Ci)xi
j
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If the above verification fails, a participant can make an accusation against
the dealer. Note that the same verification also can be used to prevent the
participants from revealing fake shares when reconstructing the secret.

Homomorphic Secret Sharing [3]: Denote (s1, s2, . . . , sn) as a set of shares
encoding the secret s, and (s′

1, s
′
2, . . . , s

′
n) as another set of shares encoding the

secret s′. Moreover, ⊕ and ⊗ are denoted as the operation of shares and the
operation of the secret, respectively. Secret sharing is said to have the homomor-
phic property if the set (s1 ⊕ s′

1, s2 ⊕ s′
2, . . . sn ⊕ s′

n) encodes the secret s ⊗ s′. It
is obvious that Pedersen’s VSS enjoys the (+,+)-homomorphic property, where
the symbol + denotes the addition operation in the group Zq. We will use this
property to extend our PPE scheme into the distributed version.

3 Model and Definitions

3.1 Private Polynomial Evaluation (PPE)

A PPE scheme [6] is specified by the following four randomised algorithms: Setup,
Init, Compute, Verif:

– Setup: takes as input the security parameter λ, and returns the system param-
eters params.

– Init: takes as input params, and returns some public information vk associated
with the secret polynomial f(·) ∈ Zq[X].

– Compute: takes as inputs params, vk, the polynomial f(·) and the client’s
input x, and returns y = f(x) as well as some proof π.

– Verif: takes as inputs params, vk, x, y and π, and returns 1 if accepting the
evaluation of f(·) on x, and returns 0 otherwise.

3.2 Security Properties and Assumptions

Definition 1 (k-polynomial protection (k-PP)): A PPE scheme is said to
be k-PP secure if there exists a negligible function ε(·) such that for all PPT
adversaries APP , we have:

Pr
[
params ← Setup(λ); f(·) ← Zq[X]k; vk ← Init(params, f(·));

Σ ← ∅; (x∗, y∗) ← APP
OPP (·)(params, vk):

f(x∗) = y∗ ∧ (x∗, y∗) �∈ Σ
]

< ε(λ)

In the above expression, f(·) is a polynomial over Zq with degree k, and OPP is
an oracle that takes as input x and returns f(x) as well as some proof π. The
adversary APP is restricted to query OPP at most k times. The set Σ records
all pairs (x, f(x)) that have been queried.
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Definition 2 (Proof unforgeability (UNF)): A PPE scheme is said to be
UNF secure if there exists a negligible function ε(·) such that for all PPT adver-
saries AUNF , we have:

Pr
[
params ← Setup(λ); f(·) ← AUNF (Zq[X]k); vk ← Init(params, f(·));

(x∗, y∗, π∗) ← AUNF (params, vk, f(·)):
f(x∗) �= y∗ ∧ Verif(params, vk, x∗, y∗, π∗) = 1

]
< ε(λ)

Definition 3 (Indistinguishability against chosen function attack
(IND-CFA)): A PPE scheme is said to be IND-CFA secure if there exists
a negligible function ε(·) such that for all PPT adversaries ACFA, we have:

Pr
[
params ← Setup(λ); (f0(·), f1(·)) ← ACFA(Zq[X]k); b R← {0, 1};

vk ← Init(params, fb(·)), b∗ ← ACFA
OCFA(·)(params, vk):

b∗ = b
]

< 1/2 + ε(λ)

In the above expression, both f0(·) and f1(·) are polynomials over Zq with degree
k. Moreover, f0(·) and f1(·) agree at most k points (xi, yi) for i = 1, 2, . . . , k.
When the adversary ACFA queries the oracle OCFA(·) using some of these xi

values, it will output the corresponding yi as well as a proof π. Otherwise, the
oracle OCFA(·) outputs the symbol ⊥.

Definition 4 (Discrete logarithm (DL) assumption): Given the descrip-
tion of the group G and x

R← Zq, the discrete logarithm assumption implies that
there exits a negligible function ε(·) such that for all PPT adversaries ADL, we
have Pr[x∗ ← ADL(g, gx) : x∗ = x] < ε(λ).

4 Our Proposed PPE Scheme

4.1 Our Scheme

Our proposed PPE scheme contains four algorithms Setup, Init, Compute, Verif,
and it works as follows:

– Setup: Given a security parameter λ, this algorithm first generates two primes
p and q such that q|p − 1. It then generates the group G which is a subgroup
of Z∗

p with order q, and two generators g, h of G such that logg h is unknown1.
Finally, all these parameters are made public as params.

1 Note that such a value h can be generated by a distributed coin flipping protocol
that outputs a random value r ∈ Z

∗
p, followed by computing h = r(p−1)/q satisfying

that h �= 1.
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– Init: Before outsourcing the polynomial f(z) = a0 + a1z + . . . + akzk over Zq

with degree k to the third party, the service provider randomly selects another
polynomial f ′(z) = b0 + b1z + . . .+ bkzk over Zq with degree k, and computes
the commitments Ci = gaihbi for i = 0, 1, . . . , k. Then, the service provider
sends both these polynomials f(z) and f ′(z) to the third party using a private
channel, and broadcasts the commitments as the public information vk.

– Compute: Once receiving the client’s input x, the third party computes two
values y = f(x) and y′ = f ′(x), and then sends back y and y′ to the client.
Note that in our proposed PPE scheme, the proof π is an empty string.

– Verif: The client checks the correctness of polynomial evaluation by verifying
the following equation:

gyhy′
=

k∏

i=0

(Ci)xi

4.2 Security Analysis

We first show that the proposed PPE scheme is correct. In other words, if the
third party has correctly evaluated the polynomial f(·) on x, then the client’s
verification will always be successful. Considering the case that the third party
is honest, then we have y = f(x) =

∑k
i=0 aix

i and y′ = f ′(x) =
∑k

i=0 bix
i.

Therefore, the following equation will always hold:

gyhy′
= g

∑k
i=0 aix

i

h
∑k

i=0 bix
i

=
k∏

i=0

(gaihbi)xi

=
k∏

i=0

(Ci)xi

Theorem 1. The proposed PPE scheme achieves the k-PP property.

Proof. Because the adversary APP can query the oracle OPP at most k times,
APP can obtains at most k points (xi, f(xi)) for i = 1, 2, . . . , k. Without loss
of generality, we assume that APP aims to compute f(xx+1) for some value
xx+1 that she has not queried, and we prove that APP can succeed only with
negligible probability.

Since the secret polynomial f(·) is with degree k, there are k + 1 unknown
coefficients. Obtaining k points (xi, f(xi)) for i = 1, 2, . . . , k only gives k equa-
tions, hence none of these coefficients can be derived. In particular, the constant
coefficient a0 = f(0) is uniformly distributed within Zq. Using the Lagrange
interpolation, the value f(xk+1) can be expressed as:

f(xk+1) = f(0)
k∏

j=1

xk+1

xj
+

k∑

i=1

f(xi)
k∏

j=1,j �=i

xk+1 − xi

xj − xi

Because both
∏k

j=1
xk+1
xj

and
∑k

i=1 f(xi)
∏k

j=1,j �=i
xk+1−xi

xj−xi
are constant values,

we denote them as a and b respectively. Then, the above equation can be re-
written as f(xk+1) = f(0)a+ b, which is an affine cipher. Moreover, because q is
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a prime and all these values xi ∈ Zq, we have gcd(a, q) = 1. This further implies
that the value f(xk+1) will be randomly distributed within Zq. Therefore, the
probability that APP correctly computes the value f(xx+1) is exactly 1/q, which
is negligible with respect to the security parameter λ.

Theorem 2. The proposed scheme achieves the UNF property under the discrete
logarithm assumption.

Proof. Suppose there exists an adversary AUNF who violates the UNF property
with non-negligible probability, then we demonstrate that AUNF can be used to
construct an algorithm that computes logg h.

Based on the definition of UNF property, the adversary AUNF has the knowl-
edge of the two polynomials f(·) and f ′(·). Her purpose is to output a triple
(x∗, y∗, y′∗) such that within the following two inequalities y∗ �= f(x∗) and
y′∗ �= f ′(x∗), at least one of them is true, and meanwhile the verification of
the equation gy∗

hy′∗
=

∏k
i=0(Ci)x∗i

is satisfied.
Firstly, we prove by contradiction that if y∗ �= f(x∗), then we also have

y′∗ �= f ′(x∗). Suppose we have y∗ �= f(x∗) but y′∗ = f ′(x∗), then gy∗
hy′∗

=∏k
i=0(Ci)x∗i

implies that gy∗
hy′∗

= gf(x∗)hf ′(x∗), which further implies that
gy∗

= gf(x∗). But this contradicts the pre-condition that y∗ �= f(x∗). Hence the
case y∗ �= f(x∗) but y′∗ = f ′(x∗) cannot happen. For similar reasons, the case
y′∗ �= f ′(x∗) but y∗ = f(x∗) cannot happen neither. Therefore, it must be the
case that both inequalities y∗ �= f(x∗) and y′∗ �= f ′(x∗) are true.

Next, we prove that such an adversary AUNF allows us to compute logg h.
Since the verification of the equation gy∗

hy′∗
=

∏k
i=0(Ci)x∗i

is satisfied, this
implies that gy∗

hy′∗
= gf∗

hf ′(x∗). Hence, we have logg h = y∗−f(x∗)
f ′(x∗)−y′∗ . And

because we have already proved that f ′(x∗) �= y′∗, the discrete logarithm logg h
can be computed with the same probability as AUNF violates the UNF property.
Therefore, based on the discrete logarithm assumption, there cannot exist an
adversary AUNF who violates the UNF property with non-negligible probability.

Theorem 3. The proposed scheme achieves the IND-CFA property.

Proof. We prove this theorem using the following strategy: suppose there are
two games, Game0 and Game1. In Gamei for i ∈ {0, 1}, the polynomial fi(·) is
selected. We then show that the adversary ACFA’s view is perfectly indistin-
guishable between these two games. Hence, ACFA will output the same b∗ in
both games with equal probability, and this proves that ACFA guesses b correctly
with probability exactly 1/2.

In Game0, ACFA will be provided with the params in the first step. Then,
in the second step, ACFA chooses a polynomial f0(z) = a0,0 + a0,1z + . . . +
a0,kzk over Zq with degree k. In the third step, the challenger selects another
random polynomial f ′

0(z) = b0,0 + b0,1z + . . . + b0,kzk over Zq with degree k,
and compute the commitments C0,i = ga0,ihb0,i for i = 0, 1, . . . , k. Then, the
challenger publishes vk which contains all these commitments.
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In Game1, ACFA will be provided with exactly the same params in the first
step. Then, in the second step, ACFA chooses an independent polynomial f1(z) =
a1,0 +a1,1z + . . .+a1,kzk over Zq with degree k. In the third step, the challenger
selects a random polynomial f ′

1(z) = b1,0 + b1,1z + . . . + b1,kzk over Zq with
degree k, and compute the commitments C1,i = ga1,ihb1,i for i = 0, 1, . . . , k.
ACFA receives the public information vk which contains all the commitments in
this step.

In the first step, ACFA’s view of the two games is exactly the same because
the same params is output by the challenger. In the second step, ACFA selects a
random polynomial in both games. Hence, her view is exactly the same in this
step as well. In the third step, ACFA sees C0,i = ga0,ihb0,i for i = 0, 1, . . . , k in
Game0, and she sees C1,i = ga1,ihb1,i for i = 0, 1, . . . , k in Game1. But all these
commitments are randomly distributed in Z

∗
p. Therefore, ACFA’s view in the

third step is also exactly the same. Moreover, although ACFA can query the
oracle OCFA, the oracle only responses to the query when the points lie both
on f0(·) and f1(·). Hence, the oracle OCFA does not give ACFA any additional
power. Therefore, OCFA cannot distinguish these two games, and she guesses b
correctly with probability exactly 1/2.

4.3 Some Comparisons

The comparison of our proposed scheme with Bultel’s PPE scheme in [6] and
PolyCommitPed in [15] is summarised as in Table 1. The description of Bultel’s
PPE scheme and PolyCommitPed can be found in the appendix.

Table 1. Comparison of the three schemes

params size vk size Verif Assumption Model Trusted party

Bultel’s PPE O(1) O(k) Pairing free DDH RO No

PolyCommitPed O(k) O(1) Pairing based t-SDH Standard Yes

Our PPE O(1) O(k) Pairing free DL Standard No

The main advantage of PolyCommitPed is that the size of vk is constant,
which is much smaller than the other two schemes. However, its size of params
is much larger, and this offsets the previous advantage. Recall that the client
needs to know both params and vk, all these three schemes have similar com-
munication costs. To verify the correctness of polynomial evaluation, the client
in PolyCommitPed needs to perform pairing computations, and the client in Bul-
tel’s scheme needs to verify some additional zero-knowledge proofs. Our pro-
posed scheme has some computational advantages over these two existing PPE
schemes, because it is pairing free and the client only needs to perform some
standard VSS verification.

In Bultel’s scheme, the IND-CFA property relies on the DDH assumption, and
the UNF property is proved in the Random Oracle (RO) model [2]. Although the
RO model is of some value, it only provides heuristic proofs. In particular, it does
not rule out the possibility of breaking the scheme without finding the weakness
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in the hash function [7]. Therefore, when the other parameters are equal, a proof
in the standard model is still preferred. The security of PolyCommitPed is proved
in the standard model, but it needs a trusted party to initialise the params and
its UNF property relies on a less standard t-SDH assumption. Our proposed
scheme also has some security advantages over these two existing PPE schemes,
because it does not need any trusted party, it can be proved in the standard
model, and it relies on a much weaker assumption2.

5 A Distributed PPE Scheme

In many applications, it may require that the PPE scheme also keeps the poly-
nomial private from the third party. In this section, we introduce a natural
extension of our propose PPE scheme in order to satisfy this requirement. In
this distributed PPE scheme, the secret polynomial is outsourced to a num-
ber of third parties instead of a single one. These parties jointly evaluate the
polynomial for the client in a verifiable way, but none of them could learn the
polynomial unless they all collude.

The distributed PPE scheme is composed of the following four algorithms
Setup, Init, Compute, Verif:

– Setup: Given a security parameter λ, two primes p and q are generated such
that q|p − 1. Then a group G is generated which is a subgroup of Z

∗
p with

order q. Moreover, g and h are denoted as two generators of G such that
logg h is unknown. Finally, all these parameters are made public as params.

– Init: Suppose the service provider wants to outsource the k degree polynomial
f(z) = a0 + a1z + . . . + akzk over Zq among t independent third parties. It
first randomly selects another polynomial f ′(z) = b0+b1z+ . . .+bkzk over Zq

with the same degree, and then computes the commitments Ci = gaihbi for
i = 0, 1, . . . , k. Next, the service provider randomly generates two groups of t
polynomials fj(z) = aj,0 + aj,1z + . . . + aj,kzk and f ′

j(z) = bj,0 + bj,1z + . . . +
bj,kzk over Zq with degree k, for j = 1, 2, . . . , t, such that f(z) =

∑t
j=1 fj(z)

and f ′(z) =
∑t

j=1 f ′
j(z), and it computes the commitments Cj,i = gaj,ihbj,i

for j = 1, 2, . . . , t and i = 1, 2, . . . , k. The service provider sends a pair of
polynomials fj(z) and f ′

j(z) to each of the third party using a private channel.
Finally, it broadcasts all the commitments generated in this step as the public
information vk.

– Compute: Once receiving the client’s input x, each of the third party computes
two values yj = fj(x) and y′

j = f ′
j(x), and sends these two values back to the

client.
– Verif: The client first checks whether Ci =

∏t
j=1 Cji for i = 1, 2, . . . , k. This

verification ensures that f(z) =
∑t

j=1 fj(z) and f ′(z) =
∑t

j=1 f ′
j(z). Note

2 If there exists an adversary who can break the DL assumption with non-negligible
probability, then an algorithm can be designed that uses this adversary as a subrou-
tine and breaks both DDH and t-SDH assumptions with non-negligible probability.
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that such a check only needs to be performed once, even if the client may
query the polynomial several times. Then, for each of the third party, the
client verifies whether it has correctly evaluated its assigned polynomials by
checking the following equation:

gyjhy′
j =

k∏

i=0

(Cj,i)xi

If all the above checks are satisfied, the client computes y = f(x) =
∑t

j=1 yj .

Note that if batch techniques [1] were used in the Verif algorithm, the client
can verify all the equations at once instead of verifying t equations individually.
Here, we only briefly sketch the security of the above scheme, since it is very
similar as in the standard PPE scheme. Firstly, each third party evaluates a
random polynomial, hence none of them learns the secret polynomial unless they
all collude. The client is allowed to query the polynomial f(·) at most k times,
and f(·) is with degree k. Hence, the client cannot learn any information of the
polynomial and she only has negligible probability to violate the PP property.
Furthermore, unless one can break the discrete logarithm assumption, the client
can use the VSS equation to detect any incorrect evaluation of the polynomial,
and this implies the UNF property. Finally, because all the commitments are
in the Pedersen format which is information theoretically hiding, the IND-CFA
property also holds in the above scheme.

6 Conclusion

As the wide deployment of Cloud platforms, PPE is a useful primitive to dele-
gate the evaluation of secret polynomials in a verifiable way. In this paper, we
introduce a new PPE scheme that satisfies all the PP, UNF and IND-CFA prop-
erties as advocated recently. And we show that compared with the existing PPE
schemes with similar properties, our scheme not only has computational advan-
tages but also relies on a much weaker assumption. Moreover, we explore how
the PPE scheme can be implemented in a distributed way so that the polynomial
is also kept private from the third party. We extend our proposed PPE scheme
as an example, but the same method also can be used to extend the existing
PPE schemes into the distributed version.
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Appendix A – PolyCommitPed

The PolyCommitPed scheme [15] contains four algorithms (Setup, Init, Compute,
Verif), and it works as follows:
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– Setup: This algorithm is operated by a trusted party. Given the security
parameter λ, it generates two cyclic groups G and GT with prime order p such
that there exists a symmetric bilinear pairing ê : G×G → GT . It also chooses
two generators g and h of G such that logg h is unknown. Moreover, it selects

α
R← Z

∗
p and sets params = (G,GT , p, ê, g, h, (gα, . . . , gαk

), (hα, . . . , hαk

)).
– Init: For the secret polynomial f(z) = a0+a1z+. . .+akzk, the service provider

chooses a random polynomial f ′(z) = b0+b1z+ . . .+bkzk over Z∗
p with degree

k. It computes the commitment C =
∏k

i=0(g
αi

)ai(hαi

)bi = gf(α)hf ′(α) and
sets vk = C.

– Compute: Once receiving the client’s input x. The third party computes
y = f(x) and y′ = f ′(x). Moreover, it computes φ(z) = f(z)−f(x)

z−x =
∑k

i=0 δiz
i and φ′(z) = f ′(z)−f ′(x)

z−x =
∑k

i=0 σiz
i. It further computes w =

∏k
j=0(g

αj

)δj (hαj

)σj = gφ(α)hφ′(α). It sets the proof as π = (x, y′, w) and
returns (y, π) to the client.

– Verif: The client verifies whether ê(C, g) = ê(w, gα−x)ê(gf(x)hg′(x), g). If this
equation holds, the client outputs 1, and outputs 0 otherwise.

Appendix B – Bultel’s PPE Scheme

The Bultel’s PPE scheme [6] also contains four algorithms (Setup, Init, Compute,
Verif) as follows:

– Setup: Given the security parameter λ, the service provider generates a group
G with prime order p and a generator g for the group. It chooses a hash
function H : {0, 1}∗ → Z

∗
p, and it sets params = (G, p, g,H). Note that the

hash function is only used to generate non-interactive zero-knowledge proofs.
– Init: For the secret polynomial f(z) = a0 + a1z + . . . + akzk, the service

provider picks sk
R← Z

∗
p and computes pk = gsk. For i = 0, 1, . . . , k, it picks

ri
R← Z

∗
p and computes ci = gri and di = pkrigai . Note that (ci, di) is an

ElGamal ciphertext encrypting the commitment gai . Finally, it sets vk =
({ci, di}0≤i≤k, pk).

– Compute: Once receiving the client’s input x, the third party computes
y = f(x). It also computes c =

∏k
i=0(ci)xi

=
∏k

i=0 gri·xi

= gr(x) and
d =

∏k
i=0(di)xi

= (
∏k

i=0 hri·xi

) · (
∏k

i=0 gai·xi

) = hr(x)gf(x) for some poly-
nomial r(x) =

∑k
i=0 ri · xi. Moreover, it generates a non-interactive zero-

knowledge proof π that (c, d) is an ElGamal ciphertext encrypting gf(x).
Finally, it return (y, π) to the client.

– Verif: Using params and vk, the client can also compute (c, d). Then, she
can verify whether π is a valid non-interactive zero-knowledge proof such
that (c, d) encrypts gy. If the verification satisfies, the client outputs 1, and
outputs 0 otherwise.
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Abstract. Oblivious transfer (OT) has been applied widely in privacy-
sensitive systems such as on-line transactions and electronic commerce
to protect users’ private information. Traceability is an interesting fea-
ture of such systems that the privacy of the dishonest users could be
traced by the service provider or a trusted third party (TTP). However,
previous research on OT mainly focused on designing protocols with
unconditional receiver’s privacy. Thus, traditional OT schemes cannot
fulfill the traceability requirements in the aforementioned applications.
In this paper, we address this problem by presenting a novel traceable
oblivious transfer (TOT) without involvement of any TTP. In the new
system, an honest receiver is able to make a fixed number of choices with
perfect receiver privacy. If the receiver misbehaves and tries to request
more than a pre-fixed number of choices, then all his previous choices
could be traced by the sender. We first give the formal definition and
security model of TOT, then propose an efficient TOT scheme, which is
proven secure under the proposed security model.

Keywords: Oblivious transfer · Secret sharing · Privacy · Traceability

1 Introduction

Oblivious Transfer is one of the fundamental cryptographic primitives that has
been used widely in various security applications such as exchange of secrets
c© Springer Nature Switzerland AG 2018
C. Su and H. Kikuchi (Eds.): ISPEC 2018, LNCS 11125, pp. 610–621, 2018.
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[22,25], contract signing [3,12], secure multiparty computation [24] and Internet
of Things (IoT) [2]. Roughly speaking, an oblivious transfer scheme is an interac-
tive protocol running between a sender with a set of messages {m1,m2, . . . ,mn}
and a receiver with a set of choices {σ1, σ2, . . . , σk}. After running the protocol,
the receiver learns the intended messages mσ1 ,mσ2 , . . . ,mσk

but cannot learn
anything about mi for i /∈ {σ1, σ2, . . . , σk}. Meanwhile, the receiver’s choices
{σ1, σ2, . . . , σk} are completely hidden from the sender. The concept of oblivious
transfer was first introduced by Rabin in 1981 [22]. In their original construc-
tion, the sender sends a single bit 0 or 1 to the receiver in such a way that with
1/2 probability the receiver will receive the same bit and with 1/2 probability
that the receiver will receive nothing. At the same time, the sender has no idea
whether the receiver receives the message or not. Since then, oblivious transfer
has attracted a lot of attentions, and a number of work [5,8,10,12,20] have been
done to improve the original OT scheme in different aspects.

Even et al. [12] proposed a 1-out-of-2 OT (OT1
2) scheme, in which the sender

obliviously sends a message mi, i ∈ {0, 1}, to the receiver. Shortly after that,
Brassard et al. [5] extended the OT1

2 [12] to a more general k-out-of-n (OTk
n)

setting, where the receiver is able to make multiple choices mσ1 ,mσ2 , . . . ,mσk

(σi ∈ {1, 2, . . . , n}, 1 ≤ i ≤ k) from a set of n messages {m1,m2, . . . ,mn} held
by the sender, meanwhile the receiver’s choices remain oblivious to the sender.
Since then, many subsequent work [10,19] aimed to design more efficient OTk

n

schemes. Different from normal OTk
n, another important research direction on

OT is adaptive OTk
n [20]. In adaptive OTk

n, the receiver can choose the messages
adaptively, namely, the ith value chosen by the receiver depends on the first i−1
values.

In the early OT schemes reviewed above, there is no condition on restricting
the receiver’s ability. Any user in the system can act as a receiver and run the
OT protocol to choose messages held by the sender obliviously. To address this
problem, Coull et al. [11] proposed an OT scheme supporting access control
using state graphs, where for every transaction, the state of the receiver shifts
from one to another. The receiver can access the protected services only if some
of his states are not used. Camenisch et al. [6] proposed another approach to
enforce access control. In their system, the receiver first authenticates himself to
a trusted third party to obtain some credentials. Later, the receiver proves to
the sender that he possesses a valid credential from the third party using zero-
knowledge proof. However, in this construction, the access policy is publicly
known.

To address this problem, Camenisch et al. [7] proposed another oblivi-
ous transfer with access control (AC-OT) in which only the receivers whose
attributes satisfy a predicate can access the services. In order to reduce the com-
putation and communication cost, Han et al. [14] proposed two efficient oblivious
transfer schemes without using zero-knowledge proof. In addition, different form
previous schemes, the receivers could obtain credentials from a trusted third
party but do not have to authenticate themselves. Thus, the communication
and computation cost is lower than previous schemes supporting access control.
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Later on, Han et al. [13] proposed accountable oblivious transfer with access
control, such that authorized users are allowed to access sensitive records with
accountable times. They claim that it is the first AC-OT scheme where both the
timely revocation and the prevention of overusing records are addressed simul-
taneously. In particular, if a dishonest user misuse the given credential, then
his public identity will be revealed due to the k-time anonymous authentication
technique [23] is used.

There have been a lot of research works [8,15,21] on defining OT security,
which can be classified into honest-but-curious model, half-simulation model [21],
full-simulation model [6–8] and Universally Composable (UC) model [13,15],
according to whether the OT scheme can provide simulatable security for the
sender and/or receiver. In the honest-but-curious model, all participants in the
protocol are assumed to be honest, which makes this model too idealistic for
practical use. Naor and Pinkas [21] introduced the half-simulation model that
allows malicious senders and receivers. However, in this model, the security of
the sender and receiver are considered separately. Half-simulation model achieves
simulatable security for sender privacy and computationally indistinguishability
for receiver privacy.

In order to capture the selective-failure attacks that may be performed by
the cheating sender, the full simulatability is introduced. In the full-simulation
model [8,15], it achieves simulatable security for both the receiver and sender
together. As for the UC-related model, the security of sender and receiver is
defined by the indistinguishability between a real world and an ideal world as
described in the UC framework [9]. We then compare our proposed TOT with
typical works in Table 1 to highlight our distinction: it shows that our proposed
TOT enjoys traceability1 to the receiver’s choice if the user misbehaves, and
secures in the half simulation model under dynamic assumptions. In Table 1,
adaptive means that the receiver chooses the k records one after the other.
† denotes the various security models, which includes the honest but curious
model, the half/full simulation model and the UC model. Dynamic means that
the assumptions are depending on the number of n, such as strong Diffie-Hellman
assumptions [4].

1.1 Our Motivation

All the previous research on OT aimed to design OT schemes with perfect
receiver and sender privacy. In real-world applications [1,16], it is desirable for
the sender to trace the choices of the receiver if they misbehave. Thus, the
previous OT schemes are not suitable in these scenarios. To the best of our
knowledge, there is only one work [18] aiming to construct OT schemes with
traceable receiver’s privacy. However, this OT scheme involves a trusted time

1 Note that the traceability means that the previously choices of the cheating receiver
are revealed, which is the major distinction between our proposed TOT and the
construction in [13]. In the table, we use the symbol traceability∗ to distinguish our
work with that one in [13].
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Table 1. A comparative summary for OT protocols.

Function/algorithm NP [21] CT [10] CGS [8] KN [15] HSM∗ [13] Ours

Adaptive � � � � � �
†-simulation Half Half Full UC UC Half

Standard model � × � � � ×
Dynamic assumptions × × � × � �
Access control × × × × � �
Traceability × × × × � ×
Traceability∗ × × × × × �

server that publishes trapdoors on a time basis. After releasing the trapdoor,
the privacy of all the receivers, including the honest ones, will be lost. The moti-
vation of this work is to propose a new OT with traceable receiver’s privacy
such that the privacy of an honest receiver is protected unconditionally while
all the previous choices of a misbehaving receiver can be revealed by the sender
if the receiver makes more than the pre-determined number of choices in the
OT protocol. It is worth noting that in some real-life applications, the service
provider (i.e., database provider) may not only need to detect the identity of
dishonest users, but also want to reveal their choices that was made previously
in the system. By doing so, the service provider may revoke the operations on
the corresponding sensitive data which was anonymously and obliviously made
by that cheating user.

Our Contribution. In this paper, we present a novel traceable oblivious trans-
fer that allows a sender to trace the dishonest receivers’ choices without the help
of any trusted third party. Our contributions can be summarized as follows:

– We present the first traceable adaptive OTk
n scheme and analysed its security

under the half-simulation model [21];
– The traceable OTk

n scheme allows the receiver to obtain a fixed number of
messages mσ1 ,mσ2 , . . . ,mσk

from the message set {m1,m2, . . . ,mn} held by
the sender where σi ∈ {1, 2, . . . , n} for 1 ≤ i ≤ k, while receiver’s choice is
hidden from the sender;

– The traceable OTk
n scheme allows the receiver cannot learn anything on

message mi such that i /∈ {σ1, σ2, . . . , σk} for 1 ≤ i ≤ n. In particular,
if the receiver makes more than k requests, then all his previous choices
(mσ1 ,mσ2 , . . . ,mσk

) could be traced by the sender.

Paper Organization. The rest of the paper is organized as follows. We intro-
duce the formal definition and the security model of TOT in Sect. 2. Some prelim-
inaries are presented in Sect. 3 and a concrete scheme TOT scheme is presented
in Sect. 4. We prove its security in Sect. 5 and the paper is concluded in Sect. 6.
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2 Formal Definition and Security Model

We present the formal definition and security model for TOT in this section.
There are two participants in a TOT system, namely, a sender S and a receiver
R. S possesses a set of messages {m1,m2, . . . ,mn} and R makes a set of choices
{σ1, σ2, . . . , σk} such that σi ∈ {1, 2, . . . , n} for 1 ≤ i ≤ k.

2.1 Definitions of Traceable Oblivious Transfer

A TOT scheme is essentially an interactive protocol consisting of a tuple of PPT
algorithms (Setup, Commitment, Request, Response, Extract, Tracing).

1. Setup: Taking as input of a security parameter κ, the setup algorithm outputs
the system public parameters.

params ← Setup(1κ)

2. KeyGen: Taking as input of the public parameter params, the key generation
algorithm outputs a retrievable key pair2 (rpk, rsk) for the receiver and a one-
time key pair for the sender.

(rpk, rsk) ← KeyGen(params)
(opk, osk) ← KeyGen(params)

3. Commitment : Taking as input of the system parameters params, the retriev-
able public key rpk of the receiver, the messages m1,m2, . . . ,mn and one-
time secret key osk of the sender, the commitment algorithm outputs a set
of ciphertext c1, c2, . . . , cn.

c1, c2, . . . , cn ← Commitment(rpk,m1,m2, . . . ,mn, osk, params)

4. Request : Taking as input of the intended indexes σ, the retrievable private
key rsk and params, this algorithms outputs the commitment of the user’s
choice.

Aσ ← Request(σ; rsk; params)

5. Response: Taking as input of the commitment Aσ from the receiver, the secret
of the sender, the output of the algorithm is response of the sender.

Dσ ← Response(Aσ, osk, params)

6. Extract : Taking as input of the response Dσ from the sender, the cipertext
cα and the system parameters params, output the message of the receiver’s
choice.

mσ ← Extract(Dσ, cσ, params)

2 We assume there exists a public key infrastructure (PKI) issuing certificates on the
users’ public keys in our system.
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7. Tracing : The Tracing algorithm is performed by the sender, taking as input
of the k + 1 transcripts Aσ1 , Aσ2 , . . . , Aσk+1 from a receiver, the retrievable
public key rpk and params, outputs the receiver’s choice σ1, σ2, . . . , σk.

σ1, σ2, . . . , σk ← Tracing(Aσ1 , Aσ2 , . . . , Aσk+1 ; rpk; params)

Correctness: We require that for any security parameter κ ∈ N, if params ←
ParamGen(1κ), (rpk, rsk)←KeyGen(params), (opk, osk) ← KeyGen(params),
c1, c2, . . . , cn ← Commitment(rpk,m1,m2, . . . ,mn, osk, params), Aσ ← Request
(σ; rsk, params), Dσ ← Response(Aσ, osk; parmas), then

– The receiver can extract the correct message.

Pr(mσ ← Extract(Dσ, rsk, params)) = 1.

– If the receiver makes less than k + 1 requests, then the sender cannot obtain
any information about the receiver’s choice.

Pr(‘⊥’ ← Tracing(Aσ1 , Aσ2 , . . . , Aσδ
; rpk; params|δ ≤ k)) = 1.

– If the receiver makes more than k requests, then the sender can trace the
previous choice of the receiver.

Pr(σ1, σ2, . . . , σδ ← Tracing(Aσ1 , Aσ2 , . . . , Aσδ
; rpk; params|δ > k)) = 1.

2.2 Security Model for Traceable Oblivious Transfer

In this paper, we review the half-simulation model proposed in [21] to evalu-
ate the security of TOT schemes. Besides the sender and receiver’s privacy, we
define a new property named traceability to capture the additional feature of
TOT. In the half-simulation model, the security of the sender and receiver is
considered separately. A secure TOT scheme should meet the following security
requirements:

1. Receiver’s Privacy :
– If R makes less than k+1 requests, then S cannot obtain any information

about R’s choice.
– For any two different choice sets C = {σ1, σ2, . . . , σk} and C′ = {σ′

1, σ
′
2,

. . . , σ′
k}, the transcripts A = {Aσ1 , Aσ2 , . . . , Aσk

} and A′ = {A′
σ1

, A′
σ2

,
. . . , A′

σk
} received by S corresponding to M = {mσ1 ,mσ2 , . . . ,mσk

} and
M′ = {m′

σ1
,m′

σ2
, . . . ,m′

σk
} are indistinguishable if the received messages

M = {mσ1 ,mσ2 , . . . ,mσk
} and M′ = {m′

σ1
,m′

σ2
, . . . ,m′

σk
} are identi-

cally distributed.
2. Sender’s Privacy :

– R cannot obtain any information on mi, i /∈ {σ1, σ2, . . . , σk} for 1 ≤ i ≤ n.
– In the half-simulation model, the security of R is defined by the real-

world/ideal-world paradigm. In the real world, R and S execute the
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protocol. In the ideal world, the protocol is implemented with the help
a trusted third party (TTP). S sends all the messages m1,m2, . . . ,mn

to the TTP. While R sends his choices {σ1, σ2, . . . , σk} adaptively to
the TTP. If {σ1, σ2, . . . , σk} ∈ {1, 2, . . . , n} the TTP sends messages
{mσ1 ,mσ2 , . . . ,mσk

} to the receiver. A TOT scheme is said to provide
the privacy of the sender if for any receiver R in real world, there exists
an probabilistic polynomial-time (PPT) R′ in the ideal world such that
the output of R and R′ are indistinguishable.

3. Traceability :
Traceability is not a necessary requirement for traditional OT schemes, we
consider traceability as a special property of our TOT schemes. If a dishonest
receiver R makes k + 1 choices {σ1, σ2, . . . , σk, σk+1} from S, suppose A =
{Aσ1 , Aσ2 , . . . , Aσk

, Aσk+1} is the transcript set of the k + 1 choices, then S
is able to trace R’s choices through an efficient PPT algorithm Tracing.

3 Preliminaries

In this section, we introduce some preliminaries that will be used throughout
this paper.

Definition 1. Decisional Diffie-Hellman (DDH) Assumption: Given
a cyclic group Gq of prime order q, the DDH problem states that, given
g, ga, gb, Z ∈ Gq for some random a, b ∈ Zq and a random generator g, decide
Z = gab. Define the success probability of a polynomial algorithm A in solving
the DDH problem as:

SuccDDH
A,Gq

(κ) = |Pr[A(Gq, g, ga, gb, gab) = 1] − Pr[A(Gq, g, ga, gb, Z) = 1]|

where κ = log(q) is the security parameter. The DDH assumption states that for
any probabilistic polynomial algorithm time A, SuccDDH

A,Gq
(κ) is negligible in κ.

Definition 2. One More Diffie-Hellman (OMDH) Assumption [21]:
Given a cyclic group Gq of prime order q and g is a generator of G, let DH(·)
be the Diffie-Hellman oracle that takes X = gx, Y = gy ∈ Gq for some x, y ∈ Zq

and returns the Diffie-Hellman value Z = gxy. Let C(·) be a challenge oracle that
takes no input and returns a random element in Gq. Let Y1, Y2, . . . , Yt denote
the challenges returned by C(·), we say an OMDH adversary A wins if A can
output the sequence of Diffie-Hellman values Z1, Z2, . . . , Zt of all DHP instances
with input X,Yi, i = 1, 2, . . . , t and the number of queries qdh made by A to the
Diffie-Hellman oracle DH(·) is less than t. Define the success probability of a
polynomial algorithm A in solving the OMDH problem as:

SuccOMDH
A,Gq

(κ) = Pr[Z1, Z2, . . . , Zt ← ADH(·),qdh<t(X, (Y1, Y2, . . . , Yt ← C(·)))]

the OMDH assumption states that, for any polynomial algorithm A,
SuccOMDH

A,Gq
(κ) is negligible in κ.
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4 One Construction of Efficient Traceable Oblivious
Transfer Schemes

The proposed scheme consists of a tuple of PPT algorithms as follows.

1. Setup: Let Gq denote a subgroup of Zp with prime order q and g, h1, h2, . . . ,
hn be generators of Gq, where p = 2q + 1 is also prime. Choose two collision
resistant hash functions H,H1 such that H : N → Z∗

q and H1 : Gq → Gq.
The system parameters params = (Gq, p, q, g, h1, h2, . . . , hn,H,H1).

2. KeyGen: The receiver R chooses a random number s ∈ Z
∗
q and generates

a retrievable key pair (rpk, rsk) = (gs, s). R chooses k random numbers
s1, s2, . . . , sk ∈R Zq and computes S1 = gs1 , S2 = gs2 , . . . , Sk = gsk . S chooses
a random number z ∈R Z

∗
q and generates a one-time key pair (opk, osk) =

(gz, z). R publishes rpk and S1, S2, . . . , Sk and S publishes opk.
3. Commitment Phase: S computes the ciphertext of m1,m2, . . . ,mn as ci =

H1((rpk · h
H(i)
i )z) · mi, 1 ≤ i ≤ n, S sends c1, c2, . . . , cn to R.

4. Request: In the i-th round,
– R chooses ri ∈R Z

∗
q , and computes Bi = gri , B′

i = hri
αi

and Ai =
(gri)s(hri

αi
)H(αi), where αi ∈R {1, 2, . . . , n} is the receiver’s choice and

f(Bi) = s + s1Bi + . . . skBk
i .

– R sends (Bi, B
′
i, f(Bi), Ai) to S, and simultaneously does the following

proof of knowledge. PoK{(H(αi), s) : A = Bs
i B′

i
H(αi) ∧ rpk = gs}.

5. Response: S first verifies Bi, the secret share f(Bi) and the PoK by check-
ing:

– S checks whether Bi appears in previous session.
– gf(Bi) ?= rpk · SBi

1 · S
B2

i
2 · . . . · S

Bk
i

k . If this equation holds,
– S verifies PoK{(H(αi), s) : Ai = Bs

i B′
i
H(αi) ∧ rpk = gs}.

If either of the verification fails, S aborts; Otherwise, S stores (Bi, B
′
i, f(Bi),

Ai) and S generates Di = Az
i and sends Di to R.

6. Extract: Upon receiving Di from S, R computes Kαi
= D

1
ri
i and extracts

the intended message mαi
= cαi

/H1(Kαi
).

7. Tracing: Once R and S execute the OT for k+1 times, S obtains k+1 shares
of the secret. S is able to recover s from secret sharing. Once s is calculated,
for the previous commitments Ai = Bs

i B′
i
H(αi), given Bi, B

′
i for 1 ≤ i ≤ k. S

is able to retrieve αi for 1 ≤ i ≤ k.

The proof of knowledge PoK{(H(αi), s) : Ai = Bs
i B′

i
H(αi) ∧ rpk = gs} can

be implemented as follows:

1. R randomly chooses two random numbers t1, t2 ∈ Zp, computes T1 =
Bt1

i B′
i
t2 , T2 = gt1 , c = H(f(Bi), Bi, B

′
i, T1, T2), v1 = t1 − cs and v2 =

t2 − cH(αi). R sends v1, v2, T1, T2 to S.
2. S accepts if both Ac

iB
v1
i B′

i
v2 = T1 and rpkcgv1 = T2 hold.
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5 Security Analysis

Theorem 1. The proposed TOT scheme is correct.

Proof. The correctness of the proposed scheme is shown as follows:

1. Correctness of PoK: If R is honest, then R has knowledge of H(αi) and s,
R computes v1 = t1 − cs and v2 = t2 − cH(αi). S can verify correctly that:

AcBv1
i B′

i
v2 = Bsc

i B′
i
H(αi)cBt1−cs

i B′
i
t2−cH(αi) = Bt1

i B′
i
t2 = T1.

rpkcgv1 = gscgt1−cs = gt1 = T2.

2. Correctness of extracting the message:

mαi
=

cαi

H1(Kαi
)

=
mαi

H1(rpk · h
H(αi)
αi )z)

H1((griszh
riH(αi)z
αi )

1
ri )

=
mαi

H1(gszh
H(αi)z
αi )

H1(gszh
H(αi)z
αi )

= mαi

Theorem 2. The proposed TOT scheme provides receiver’s privacy for honest
receivers.

Proof. We followed the methods described in [17] to analyse the security of
the proposed TOT scheme. Suppose a honest receiver runs the OT protocol
with the sender for k times. The sender could obtain k pairs of transcripts
{(A1, B1, B

′
1), (A2, B2, B

′
2), . . . , (Ak, Bk, B′

k)} such that A1 = (gr1)s(hr1
α1

)H(α1),

A2 = (gr2)s(hr2
α2

)H(α2), . . . , Ak = (grk)s(hrk
αk

)H(αk), where α1, α2, . . . , αk ∈
{1, 2, . . . , n} are the user’s choice and r1, r2, . . . , rk ∈R Z

∗
q . Given Bj = grj , rpk =

gs for some random rj ∈ Z
∗
q , it is computation-infeasible to decide the masked

value equals grjs or a random value Z in Gq, thus for any two transcripts Aj

and Ai such that 1 ≤ i �= j ≤ k from the user, they are computationally indis-
tinguishable to the service provider as long as the DDH problem is hard in Gq.

Theorem 3. The proposed TOT scheme provides sender’s privacy.

Proof. Suppose a honest receiver runs the OT protocol with the sender k
times. For any probabilistic polynomial-time malicious receiver R̂ in the real-
world model, we are able to construct a probabilistic polynomial-time malicious
receiver R̂∗ in the ideal model such that the outputs of R̂ and R̂∗ are indistin-
guishable.

Briefly, the ideal-world cheating receiver R̂∗ can extract α from the proof
of knowledge. This enables him to obtain the message mα form the TTP . R̂∗

simulates the honest sender S in the real-world and interacts with R̂ as follows:

1. S sends m1,m2, . . . ,mn to the trusted third party TTP .
2. R̂∗ sends c∗

1, c
∗
2, . . . , c

∗
n to TTP such that c∗

i ∈R Gq for i = 1, 2, . . . , n.
3. R̂∗ monitors the outputs Aα1 , Aα2 , . . . , Aαk

of R̂, R̂∗ chooses A∗
α1

, A∗
α2

, . . . ,
A∗

αk
∈R Gq.
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4. After R̂ runs Request protocol, if the verification of PoK fails, R̂∗ sends a
value αi /∈ {1, 2, . . . , n} to TTP.

5. If the verification of PoK successes, R̂∗ extracts R̂’s choice αi from the PoK
and gets back D∗

σ1
,D∗

σ2
, . . . , D∗

σk
such that D∗

σi
= Az∗

αi
for i = 1, 2, . . . , k.

6. If R̂ can compute Kαi
= gszh

H(αi)z
αi , R̂∗ sends αi to TTP , TTP returns

c∗
αi

mαi
.

7. R̂∗ outputs (A∗
α1

, A∗
α2

, . . . , A∗
αk

,D∗
σ1

,D∗
σ2

, . . . , D∗
σk

, c∗
1, c

∗
2, . . . , c

∗
n).

We can see from Theorem 2 and Claim (see proof below) that {Aα1 , Aα2 , . . . ,
Aαk

} and {c1, c2, . . . , cn} are indistinguishable from random elements in Gq. In
addition, the sets of {Dσ1 ,Dσ2 , . . . , Dσk

} and {D∗
σ1

,D∗
σ2

, . . . , D∗
σk

} are identi-
cally distributed. Therefore, no distinguishers can distinguish the outputs of R̂
and R̂′ with a non-negligible probability.

Claim. The proposed encryption scheme is semantic secure.

Proof. The security proof is performed using random oracle. Suppose the sim-
ulator B maintains a table T1 for the hash queries. B obtains n + 1 values
Z, Y1, Y2, . . . , Yn from the challenge oracle C(·). B sets the one-time public key of
the sender opk = Z and sends Z, Y1, Y2, . . . , Yn to a PPT adversary A. Assume A
queries on a message mi for 1 ≤ i ≤ n−1. B first obtain the diffie-hellman value
of (Z, Yi) with help of DH(·) oracle. Then A checks if DH(Z, Yi) has existed in
T1. If not, B chooses a new random Zi ∈ Gq and stores (DH(Z, Yi), Zi) to T1.
Otherwise, assume H1(DH(Z, Yi)) = Zi, B returns ci = Zi ·mi as the ciphertext
on mi. After n − 1 queries, A sends two challenge messages m∗

0,m
∗
1, B chooses

b ∈ {0, 1} and a random number Zn ∈ Gq. A sets the ciphertext c∗
b on m∗

b as
c∗
b = Zn · m∗

b . If A has a non-negligible probability ε in distinguishing c∗
b than

random guess. Then with an overwhelming probability that DH(Z, Yn) has been
submitted in the hash queries. Thus B breaks the OMDH assumption, we reach
a contradiction. Therefore the proposed encryption scheme is semantic secure.

Theorem 4. The proposed TOT scheme provides traceability to the receiver.

Proof. After running the protocol k + 1 times with the receiver, the sender
obtains k+1 shares of the retrievable private key s with respect to the unknown
integers s1, s2, . . . , sk such that

f(Bi) = s + s1Bi + s2B
2
i . . . + skBk

i , 1 ≤ i ≤ k + 1.

The corresponding linear equations in a matrix form are as follows:

⎛
⎜⎜⎜⎝

1 B1 B2
1 · · · Bk

1

1 B2 B2
2 · · · Bk

2
...

...
...

...
...

1 Bk+1 B2
k+1 · · · Bk

k+1

⎞
⎟⎟⎟⎠ *

⎛
⎜⎜⎜⎝

s
s1
...

sk

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

f(B1)
f(B2)

...
f(Bk+1)

⎞
⎟⎟⎟⎠

As we can see the coefficient matrix is a Vandermonde matrix or a non-singular
matrix. The determinant of such a matrix is not equal to zero. Thus the equations
have a unique solution to s, s1, s2, . . . , sk.
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Once the sender obtains the value of the retrievable private key rsk. For
previous commitments on receiver’s choice Ai = Brsk

i B′
i
H(αi) for 1 ≤ i ≤ k.

Since S has store the values of Bi and B′
i in the i-th round. Thus, the sender

could trace the receiver choice αi = j in the i-th round by checking that Ai =
Brsk

i B′
i
H(αi) = Brsk

i B′
i
H(j) for 1 ≤ j ≤ n.

6 Conclusion

In this paper, we proposed a novel oblivious transfer scheme that can achieve
retrievable receiver’s privacy without the help of a trusted third party. The mis-
behaving receivers’ choices could be traced while the honest receivers’ privacy is
well protected. We proved the security of the scheme under the proposed security
model. We leave the construction of an adaptive traceable OT scheme that is
proven secure under non-dynamic assumptions in the full-simulation model or
UC model as our future work.
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