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Preface

The International Cross-Domain Conference for Machine Learning and Knowledge
Extraction, CD-MAKE, is a joint effort of IFIP TC 5, TC 12, IFIP WG 8.4, IFIP WG
8.9 and IFIP WG 12.9 and is held in conjunction with the International Conference on
Availability, Reliability and Security (ARES). The second conference was organized at
the University Hamburg, Germany. A few words about IFIP:

IFIP – the International Federation for Information Processing – is the leading
multinational, non-governmental, apolitical organization in information and commu-
nications technologies and computer sciences, is recognized by the United Nations
(UN) and was established in the year 1960 under the auspices of UNESCO as an
outcome of the first World Computer Congress held in Paris in 1959.

IFIP is incorporated in Austria by decree of the Austrian Foreign Ministry
(September 20, 1996, GZ 1055.170/120-I.2/96) granting IFIP the legal status of a
non-governmental international organization under the Austrian Law on the Granting
of Privileges to Non-Governmental International Organizations (Federal Law Gazette
1992/174).

IFIP brings together more than 3,500 scientists without boundaries from both aca-
demia and industry, organized in more than 100 Working Groups (WGs) and 13
Technical Committees (TCs).

CD stands for “cross-domain” and means the integration and appraisal of different
fields and application domains to provide an atmosphere to foster different perspectives
and opinions. The conference fosters an integrative machine learning approach, taking
into account the importance of data science and visualization for the algorithmic
pipeline with a strong emphasis on privacy, data protection, safety, and security. It is
dedicated to offering an international platform for novel ideas and a fresh look at
methodologies to put crazy ideas into business for the benefit of humans. Serendipity is
a desired effect and should lead to the cross-fertilization of methodologies and the
transfer of algorithmic developments.

The acronym MAKE stands for “MAchine Learning and Knowledge Extraction,” a
field that, while quite old in its fundamentals, has just recently begun to thrive based on
both the novel developments in the algorithmic area and the availability of big data and
vast computing resources at a comparatively low price.

Machine learning studies algorithms that can learn from data to gain knowledge
from experience and to generate decisions and predictions. A grand goal is to under-
stand intelligence for the design and development of algorithms that work autono-
mously (ideally without a human-in-the-loop) and can improve their learning behavior
over time. The challenge is to discover relevant structural and/or temporal patterns
(“knowledge”) in data, which are often hidden in arbitrarily high-dimensional spaces,
and thus simply not accessible to humans. Machine learning as a branch of artificial
intelligence is currently undergoing a kind of Cambrian explosion and is the fastest
growing field in computer science today. There are many application domains, e.g.,



smart health, smart factory (Industry 4.0), etc. with many use cases from our daily
lives, e.g., recommender systems, speech recognition, autonomous driving, etc. The
grand challenges lie in sense-making, in context-understanding, and in decision-
making under uncertainty. Our real world is full of uncertainties and probabilistic
inference had an enormous influence on artificial intelligence generally and statistical
learning specifically. Inverse probability allows us to infer unknowns, to learn from
data, and to make predictions to support decision-making. Whether in social networks,
recommender systems, health, or Industry 4.0 applications, the increasingly complex
data sets require efficient, useful, and useable solutions for knowledge discovery and
knowledge extraction.

To acknowledge all those who contributed to the efforts and stimulating discussions
is not possible in a preface with limited space like this one. Many people contributed to
the development of this volume, either directly or indirectly, and it is impossible to list
all of them here. We herewith thank all colleagues and friends for their positive and
supportive encouragement. Finally, yet importantly, we thank the Springer manage-
ment team and the Springer production team for their smooth support.

Thank you to all!

August 2018 Andreas Holzinger
Peter Kieseberg
Edgar Weippl
A Min Tjoa
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Current Advances, Trends and Challenges
of Machine Learning and Knowledge

Extraction: From Machine Learning to
Explainable AI

Andreas Holzinger1,2(B) , Peter Kieseberg3,4, Edgar Weippl3,5,
and A Min Tjoa6

1 Holzinger Group, Institute for Medical Informatics, Statistics and Documentation,
Medical University Graz, Graz, Austria

a.holzinger@hci-kdd.org
2 Institute of Interactive Systems and Data Science,

Graz University of Technology, Graz, Austria
3 SBA Research, Vienna, Austria

4 University of Applied Sciences St. Pölten, St. Pölten, Austria
5 Christian Doppler Laboratory for Security and Quality Improvement

in the Production System Lifecycle, TU Wien, Vienna, Austria
6 Information & Software Engineering Group, Institute of Information Systems

Engineering, TU Wien, Vienna, Austria

Abstract. In this short editorial we present some thoughts on present
and future trends in Artificial Intelligence (AI) generally, and Machine
Learning (ML) specifically. Due to the huge ongoing success in machine
learning, particularly in statistical learning from big data, there is rising
interest of academia, industry and the public in this field. Industry is
investing heavily in AI, and spin-offs and start-ups are emerging on an
unprecedented rate. The European Union is allocating a lot of additional
funding into AI research grants, and various institutions are calling for a
joint European AI research institute. Even universities are taking AI/ML
into their curricula and strategic plans. Finally, even the people on the
street talk about it, and if grandma knows what her grandson is doing in
his new start-up, then the time is ripe: We are reaching a new AI spring.
However, as fantastic current approaches seem to be, there are still huge
problems to be solved: the best performing models lack transparency,
hence are considered to be black boxes. The general and worldwide
trends in privacy, data protection, safety and security make such black
box solutions difficult to use in practice. Specifically in Europe, where
the new General Data Protection Regulation (GDPR) came into effect
on May, 28, 2018 which affects everybody (right of explanation). Conse-
quently, a previous niche field for many years, explainable AI, explodes
in importance. For the future, we envision a fruitful marriage between
classic logical approaches (ontologies) with statistical approaches which
may lead to context-adaptive systems (stochastic ontologies) that might
work similar as the human brain.

c© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
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1 Introduction

Artificial intelligence (AI) has a long tradition in computer science, reaching back
to 1950 and earlier [24]. In the first three decades, industry, governments and
the public had extremely high expectations to reach the “mythical” human-level
machine intelligence [9,17]. As soon as it turned out that the expectations were
too high, and AI could not deliver these high promises, a dramatic “AI winter”
affected the field; even the name AI was avoided at that time [8].

The field recently gained enormous interest due to the huge practical success
in Machine Learning & Knowledge Extraction. Even in famous journals including
Science [12] or Nature [15] the success of machine learning was recently presented.
This success is visible in many application domains of our daily life from health
care to manufacturing. Yet, many scientists of today are still not happy about
the term, as “intelligence” is not clearly defined and we are still far away from
reaching human-level AI [18].

Maybe the most often asked question is: “What is the difference between
Artificial Intelligence (AI) and Machine Learning (ML) – and is deep learning
(DL) belonging to either AI or ML?”. A formal short answer: Deep Learning is
part of Machine Learning is part of Artificial Intelligence: DL ⊂ ML ⊂ AI

This follows the popular Deep Learning textbook by Ian Goodfellow, Yoshua
Bengio & Aaron Courville (2016, see Fig. 1):

Fig. 1. A question most often asked: What is the difference between AI, ML and DL,
see also [6].
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2 Trend Indicators

Industry as Trend Indicator

Many global industrial players from Amazon to Zalando have now concerted
international efforts in AI. The topic is so hot, that e.g. Google Brain has recently
itself renamed to Google AI. Start-ups are emerging at an unprecedented rate -
AI spring is here.

Funding as Trend Indicator

Worldwide, enormous grants are now fostering AI research generally and machine
learning specifically: DARPA in the US or Volkswagen Stiftung in Germany
are only two examples. The European Union targets for a total of 20 BEUR
bringing into AI research in the future across both, public and private sectors.
Health is one of the central targets, which is easy to understand as it is a topic
that affects everybody. The primary direction was set in the last Horizon2020
initiative: The goal is to develop an European AI ecosystem, bringing together
knowledge, algorithms, tools and resources available and making it a compelling
solution for users, especially from non-tech sectors (such as health). The aim is to
mobilize the European AI community including scientists, businesses and start-
ups to provide access to knowledge, algorithms and tools. On the EU agenda
are particularly ELSE aspects, where ELSE stands for Ethical, Legal and Socio-
Economic issues.

At the same time there is the ELLIS initiative (https://ellis-open-letter.eu)
which urges for seeing machine learning at the heart of a technological and
societal artificial intelligence revolution involving multiple sister disciplines, with
large implications for the future competitiveness of Europe. The main critique is
that currently Europe is not keeping up: most of the top laboratories, as well as
the top places to do a PhD, are located in North America or Canada; moreover,
ML/AI investments in China and North America are significantly larger than in
Europe. As an important measure to address these points, the ELLIS initiative
proposes to found a European Lab for Learning & Intelligent Systems (working
title; abbreviated as “ELLIS”), involving the very best European academics
while working together closely with researchers from industry, ensuring to have
economic impact and the creation of AI/ML jobs in Europe. This mission is
meanwhile supported by IFIP TC 12.

In the UK the House of Lords (see the report by Wendy Hall and Jerome
Presenti from October, 15, 2017: bit.ly/2HCEXhx) is convinced that the UK can
lead in AI by building on a historically strong research program, which proposes
five principles [19]: 1. AI should be developed for the common good and benefit
of humanity. 2. AI should operate on principles of intelligibility and fairness.
3. AI should not be used to diminish the data rights or privacy of individuals,
families or communities. 4. All citizens have the right to be educated to enable
them to flourish mentally, emotionally and economically alongside AI. 5. The
autonomous power to hurt, destroy or deceive human beings should never be
vested in AI.

https://ellis-open-letter.eu


4 A. Holzinger et al.

Conferences as Trend Indicator

A good indicator for the importance of machine learning is the conference on
Neural Information Processing Systems (NIPS) - which is now trying to re-name
itself. This conference was first held in Denver in December 1987 as a small meet-
ing. The conference beautifully reflects the success of statistical learning methods
attracting more and more researchers from machine learning (see Fig. 2).

Fig. 2. NIPS 2017 in Long Beach was the most popular ML conference yet, attracting
over 8,000 registered attendees, following the 2016 event with 6,000 registered attendees
in Barcelona (image taken from Ian Goodfellow’s tweet on June, 15, 2018).

3 Main Problems Today

A major issue with respect to explaining machine learning algorithms lies in the
area of privacy protection: Trust is one of the core problems when dealing with
personal, and potentially sensitive, information, especially when the algorithms
in place are hard or even impossible to understand. This can be a major risk for
acceptance, not only by the end users, like e.g. hospital patients, or generally
in safety-critical decision making [10], but also among the expert engineers that
are required to train the models, or, in case of an expert-in-the-loop approach,
partake in the daily interaction with the expert system [14]. One option is to
include risk management practice early in the project to manage such risks [11].
Trust and Privacy are actually a twofold problem in this regard; an example from
the medical domain shall illustrate this: The patients need to be able to trust the
machine learning environment that their personal data is secured and protected
against theft and misuse, but also that the analytical processes working on their
data are limited to the selection they have given consent to.
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For the expert, on the other hand, there is the need to trust the environment
that their input to the system is not manipulated later on. Furthermore, usabil-
ity is a fundamental factor for successfully integrating experts into AI systems,
which, again, requires the designers of the interfaces to understand the funda-
mentals of the system in place. Here it must be noted that usability and security
are often considered fundamental opposites, hence research in the so-called area
of usable security [3] is urgently needed.

A topic closely related to the issue of security and privacy, but still different
in nature, is the issue of fingerprinting/watermarking information [22]. Many
approaches in utilizing data for data driven research face the problem that data
must be shared between partners, i.e. data sets are either sent to a central anal-
ysis repository for further processing, or directly shared between the partners
themselves. While the earlier approach allows for some kind of control over the
data by the trusted third party operating the analysis platform, in the later one,
the original owner potentially gives up control over the data set. This might not
even be a problem with respect to privacy, as the data shared with the other
partners will in most cases obey data protection rules as put forth by various
regulations, still, this data might be an asset of high (monetary) value. Thus,
when sharing the data with other partners, it must be made sure that the data
is not further illegally distributed. A typical reactive approach to this problem
is the implementation of so-called fingerprints or watermarks; these can also be
used to embedded information that helps to detect collusion in deanonymization
attacks [13,21]. Both terms, fingerprinting and watermarking, are often used
synonymously by authors, while others differentiate them as watermarks being
mechanisms that prove the authenticity and ownership of a data set and finger-
prints actually being able to identify the data leak by providing each partner
with the same basic set marked with different fingerprints.

Throughout the past decades, watermarking and fingerprinting of informa-
tion has gained a lot of attention in the research community, most notably
regarding the protection of digital rights in the music and movie industries [23].
Approaches for marking data have also been put forth (e.g. [1]) and while a lot
of them exist nowadays, most of them only focus on marking whole data sets
and fail with partially leaked sets. Thus, in order to provide transparency with
respect to privacy, as well as explainability, we propose that a fingerprinting
mechanism within data driven research requires the following criteria:

1. Single Record Detection: The detection of the data leak should be possible
with only one single leaked (full) record. This is a major obstacle for most
algorithms that rely on adding or removing so-called marker -records from the
original data set.

2. Collusion Protection: Several partners being issued the same fingerprinted
data set might collude in order to extract and remove the fingerprints, or even
frame another partner. The fingerprinting algorithm is required to be stable
against such kinds of attacks.

3. High Performance: In order to make this protection mechanism usable, it
must not require a lot of resources, neither with respect to calculation time
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(for both, the generation of the fingerprint, as well as the detection), nor with
respect to additional storage requirements.

4. Low distortion: The algorithm must not introduce a large amount of addi-
tional distortion, thus further reducing the value of the data used in the
analysis.

The development of novel techniques in this area is thus another open prob-
lem that has a high potential for future research. When developing new solutions
contradicting requirements including future improvements in “counter-privacy”,
aka. forensics [2], have to be considered.

Last, but not least, the need to understand machine learning algorithms is
required to deal with distortion: Due to novel regulations in the European Union,
especially the General Data Protection Regulation (GDPR), the protection of
privacy has become extremely important and consent for processing personal
information has to be asked for rather narrow use cases, i.e. there is no more
“general consent”. Thus, research labs tend to consider anonymizing their data,
which makes it non-personal information and thus consent-free to use. Still, as
it has already been shown [16], many standard anonymization techniques intro-
duce quite a large amount of distortion into the end results of classical machine
learning algorithms. In order to overcome this issue, additional research in the
area of Privacy Aware Machine Learning (PAML) is needed: The distortion
needs to be quantified in order to be able to select the anonymization algo-
rithm/machine learning algorithm pairing that is ideal with respect to the given
data set. Explainable AI can be a major enabler for this issue, as understanding
decisions would definitely help in understanding and estimating distortions. In
addition, algorithms (both, for anonymization and machine learning) need to
be adapted in order to reduce the distortion introduced, again, a task where
the black-box characteristics of machine learning nowadays is an issue. Thus,
explainable AI could be the key to designing solutions that harness the power
of machine learning, while guaranteeing privacy at the same time.

4 Conclusion

To provide an answer to the question “What are the most interesting trends
in machine learning and knowledge extraction?”: the most interesting ones are
not known yet. What we know is that the driver for the AI hype is success in
machine learning & knowledge extraction. A promising future approach is the
combination of ontologies with probabilistic approaches. Traditional logic-based
technologies as well as statistical ML constitute two indispensable technologies
for domain specific knowledge extraction, actively used in knowledge-based sys-
tems. Here we urgently need solutions on how the two can be successfully inte-
grated, because to date both technologies are mainly used separately, without
direct connection.

The greatest problem, however, is the problem of black box algorithms. These
make machine decisions intransparent and non-understandable, even to the eyes
of experts, which reduces trust in ML specifically and AI generally.
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Another field that requires more research is the intersection between security
(and especially privacy related) research and ML - be it in the form of privacy
aware machine learning, where the distortion from data protection mechanisms
is mitigated, or rather in the areas of protecting ownership on information or
providing trust into the results of ML algorithms. All of these areas could greatly
benefit from explainable AI, as the design of novel mechanisms to achieve these
security and privacy tasks cannot be soundly done without further insight into
the internal workings of the systems they are protecting.

A final remark of applications: According to the ML initiative of the Royal
Society the greatest benefit of AI/ML will be in improved medical diagno-
sis, disease analysis and pharmaceutical development. This on the other hands
needs making results transparent, re-traceable and to understand the causality
of learned representations [4,20].

Consequently, the most promising field in the future is what is called explain-
able AI [5] where DARPA has already launched a funding initiative in 2016 [7].
This calls for a combination of logic-based approaches (ontologies) with proba-
bilistic machine learning to build context adaptive systems.
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Abstract. Community structure is an interesting feature of complex networks.
In recent years, various methods were introduced to extract community structure
of networks. In this study, a novel community detection method based on a
modified version of particle swarm optimization, named PSO-Net is proposed.
PSO-Net selects the modularity Q as the fitness function which is a suitable
quality measure. Our innovation in PSO algorithm is changing the moving
strategy of particles. Here, the particles take part in crossover operation with
their personal bests and the global best. Then, in order to avoid falling into the
local optimum, a mutation operation is performed. Experiments on synthetic and
real-world networks confirm a significant improvement in terms of convergence
speed with higher modularity in comparison with recent similar approaches.

Keywords: Community detection � Complex network � PSO � Modularity

1 Introduction

Most of real-world complex systems can be represented as complex networks. Social
networks such as Facebook, collaboration networks such as scientific networks, tech-
nological networks such as the Internet and biological networks such as protein
interaction networks are only some examples. Networks are modeled as graphs, where
vertices represent individual objects and edges indicate relationships among these
objects. One of the important properties of complex networks is “community structure”
[1]. The term community is considered as a group of nodes within a graph with more
internal connections than external connections to the rest of the network [2]. The
detection of community structure, is a great important research topic in the study of
complex networks, because it can detects the hidden patterns existing in complex
systems. Therefore, a significant amount of efforts have been devoted to develop
methods that can extract community structures from complex networks [1, 3–6].

Fortunato in [7] studied the community discovery methods in detail and divided
them into several categories. Although special strategies adopted are different, most of
the algorithms are mainly divided into two basic categories including: hierarchical
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clustering methods [1, 3–6, 8–11] and optimization based methods [12–21]. In hier-
archical clustering, a network is grouped into a set of clusters in multiple levels, which
each level presents a particular partition of the network. Hierarchical clustering
methods can be further divided into two groups, depending on how they build the
clustering tree: divisive algorithms [1, 4, 6, 9] and agglomerative algorithms [3, 8, 11,
22]. In divisive methods, which is a top-down approach, in each iteration, the graph is
divided into two groups. This process is continued until each node is assigned by a
distinct cluster label. On the other hand, in agglomerative approaches (i.e., bottom-up
methods), clusters are iteratively merged if their similarity is sufficiently high.

In optimization based algorithms, the community detection task is transformed into
an optimization problem and the goal is to find an optimal solution with respect to a
pre-defined objective function. Network modularity employed in several algorithms [1,
3, 23] and cut criteria adopted by spectral methods [24, 25], are two examples of
objective functions. Evolutionary algorithms (EAs) have been successfully applied to
identify community structures in complex networks [14, 19, 20]. Genetic algorithm
(GA) as a well-known EA, have been frequently used for community detection among
the other EA methods [15, 17, 19, 20, 26, 27]. The existing GA-based algorithms have
some advantages such as parallel search and some drawbacks such as slow conver-
gence [28]. Also, it has been shown that the GA may stick at local optimal solution and
therefore, can hardly find the optimal solution [27]. There are also some challenging
problems regarding GA based community detection methods such as discovering
reasonable community structure without prior knowledge, and further improvement of
the detection accuracy. On the other hand, swarm intelligence-based methods such as
particle swarm optimization (PSO) have been successfully used in the literature to solve
optimization problems [29]. PSO is a global search method which is originally
developed by Kennedy and Eberhart and inspired by the paradigm of birds flocking
[29]. PSO initialize the system with a population of random particles. Each particle
keeps track of its coordinates in space which are associated with the best solution it has
obtained (local optima) and the best solution of the population (global optima). The
particles in any movement try to minimize their distances from these two positions.
PSO has the advantage of easy implementation and inexpensive computationally for
many problems.

In this paper, a novel PSO based approach, called PSO-Net is proposed to discover
communities in complex networks. PSO-Net explores the search space without the
need to know the number of communities in advance. In the proposed method a
specific modularity measure is used to compute the quality of discovered communities,
and then a PSO based search process is employed to explore the search space. In PSO-
Net two crossover operators are applied to update particle positions and then a mutation
operator is used to spread the solutions through the search space. Experiments on a
synthetic and several well-known real-world networks such as Zachary’s Karate Club
network, the Dolphin social network, American College Football and the Books about
US politics network, show the capability of the PSO-Net method to correctly detect
communities with better or competitive results compare with other approaches.

The rest of this paper is organized as follows. Section 2 describes the description of
the problem and related research on community detection. In Sect. 3, the proposed
modified particle swarm optimization algorithm (PSO-Net) for community detection is
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presented. Section 4 presents the experimental results on synthetic and real world
networks with their related analysis, and finally, the conclusion is provided in Sect. 5.

2 Community Definition and Related Works

2.1 Community Definition

Let us consider a network N which is modeled as a graph G ¼ V ;Eð Þ, where V denotes
a set of nodes, and E is a set of edges linking each two nodes. Community is defined as
a group of nodes (sub-graph) that has more intra-edges than inter-edges. Most formal
definition for community has been introduced in [2]. Suppose that, adjacency matrix of
G is A, where the element aij is 1 if there is an edge between node i and node j, and 0
otherwise. The degree of node i is defined as ki ¼

P
j aij. Suppose, the node i is placed

to a sub-graph S � G, the degree of i with respect to S can be split as
ki sð Þ ¼ kini sð Þþ kouti sð Þ, where kini sð Þ is the number of edges connecting i to the nodes
of S, and kouti sð Þ is the number of edges connecting node i the outside of S (i.e., GnS).

2.2 Related Works

In recent years, community detection methods have been successfully applied in
different research areas such as sociology, physics, biology, and computer science
[1–4, 15, 18, 20, 23]. Community detection methods can be divided into two
approaches including; hierarchical and optimization-based approaches. As mentioned
previously, hierarchical clustering method groups data objects into a tree of clusters to
produce multilevel clustering. This type of clustering is further divided to divisive and
agglomerative methods. In divisive methods, a given graph is split iteratively into
smaller and smaller subgraphs. Up to now, several divisive methods have been pro-
posed in the literature. For example, the Girvan-Newman (GN) algorithm proposed in
[1, 4] is a divisive method that extracts the network’s communities removing the edges
with the highest value of edge betweenness. This process is continued until the graph is
divided into two separate subgraphs. The betweenness of an edge is defined as the
number of shortest paths which are passing from that edge [30, 31]. A variation of GN
algorithm is proposed by Fortunato et al. in [9]. In their method, the concept of
information centrality [32] as a way to measure edge centrality, is uses instead of edge
betweenness. In their method, communities are discovered by repeatedly identifying
and removing the edges with the highest centrality measure. In [6], another divisive
algorithm is proposed to find communities based on the principle of GN method. In
order to quantify the relevance of each edge in a network, the authors applied three
edge centralities based on network topology, walks and paths, respectively.

Agglomerative hierarchical clustering is a bottom-up clustering method. Till now,
several agglomerative graph clustering methods have been proposed in the literature.
For example, in [3] an agglomerative clustering algorithm called Fast-Newman (FN) is
proposed. In this method, a modularity measure is used to merge clusters iteratively
until there is no improvement in modularity. Another example of this type of clustering,
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is the method proposed in [8]. This algorithm begins with a community division using
prior knowledge of the network structure (degrees of the nodes), and then combines the
communities as an iterative optimization process for modularity until a clear partition is
obtained.

On the other hand, optimization based methods employ an objective function in
their processes to evaluate the quality of found clusters. This process is continued until
an optimal clustering result is found in the whole solution space. For instance in [4] an
objective function called Q-modularity is used in community detection process. In this
case, the community detection becomes a modularity optimization problem. In general,
the obtained communities are more accurate when the value of Q is larger. Also,
Brandes et al. in [33] showed that searching for the optimal modularity value is a
NP-complete problem and therefore, it cannot be solved in polynomial time. Thus,
many metaheuristic algorithms such as: ant colony optimization [16, 34], genetic
algorithm [17, 19, 20, 27] and Extremal Optimization (EO) [13] and other meta-
heuristic algorithms [12, 14, 21] have been applied to solve community detection
problem.

Generally, the metaheuristic methods are defined as an iterative process which
employing a learning strategy to effectively explore the search space. Several meta-
heuristic based methods have been proposed to identify communities in complex
networks. For example, taking advantage of genetic algorithm, Pizzuti proposed a new
algorithm (named GA-Net), for this purpose [19]. This approach introduced the con-
cept of community score to measure the quality of identified communities. Shang et al.
[27] proposed an improved genetic algorithm for community discovery method based
on the modularity concept. The computational complexity of this method is very high
compare to the traditional modularity-based community detection methods. To over-
come this problem, Liu et al. in [34] proposed an ant colony optimization based method
for community discovery. The authors employed movement, picking-up and dropping-
down operators to perform node clustering in email networks. The authors of [20]
proposed a multiobjective approach for community discovery, considering both
community score and community fitness concepts as its objectives. In [21], a hybrid
algorithm based on PSO and EO was proposed by employing a special encoding
scheme based Ji et al. proposed an ant colony clustering algorithm with an accuracy
measure to identify communities in complex networks. Their algorithm focuses on the
strategy of ant perception and movements and the method of pheromone diffusion and
updating, and searches for an optimal partitioning of the network by ant colony
movements [16].

3 Proposed Method

In this section, the proposed community detection method called PSO-Net is described
in detail. The proposed method consists of two main steps including; Initialization and
Moving. In initialization step, first a suitable representation for a solution which
demonstrates a partitioning of a network is considered. Afterward, the solutions are
randomly initialized. Then in the next step, inspired from PSO search strategy, the
solutions are moved around the search space to optimize an objective (modularity)
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function. In the search process of the proposed method, the solutions are moved toward
local and global best solutions which are performed by means of a specific crossover
operator. Moreover, in order to expand the solution space, a random mutation operation
is performed on each particle. The pseudo code of the proposed method is shown in
Algorithm 1. Additional details of the steps in proposed method are described in their
corresponding sections.

3.1 Initialization

The proposed method exploits the locus-based adjacency representation (LAR) [35].
In LAR scheme, each solution considered as an array of N genes, each of which
belongs to a node and each gene takes its values in the range of 1; 2; . . .;N. Each
solution represents a new graph which the value of j for the gene i, means that, there is a
link between node i and node j in this graph and each connected component represent a
cluster. For example, Fig. 1, illustrates LAR scheme for a network with seven nodes. In
Fig. 1(a) the graph structure of the network is drawn. Figure 1(b), shows a solution that
was represented by the LAR scheme. As can be seen, for each gene, a value in the
range of 1 to N is assigned. According to the Fig. 1(c), the seventh node with position
of 6, takes the value of 5, meaning that, in corresponding graph, there is a link from
node 6 to node 5. Thereupon, these two nodes are placed in a same cluster, which can
be seen in Fig. 1(d).

Fig. 1. Locus-based adjacency representation. (a) The topology of the graph. (b) One possible
genotype. (c) Translation of (b) to the graph structure. (d) The community structure
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The LAR encoding scheme has some benefits. First, it is dispensable to determine
the number of communities in advance, because of automatically determination in the
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decoding step. Besides, the decoding process can be done in a linear time. Then,
standard crossover operators can be easily employed over these types of representation.
To initialize the system, a population of random individuals is generated such that for
each node i, the value of gi is randomly chosen among one of its neighboring nodes,
which indicates the edge i; jð Þ in the graph. This type of initialization improves the
convergence of the algorithm, due to restriction of the solution space.

3.2 Search Strategy

In order to move each solution towards the best positions, we use genetic operators,
i.e., crossover and mutation operators as follows.

Moving Toward Personal Best. At first, for each particle a two-point crossover with
its personal best is performed and then as a result, two new solutions are obtained. For
example, given two parents P1 and P2 and two random points i and j, binary string from
beginning of chromosome to the crossover point i is copied from parent P1, the part
from crossover point i to the crossover point j is copied from the parent P2 and the rest
is copied from the parent P1. This action creates the first child. To produce the second
child, this action is done in reverse order. (See Fig. 2). Finally, a solution with higher
fitness value, i.e., higher modularity, is selected as a temporary position of current
particle.

Fig. 2. Two point crossover. (a) P1 and corresponding graph structure. (b) P2 and correspond-
ing graph structure. (c) A random two-point crossover of the genotypes yields the children Ch1
and Ch2. (d) Ch1 and its graph structure.
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Moving Toward Global Best. To move towards the global best, a two-point cross-
over is performed between a particle and the global best of population. In this case, two
new solutions are obtained. The one with a higher modularity value is selected as
temporary state of current particle.

3.3 Enhancing Search Ability

Finally, to move the solutions around the whole search space, one-point neighbour-
based mutation is performed on all particles. Such that, for each particle, a gene i is
picked randomly and the possible values for this gene are limited to its neighbours to
guarantee that -solution space has only possible solutions.

3.4 Fitness Computation

Modularity of a network [4], measures the goodness of identified communities.
A quantitative definition of the modularity can be the fraction of the edges that fall
within the clusters minus the anticipated value of this fraction while edges fall at
random in a network regardless of the community structure. Let k be the number of
clusters found inside a network, the modularity Q is defined as (Eq. 1).

Q ¼
Xk
s¼1

ls
m
� ds

2m

� �2
" #

ð1Þ

Where, ls is total number of edges connecting vertices inside the cluster of s, and ds
is the sum of the degrees of nodes of s, and m is the total number of edges in the
network. The possible values for this criterion is in the range of [−0.5, 1] and for most
real-networks this value is in the range of [0.3, 0.7]. Actually, values larger than 0.3,
indicate a meaningful community structure.

4 Experimental Results

In this section, we study the effectiveness of our approach and compare the results
obtained by PSO-Net w.r.t. the algorithms of GA-Net, FN and FC on the Girvan-
Newman benchmark and then on real-world networks including the Zachary’s Karate
Club network, the American College Football network, the Bottlenose Dolphin net-
work and the Books about US Politics network. Moreover, the proposed method was
compared to three community detection methods which are listed below:

• Fast Newman (FN) [3] is an agglomerative hierarchical method which aims to
maximizing modularity of obtained communities.

• GA-Net [19] is an optimization-based community detection method, which adopts
Genetic Algorithm to optimize the community score measure.

• Fuzzy Clustering (FC) [5] is a community detection method based on fuzzy tran-
sitive rules. This method uses the edge centralities such as edge betweenness
centrality to measure the similarity among nodes of a network. Then, by forming a
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fuzzy relation on the network and applying transitive rules on the relation, when the
relation achieve to the stable state, the clusters are discovered. In this study, we
report the best results obtained by this method.

4.1 Parameter Setting

The PSO-Net algorithm was implemented in visual studio 2010. The experiments have
been performed on a computer having Intel® Core™ i5 CPU 2.67 GHz and 4 GB
(3.9 GB usable) of memory. The number of generations for all data sets in both PSO-
Net and GA-Net was set to 100. The population size is customized according to the size
of data sets. In this way, size of population for karate club network is 100, for dolphin
network is 200, and for football network, Political Books network and Girvan-Newman
benchmark are set to 400. We used the following parameters for implementation of
GA-Net: crossover rate of 0.8, mutation rate of 0.2, and tournament selection function.
Since PSO-Net and GA-Net algorithms, are the random optimization methods, all the
results obtained from these two methods are computed over 10 independent runs.

4.2 Evaluation Metrics

In order to compare PSO-Net and other approaches, two measures, the normalized
mutual information (NMI) [36] and Modularity [4], mentioned is Sect. 3.3, are used.
NMI criterion is employed to measure the similarity between the real community
structure of a network and the structure detected by the proposed method. Assume two
different types of partitioning for a network A ¼ A1; . . .;ARf g and B ¼ B1; . . .;BDf g,
that R and D are the number of communities in the partitioning A and B; respectively.
A confusion matrix C is formed first, where an entry Cij is the number of nodes that
appear in both communities Ai 2 A and Bj 2 B. Then, normalized mutual information
NMI A;Bð Þ is defined as (2):

NMI A;Bð Þ ¼ �2
PR

i¼1

PD
j¼1 Cij log CijN=Ci:C:j

� �
PR

i¼1 Ci: log Ci:=Nð Þþ PD
j¼1 C:j log C:j=N

� � ð2Þ

where Ci: C:j
� �

is the sum of the elements of C, over row i (column j), and N is the total
number of nodes in the graph. NMI value of 1 indicates that A and B are exactly equal.

4.3 Experimental Results in Synthetic Datasets

The most famous benchmark for community detection is the Girvan-Newman
(GN) networks [1]. Each network has 128 nodes, divided into four communities of
32 nodes. The average degree of this type of networks is equal to 16. The nodes are
connected together in a random order, but in such a way, that kin þ kout ¼ 16, which kin
and kout are the internal and external degree of a node, respectively.

Increasing the value of kout leads to more connections between the nodes of dif-
ferent communities, and therefore, the correct detection of communities becomes more
difficult. Thereupon, in this case, the resulting graphs pose greater challenges to the
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community mining methods. Figure 3(a) shows the average NMI value over 10
independent runs, obtained by each algorithms for different values of kout. As can be
seen, for the values of kout less than seven, PSO-Net gets higher NMI value. When kout
is 7, performance of PSO-Net is worse than FC. For the kout value of 8, GA-Net and
PSO-Net obtain the least NMI value, respectively. It can be concluded that our
approach has better performance in detecting communities of networks with more clear
clusters.

Another measure that should be investigated is modularity. As can be seen in
Fig. 3(b), for all values of kout, the modularity for our proposed method is highest,
which means that, the community structure resulted by PSO-Net is more modular than
other three approaches. Similarly, in this case, the modularity results are obtained from
an average of 10 runs.

In Table 1, the average number of clusters that each of the four algorithms returns
over 10 run, is reported. As can be seen, our method for the values of kout in the range
of [0–4], divides the GN benchmark into 4 clusters which exactly is equal to true
number of communities. For other values of kout, PSO-Net detects the reasonable
number of communities in comparison with other methods.

4.4 Experimental Results in Real-World Datasets

We now show the application of PSO-Net on two popular real-world networks, the
Zachary’s Karate Club, and the American College Football, and compare our results
with GA-Net, FN and FC methods.

Zachary’s Karate Club network, studied by Zachary, is a social network of
friendships between 34 members of a karate club at a US university in 1970. During the
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Fig. 3. Comparison of PSO-Net, GA-Net, FN and FC in terms of (a) NMI and (b) Modularity on
the Girvan-Newman benchmark.
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course of Zachary’s study, because of disagreements, the club divided in two groups
about of the same size. And each of these two groups, are clustered in two subgroups.
The community structure of this network is shown in Fig. 4.

Table 2 shows the detailed comparative results of the various algorithms on the
Karate network. For each algorithm, we have listed the NMI measure, modularity
measure and then the number of communities. As can be seen, the average and best
NMI values of PSO-Net are superior to that of other algorithms. GA-Net provides
smaller standard deviation than PSO-Net, but the difference between these values, is
negligible. Moreover the average and best Modularity values of our method, are higher
than other algorithms. Also, standard deviation of our method for modularity is smaller
than GA-Net. The column of average number of detected communities, shows that,
except FC algorithm, other methods, provide the number of clusters that are near to the
real one.

Table 1. Number of Communities detected by four methods on GN benchmark, for different
values of kout

0 1 2 3 4 5 6 7 8

PSO-Net 4 4 4 4 4 4.2 3.9 4.7 5.9
GA-Net 4.8 4.3 4.1 4.4 5.5 4.8 6.5 6.6 8.1
FN 4 4 4 4 3.6 3.1 3.2 3.5 3.6
FC 4 4 4 5 2 2 21 70 78

Fig. 4. Zachary’s karate club network
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It can be seen from Figs. 4 and 5 that, the detected community structure of our
method on Zachary’s karate club network, is the real community structure. But the
detected structure of other methods, are different from the true one.

The American College Football network is a network with 115 nodes and 616
edges that grouped in 12 communities. The vertices represent teams and the edges
indicate the season games between nodes in the year. The real communities of this
network are shown in Fig. 6.

Table 2. Results obtained by four algorithms on Zachary’s Karate Club network.

Method NMI Modularity Num. of Com.
best average worst std best average worst std average

PSO-Net 1 0.88 0.60 0.100 0.42 0.40 0.37 0.01 3.7
GA-Net 0.94 0.80 0.69 0.096 0.40 0.37 0.29 0.03 4.2
FN 0.63 0.63 0.63 – 0.38 0.38 0.38 – 3
FC 0.56 0.56 0.56 – 0.13 0.13 0.13 – 19

Fig. 5. The detected communities of best result of (a) PSO-Net, (b) GA-Net, (c) FN and (d) FC
on Zachary’s karate network
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In Table 3, the results of four algorithms on this network are reported. As can be
seen, PSO-Net has the highest average and the best NMI values after GA-Net. But
standard deviation of our method is smaller than GA-Net. The modularity value for
PSO-Net in three cases (best, average and worst) is the highest among all methods and
the standard deviation of our method is smaller. GA-Net and PSO-Net, extract the
closer number of clusters to real structure, respectively.

The best results of the four algorithms on football network are shown in Fig. 7. As
can be seen, from Figs. 6 and 7, the community structure discovered by FC method, is
very different from the true one. But, other approaches detect similar structure to real
community structure on football network.

Fig. 6. American college football network

Table 3. Results obtained by the four algorithms on American College Football network.

Method NMI Modularity Num. of Com.
best average worst std best average worst std

PSO-Net 0.89 0.82 0.80 0.033 0.52 0.52 0.51 0.003 4
GA-Net 0.71 0.63 0.59 0.035 0.46 0.44 0.39 0.022 9.6
FN 0.70 0.70 0.70 – 0.49 0.49 0.49 – 4
FC 0.49 0.49 0.49 – 0.30 0.30 0.30 – 17
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5 Coverage Analysis for the Proposed Algorithm

In this Section, we investigate the convergence rate of our algorithm and another
random optimization algorithm, i.e., GA-Net on real-world networks. It is worth noting
that the fitness functions of two methods are different, and we just compare the con-
vergence points in these methods. Figure 8(a) and (b) show the speed of convergence
of GA-Net and PSO-Net, for karate club network, respectively. As can be seen, GA-
Net in the iteration number of 39, achieves to maximum value of its objective function.
However, PSO-Net converges in 21st iteration. That means, convergence rate of our
method for karate network is better. It is worth mentioning that the NMI and Modu-
larity of PSO-Net in discovering community structure of this network were largest
among all methods. Figure 9(a) shows convergence rate of GA-Net for football net-
work. As can be seen, this algorithm achieved to maximum value of fitness in 88th

iteration. In Fig. 9(b), we can see that, PSO-Net converges in 83rd iteration for football
network. Here, the difference is not significant.

Fig. 7. Detected communities of best result of (a) PSO-Net, (b) GA-Net, (c) FN and (d) FC on
Football network
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6 Conclusion

In this paper, a novel community detection method based on particle swarm opti-
mization (PSO) algorithm named PSO-Net has been proposed. We focus on the
modification of the PSO. In our method, the particles for approaching to their local and
the global best, take part in crossover operation with them. Then, for spreading search
space, a mutation operator is performed on each particle. The algorithm takes modu-
larity measure as its fitness function. Experiments on synthetic and real world networks
showed that PSO-Net has good results in discovering communities of these networks,
especially, in karate club network. Moreover, the convergence rate of PSO-Net in
comparison with GA-Net is very faster. In the future, we will aim to applying multi-
objective optimization to improve quality results.

Fig. 8. Comparison of convergence rate of (a) PSO-Net and (b) GA-Net in karate club network

Fig. 9. Comparison between convergence rate of (a) PSO-Net (b) GA-Net on American College
Football network
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Abstract. There is growing interest in the field of human-computer
interaction in the use of mouse movement data to infer e.g. user’s inter-
ests, preferences and personality. Previous work has defined various pat-
terns of mouse movement behavior. However, there is a paucity of mouse
tracking measures and defined movement patterns for use in the spe-
cific context of data collection with online surveys. The present study
aimed to define and visualize patterns of mouse movements while the
user provided responses in a survey (with questions to be answered using
a 5-point Likert response scale). The study produced a wide range of dif-
ferent patterns, including new patterns, and showed that these can eas-
ily be distinguished. The identified patterns may - in conjunction with
machine learning algorithms - be used for further investigation toward
e.g. the recognition of the user’s state of mind or for user studies.

Keywords: Knowledge extraction · Mouse behavior patterns
Mouse tracking · Human-computer interaction · User · Survey

1 Introduction

A multitude of human factors influences human-computer interaction (HCI)
(e.g., [18]). The influence on HCI of individually stable patterns of thinking,
feeling and behavior is of longstanding interest (e.g., [9,21]), as this often reflects
underlying interests, preferences and personality. Making decisions is a complex
cognitive and affective process [8,13]. Understanding user behavior in the context
of decision-making has increasingly attracted attention in HCI research [10,19].

Pointer tracking refers to the recording of users’ mouse cursor positions,
used, for example, to capture the mouse movement trajectories for the purpose
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of further analysis. Data acquisition of mouse cursor positions has the advantage
of being cheap, easy to implement and is already integrated in the use of the
computer.

The present study aimed to identify patterns of mouse movements while
the users give input in an online survey. These mouse movement patterns are
potentially relevant as a means to understanding the user, such as in terms of
the user’s patterns of decision uncertainty.

Given the relative paucity of mouse tracking measures and mouse movement
patterns in the literature, we present a new set of mouse behavior patterns that
could potentially be combined with machine learning algorithms as a means to
capturing information [14] about stable patterns of thinking, feeling and behavior
of the user.

1.1 Related Work

Eye tracking systems are used in HCI research since mid-1970s [22]. The data
structure is similar to that of mouse movements (x and y positions in screen over
time). In fact, a wide range of eye movement behaviors have been associated with
mouse movements behaviors. There is also multimodal data acquisition devices
available, such as Tobii and SensorMotoric Instruments (SMI) systems, that
allow concurrent measurement of eye and mouse movement behavior.

For instance, Tobii permits eye tracking and analysis of eye sampling behav-
ior while the user observes and interacts with web pages [4]. This system also
enables concurrent acquisition of video, sound, key-strokes and mouse clicks.
Analyses include a range of measures such as mouse movement velocity, and
can visualize results using various methods, such as heat maps. The analyses of
different modalities may also be combined in order to assess, for example, the
time from the first fixation to a particular target until the user clicks on the
same target (or the number of clicks on the target).

SMI [2] also provides behavioral and gaze analysis software for research in the
fields of reading research, psychology, cognitive neuroscience, marketing research
and usability testing. While this system only processes eye and head tracking
data, it has the advantage of allowing the analyzes of several subjects simulta-
neously. This permits analysis, for example, of the hit ratio, that is the relative
number of subjects in the sample that fixated at least once on the target.

Although eye tracking systems have a comparatively long history, the field
of mouse tracking had developed several interesting approaches for mouse move-
ments analysis. This largely relates to web pages usability testing in order to
improve the user experience [1,3,5–7,15], but others extract data from the mouse
coordinates, such as path distance, time measures and mouse clicks in order to
study user’s behavior rather than the web design itself.

For instance, Revett et al. and Hugo et al. [11,23] propose the biometric
identification of the user based only on mouse or pointer movements. Another
approach, led by Khan et al. [17], related the mouse behavior patterns with
personality. In Pimenta et al. mental fatigue has been detected by means of
mouse movements [20], while Hibbel et al. related movements to emotions [12,26].
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Other measures and movements patterns have also been used in behavior
studies. In 2006, Arroyo et al. described mouse behaviors in the context of web-
sites, reporting user behavior that consists of a long pause next to text or a
blank space, followed by a fast and direct movement towards a link [6]. Arroyo
et al. also examined hesitation patterns and random movements, while Huang
et al. compared clicks and hover distributions, unclicked hovers and abandon-
ments [15].

Seelye et al. used the deviation of the movement in relation to a straight
path and the time between the two targets to distinguish older adults with
and without mild cognitive impairment (MCI). They found that more curved
or looped mouse movements and less consistency over time are more closely
correlated with MCI subjects [24].

Yamauchi et al. focused on two trajectory measures from mouse cursor to
detect user emotions. They defined attraction as the area under the curve from
the starting position to the end position and zigzag as the number of direction
changes during the movement. A statistical model build with these trajectory
measures could predict nearly 10%–20% of the variance of positive affect and
attentiveness ratings [25].

Arapakis et al. used a large number of measures to predict user engagement,
as indicated by, for example, attention and usefulness [5]. The set of measures
included the most common distance and time measures and also measures related
to the target, for instance, the number of movements toward and away from the
target, or the number of hovers over the target compared with around the target.

More recently, Katerina et al. used a wide set of measures, including mouse
and keyboard measures [16]. Their objective was to examine the relationship
between the measures extracted from mouse and keystroke and end-user behav-
ioral measures. Two examples of measures examined in terms of mouse move-
ments are the number of mouse long pauses and the number of clicks in the end
of direct mouse movements. From keystroke dynamics one example of a measure
done was the time elapsed between key press and key release.

To the best of our knowledge, no previous studies have reported mouse move-
ments during data collection using online surveys.

2 Study Design

2.1 Participants and Procedure

N = 119 volunteers recruited via a pool of test participants and students of
the University of Zurich and of the ETH Zurich participated in this study. The
participants were between 20 and 52 years old (M = 25.4; SD = 5.4; 18 male).
All participants were native or fluent speakers of Standard German. Written
informed consent was obtained before participation, according to the guidelines
of the Declaration of Helsinki.



Mouse Tracking Patterns 31

2.2 Data Acquisition Architecture

In this study, the data resulted from the interaction of the user with the web
browser while completing an online survey, which was programmed to send the
data to a server machine via AJAX, where it is finally recorded as a file in a
data base.

The results of the survey are also saved on the database, although in this
case via the Survey Management System using PHP. Therefore, if needed, these
results could be accessed as well (Fig. 1).

Fig. 1. Architecture.

2.3 Data Collection

The pointer movement is recorded by a server, which creates a report file with
relevant recorded data: frame number; event type (represented by 0 when a
movement is verified and 1 when the mouse button is pressed down); question
number if hovered; answer number if hovered; x and y screen’s position (in pixels)
and time stamp. The name of the file includes the IP address, the survey ID and
the step of the questionnaire.

The online survey is constructed using a freely available software survey tool
on the web. The online survey presents a sequence of statements and the answers
are 5-point Likert-type scale. The results from the survey could be returned to
a csv file.

2.4 Data Cleaning

To ensure correct formatting and processing of data from the server file, a val-
idation procedure is applied as a first step. This validation procedure ignores
data acquired with touch screen devices, reorder the data by time, join different
files from the same questionnaire and detects how many samples are lost.
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3 Behavioral Patterns Description

The data acquired with the LimeSurvey contains information about the mouse
position with and without scroll in pixels. This data is first interpolated with
equal time interval between samples in order to retrieve the correct information
from it. With the mouse position pre-processed and the other information deliv-
ered by the LimeSurvey, several measures from temporal, spatial and contextual
domains can be derived.

In this study, these measures are essential to compute several of the behav-
ioral patterns described further.

3.1 Overview Pattern

A behavior that can be found in some subjects in participating/answering sur-
veys regards getting an overall idea of the number of questions, the length of
the survey or the types of questions. This behavior is characterized by, at the
beginning of the survey, scrolling the cursor over a wide area in direction to
the bottom of the survey getting an overview of it. In Fig. 2 it is represented
the mouse y coordinate represented over time, which makes it easy to observe
this behavior. The first question are at the top of the plot (small y values) and,
moving forward through the next questions, the y increases. At the beginning
of the questionnaire, this subject goes to the end of the survey and then comes
back to the first questions. This behavior also occurs after one minute and two
minutes of interaction, but never so far as the first time.

3.2 Fast Decision Pattern

While some people take a long time to answer the questions, others are very fast.
It is possible to find both behaviors, that we call Fast Decision Patterns, which

Fig. 2. Representation of the y-axis mouse movement over time. The rectangle area
corresponds to an overview pattern.
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Fig. 3. Representation of the questions where the mouse is located over time for two
different subjects. The subject at the top takes around two minutes to answer the
questionnaire while the subject at the bottom almost four minutes.

are represented in Fig. 3. Both plots represent the question where the mouse is
located over time and, as it is possible to observe, the subject at the top is much
faster than the bottom subject, taking one and a half less minutes to answer the
same questionnaire.

The work of Arroyo et al. [6] analyzed fast movements towards a target.

3.3 Revisit Pattern

A typical behavior of the subject that can be found in the survey context, is
to revisit prior questions after some time of having answered. In Fig. 4 the user
has revisited a prior answer (from question 14 to question 3) which was at the
top of the survey. Interestingly, after answering the first time to the question
3, this subject responded to question 4 and came back to question 3, having
changed three times the option previously answered. The revisit was around
three minutes after these changes.

The analysis done by SMI [2] considers a similar metric with eye movements
for a group evaluation: the average number of glances into the target.

3.4 Skips Pattern

When answering the survey some subjects would not have a linear behavior of
following the natural order of questions. In fact, some subjects would skip ques-
tions and answer in an unnatural order. In Fig. 5, it is represented the questions
answered over time. It is observed that the user does not take a linear approach
in completing the survey, after answering question two, the subject starts to
answer from question 14 to the previous questions. When the user is back to
question 3, goes again to the end and answer question 18 until question 15.
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Fig. 4. Representation of the questions where the mouse is located over time. The red
circles represent the mouse clicks. The rectangle area corresponds to a revisit behavior.
(Color figure online)

Fig. 5. Representation of the questions answered over time. This user is an example
of skips behavior.

3.5 Hover Pattern

In the context of the survey, a typical behavior found on certain users is hover-
ing multiple available options before selecting their final answer. In Fig. 6, two
different users are compared in their survey completion. The flow chart indicates
the way each user behave by indicating in which options they kept their mouse.
Each blue circle is a selectable option to answer the corresponding question,
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Fig. 6. Chart flow of two different users in answering the survey. The y-axis represents
the question number and the x-axis is the option answer number. Clicks are depicted
as red circles. The color-bar shows the flow of time used by the arrows that point the
flow of the user’s behavior. (a) The user has a less representative hovering behavior.
(b) The highlighted areas show the hovering behavior of the user. (Color figure online)

which the user hovered. The size of the circle is proportional to the time spent
on that option.

As can be seen on Fig. 6, the user on the right (b) has more hovered areas
(specially highlighted areas) than the user represented on the left (a).

Although Tobii [4] is an eye tracking system, it considers the number of
fixations before fixating on the target, which is similar to what we are suggesting
here. Previous studies also includes hover patterns in mouse movements analysis.
Katerina et al. [16] considered the number of mouse hovers that turned into
mouse clicks and Arapakis et al. [5] compared between hovering the area of
interest in relation to other areas. Also Huang et al. [15] analyzed the hover
distributions and clicks to verify the number of search results hovered before the
user clicks.

3.6 Hover Reading Pattern

During the completion of questionnaires, the questions have some text in the left
border which can be read in several ways. We found two distinct patterns: some
people move the mouse to the text area, while reading the question, while others
just move the mouse around the answers area. One example of each behavior are
shown in Figs. 7 and 8, for the first it is evident that for each item the subject is
hovering the text of the question before choosing an answer. That is not verified
in the second, that only moves the mouse around the answers.
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The computational process of this behavior is quite easy, the survey software
has a tool in which the width of text of the question can be defined. Knowing
that, the x mouse coordinates can be associated to questions or answers area.

Fig. 7. Representation of the mouse movements (in blue) of a subjects that moves the
mouse to the question text while reading it. The mouse clicks are represented by a red
circle. (Color figure online)

3.7 Inter Item Pattern

The distance and time taken between the answered choice and enter the next
question could be different from person to person. The time and distance are
highly correlated and define the same kind of behaviors. However, some more
specific patterns can be highlighted, for instance, the subject can take more
time because it was moving slower, or because it was moving a lot, even if
quickly. Therefore it is important to individualize these measures. In Fig. 9 it is
presented four possible behaviors. Considering that the color intensity depends
on the velocity (more intense for higher speeds), the (a) and (b) present short
distance inter items, being (b) much faster than (a), while (c) and (d) present

Fig. 8. Representation of the mouse movements (in blue) of a subjects that keeps the
mouse around the answers area, even when reading the question. The mouse clicks are
represented by a red circle. (Color figure online)
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long distances inter item, being (d) much faster than (c). Here although (a) and
(c) have very different distances, the speed of movement is similar. The same is
true to (b) and (d).

Fig. 9. Representation of the mouse movement in the survey context considering only
the inter item interval. The color of the line corresponds to the velocity of the movement
(color more intense for higher velocity). In (a) there is an example of short distance
but low speed, in (b) short distance and high speed, in (c) long distance and low speed
and (d) long distance and high speed. (Color figure online)

3.8 Long Pauses Pattern

Long pauses correspond to mouse movements at the same place (x and y coordi-
nates) for a long period of time. This can be observed in Fig. 10 in which orange
circles represent long pauses while answering the survey questions. The longer
the pauses, the larger the circles.

Multiple studies considered the number and time of long pauses [6,16,24].

Fig. 10. Representation of long pauses pattern in mouse movement. In orange are
presented circles that are larger according to the time paused. (Color figure online)
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3.9 Straight and Curvy Pattern

Straight patterns are characterized by a direct or straight line in direction to a
target. This pattern indicates that a target has been spotted and the subject
decided to move the cursor towards it. The opposite behavior is the curvy pat-
tern, characterized by more curved movements. Comparing Fig. 11 with Fig. 12
it is possible to detect a huge differences in the way they move the mouse.

The studies from Katerina et al. [16] and Seelye et al. [24] had these patterns
into consideration, having compared more straight or curved movements.

Fig. 11. Representation of straight patterns with the mouse. The red circles correspond
to mouse clicks. (Color figure online)

Fig. 12. Representation of curvy patterns with the mouse. The red circles correspond
to mouse clicks. (Color figure online)

3.10 <-turn Pattern

While making a decision, sometimes the mouse movement nearly inverts its
direction, this pattern has been called <-turn. Figure 13 presents this behavior
two times during the choice of a question answer. To compute this behavior it
should be detected angles close to 180 degrees in change of direction within the
same item.

Yamauchi et al. [25] analyzed a similar pattern considering direction change.

Fig. 13. Representation of <-turn pattern. In blue is presented the mouse movement
and in red the mouse click. (Color figure online)
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3.11 Random Movements

While some movements are spontaneous and have an inner purpose, others
might just be unconscious and have no specific intention. The latter patterns
are described as random movement patterns and are characterized by a large
number of movements confined in a non-interest area for a short time, as shown
in Fig. 14.

This behavior was briefly described by [6], however they do not present a
visualization example or a way to compute random movements.

Fig. 14. Representation of a random movement made by the mouse cursor.

3.12 Loop Pattern

In the category of random movements, a pattern that can be found is character-
ized by a turn of more than 360◦, which can be defined as a loop and observed
in Fig. 15. This behavior was previously considered by Seelye et al. [24] that
calculated the number of looped mouse movements.

Fig. 15. Representation of a loop pattern.

4 Conclusion

This study demonstrates the use of mouse tracking measures and movement
patterns in the specific context of online survey-based data collection. The sur-
vey consisted of several questions, each to be answered using a 5-point Likert
response scale. Using only the mouse movements data, we show that it is pos-
sible to extract a wide range of different behaviors. The results also show the
behavior patterns can easily be distinguished by mere visual inspection.

Although some of the behavioral patterns have already been reported in other
studies (e.g., [6,16,24]), none were used in the context of surveys. Given that
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this is a completely different task situation with different task requirements, the
proposed patterns require a different interpretation. This work delivered also
new patterns of movement that were not reported in the previous literature,
contributing therefore to the current state of the art.

It is possible to group several of these patterns according to their potential
explanation. There are patterns that might be associated with personality traits,
decision confidence or decision difficulty, but this awaits further investigation. For
example, overview, fast decision, skips, straight and curvy, inter items intervals
and long pauses could indicate personal characteristics and some users would
follow the questions in an orderly and sequential manner, while others would
first get an overall picture of the survey questions and then answer (overview
pattern). Fast decisions could be related to confidence, and decision difficulty
could be associated with hover pattern and <-turn.

Concerning the hover reading pattern, the users that move the mouse to the
question text while reading it are less goal-oriented than those who just move
the cursor directly to the next question. Whether this is so requires further
investigation. If this is the case, it is also possible the first group of users could
reveal a higher correlation between mouse and eye movements.

5 Future Work

As a first step after this work, it would be interesting to create metrics that
express each of the patterns extracted. Consistent with other studies, we will
progress in order to apply machine learning techniques to infer personality and
states of mind from mouse movements data.

The recognition of these patterns in more complex contexts could be applied
to improve the usability of websites and create an adapted design and contents
according with user preferences.

Another application area is clinical/ergonomics field, for example to recog-
nize mental fatigue or even mental diseases by studying the cognitive state of
the subject given that users’ state of mind could be directly associated with a
conjunction of behaviors.
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Abstract. According to complexity science, the essence of a complex
system is the emergence of unpredictable behavior from interaction
among components. Loosely inspired by this idea, a diagnosis technique
of a class of discrete-event systems, called complex active systems, is
presented. A complex active system is a hierarchical graph, where each
node is a network of communicating automata, called an active unit.
Specific interaction patterns among automata within an active unit give
rise to the occurrence of emergent events, which may affect the behavior
of superior active units. This results in the stratification of the behavior
of the complex active system, where each different stratum corresponds
to a different abstraction level of the emergent behavior. As such, emer-
gence is a peculiar property of a complex active system. To speed up the
diagnosis task, model-based knowledge is compiled offline and exploited
online by the diagnosis engine. The technique is sound and complete.

Keywords: Knowledge compilation · Complex system
Emergent behavior · Discrete-event system
Active system · Model-based diagnosis · Lazy techniques

1 Introduction

In an interview in January 2000, the physicist Stephen Hawking was asked the
following question [32]: Some say that while the 20th century was the century
of physics, we are now entering the century of biology. What do you think of
this? Professor Hawking replied: I think the next century will be the century of
complexity. Colloquially, we use the qualifier “complex” to indicate something
that is complicated in nature. In this perspective, a complex system is compli-
cated in structure and behavior, such as an aircraft or a nuclear power plant.
However, according to complexity science [1,2,8,24], although it is likely to be
complicated, a complex system does not equate to a complicated system. In
this different perspective, a complex system is composed of several individual
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components that, once aggregated, assume collective characteristics that are not
manifested, and cannot be predicted from the properties of the individual com-
ponents. So, a human being is much more than the union of some 100 trillion
cells that make up her body. Likewise, a cell of a human body is much more
than the union of its molecules. What we think as a human being, in terms of
personality and character, is in fact a collective manifestation of the different
interactions among the neurons and synapses in the brain. On their turn, these
are in continuous interaction with the other cells of the body, possibly with
clusters of cells that constitute organs, which themselves are complex systems.
Locally, each cell is characterized by its specific behavior and interaction rules,
globally resulting in the collective manifestation of the human being.

Complexity science questions the traditional reductionist approach adopted
in the natural sciences, namely the reduction of complex natural phenomena to
several simple processes, and the application of a simple theory to each process.
More specifically, the principle of superimposition is no longer accepted, namely
that the comprehension of the whole phenomenon relies on the superimposition
of its parts. Based on this principle, for instance, if you understand the theory
of an elementary particle, then you will understand every natural phenomenon.
Likewise, if you understand DNA, then you will comprehend all biological phe-
nomena. By contrast, a significant aspect of complex systems is that a new col-
lective level emerges through interactions between autonomous elements. Hence,
in order to comprehend the complex system, additional knowledge is required
beyond the comprehension of the single elements. More generally, a complex
system is structured in a hierarchy of semi-autonomous subsystems, with the
behavior of a subsystem at level i of the hierarchy being affected, although not
completely determined, by the behavior of each subsystem at level i−1. As such,
the behavior of a complex system is stratified.

Loosely inspired by complexity science, this paper presents a method to
extract knowledge - above all, about emergent behavior - from the models of
individual clusters of (component) systems and to exploit this knowledge for
the lazy diagnosis of a class of discrete event systems (DESs) [5], called complex
active systems (CASs). A sort of CASs was first introduced in [20,21]; however,
the relevant model-based diagnosis task proved naive. Subsequently, a viable
diagnosis technique was presented in [17,23] and extended in [22]. To the best
of our knowledge, apart from the works cited above, no approach to diagno-
sis of DESs (much less to diagnosis of static systems) based on the complexity
paradigm has been proposed so far. Moreover, none of the complexity-inspired
approaches cited above is based on knowledge compilation. Still, several works
can be related to this paper in varying degree, as discussed below.

An approach is described in [14], where the notion of a supervision pattern
is introduced for flat DESs, which allows for a flexible specification of the diag-
nosis problem. However, the events associated with supervision patterns are not
exploited for defining any emergent behavior. Diagnosis of hierarchical finite
state machines (HFSMs), which are inspired by state-charts [9], provides a sort
of structural complexity. Diagnosis of HFSMs has been considered in [13,26].
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However, complexity is merely confined to structure, without emergent events
or behavior stratification. An algorithm for computing minimal diagnoses of tree-
structured systems is presented in [31]. Subdiagnoses are generated by traversing
top-down the tree, which are eventually combined to yield the candidate diag-
noses of the whole system. However, despite the fact that the considered systems
are static and the diagnosis method is consistency-based, neither complexity nor
emergent behavior is conceived, as the goal of the technique is efficiency of the
diagnosis task by exploitation of the structure of the system. An approach to
consistency-based diagnosis of static systems supported by structural abstrac-
tion (which aggregates components to represent the system at different levels of
structural detail) is described in [6] as a remedy of computational complexity
of model-based diagnosis. Evidence from experimental evaluation indicates that,
on average, the technique performs favorably with the algorithm of Mozetič [25].
Still, no emergent behavior is conceived. A technique for consistency-based diag-
nosis of multiple faults in combinational circuits is presented in [30]. To scale the
diagnosis to large circuits, a technique for hierarchical diagnosis is proposed. An
implementation on top of the tool presented in [12], which assumes that the sys-
tem model has been compiled into propositional formulas in decomposable nega-
tion normal form (DNNF), has demonstrated the effectiveness of the approach.
However, neither emergent behavior nor behavior stratification is conceived, and
the technique addresses static systems only. A scalable technique for diagnosabil-
ity checking of DESs is proposed in [28]. In contrast with the method presented in
[27], which suffers from exponential complexity, new algorithms with polynomial
complexity were proposed in [15,33], called the twin plant method. However, the
construction of a global twin plant, which corresponds to the synchronization
based on observable events of two identical instances of the automaton repre-
senting the whole DES behavior, is often impractical. The method proposed in
[28] exploits the distribution of a DES to build a local twin plant for each com-
ponent. Then, the DES components (and their relevant local twin plants) are
organized into a jointree, a classical tool adopted in various fields of Artificial
Intelligence, including probabilistic reasoning [11,29] and constraint processing
[7]. The transformation of the DES into a jointree is an artifice for reducing the
complexity of the diagnosability analysis task. Neither emergent behavior nor
behavior stratification is assumed for the DES, nor any knowledge extraction
is performed. A variant of the decentralized/distributed approach to diagnosis
of DESs is introduced in [16], with the aim of computing local diagnoses which
are globally consistent. To this end, as in [28] but in the different perspective
of diagnosis computation rather than diagnosability, a technique based on join-
trees (called junction trees in the paper) is proposed. The goal is to mitigate the
complexity of model-based diagnosis of DESs associated with abduction-based
elicitation of system trajectories. However, the goal of [16] is the efficiency of
the diagnosis task, which is performed online only, thereby without exploiting
any compiled knowledge. The transformation of the DES into a junction tree is
a technical stratagem for improving the decentralized/distributed approach to
diagnosis of DESs. The DES is plain, with no emergent behavior.
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The contribution of the present paper is threefold: (a) specification of a CAS
based on active units, (b) proposal of a process for extracting knowledge from
active units, and (c) specification of a diagnosis task for CASs exploiting com-
piled knowledge.

2 Complex Active Systems

A CAS can be defined bottom-up, starting from its atomic elements, the active
components (ACs). The behavior of an AC, which is equipped with input/output
terminals, is defined by a communicating automaton [3]. The transition function
moves the AC from one state to another when a specific input event is ready at
an input terminal. In so doing, the transition possibly generates a set of output
events at several output terminals. If specified so, an AC can perform a transition
without the need for a ready event; formally, the transition is triggered by the
“ε” empty event.1 ACs communicate with one another through links. A link is a
connection between an output terminal o of an AC c and an input terminal i′ of
another AC c′. When an event e is generated at o by a transition in c, e becomes
ready at terminal i′ of c′. At most one link can be connected with a terminal.

When several ACs are connected by links, the resulting network is an active
system (AS) [18,19]. A state of an AS is a pair (S,E), where S is the array of
states of the components in the AS and E is the array of (possibly empty) events
that are ready at the input terminals of the components. A state of the AS is
quiescent iff all elements in E are ε (no event is ready). A trajectory T of an AS is
a finite sequence of transitions of ACs in the AS, namely T = [t1(c1), . . . , tq(cq)],
which moves the AS from an initial quiescent state to a final quiescent state. In
an AS, a terminal that is not connected with any link is dangling.

An active unit (AU) is an AS extended by a set of input terminals, a set of
output terminals, and a set of emergent events, where the input terminals are
the dangling input terminals of the AS. Each emergent event is a pair (e(o), r),
where e is an event generated at the output terminal o of the AU and r is
a regular expression whose alphabet is a subset of the transitions of the ACs
involved in the AU. The event e(o) emerges from a trajectory2 of the AU when
a sequence of transitions in the trajectory matches r. The state of recognition of
an emergent event (e(o), r) is maintained by a matcher, namely a deterministic
finite automaton (DFA), derived from r, in which each final state corresponds
to the occurrence of e(o). Remarkably, the notion of a matcher of r differs from
that of a recognizer of r, as illustrated below.

Example 1. Let (e(o), r) be an emergent event in an AU U , with Σ = {t1, t2, t3}
being the alphabet of the regular expression

r = t1 t+2 t3 | t2 t+3 t1. (1)
1 Transitions triggered by empty events are typically used for modeling state changes

caused by external events (e.g. a lightning may cause the reaction of a sensor in a
protection system).

2 The notion of a trajectory defined for an AS is also valid for the AU incorporating
the AS.
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Fig. 1. The recognizer of r = t1 t+2 t3 | t2 t+3 t1, where Σ = {t1, t2, t3} (left); the NFA
obtained by the insertion of ε-transitions (center); and the matcher μ(e(o), r) (right).

Depicted on the left side of Fig. 1 is the recognizer of r, a DFA with the final
state being marked by the emergent event e(o). When the final state 5 is reached,
the emergent event e is generated at the output terminal o of U . Assume the
following trajectory T in U∗,

T = [ t3,
T ′

t1, t2, t3t1, , t1
T ′′

, t3 ]. (2)

T includes two overlapping subtrajectories matching r, namely T ′ = [ t1, t2, t3 ]
and T ′′ = [ t2, t3, t1 ], where the suffix [ t2, t3 ] of T ′ is a prefix of T ′′. Hence, the
emergent event e(o) is expected to occur twice in T , in correspondence of the
last transition of T ′ and T ′′, respectively.

Assume further to trace the occurrences of e(o) based on the recognizer of
r displayed on the left side of Fig. 1. The sequence of states of this recognizer
is outlined in the second row of Table 1, where each state is reached by the
corresponding transition of T listed in the first row of the table. As indicated
in the third row, the emergent event e(o) is correctly generated at the fourth
transition in T , which is the last transition of the subtrajectory T ′. At this
point, since no transition exits the final state 5, the recognizer starts again
from its initial state 0 in order to keep matching. It first changes state to 1 in
correspondence of t1, and with t3 (mismatch) it returns to 0. The result is that,
owing to the overlapping of T ′ and T ′′, the second e(o) is not produced.

Given the pair (e(o), r), in order to recognize all (possibly overlapping) instances
of r, we need to transform the recognizer of r into the matcher of r as follows:

1. An ε-transition is inserted into the recognizer from each non-initial state to
the initial state;

2. The nondeterministic finite automaton (NFA) obtained in step 1 is deter-
minized into an equivalent DFA;

3. The DFA generated in step 2 is minimized, thereby obtaining the matcher of r.
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The final states of the minimized DFA are marked by the emergent event e(o).

Table 1. Generation of emergent events with overlapping.

Transitions in T t3 t1 t2 t3 t1 t3

States of the recognizer of r 0 1 3 5 1 0

Emergent events e(o)

States of the matcher μ(e(o), r) m0 m1 m3 m5 m6 m0

Emergent events e(o) e(o)

Example 2. With reference to Example 1, consider the recognizer of the regular
expression r displayed on the left side of Fig. 1. Outlined on the center is the NFA
obtained by inserting five ε-transitions (dashed arrows) toward the initial state
(step 1). The DFA resulting from the determinization of the NFA is displayed
on the right side of the figure (step 2). Incidentally, this DFA is also minimal,
thus minimization (step 3) is not applied. In conclusion, the DFA on the right
side of Fig. 1 is the matcher μ(e(o), r), with the final states m5 and m6 being
marked by e(o). The dynamics of the matching performed by μ(e(o), r) on the
trajectory T is outlined in the last two rows of Table 1. In sharp contrast with
the matching performed by the recognizer of r, which produces only one e(o),
the matcher correctly generates the emergent event twice, based on the two
overlapping subtrajectories of T , namely T ′ = [ t1, t2, t3 ] and T ′′ = [ t2, t3, t1 ].
Unlike the recognizer of r, after reaching the state m5 and generating e(o),
the next transition t1 moves the matcher to the other final state m6, thereby
generating the second occurrence of e(o) correctly.

A CAS X is a directed tree, where each node is an AU and each arc (U ,U ′),
with U being a child of U ′ in the tree, is a set of links connecting all the output
terminals of U with some input terminals of U ′. A component/link is in X iff it
is in an AU of X .

Example 3. Outlined on the left side of Fig. 2 is a CAS called X̄ , involving the
AUs A, B, and C, where A has one input terminal, B has one input terminal
and one output terminal, and C has one output terminal. Since each AU has at
most one child, the hierarchy of X̄ is linear (no branches). To avoid irrelevant
details, the internal structure of the AUs is omitted.

A state of X is a triple (S,E,M), where S is the array of states of the ACs in
X , E is the array of (possibly empty) events ready at the input terminals of the
ACs in X , and M is the array of states of the matchers of the events emerging
from all AUs in X . Like for ASs, a state of X is quiescent iff all elements in
E are ε. A trajectory of X is a finite sequence of transitions of the ACs in X ,
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T = [t1(c1), . . . , tq(cq)], which moves X from an initial quiescent state to a final
quiescent state. Given an initial state x0 of X , the space of X is a DFA

X ∗ = (Σ,X, τ, x0,Xf), (3)

where Σ is the alphabet, namely the set of transitions of the ACs in X , X is the
set of states, τ is the transition function, namely τ : X × Σ �→ X, and Xf ⊆ X
is the set of final states, which are quiescent. In other words, the sequence of
symbols in Σ (transitions of ACs) marking a path (sequence of transitions) in X ∗

from x0 to a final state is a trajectory of X . Hence, X ∗ is a finite representation
of the (possibly infinite) set of trajectories of X starting at x0.

Within a trajectory of a CAS X , each transition is either observable or unob-
servable. The mode in which an observable transition is perceived is defined by
the viewer V of X , namely a set of pairs (t(c), �), where t(c) is a transition of an
AC c and � is an observable label. Given a transition t(c), if (t(c), �) ∈ V, then
t(c) is observable via label �; otherwise, t(c) is unobservable.

Assuming that X includes n AUs, namely U1, . . . ,Un, the temporal obser-
vation of a trajectory T of X based on a viewer V, denoted TV , is an array
(O1, . . . , On) where, ∀i ∈ [1 .. n], Oi is the observation of Ui, defined as the
sequence of observable labels associated with the observable transitions in T
that are relevant to the ACs in Ui only:

Oi = [ � | t(c) ∈ T, c ∈ Ui, (t(c), �) ∈ V ]. (4)

In other words, TV is the result of grouping by AUs the observable labels asso-
ciated with the observable transitions in T .

Not only each transition in a trajectory T is either observable or unobserv-
able; it also is either normal or faulty. Faulty transitions are defined by the ruler
R of X , a set of pairs (t(c), f), where t(c) is a transition of an AC c and f is
a fault. Given a transition t(c), if (t(c), f) ∈ R, then t(c) is faulty via fault f ;
otherwise, t(c) is normal. The diagnosis of a trajectory T of X based on R,
denoted TR, is defined as follows3:

TR = { f | t(c) ∈ T, (t(c), f) ∈ R}. (5)

If TR �= ∅, then T is faulty; otherwise, T is normal. Even if X ∗ includes an
infinite number of trajectories, the domain of the possible diagnoses is always
finite, this being the powerset 2F , where F is the domain of faults involved in R.

3 Diagnosis Problem

When X performs an (unknown) trajectory T , what is observed is a tempo-
ral observation O = TV , where V is the viewer of X . However, owing to partial
unobservability, several (possibly an infinite number of) trajectories may be com-
patible with O. Hence, several (a finite number of) candidate diagnoses may be
3 More generally, any set of faults is called a diagnosis.
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compatible with O. The goal is finding all these candidates. A diagnosis problem
℘(X ,O) is an association between X and a temporal observation O. Given the
viewer V and the ruler R of X , the solution to ℘(X ,O) is the set of candidate
diagnoses

Δ(℘(X ,O)) = {TR | T ∈ X ∗, TV = O }. (6)

Example 4. Consider the CAS X̄ in Example 3. Assume that the observable
labels involved in V̄ are a, b, c, d, e, and f ; the faults involved in the ruler R̄
are p, q, v, w, x, y, and z; the temporal observation is Ō = (ŌA, ŌB , ŌC), where
ŌA = [e, f ], ŌB = [c, d], and ŌC = [a, b, a]. We have that ℘(X̄ , Ō) is a diagnosis
problem.

It should be clear that Eq. (6) is only a definition formalizing what the solution to
a diagnosis problem is. It makes no sense to enumerate the candidate diagnoses
as suggested by this definition, as the size of X ∗ is exponential in the number
of ACs and input terminals. The space X ∗ plays only a formal role and is never
materialized. Even the reconstruction of the subspace of X ∗ that is compatible
with O is out of the question because, in the worst case, it suffers from the same
exponential complexity of X ∗. So, what to do? The short answer is: focusing on
the AUs rather than on the whole of X . The important points are soundness
and completeness: the set of diagnoses determined must coincide with the set of
candidate diagnoses defined in Eq. (6).

4 Knowledge Compilation

The diagnosis process involves several tasks, which are performed either offline
or online, that is, before or while the CAS is being operated, respectively. The
tasks performed offline are collectively called “knowledge compilation”, and the
resulting data structures, “compiled knowledge”. Compiled knowledge is meant
to speed up the task performed online by the diagnosis engine. In offline pro-
cessing, the AUs are processed independently from one another. For each AU U ,
three sorts of data structures are compiled in cascade: the unit space U∗, the unit
labeling Uδ, and the unit knowledge UΔ, of which the latter is exploited online.
Online processing depends on a diagnosis problem to be solved, specifically, on
the observation, whereas offline processing does not.

Definition 1 (Unit space). Let U be an AU involving an AS A. The space of
U is a DFA

U∗ = (Σ,U, τ, u0, Uf), (7)

where: the alphabet Σ is the set of transitions of ACs in U ; U is the set of
states (S,E,M), where (S,E) is a state of A and M is the array of states of
the matchers of the emergent events of U ; u0 = (S0, E0,M0) is the initial state,
where (S0, E0) is a quiescent state of A and M0 is the array of initial states
of the matchers; Uf ⊆ U is the set of final states, where (S,E,M) ∈ Uf iff
(S,E) is a quiescent state of A; and τ : U × Σ �→ U is the transition function,
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Fig. 2. CAS X̄ (left) and unit spaces C∗, B∗, and A∗. (Color figure online)

where (S,E,M)
t(c)−−→ (S′, E′,M ′) ∈ τ iff (S,E)

t(c)−−→ (S′, E′) occurs in A, M ′ is
the result of updating M based on t(c), and (S′, E′,M ′) is connected to a final
state4.

Example 5. We assume that the space of each AU has been generated already,
as shown next to the CAS X̄ in Fig. 2, namely C∗ (left), B∗ (center), and A∗

(right). In each unit space, the states are identified by numbers, the final states
are double circled, and the transitions are marked by relevant information only,
namely: observable label (in blue), fault (in red), occurrence of an emergent event
(prefixed by the “+” plus sign), and consumption of an event emerged from a
child unit (prefixed by the “−” minus sign). For instance, in B∗, the transition
from 3 to 4 is observable via the label d, is faulty via the fault v, and generates
the emergent event β. The transition from 2 to 3, which is unobservable and
normal, consumes the event α emerging from C, the child of B.

Since the space of an AU does not depend on other AUs, the occurrence of a
transition depending on an event e emerging from a child AU in the CAS is not
constrained by the actual readiness of e at one input terminal, as this information
is outside the scope of the AU. Yet, the enforcement of this interface constraint
is not neglected, but only deferred to the diagnosis engine operating online (cf.
Sect. 5).

Definition 2 (Unit labeling). Let U∗ = (Σ,U, τ, u0, Uf) be the space of an
AU U in a CAS X , let R be the ruler of X , and let δ be the domain of diagnoses
in U . The labeling of U is a DFA

Uδ = (Σ,U ′, τ ′, u′
0, U

′
f ), (8)

where: U ′ ⊆ U × δ is the set of states; u′
0 = (u0, ∅) is the initial state; U ′

f ⊆ U ′

is the set of final states, with (u, δ) ∈ U ′
f if u ∈ Uf ; τ ′ : U ′ × Σ �→ U ′ is the

transition function, with (u, δ)
t(c)−−→ (u′, δ′) ∈ τ ′ iff u

t(c)−−→ u′ ∈ τ and

δ′ =
{

δ ∪ {f} if (t(c), f) ∈ R
δ otherwise.

4 The requirement on connection means that there is a contiguous sequence of transi-
tions from (S′, E′, M ′) to a final state in Uf .
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Fig. 3. Unit labelings Cδ (left), Bδ (center), and Aδ (right).

Example 6. Displayed on Fig. 3 are the unit labelings Cδ, Bδ, and Aδ derived
from the unit spaces outlined in Fig. 2. To facilitate subsequent referencing, states
are re-identified by numbers. Owing to the additional field δ (set of faults), the
number of states in Uδ is generally larger than the number of states in U∗.

Definition 3 (Unit knowledge). Let U be an AU in a CAS X , let Uδ be a
labeling of U , and let R be the ruler of X . Let U ′

δ be the NFA obtained from Uδ

by substituting the alphabet symbols marking the transitions as follows. For each

transition (u, δ)
t(c)−−→ (u′, δ′) in Uδ, t(c) is replaced with a triple (�, e, E), where: if

(t(c), �′) ∈ V, then � = �′, else � = ε; if t(c) consumes an event e′ emerging from
a child unit, then e = e′, else e = ε; E is the (possibly empty) set of emergent
events generated at t(c) by U . Eventually, all triples (ε, ε, ∅) are replaced by
ε. The unit knowledge UΔ is the DFA obtained by the determinization of U ′

δ,
where each final state sf of UΔ is marked by the aggregation of the diagnosis sets
associated with the final states of U ′

δ within sf , denoted Δ(sf)5.

Example 7. Shown in Fig. 4 are the unit knowledge CΔ, BΔ, and AΔ, derived
from the unit labelings displayed in Fig. 3, where ε elements in triples (�, α, β)
are omitted and states are re-identified by numbers. For instance, consider the
final state 4 of CΔ (left of Fig. 4), which includes the states 7 = (1, {x, z}),
10 = (3, {x, z}), and 14 = (2, {x, y, z}) of Cδ. Since the state 10 = (3, {x, z}) in
Cδ is final (it is final in C ′

δ too), the state 4 of CΔ is marked by {{x, z}}.

5 Based on the algorithm Subset Construction [10], when an NFA is determinized into
an equivalent DFA, each state in the DFA is identified by a subset of the states of
the NFA.
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Fig. 4. Unit knowledge CΔ (left), BΔ (center), and AΔ (right).

5 Diagnosis Engine

A diagnosis problem for X is solved online by the diagnosis engine by exploiting
the knowledge of the AUs compiled offline. Each unit knowledge UΔ is con-
strained by the observation of U and by the events emerging from the child AUs
of U .

Definition 4 (Abduction of leaf AU). Let U be an AU that is a leaf of
the tree of a CAS, let UΔ = (Σ,S, τ, s0, Sf) be the knowledge of U , and let
O = [�1, . . . , �n] be an observation of U . The abduction of U is a DFA

UO = (Σ,S′, τ ′, s′
0, S

′
f),

where: S′ ⊆ S × [0 .. n] is the set of states6; s′
0 = (s0, 0) is the initial state;

S′
f ⊆ S′ is the set of final states, where s′ ∈ S′

f iff s′ = (s, n), s ∈ Sf , with s′

being marked by Δ(s′) = Δ(s); τ ′ : S′ ×Σ �→ S′ is the transition function, where

(s, j)
(�,ε,E)−−−−→ (s′, j′) ∈ τ ′ iff (s′, j′) is connected to a final state, s

(�,ε,E)−−−−→ s′ ∈ τ ,
and

j′ =
{

j + 1 if � �= ε and �j+1 = �
j if � = ε.

(9)

Example 8. Consider the unit knowledge CΔ displayed on the left side of Fig. 4.
Let ŌC = [ a, b, a ] be the observation of C. The unit abduction CO is shown on
the left side of Fig. 5.

To extend Definition 4 to nonleaf AUs, we introduce the notion of a unit interface
in Definition 5 (generalized in Definition 8).

6 Each natural number in [0 .. n] is called an index of O.
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Fig. 5. Unit abductions CO (left), BO (center), and AO (right).

Definition 5 (Interface of leaf AU). Let UO be an abduction where U is a leaf
AU. Let U ′

O be the NFA obtained from UO by substituting E for each transition
symbol (�, ε, E) such that E �= ∅, and ε for all other symbols. The interface U�
of U is the DFA obtained by determinization of U ′

O, where each final state s′
f

is marked by the union of the sets of diagnoses marking the final states of U ′
O

included in s′
f , denoted Δ(s′

f).

Example 9. Considering the unit abduction CO displayed on the left side of
Fig. 5, the unit interface C� is shown on the left side of Fig. 6, where all three
states are final.

To extend the notion of a unit abduction to nonleaf AUs (Definition 7), we make
use of the join operator defined below.

Definition 6 (Join). The join “⊗” of two sets of diagnoses, Δ1 and Δ2, is
the set of diagnoses defined as follows:

Δ1 ⊗ Δ2 = { δ | δ = δ1 ∪ δ2, δ1 ∈ Δ1, δ2 ∈ Δ2 }. (10)

Definition 7 (Abduction of nonleaf AU). Let U be a nonleaf AU in X , let
U1, . . . ,Uk be the child AUs of U in X , let UΔ = (Σ,S, τ, s0, Sf) be the knowledge
of U , let O = [�1, . . . , �n] be an observation of U , let E be the domain of tuples
of (possibly empty) events emerging from child AUs ready at the input terminals
of U , let Ui� = (Σi, Si, τi, s0i, Sf i) be the interface of Ui, i ∈ [1 .. k], and let
S = S1 × · · · × Sk. The abduction of U is a DFA

UO = (Σ′, S′, τ ′, s′
0, S

′
f),

where: Σ′ = Σ ∪ Σ1 ∪ · · · ∪ Σk; S′ ⊆ S × S × E × [0 .. n] is the set of states;
s′
0 = (s0, (s01, . . . , s0k), (ε, . . . , ε), 0) is the initial state; S′

f ⊆ S′ is the set of final
states, where s′

f ∈ S′
f iff s′

f = (sf , (sf 1, . . . , sfk), (ε, . . . , ε), n), sf ∈ Sf , ∀i ∈ [1 .. k],
sf i ∈ Sf i, and s′

f is marked by the set of diagnoses

Δ(s′
f) = Δ(sf) ⊗ Δ(sf 1) ⊗ · · · ⊗ Δ(sfk); (11)
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τ ′ : Σ′ × S′ �→ S′ is the transition function, where

(s, (s1, . . . , sk), E, j) σ−→ (s′, (s′
1, . . . , s

′
k), E′, j′) ∈ τ ′

iff (s′, (s′
1, . . . , s

′
k), E′, j′) is connected to a final state and either of the following

conditions holds:

(a) s
σ−→ s′ ∈ τ , σ = (�, e, Ē), either e = ε or e is ready in E, E′ equals E except

that e is removed, and the index j′ is defined as in Eq. (9);
(b) si

σ−→ s′
i ∈ τi, σ = Ei, all elements in E corresponding to the input emergent

events in Ei are ε, E′ equals E except that all events in Ei are inserted
into E′.

Example 10. Consider the unit knowledge BΔ displayed on the center of Fig. 4
and the unit interface C� displayed on the left side of Fig. 6. Let ŌB = [ c, d ] be
the observation of B. The unit abduction BO is shown on the center of Fig. 5.
Each state in BO is marked by a quadruple (sB , sC , e, j), where sB is a state of
BΔ, sC is a state of C� (C is the unique child of B), e is the event emerging
from C and possibly ready (if e �= ε) at the input terminal of B (B includes
one input terminal only), and j is an index of the observation ŌB . Let Δ̄ be the
set of diagnoses marking the final state 8 = (8, 2, ε, 2). Based on Eq. (11), Δ̄ is
generated via join Δ(8) ⊗ Δ(2), where Δ(8) is the set associated with the state
8 of the unit knowledge BΔ (shown on the center of Fig. 4), namely {{v, w}},
and Δ(2) is the set associated with the state 2 of the unit interface C� (shown
on the left side of Fig. 6), namely {{y, z}}. Hence, Δ̄ = {{v, w}} ⊗ {{y, z}} =
{{v, w, y, z}}. The unit interface B�, drawn from BO, is displayed on the right
side of Fig. 6.

Definition 8 (Interface of AU). Let UO be an abduction. Let U ′
O be the NFA

obtained from UO by substituting E for each transition symbol (�, e, E) such that
E �= ∅, and ε for all other symbols. The interface U� of U is the DFA obtained
by determinization of U ′

O, where each final state s′
f is marked by the union of the

sets of diagnoses marking the final states of U ′
O included in s′

f , denoted Δ(s′
f).

Example 11. Considering the unit abduction BO displayed on the center of
Fig. 5, the unit interface B� is shown on the right side of Fig. 6.

6 Soundness and Completeness

Once the abduction process reaches the root U of the CAS X , thereby gener-
ating UO, the solution to the diagnosis problem ℘(X ,O) can be determined by
collecting the diagnoses marking the final states of UO (Proposition 1).

Proposition 1 (Correctness). Let ℘(X ,O) be a diagnosis problem, let U be
the AU at the root of X , let UO be the abduction of U , with Sf being the set of
final states, and let

Δ(UO) =
⋃

sf∈Sf

Δ(sf) . (12)

We have Δ(℘(X ,O)) = Δ(UO).
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Fig. 6. Unit interfaces C� (left) and B� (right).

To prove Proposition 1, further terminology is required. Let Ū be the CAS within
X rooted in U . The restriction of ℘(X ,O) on Ū is a diagnosis problem ℘(Ū , Ō)
where the viewer V̄ of Ū is the restriction of the viewer of X on pairs (t(c), �)
such that c is a component in Ū , the ruler R̄ of Ū is the restriction of the ruler
of X on pairs (t(c), f) such that c is a component in Ū , the initial state of Ū is
the restriction of the initial state of X on the components and links in Ū , and Ō
is the restriction of O on observations of AUs in Ū . The notion of a trajectory is
extended to any DFA involved in the diagnosis task, namely unit labeling, unit
knowledge, unit abduction, and unit interface. A trajectory in any such DFA is a
string of the regular language of the DFA, that is, the sequence of symbols in the
alphabet which mark the sequence of transitions from the initial state to a final
state of the DFA; such a final state is called the accepting state of the trajectory.
The set of trajectories in a DFA D (the regular language of D) is denoted by
‖D‖. For instance, T ∈ ‖UO‖ denotes a trajectory T in the abduction UO.

A path p in a DFA D is the sequence of transitions yielding a trajectory
[σ1, . . . , σn] in D, namely p = s0

σ1−→ s1
σ2−→ · · · σn−−→ sn. A semipath in D is a prefix

of a path in D. A subpath p′ in D is a contiguous sequence of transitions within a
path, from state si to state sj , namely si

σi+1−−−→ s1+1
σi+2−−−→ · · · σj−1−−−→ sj−1

σj−→ sj ,
concisely denoted si

σ=⇒ sj , where σ = [σi+1, . . . , σj−1, σj ] is the subtrajectory
generated by p′.

The notion of an interface is extended to any trajectory. The interface of a
trajectory T , denoted (T ), is the sequence of nonempty sets of emergent events
occurring in T . Specifically, if T is a trajectory in U�, then (T ) = T . If T is
a trajectory in either UO or UΔ, then (T ) = [E | (�, e, E) ∈ T,E �= ∅ ]. If T is
a trajectory in either U∗ or Uδ, then each set E in (T ) is the nonempty set of
events emerging at the occurrence of a component transition in T .

Let G = (N,A) be a directed acyclic graph (DAG), where N is the set of
nodes and A is the set of arcs. Let n and n′ be two nodes in N . We say that n
precedes n′, denoted n ≺ n′, iff n′ is reachable from n by a contiguous sequence
of arcs. A topological sort S in G is a sequence of all nodes in N (with each node
occurring once) such that, for each pair (n, n′) of nodes in S, if n ≺ n′ in G, then
n ≺ n′ in S. The whole (finite) set of topological sorts in G is denoted ‖G‖.

Based on the terminology introduced above, a sketch of the proof of Propo-
sition 1 can be given on the ground of Lemma 11, Lemma 12, Corollary 11, and
Lemma 13.
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Lemma 11 (Mapping). Let D = (Σ,S, τ, s0, Sf) be a DFA. Let Σ′ be an alpha-
bet (possibly including ε) and let Σ �→ Σ′ be a surjective mapping from Σ to Σ′.
Let N = (Σ′, S, τ ′, s0, Sf) be the NFA derived from D by replacing each tran-

sition s
σ−→ σ ∈ τ with s

σ′
−→ σ ∈ τ ′, where σ′ is the symbol in Σ′ mapping the

symbol σ in Σ. Let D′ be the DFA obtained by determinization of N . If T ′ is a
trajectory in ‖D′‖ with accepting state s′

f , then, for each final state sf ∈ s′
f , there

is a trajectory T in ‖D‖ with accepting state sf such that T ′ is the mapping of
T based on Σ �→ Σ′.

Proof. By induction on T ′.
(Basis) According to the Subset Construction determinization algorithm, if

s ∈ s′
0, where s′

0 is the initial state of D′, then there is a path s0
ε∗
=⇒ s in N

where ε∗ is a (possibly empty) sequence of ε. Hence, there is a path s0
σ=⇒ s in

D such that ε∗ is the mapping of σ based on Σ �→ Σ′.

(Induction) Assume that there is a semipath s′
0

σ ′
=⇒ s′ in D′ such that for each

s ∈ s′ there is a semipath s0
σ=⇒ s in D where σ′ is the mapping of σ based on

Σ �→ Σ′. Consider the new semipath s′
0

σ ′
=⇒ s′ σ̄−→ s̄′ in D′. According to Subset

Construction, for each state s̄ ∈ s̄′ there is a state s ∈ s′ such that s
σ̄n=⇒ s̄ is a

subpath in N where σ̄n starts with σ̄, followed by a (possibly empty) sequence
of ε. Hence, there is a subpath s

σ̄d=⇒ s̄ in D such that σ̄d maps to [σ̄]. Thus, by
virtue of the induction hypothesis, σ ∪ σ̄d maps to σ′ ∪ [σ̄] based on Σ �→ Σ′. �

Corollary 11. With reference to the assumptions stated in Lemma 11, if T ′ is

generated by a path p′ = s′
0

σ′
1−→ s′

1

σ′
2−→ s′

2

σ′
3−→ · · · σ′

n−1−−−→ s′
n−1

σ′
n−−→ s′

n in D′, then
there is a path p = s0

σ1=⇒ s1
σ2=⇒ s2

σ3=⇒ · · · σn−1===⇒ sn−1
σn=⇒ sn in D such that,

∀i ∈ [1 .. n], si−1 ∈ s′
i−1, si ∈ s′

i, and [σ′
i] is the mapping of σi based on Σ �→ Σ′.

Lemma 12 (Soundness). If s′
f is a final state in UO, δ ∈ Δ(s′

f), and T ∈ ‖UO‖
with accepting state s′

f , then δ ∈ Δ(℘(Ū , Ō), where δ = T̄R̄, T̄ ∈ ‖Ū∗‖, and
(T̄ ) = (T ).

Proof. By bottom-up induction on the tree of Ū .
(Basis) Assume that U is a leaf AU. Since s′

f = (sf , n) is a final state in UO,
δ ∈ Δ(s′

f), and T ∈ ‖UO‖ with accepting state s′
f , based on Definition 4 and

Lemma 11, there is TΔ ∈ ‖UΔ‖ with accepting state sf such that δ ∈ Δ(sf) and
(TΔ) = (T ). Hence, based on Definition 3 and Lemma 11, there is Tδ ∈ ‖Uδ‖
with accepting state (s, δ) such that (Tδ) = (TΔ) = (T ). Therefore, based
on Definition 2, there is T̄ ∈ ‖U∗‖ such that T̄V̄ = Ō and T̄R̄ = δ; in other words,
according to Eq. (6), δ ∈ Δ(℘(Ū , Ō). Also, (T̄ ) = (Tδ) = (T ).

(Induction) Assume that U is the parent of the AUs U1, . . . ,Uk, where ∀i ∈
[1 .. k], if s′

if is a final state in UiO, δi ∈ Δ(s′
if), and Ti ∈ ‖UiO‖ with accepting

state s′
if , then δi ∈ Δ(℘(Ūi, Ōi), where δi = T̄iR̄i

, T̄i ∈ ‖Ū∗
i ‖, and (T̄i) = (Ti).

Since s′
f = (sf , (s1f , . . . , skf), (ε, . . . , ε), n) is a final state in UO, δ ∈ Δ(s′

f),
and T ∈ ‖UO‖ with accepting state s′

f , according to Eq. (11), δ ∈ Δ(s′
f) = Δ(sf)⊗
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Δ(s1f) ⊗ · · · ⊗ Δ(skf), where, ∀i ∈ [1 .. k], sif is final in Ui�. Hence, based on
Definition 6, δ = δ0∪δ1 ∪· · ·∪δk, where δ0 ∈ Δ(sf) and, ∀i ∈ [1 .. k], δi ∈ Δ(sif).
Also, based on Definition 8 and Lemma 11, ∀i ∈ [1 .. k], there is Ti ∈ ‖UiO‖
with accepting state s′

if ∈ sif such that δi ∈ s′
if and all emergent events in

Ti are consumed in T . Thus, by virtue of the induction hypothesis, we have
δi ∈ Δ(℘(Ūi, Ōi), where δi = T̄iR̄i

, T̄i ∈ ‖Ū∗
i ‖, and (T̄i) = (Ti). According

to Definition 7, the trajectory T is composed of triples (�, e, E) interspersed
by elements Ei, with each Ei being a nonempty set of events emerging from
Ui. Note that, for each Ei in T there is one transition in T̄i generating Ei.
Thus, each T̄i is composed of transitions t(c), where c is a component in Ūi,
in which there are some transitions generating sets Ei of emergent events. The
sequence of Ei generated in T̄i equals the subsequence of Ei in T , i ∈ [1 .. k]. So,
there is a sequential correspondence between each Ei in T and each transition
in T̄i generating the set Ei of emergent events. According to Definition 7 and

Corollary 11, if s′
0

σ ′
1=⇒ s′

1

Ei1−−→ s′′
1

σ ′
2=⇒ s′

2

Ei2−−→ s′′
2

σ ′
3=⇒ · · · σ ′

n=⇒ s′
n is the path in

UO generating the trajectory T = σ′
1 ∪ [Ei1] ∪ σ′

2 ∪ [Ei2] ∪ σ′
3 ∪ · · · ∪ σ′

n, then
there is a path s0

σ1=⇒ s1
σ2=⇒ s2

σ3=⇒ · · · σn=⇒ sn in Uδ generating the trajectory
T ∗ = σ1 ∪σ2 ∪· · ·∪σn , T ∗ ∈ ‖U∗‖, such that T ∗ generates the observation of U
and the diagnosis δ0. Now, consider the DAG G constructed by the following four
steps, where each node is either a component transitions or a set Ei of emergent
events, while arcs indicate precedence dependencies between these nodes. Step 1:
in T , substitute σj for each σ′

j , j ∈ [1 .. n]; this step substitutes sequences of
transitions of components in U for corresponding sequences of triples (�, e, E)
in T ; Step 2: transform each trajectory T̄i = [t1, t2, . . . , tni

], i ∈ [1 .. k], into a
connected sequence of nodes t1 → t2 → · · · → tni

, where arrows indicate arcs
(precedence dependencies); Step 3: transform T into a connected sequence of
nodes in the same way as in step 2; Step 4: for each transition ti in T̄i generating
the set Ei of emergent events, insert an arc from ti to the corresponding Ei

in T . This results in a DAG, namely a dependency graph G, where each Ei is
entered by an arc from a transition in T̄i, i ∈ [1 .. k]. Let T̄ be the sequence
of transitions relevant to a topological sort of G, where all Ei are eventually
removed. As such, T̄ is a sequence of transitions of components in Ū fulfilling
the precedences imposed by G. Remarkably, T̄ fulfills the following properties: (1)
T̄ ∈ ‖Ū∗‖, because the component transitions in each T̄i are only constrained by
the emptiness of the output terminals of Ui, while the component transitions in T
are only constrained by the availability of the events emerging from U1, . . . ,Uk,
which are checked by the mode in which the abduction UO is generated; (2)
T̄V̄ = Ō, because the sequence of observable labels generated by transitions in T
equals the observation of U and, ∀i ∈ [1 .. k], T̄iV̄i

= Oi; and (3) the sequence of
faults generated by the the transitions in T equals δ0 and, ∀i ∈ [1 .. k], T̄iR̄i

= δi.
In other words, T̄R̄ = δ = δ0 ∪ δ1 ∪ · · · ∪ δk; hence, δ ∈ Δ(℘(Ū , Ō). Also,
(T̄ ) = (T ). �

Lemma 13 (Completeness). If δ ∈ Δ(℘(Ū , Ō), where δ = T̄R̄ and T̄ ∈ ‖Ū∗‖,
then there is T ∈ ‖UO‖ ending in s′

f such that δ ∈ Δ(s′
f) and (T ) = (T̄ ).



Knowledge Compilation Techniques for Model-Based Diagnosis of CASs 59

Proof. By bottom-up induction on the tree of Ū .
(Basis) Assume that U is a leaf AU. Since δ ∈ Δ(℘(Ū , Ō), where δ = T̄R̄ and

T̄ ∈ ‖Ū∗‖, based on Definition 2, there is Tδ ∈ ‖Uδ‖ with accepting state (s, δ)
such that (Tδ) = (T̄ ). Hence, based on Definition 3, there is TΔ ∈ ‖UΔ‖ with
accepting state sf such that δ ∈ Δ(sf) and (TΔ) = (Tδ) = (T̄ ). Thus, based
on Definition 4, there is T ∈ ‖UO‖ ending in s′

f = (sf , n) such that δ ∈ Δ(s′
f)

and (T ) = (TΔ) = (T̄ ).
(Induction) Assume that U is the parent of the AUs U1, . . . ,Uk, where, ∀i ∈

[1 .. k], if δi ∈ Δ(℘(Ūi, Ōi)), where δi = T̄iR̄i
and T̄i ∈ ‖Ū∗

i ‖, then there is
Ti ∈ ‖UiO‖ with accepting state s′

if such that δi ∈ Δ(s′
if) and (Ti) = (T̄i).

Since δ ∈ Δ(℘(Ū , Ō), where δ = T̄R̄ and T̄ ∈ ‖Ū∗‖, we have δ = δ0∪δ1∪· · ·∪
δk, where δ0 includes the faults of the components in the AU U and, ∀i ∈ [1 .. k], δi

includes the faults of the components in the CAS Ūi. Since each δi is the diagnosis
of the trajectory T̄i corresponding to the restriction of T̄ on the transitions of
the components in Ūi such that T̄i ∈ ‖Ū∗

i ‖, T̄iV̄i
= Oi, and T̄iR̄i

= δi, based
on Eq. (6), δi ∈ ℘(Ūi, Ōi). Hence, by virtue of the induction hypothesis, there is
Ti ∈ ‖UiO‖ with accepting state s′

if such that δi ∈ Δ(s′
if) and (Ti) = (T̄i).

Also, based on Definition 8, there is T ′
i ∈ ‖Ui�‖ with accepting state sif such

that δi ∈ Δ(sif) and (T ′
i ) = (Ti) = (T̄i). Let T ′ be the subtrajectory of T̄

including only the transitions of components in U . As such, T ′ ∈ ‖U∗‖, T ′
V equals

the observation in O relevant to U , and T ′
R = δ0. Hence, based on Definition 2,

there is Tδ ∈ ‖Uδ‖ with accepting state (s, δ0) such that (Tδ) = (T ). Also,
based on Definition 3, there is TΔ ∈ ‖UΔ‖ with accepting state sf such that
δ ∈ Δ(sf) and (TΔ) = (Tδ) = (T ). Thus, based on Definition 7, there is
T ∈ ‖UO‖ with accepting state s′

f = (sf , (s1f , . . . , skf), (ε, . . . , ε), n) such that
δ0 ∈ Δ(sf) and, ∀i ∈ [1 .. k], δi ∈ Δ(sif). Since δ = δ0 ∪ δ1 ∪ · · · ∪ δk, based on
Definition 6 and according to Eq. (11), δ ∈ Δ(sf) ⊗ Δ(s1f) ⊗ · · · ⊗ Δ(skf); that
is, δ ∈ Δ(s′

f). Also, (T ) = (T̄ ). �

Example 12. Consider the unit knowledge AΔ displayed on the right side of
Fig. 4 and the unit interface B� displayed on the right side of Fig. 6. Let ŌA =
[ e, f ] be the observation of A. The unit abduction AO is shown on the right side
of Fig. 5. Let Δ̄ be the set of diagnoses marking the final state 5 = (5, 1, ε, 2).
Based on Eq. (11), Δ̄ is generated via join Δ(5) ⊗ Δ(1), where Δ(5) is the set
associated with the state 5 of the unit knowledge AΔ (on the right side of
Fig. 4), namely {{q}}, and Δ(1) is the set associated with the state 1 of the
unit interface B� (on the right side of Fig. 6), namely {{v, w, y, z}}. Hence,
Δ̄ = {{q, v, w, y, z}}. Based on Proposition 1, Δ̄ is the solution to the diagnosis
problem ℘(X̄ , Ō) defined in Example 4.

7 Computational Complexity

Had we adapted the diagnosis technique proposed for ASs [18,19] to the diagnosis
of CASs, we would have inherited (and even exacerbated) its poor performance
(see the experimental results in [17]). In contrast with diagnosis of ASs, the
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diagnosis engine described in Sect. 5 does not require the abduction of the whole
system. Instead, it focuses on the abduction of each single AU based on the
interface constraints coming from the child AUs. In doing so, it exploits the unit
knowledge compiled offline.

We analyze the time complexity of solving a diagnosis problem ℘(X ,O) based
on the (not unreasonable) assumption that the processing time is proportional
to the size (number of states) of the data structures generated by the diagnosis
engine. Furthermore, we make the following bounding assumptions: X is com-
posed of n AUs; each nonleaf AU has c child AUs, has h input terminals, and
defines m emergent events; each unit knowledge (generated offline) includes k
states; the length of each AU observation in ℘(X ,O) is o. We also assume that
the size of the DFA obtained by the determinization of an NFA compares to the
size of the NFA7. We call this the determinization assumption. We first consider
the (upper bound of the) complexity C of the abduction UO of a leaf AU (at
level zero, that is, without children). Based on Definition 4, CUO = k ·o. In order
to estimate the complexity of each unit abduction UO at level one, where all
children of U are leaf AUs, two steps have to be analyzed: (1) generation of c
interfaces and (2) generation of UO based on Definition 7. As to step (1), on the
ground of the determinization assumption, the number of states of the interfaces
of the child AUs is c · k · o. Based on Definition 7, the (upper bound of the)
number of states generated by step (2) for each unit abduction at level one is
k · (k ·o)c ·mh ·o = (k ·o)c+1 ·mh. Owing to the factor (k ·o)c+1, the contribution
c · k · o of step (1) can be neglected; hence,

CUO = (k · o)c+1 · mh . (13)

The complexity of each unit abduction UO at the second level (where U is the
grandparent of leaf AUs) can be computed as before, where the size of each
interface equals CUO in Eq. (13), namely

CUO = k · ((k · o)c+1 · mh)c · mh · o = (k · o)c2+c+1 · m(c+1)·h . (14)

At level d (depth of the tree) of the root AU, the complexity of the unit abduc-
tion is

CUO = (k · o)cd+cd−1+···+c2+c+1 · m(cd−1+···+c2+c+1)·h . (15)

Since 1 + c + c2 + · · · + cd = n, with n being the number of AUs in the CAS,
the dominant factor in Eq. (15) is (k · o)n. In other words, the complexity of the
unit abduction is exponential in the number of AUs in the CAS.

Finally, we consider the space complexity of knowledge compilation, which
is performed offline. We assume that each AU includes p components and l

7 In the worst case, if n is the number of states of the NFA, then the number of
states of the DFA is 2n. However, this is an extremely improbable scenario since, in
practice, the size of the DFA resulting from the determinization of an NFA generated
randomly typically compares with the size of the NFA (cf. Fig. 4). If the NFA includes
a considerable percentage of ε-transitions, then the size of the DFA is likely to be
substantially smaller than the size of the NFA [4].
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links, with each component having s states and generating q different events
for each connected link. Each matcher (the DFA recognizing the occurrence of
an emergent event) has μ states. The number of possible faults is f . The space
complexity of the unit space U∗ is CU∗ = sp · (q +1)� ·μm. The space complexity
of the unit labeling Uδ is

CUδ
= CU∗ · 2f = sp · (q + 1)� · μm · 2f . (16)

According to the determinization assumption, the complexity of the unit knowl-
edge equals the complexity of the unit labeling, namely CUΔ

= CUδ
.

8 Conclusion

The contributions of this paper are the specification of a class of DESs inspired
by the complexity paradigm, called complex active systems, and a knowledge-
compilation technique that speeds up online diagnosis for such systems. Most
notably, the shift from ASs to CASs does not come with an additional cost in the
diagnosis task; on the contrary, the diagnosis technique is not only sound and
complete, but also viable compared to the diagnosis of ASs. In fact, since a state
of the AS includes the states of all components and the states of all links, the
complexity of the abduction of the whole AS in diagnosis of ASs is exponential
both in the number of components and in the number of links.

This theoretical expectation is confirmed by the experimental results pre-
sented in [17], with the diagnosis engine being not supported by any compiled
knowledge. Two diagnosis engines have been implemented, one greedy and one
lazy. The greedy engine makes use of the same technique of behavior recon-
struction adopted in diagnosis of ASs [19], while the lazy engine operates sim-
ilarly to the technique proposed in this paper (although without any compiled
knowledge). The results clearly show that the processing time of the lazy engine
increases almost linearly with the size of the system, in contrast with the pro-
cessing time of the greedy engine, which grows exponentially.

On the ground of these results, we expect that the technique proposed in
this paper, which is essentially a lazy engine exploiting compiled knowledge,
is still more efficient than the lazy engine in [17], since the low-level model-
based reasoning, performed offline and incorporated in the compiled knowledge,
is avoided online. Experiments to confirm this intuition will be carried out.

But, why should we model a real system as a CAS rather than a flat AS?
In our opinion, the reason is twofold. First, real event-driven systems are typi-
cally organized hierarchically, at different abstraction levels. Modeling one such
system as a (flat) AS may be awkward because of the mismatch between the
hierarchical organization of the structure and behavior of the real system and the
flat organization of the modeling AS. CASs provide a natural modeling support
against such a mismatch, where emergent events are the means of communica-
tion between strata at different abstraction levels, thereby supporting behavior
stratification. In short, the first benefit is ergonomics in the modeling task. Sec-
ond, once the real system is modeled as a CAS, the diagnosis task provides the
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sound and complete solution to a diagnosis problem more efficiently than in a
(flat) AS. Since diagnosis is potentially interesting to the degree that it is accu-
rate and viable, the second benefit is correctness and viability of the diagnosis
task.

As diagnosis of CASs is still in its infancy, several research paths can be
envisaged. First, the tree-based topology of the CAS can be relaxed to a directed
acyclic graph (DAG), where an AU can have several parent units. Moreover,
each node of the DAG can be generalized to a (possibly cyclic) network of AUs.
Second, the language of the patterns defining emergent events can be extended
beyond regular expressions, based on more powerful grammars, possibly enriched
by semantic rules. Third, the diagnosis task, which in this paper is assumed
to be a posteriori, that is, performed at the reception of a complete temporal
observation of the CAS, can be made reactive, where diagnosis is performed as
soon as a piece of observation is received. Finally and more challengingly, an
adaptive CAS can be envisaged, where the behavior of components and AUs can
change based on specific patterns of events, so as to convert a nonconstructive
or even disruptive behavior to a more constructive behavior.
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Abstract. In this study, a unique dataset of a scanned seventeenth-
century manuscript is presented which up to now has never been read or
analysed. The aim of this research is to be able to transcribe this dataset
into machine readable text. The approach used in this study is able to
convert the document image without any prior knowledge of the text.
In fact, the training set used in this study is a synthetic dataset built
on the Google Fonts database. A feed forward Deep Neural Network is
trained on a set of different features extracted from the Google Font
character images. Well established features such as ratio of character
width and height as well as pixel count and Freeman Chain Code is
used, with the latter being normalised using Fast Fourier Normalisation
that has yielded excellent results in other areas but never been used in
Handwritten Character Recognition. In fact, the final results show that
this particular Freeman Chain Code feature normalisation yielded the
best results achieving an accuracy of 55.1% which is three times higher
then the standard Freeman Chain Code normalisation method.

Keywords: Handwritten Character Recognition
Machine learning · Deep learning

1 Introduction

Handwritten Character Recognition (HCR) converts a set of segmented charac-
ters into digital format. Most HCR techniques make use of Machine Learning
models as well as computer vision to accomplish this task. The approach used
in this study is a deep learning approach where a unique data set, built using
Google Fonts is initially created. A number of different variations of the different
fonts were generated in order to further increase the dataset using augmenta-
tion techniques. This step is necessary as early studies have shown that Machine
Learning models tend to over-fit particular features, such as placement of the
character in the image, rotation and thickness of the generated character. The
final documents are then processed to extract various features. The feature set
uses a variety of features that are extracted from the training set and then passed
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as an input to a Deep Neural Network (DNN) model that uses a variation of
hidden layers. This model in turn is able to use different variables extracted from
the feature set to develop a probabilistic classifier that is able to classify various
characters within the document images. The Google Fonts dataset was created in
order to make use of the variations found in different fonts to mimic variations in
handwritten documents. Thus, we can create a more robust model that is able to
transcribe documents written in different handwriting styles that were not used
to train the model. Most models make use of some of pre-labelled documents as
a training set. It is very time-consuming process to manually transcribe a sub-
set of documents, and even more time consuming to transcribe the whole set.
Furthermore, it is not always the case that there are sufficient character-images
in hand that can be used to train a Deep Learning Model.

1.1 The Manuscript

The dataset referred to as the manuscript is a 512-page document written in the
17th century. It is an unofficial history of the Knights of Malta written by Salva-
tore Imbroll. There is no known digital analysis of the said manuscript. Analysing
it from a digital point of view requires the overcoming of a number of hurdles
related to the script, ink and paper used at the time. Problems arising from the
manuscript include small variations in writing style and the quality of the scans
themselves. In this paper we are not addressing the challenge of segmenting the
documents and evaluating the character recognition on the segmented charac-
ters. That challenge is addressed in a dissertation researched by Dylan Seychell.
The final evaluation results used are a set of manually segmented characters
selected from 25 randomly selected document images. The manuscript was pro-
vided by the National Library of Malta, thanks to the collaboration established
by Dr. Simon Mercieca with Ms. Maroma Camilleri. The research and transcrip-
tion of specimen pages from this manuscript was done by Dr. Simon Mercieca
with the collaboration of students following the history course at the Faculty of
Arts of the University of Malta (Fig. 1).

Fig. 1. Partial document image taken from the Manuscript
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2 Background

2.1 Introduction

Artificial Neural Networks have been successfully used in a number of HCR
models. In particular, supervised learning models have yielded excellent results.
In the following section a number of models used in HCR systems are evalu-
ated including Feed Forward Networks, Recurrent Neural Networks (RNN) and
Convolutional Neural Networks (CNN).

2.2 Feature Based Models

One of the most important components of Machine Learning is the feature set
used for training. Depending on the number of features and the quality of the
features, the models accuracy is increased. Moreover, the larger the dataset and
more varied the dataset, the more generalized the model becomes. Some of the
features used in handwritten recognition include the following.

Diagonal Feature Extraction Scheme: Each individual character image is resized
to 90× 60 pixels it is then further divided into 10× 10 pixel bins. Features are
extracted from the pixels for each bin by going through each diagonal for all
available bins. A set of 54 features are extracted using this scheme [14].

Contour Feature Scheme: Character images are converted to a binary image.
The contour of the image is extracted. Algorithms such as contour analysis can
be used for this step. Each contour point is now a feature. For a given character
there might be multiple contour points. When using such a scheme it is not
always the case that for each image the same number of contour points are
extracted. Thus, the feature set is normalized the gain the same set of features
for training using Artificial Neural Networks. In addition, direction of pixels can
also be used as part of the contour feature scheme feature set [9].

Freeman Chain Codes Scheme: Freeman chain code algorithms go through the
edge of a character image and extract the direction each pixel takes with respect
to the contour of the shape of the character image. This scheme has yielded
excellent results with accuracy going over 90%. As in the contour feature scheme
the extracted freeman chain codes need to be normalised [13].

Curvlet Transform Based Feature Scheme: The authors of this [18] noted the
importance of handwritten text orientation written by the writer. Based on the
needle shaped elements from the edge along the curves of the text. The extracted
elements contain the directional sensitivity found in smooth contours. Character
images are resized to a standard width and height. The Curvlet feature coeffi-
cients is extracted from each document character image. Apart from the above
features there are a number of features that are considered standard in feature
extraction. Including, character image width, height, centroid of the character
as well as black pixel count.
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2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are a class of feed forward networks.
These networks have been applied and have achieved excellent results in areas
of image recognition. CNN use the concept of convolution in order to create an
architecture using several layers of convolution and nonlinear activation func-
tions [10,17]. One of the most early convolutional network was pioneered by Yann
LeCun in 1988 [12]. The resulting architecture called LeNet was used for charac-
ter recognition for zip codes and numerical digits. What makes CNN attractive
is the fact that no features apart from the images are used when training the
network. In most of the other networks explored the quality and accuracy of the
neural net is depended on the features extracted. The more information can be
gained from the features the better the accuracy as well as the generalisation
of the model. Whilst this is desirable most of the time we do not know what
features work well or what we want to extract. CNN accept images as inputs and
extract features through leveled steps of convolution. Each layer in the network
performs a simple computational function and the result is fed to the subse-
quent layer with the final result fed to the classifier. The computational process
done by each layer is achieved using back-propagation. This process specifies
that for each variable, the difference in the classification loss with respect to
that parameter is computed and the parameters are updated with the goal of
minimizing the loss function. Simard et al. developed a CNN for handwritten
digit recognition [17]. Their approach maximizes on the potential of this net-
work by augmenting the dataset. Dataset augmentation is the process of adding
distortion to the dataset to improve the generalization obtained by the neural
net. The MNIST dataset was used for training and testing. The dataset was
split into 60000 images for training and a further 10000 for testing. The overall
architecture described makes use of two subsequent convolutional layers with a
kernel size of 5× 5 and two fully connected layers. The first fully connected layer
uses 100 hidden units for training and the final classification layer is made up
of 10 nodes representing the 10 classes used to classify digits. The authors also
describe than the first fully connected layer was varied in size according to the
number classification used. In the case of handwritten Japanese characters the
number of hidden nodes was changed two 400 units for optimal results. By using
the distorted dataset, they managed to obtain an overall error of 0.4% which
was considered as state of the art at the time. Deformed training set is also used
in the CNN proposed by Ciresan et al. [3]. The architecture of the model uses
an input layer of images size 29× 29, where the original images are resized from
128× 128 to 20× 20 size image and centred over a 29× 29 blank image. A con-
volutional layer with a 4× 4 kernel followed by a max pooling layer with kernel
size of 2× 2 connected to a 9× 9 kernel convolution layer and connected to a
final max pooling layer with kernel size of 3× 3. The final fully connected layer
made up of 150 nodes and a final classification layer with a varying number of
nodes depending on the dataset used. 62 classes for the NIST SD dataset and 10
for the MNIST dataset. The dataset is distorted at the beginning of every epoch
iteration using an elastic deformation with a variable value of α = 6, 36 as well as
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a vertical and horizontal scaling of range from 0 to 15% and distorted by ±15%.
An error of 11.8% is reported when classifying uppercase and lowercase letters.
The presented architecture is able to classify around 10,000 characters per sec-
ond. The above implementations trained CNN to classify English handwritten
text. The method proposed by Rahman et al. is applied to handwritten Bangla
characters [15]. The dataset used contains 20000 handwritten characters with
400 character images representing each character of the Bangla alphabet. The
input player of the network accepts grey scale image with dimension of 28× 28
pixels. The architecture of the network used includes 2 convolutional layers using
a 5× 5 kernel, 2 max pooling layers using a 2× 2 kernel a fully connected layer
with 192 nodes and the final output layer made up of 50 nodes representing all
the letters in the Bangla alphabet. The dataset was split into 17,500 character
images for training and 2500 character images for testing. The overall accuracy
of the system obtained was that of 85.36% accuracy. The authors noted that
although the results were promising they did not compare to results achieved by
other machine learning algorithms [15].

2.4 Recurrent Neural Networks

Unlike feed forward networks, RNN do not form a forward connected cycle of
nodes. In fact, using this architecture the network uses the parameters learned
from the node as a new recurring input. Thus, being able learn how to classify
character images from unsegmented handwritten text. This is due to a property
in RNN’s where the output is depended on the previous output. This ‘memory’
like property records information on what has been computed beforehand and
predicts the next output. In most Neural Network models input x passed to the
network corresponds to some label y in a one to one relationship. Using RNN
this behaviour changes [5]. In fact, an input could be a sequence of data which
corresponds to either one output or another sequence of outputs with varying
size. Ultimately the output is depended on all the history of the inputs that had
been fed to the network beforehand. In most handwritten text recognition sys-
tems segmentation and transcription are two completely different components.
In this paper, the authors propose a system that combines segmentation and
transcription using RNN [6]. The system is built up of 7 layers. The input layer
accepts images as input. The images might not necessarily be character images
rather whole words or even sentences. These images are split into small zones
and converted to a one-dimensional vector. The input layer is connected to a
Multidimensional Long Short Term Memory layer (LSTM). A standard LSTM
is made up of three distinct gates. The input gate, forge gate and the output
gate that is connected to one RNN. In Multidimensional LSTM, the connections
have been extended to n recurrent connections for each of the nodes previous
states. The resultant output is converted back to the size of the original zone
and fed to a feed forward network which uses a tanh activation function. This
process is repeated another two times up to which the final Multidimensional
LSTM layer converts the output to a one-dimensional vector and transcribed
to the Connectionist Temporal Classification layer. The latter output layer is
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specifically designed classification layer used in RNN where it transforms the
output into sequence labeling and does not require pre-segmentation of labels or
post processing to convert to transcription values. The training data used were
a set of 1518 images with 120 distinct characters. The system achieved an accu-
racy of 96.75% Jameel et al., made some observations on what input can be fed
to the network [8]. Instead of feeding images a set of features were extracted and
used as input. Jameel et al. argue that although curves, lines and intersections
are intuitive features to extract the sequence in which they appear is also very
important. Thus, shadow features were extracted by computing a sequence of
values that depict what happens when scanning a character image and at what
time curves and other features appear in the image. The sequence was then used
as a feature set to input into the RNN. A back propagation neural network was
used that is, a fully connected RNN. The training set was made up of 877 char-
acter images including uppercase and lower case letters. It took from 10,000,000
to 15,000,000 steps to train the network and achieve 91.4% accuracy [8].

The literature evaluated in this study established that a set of handcrafted
features might give excellent results in the area of HCR. The adopted archi-
tecture used is a simple feed forward network which uses a substantial number
of neurons and hidden layers. The features established from the literature used
include Geometrical properties and Freeman Chain Codes.

3 Methodology

Some of the most successful techniques use Artificial Neural Networks (ANN)
combined with a set of handcrafted features to recognise handwritten character
images. Our approach differs in two ways. Instead of a shallow artificial neural
network a deep neural network is used. The authors in [4] argue that the more
hidden layers are used in a neural network the more accuracy can be gained.
Consequently, a more varied dataset yields better generalisation. In the following
section a detailed explanation of the training set used is presented as well as
justification on the number of steps used for varying the dataset.

3.1 Training Set

The aim of this study is to build a system that is able to automatically analyse
handwritten text from the manuscript without any prior knowledge of the text.
This implies that the classification model used needs to be robust enough to
convert any character image into the corresponding ASCII value. This by no
means is a trivial task. Many of the approaches undertaken by the authors
in [9,13,14,18] use the MNIST dataset to test and train the classifier but none
of these approaches take into consideration approaches which test on a different
dataset. Thus, it was decided to develop a new dataset computed from a number
of fonts. The font database used is the google font database found in google
Google Fonts database. A dataset creation step generates a character image
for every character and font found in the font database. In order to maximise
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generalisation a series of distortion steps are added to the creation stage this
include rotation, scaling and moving the centre point of the character inside
the image frame. Once a font style is loaded a random font size is selected.
The selected range of font size varied this step is used to cater for characters
with different widths and heights. This is an important step as variations in
handwritten text might include variations in size of the same character. Thus,
for example the letter ‘a’ written by the same author might not always have
the same dimension. The next step varies the position of the letter with respect
to the character image. It is highly unlikely that the extracted characters in
the character segmentation module are centred directly at the centre of the
image. In fact, due to the scan line approach most of the time the character
position varies in the character image window space. This step was therefore
introduced so that the classification model does not overfit the classification
label with respect to the character position and start classifying character images
according to this unwanted feature. In an ideal scenario, the model trains on the
shape of the character image. Due to the steps used in the feature extraction
phase a number of pre-processing techniques are applied to the dataset. The
images were binarised using the fast 2-D Otsu thresholding algorithm [20]. This
technique converts the character image into a black and white image using a
2 dimensional histogram projected on the diagonal of the image. The image is
then thinned with the Zhang Suen thinning algorithm [19] converting the stroke
of the character to a pixel of depth. Thus, retaining only the skeleton shape of
each character. These steps are used to optimise on the FCC extraction process.
This step produced a total of 110,584 64× 64 binarised character images.

3.2 Feature Extraction

The second most important step in the classification module is the feature extrac-
tion. The overall accuracy of the classifier depends on the quality of the features
extracted from the character images as well as the variety training set used. The
following set of features compiled from the literature are used given the high
accuracy reported by the authors using these features in [9,14]. Furthermore,
a number of experiments were undertaken using these features to find the best
model to classify the handwritten characters. The experiments include variations
in the feature schemes used as well as variation in the amount of training data
and number of steps taken for the classifier to reach optimal performance. In the
following section a description of the features and their corresponding extraction
procedure is presented.

3.3 Freeman Chain Code

As mentioned throughout the paper FCC is an algorithm generally used to
encode shapes in data compression. The algorithm lends itself well for edge
detection. Another property of FCC is that the resulting encoding is a chain of
values corresponding to the change in direction at the edge of the pixel. This is
a desirable training feature as irrespective of the character position the direction
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that the edge contour of a character shape has it will always remain the same.
Couple with descriptive features such as the width and height of an image and
the number of black pixels should lead to interesting results. In order to extract
the FCC the character image is scanned pixel by pixel. Starting from the top
left pixel moving towards the left direction. Once the initial transition is found,
that is, finding the first black to white or white to black pixel change, then the
start position is of the shape is noted. The transition value depends on whether
the image background is black or white whilst the character has the opposite
colour value (Fig. 2).

Fig. 2. 8-Connectivity direction matrix used in FCC

From the start position the method looks at the neighbour pixels and searches
for pixel value of the same colour as the start position pixel. The search is done
clockwise starting from the perpendicular (top centre in matrix) position. In
order for the adjacent pixel to be accepted as a candidate for the chain code
it needs to be classified as a border pixel. This step prevents the algorithm
from going through the area of the shape rather than the edge. The algorithm
repeats this process until it creates a closed loop of the shape and returns back
to the start position pixel. Although in our approach we use a clockwise moving
direction the algorithm would still work if the directions are captured in an
anticlockwise manner. The important rule is that only one direction is take to
capture all features within the dataset to keep consistency [16].

The final output of this system is two separate data objects. One data object
contains the chain code and the directions of the edge pixels whilst the other
object contains the set of points traversed at the border. It is important to note
that at this stage depending on the character shape and size, the dimensions
of the chain set and the border position set varies. In most machine learning
approaches as well as in the model used for this study the model will accept a
fixed set size of features. Given this, normalisation techniques are applied to the
data sets so that irrespective of the output size of the dataset the dimensions
are always consistent. Furthermore, 8-connectivity matrix is used for feature
extraction. This is due to the fact that more shape variations can be captured
using this method (Fig. 3).
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Fig. 3. Result of Freeman Chain Code

3.4 Histogram Normalization

The chain code normalisation process is fairly simple. An array of 8 features
is first created. For every value in the chain code set for the chain value that
corresponds to a position in the array then the array value is incremented by 1.
Effectively a histogram of values for the directions in the chain code is created.

3.5 Elliptic Fourier Feature Normalization

This normalisation technique is used to normalise the edge points of the charac-
ter shape. Using elliptic Fourier features to describe a shape has been successfully
applied to closed shapes in different research fields. The authors in [11] use four
different co-efficient that represent each harmonic used to identify the closed
shape. For a closed shape of k elements n harmonics are used. These co-efficients
represent the major and minor projections of the x-axis and the y-axis. When
this method is applied to the edge contour points a normalized set of 37 fea-
tures is computed. Apart from the normalization advantage this method also
produces a feature set that is invariant to any rotation, dilation or translation of
the shape. Thus, irrespective of the shape position, stroke and rotation the same
feature value is extracted each time. This property of elliptic Fourier feature
normalisation is extremely desirable in the case of handwritten character recog-
nition given that as outlined before variations in the testing set rotation or scale
might vary the accuracy of the result. Such an implementation has been used
and tested in different fields such as [2]. Up to the submission of this study no
research has been submitted that use this normalisation for handwritten char-
acter recognition or compares the effects of using such procedure with respect
to the histogram normalisation technique.

3.6 Geometrical Properties

The final set of features extracted from the character image describe the geo-
metrical property of a character. Including the ratio of the width and height
of a character image. The centroid of the character with respect to the image
window as well as a count numbering the number of black pixels found in the
character image. The latter is an important feature as through the thinning
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and dilation normalisation process each character has the same stroke thickness.
Thus, according the shape and size of character an estimation of the number
of black pixels can be computed for different character images falling under the
same class.

3.7 Network Architecture

The adopted machine learning model is a simple feed forward neural network.
This model has shown in different implementation of handwritten text recogni-
tion to yield excellent results. Our approach aims to increase the accuracy of the
system by using a deep neural network. There is no formal definition for describ-
ing a neural network as a deep neural network. The authors in [4] attempt to
classify a neural network as a deep network depending on the number of hidden
layers. The overall accuracy achieved by the deep neural network is depended
on the number of neurons available in the hidden layer as well as the number of
hidden layers. The authors in [7] argue that by increasing the number of neurons
in the hidden layer higher accuracy is obtained. On the other hand, Increasing
the number of neurons in the hidden layer also increase the probability that
over-fitting occurs.

4 Evaluation and Results

In this section, an evaluation of the character recognition module is presented.

4.1 DNN Models

The DNN Classification models are split into two main models. Each model is
trained on a different feature set. The features include:

1. Freeman Chain Code normalized using Histograms referred to as FCC-HIST.
2. Character Contours normalised using Elliptic Fourier Analysis referred to as

FCC-EFT.

All of the feature sets also contain structural data that includes width and height
of the characters and number of black pixels found in the character image. The
datasets are split 35000 character images and 100000 character Images. The
testing set is 10% of the training set as in Table 1.

The models are further divided into two architectures. In order to choose the
architecture and number of neurons to use an empirical process of elimination
was used. A number of models where evaluated using different configurations and
trained for 10,000 steps. The models that achieved the most promising results
were then chosen for further training. The final two architectures used included a
shallow model with 2 layers and a deep model with 6 layers. The first architecture
is a shallow model containing two hidden layers with 64 and 32 hidden neurons
respectively for each hidden layer. The second architecture is a deep architecture
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consisting of 6 layers with 1024, 512, 256, 128, 64, 52 hidden neurons. Finally,
each model is trained for three iterations of 100,000 steps and the accuracy is
calculated from the average accuracy obtained on the same configuration model.
In the following sections a presentation of the results obtained for these models
is presented in Table 1 as well as a discussion on the results obtained.

Table 1. Results obtained when evaluating the models

Model used Accuracy (%) with
training set of
35,000

Accuracy (%) with
training set of
110,000

FCC HIST 2 Layers 5.2 9.4

FCC HIST 6 Layers 12.6 17.8

FCC EFT 2 Layers 25.3 37.7

FCC EFT 6 Layers 42.8 55.1

The overall accuracy of the system when classifying the handwritten char-
acter’s segmented from the Manuscript is quite low. The best model was able
to properly classify only 55.1% on the characters. A number of factors have
contributed to this accuracy value. On inspection of the data although the char-
acters were processed in the same manner as the testing set slight variations
in the characters resulted in broken features or inconclusive feature extraction
values. These include for example a chain code with only 3 values which is impos-
sible as this would mean that the edge pixels of the character are made up of
three directions only. In fact, when analysing the data, the character’s which had
a complete closing loop obtained better classification results with respect to the
other characters with an increase in accuracy of 13%. Furthermore, characters
such as the letter ‘s’ was completely misclassified. This is mostly due to the way
the letters were written in the manuscript. Figure 4 shows the letter ‘s’ in various
variations written in the manuscript.

Fig. 4. Comparison of letter ‘f’ (a) and ‘s’ (b) found in the Manuscript

Even in today’s writing style the character could easily be confused with an
‘f’. Another reason which contributes to the low accuracy obtained in the final
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testing phase of this study is that the model might have over trained on the
testing set. More distortion and more character images would effectively result
in better classifications. Moreover, other feature selection techniques need to be
added such as zoning [14] and curvelet scheme [9].

Other approaches that might yield better results using different neural net-
works such as CNN and RNN. The latter were not chosen due to the requirement
when used with handwritten text to have an initial labeled testing set. CNN were
used at the start of the experimentation phase during the course of the research.
The reason that the implementation was rejected is that although the training
and testing results obtained where substantially better than the final model’s
when tested on the actual Manuscript the classification accuracy was a bit bet-
ter than random distribution.

5 Conclusion

The primary objective of this study is the creation of a database of characters
that can be used as a training set for the Manuscript. The database was created
and distortion effects were applied to the images to try and improve accuracy
of the final text recognition component. Although the aim is met there is a lot
more that needs to be done to consider such an objective complete. When devel-
oping the database, a lot of issues such as fonts that were too ‘fancy’ to be used
for training as well as problems with characters not having a shape that can
be mapped along the edge as a complete loop resulted in a number of issues
with the final accuracy of the system. A lot of manual intervention was needed
to clean out the database. The final result was a dataset of 110,254 character
images. Tests involving different number of machine learning model’s need to
be computed in order to completely measure how effective the database is for
handwritten text classification and this includes evaluation on other datasets
such as the MNIST dataset. A large part of this study was spent researching
on different implementations of machine learning and deep learning models for
HCR. There is a lot of research in the area and the state of the art results are
impressive to say the least. Most of the research is done on datasets that have
been already identified and labeled such as the MNIST dataset and builds on a
lot of models that have yielded excellent results, but, have not been implemented
upon real world data. The approach chosen was built on some of the models dis-
cussed in the background [9,13]. These model’s yielded excellent results using
FCC feature extraction schemes coupled with contour analysis schemes and nor-
malisation techniques using histograms. Our approach on the other hand uses
elliptic Fourier features to normalise the contour features of a character. The
latter normalisation technique is used in other fields but as of the time of the
writing for this dissertation never featured in handwritten text recognition mod-
ules. The model adopting this scheme yielded the best results in combination
with a deep learning architecture compromised of 6 hidden layers and 2036 hid-
den units. The best model obtained 55.1% accuracy after 100,000 epochs on the
training set. A change in the configuration of the network might have yield better
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results. The results obtained by the 2-layer Deep Neural Network was slightly
less accurate that might prove the theory presented by Ba et al. [1] that sug-
gest that shallow networks are able to achieve the result as deep networks. The
issue mostly lies with the current implementations used for shallow networks.
Thus, with other classification models the model results might have yielded an
improved accuracy. On the other hand, Goodfellow et al. [4] provide empirical
results that prove that the deeper a model’s architecture the better accuracy is
yielded over time. More experiments on the configuration of the network might
yield better results. Another approach that can be researched on is using RNN.
This approach was rejected in the dissertation as it required a number of labeled
documents matching the manuscript to build a supervised model. On the other
hand, a similar approach undertaken in the study using the Google Font database
can be used. Instead of a number of characters a document is created using text
found in Italian literature. A number of different fonts are applied on the text
and distortion applied on the text lines to create a more natural handwritten text
effect. The model is then trained on these set of already labeled documents and
evaluated on the system. The overall aim of creating a system that goes through
the motions of converting a set of unseen handwritten character images to an
ASCII representation has been met the results show that using FTT increases
recognition accuracy by 37.3%.
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Abstract. Mining association rules is an significant research area in
Knowledge Extraction. Although the negative association rules have
notable advantages, but they are less explored in comparaison with the
positive association rules. In this paper, we propose a new approach
allowing the mining of positive and negative rules. We define an efficient
method of support counting, called reduction-access-database. Moreover,
all the frequent itemsets can be obtained in a single scan over the whole
database. As for the generating of interesting association rules, we intro-
duce a new efficient technique, called reduction-rules-space. Therefore,
only half of the candidate rules have to be studied. Some experiments
will be conducted into such reference databases to complete our study.

Keywords: Big Data · Extraction association rules
Reduction-access-database · Reduction-rules-space

1 Introduction and Motivations

Since Agrawal’s work [1], the extraction of association rules has been on of the
most popular techniques for in Knowledge Extraction. An association rule is an
implication of the form “if Condition then Result”. Association rules may be
used for store layout, target marketing, organize promotions of the supermar-
ket, etc. In the literature, there exist two types of association rules: positive
and negative rules. An association rule is said to be positive when it considers
the presence of variables. It is negative when it considers the absence of these
same variables. Although the negative rules have obvious advantages [6,10], they
remain less explored in comparaison with positive rules. One of the major dis-
advantages lies in their difficult extraction, this type increases the exponen-
tial costs. Besides, the current approaches [10,11,15,16,18] are limited on the
Apriori’s data structure and support-confidence pair. While, this data structure
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imposes the repetitive accesses over the database, which can be costly. In addi-
tion, the support-confidence pair is questionable: (i) finding frequent itemsets
is very complex in large databases and/or for low minimum support threshold;
(ii) the number of rules that can be reduced nevertheless remains high that
many prove uninteresting. In order to exceed these notable limits, we propose
an efficient approach for mining positive and negative association rules using
a new pair, support-MGK . We introduce a new economical technique of sup-
port counting, called reduction-access-database, based on the new data structure
MatrixSupport and generator concepts. Therefore, a simple pass allows us to
extract all the frequent itemsets over the whole database. As for association rules
generating, we introduce an efficient method, called reduction-rules-space, par-
titioning the search space rules. Therefore, only half of the candidate rules are
to study. Based on these optimizations, we also propose Erapn algorithm, less
consumer in memory. We present the experimental evaluation conducted with
databases from the literature by showing performances compared to semantically
close approach such that RAPN algorithm [14] and Wu’s algorithm [19].

The rest of this paper is organized as follows. Section 2 introduces the formal
concepts. Section 3 details our approach. Section 4 summarizes our experimental
results. Section 5 reviews the related work. A conclusion is given in Sect. 6.

2 Preliminaries Concepts

This section describes association rules terminology (Subsect. 2.1) and limits of
the support-confidence pair (Subsect. 2.2).

2.1 Association Rules and Terminology

A transactional context is a triple B = (T , I,R), where T , I and R are finite
and not empty sets. An element of I is called item (or attribute). A set of items,
called an itemset. An element of T is called transaction (or object) represented
by a TID-Transaction IDentifier, and R is a binary relationship between
T and I. So, |T | and |I| denotes the total number of transactions and items
respectively. The table below represents an example. Given X,Y ⊆ I, ¬X =
X = I\X = {t ∈ T |∃i ∈ X : (i, t) /∈ R} is called the logical negation of X.
For example, with the Table 1, we have AB = {3, 5}, so AB = {1, 2, 4, 6}. A
k-itemset is an itemset of length k. We will use the correspondances (Galois
connections [12]) g(I) = {t ∈ T |∀i ∈ I, iRt} and f(T ) = {i ∈ I|∀t ∈ T , iRt}.
The function g is antimonotony: for all X,Y ⊆ I, if X ⊆ Y then g(Y ) ⊆ g(X).
It is clear that if X ⊆ Y then supp(X) ≥ supp(Y ). The applications γ = fog
and γ′ = gof are Galois closure operators. An itemset X is closed if X = γ(X).

A positive rule is an implication of the form X → Y . It is called negative
rule which consider the absence of the item, i.e., X → Y , X → Y and X → Y ,
where X ∩ Y = ∅. X is called the premise and Y the conclusion. To determine
an association rule interesting, two measures are used, support and confidence
[1]. The support of X is the number of transactions that contain X, defined
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Table 1. Example of the transactional context B

TID Items Positive and negative items Equivalent binary

1 ACD A¬BCD¬E 10110

2 BCE ¬ABC¬DE 01101

3 ABCE ABC¬DE 11101

4 BE ¬AB¬C¬DE 01001

5 ABCE ABC¬DE 11101

6 BCE ¬ABC¬DE 01101

as supp(X) = |{t∈T |X⊆t}|
|T | = |g(X)|

|T | . Denoting by P the intuitive probability

measure defined on (T ,P(T )) by P (Z) = |Z|
|T | for Z ⊆ T , the support of X can

be written in terms of P as supp(X) = P (X). The item X is said to be frequent
if its support exceeds a minimum support threshold value, minsup ∈ [0, 1],
i.e. supp(X) ≥ minsup. The support and confidence of X → Y are defined
as supp(X ∪ Y ) = |g(X∪Y )|

|T | = |g(X)∩g(Y )|
|T | and conf(X → Y ) = P (Y |X) =

supp(X∪Y )
supp(X) , respectively. Thereafter, we will omit the sign union and sometimes

write XY instead of X ∪ Y . According to Morgan, we obtain, for all X,Y ⊆ I,
supp(X) = 1 − supp(X), supp(XY ) = supp(X) − supp(XY ), supp(XY ) =
supp(Y ) − supp(XY ) and supp(X Y ) = 1 − supp(X) − supp(Y ) + supp(XY ).

2.2 Limit of Support-Confidence Pair

Despite its notable contribution, this pair support-confidence easily selects unin-
teresting association rules (independence stochastic between two itemsets (For all
X,Y ⊆ I, P (Y |X) = P (Y )), or dependence negative (P (Y |X) < P (Y ))). The
examples in Table 2 illustrate this. In this case, the first four columns give the
characteristics of the purchase of products A and B, the last four indicate those of
the purchase of coffee and tea. We obtain supp(A∪B) = 0.72 and P (B|A) = 0.9.
These reasonably high values lead us to believe that the persons buying A also
buy B. However, we find that the confidence is equal to the probability of the
conclusion regardless of the premise (i.e. P (B|A) = P (B)), it is a stochastic
independence between A and B. The rule A → B that seemed interesting is
therefore misleading. On the other hand, we obtain supp(tea ∪ coffee) = 0.2,

Table 2. Limit of the couple support-confidence

A ¬A ∑
coffee ¬coffee

∑

B 72 18 90 tea 20 5 25

¬B 8 2 10 ¬tea 70 5 75
∑

80 20 100
∑

90 10 100
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which assumes that tea favors coffee. However, the share of people buying coffee
regardless of whether they also buy tea is higher, it is a negative dependence
between tea and coffee. The rule tea → coffee that seemed interesting is there-
fore misleading. That’s why the support-confidence couple sometimes extracts
uninteresting rules. The use of other more effective measures is imperative.

3 Mining Positive and Negative Association Rules

In this section, we introduce our approach for mining positive and negative asso-
ciation rules. It describes in a double problematic: finding frequent itemsets and
generating potential valid association rules based on the previously extracted
frequent itemsets. The first problem is often complex (in the worst case, it
reaches 2|I|) and dramatic when one considers the negative items. With the
small database from Table 1, we have 1024 different items instead of 32 positive.
The second problem is also complex (for an m-itemset, we have 5m − 2(3m) + 1
instead of 3m − 2m+1 + 1). From Table 1, we have 2640 different rules instead
of 180 classical rules. In these dimensions, it is necessary to select only a part.
In [5,8], we have initiated the solution, which will be refined in Subsects. 3.1
(reduction-access-database method) and 3.2 (reduction-rules-space method).

3.1 Mining Frequent Itemsets: Reduction-Access-Database

This is based on two steps: finding (in a single scans) frequent 1 and 2-itemsets,
and frequent k-itemsets (k ≥ 3). After that first step, frequent 2-itemsets are
used to generate candidate 3-itemsets. The process continues until no more can-
didate can be generated. Given a minsup, finding the set of frequent itemsets
F , defined:

F = {X ⊆ I|X �= ∅ ∧ supp(X) ≥ minsup}. (1)

As noted, mining frequent itemsets is very complex. The worst case concerns
the small itemsets (1 and 2-itemsets). To answer this, we develop a new data
structure MatrixSupport. The following Table 3 describes its formalism on the
small database from Table 1. It is a projection of database B in relation to its
attributes. The idea is to acquire data as the structure develops and store it. To
each attribute corresponds a cell of the matrix to which we associate the absolute

Table 3. Formalism of the MatriceSupport in dataset B



Positive and Negative Association Rules from Big Data 83

support, noted |υij |, expressing the number of times the item υj appears with
the item υi, where i (resp. j) denotes the i-th line (resp. j-th column) of table.
This is then used to identify the relative support, defined by:

supp(υij) = |υij |/|B|. (2)

For example, in Table 3, supp(υ11) = supp(A) = |υ11|/6 = 3/6, supp(υ12) =
supp(AB) = |υ12|/6 = 2/6 and supp(υ23) = supp(BC) = |υ23|/6 = 4/6. For
this technique, the supports of the small itemsets are retrievable in a simple
pass over the whole dataset B. As we mentioned, the generation of candidate k-
itemsets is obtained from the frequent (k −1)-itemsets. To this end, the support
of the candidate will be calculated as follows using the generator concept. An
itemset X is a generator if it’s minimal (of set inclusion) in its equivalence class.
Its equivalence class is given by [X] = {X ′ ⊆ I|γ(X ′) = γ(X)}. Note that the
computational cost of closures is very exponential. However, the following lemma
exploits the monotony of support upon set inclusion.

Lemma 1. ∀X,Y ∈ I, if X ⊆ Y and supp(X) = supp(Y ), then γ(X) = γ(Y ).

This Lemma 1 indicate that an itemset X is generator if it has no proper
subset with the same support. For example, from the Table 3, supp(AB) =
supp(ABC) = supp(ABE) = supp(ABCE) = 2/6, we have γ(AB) =
γ(ABC) = γ(ABE) = γ(ABCE). Because, AB is minimal, then it is gener-
ator. If the candidate is a not generator, it will be calculated using the following
Proposition 1.

Proposition 1. For all X non generator, supp(X) = min{supp(X ′)|X ′ ⊂ X}.

Proof. Let I be a set items. Let X and X1 be two itemsets on I such that
X1 ⊆ X. Due to the monotonicity of support, we have supp(X) ≤ supp(X1).
In addition (by assumption), X is not generator, it exists X ′ ⊆ X on I such
that supp(X ′) = supp(X). However, supp(X1) is minimal in I, so supp(X1) <
supp(X ′). Finally, supp(X) = supp(X1) = min{supp(X ′)|X ′ ⊂ X}. ��

The support of a non generator k size is exactly the smallest support
of its (k − 1)-subsets. For example, from the Table 3, we have supp(AC) =
supp(A) = 3/6, therefore AC and its superset ABC are not generators itemsets.
However, the superset of its subset ABC is then obtained by supp(ABC) =
min{2/6, 3/6, 4/6} = 2/6. The following properties generalizes this observation.

Property 1. Given X ⊆ I, if X is a generator, then ∀Y ⊆ X, Y is a generator,
whereas if X is not a generator, ∀Z ⊇ X, Z is not a generator.

Theorem 1. Any subset of a generator itemset must also be a generator. Any
superset of a nongenerator itemset must also be nongenerator.

Proof. Let X and Z be two itemsets on I satisfy X ⊆ Z. It exists an itemset
Y ⊆ I (Y �= ∅), disjoint of X such that Z = X ∪Y . If X is assumed to be a non
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generator itemset, then it admits a proper subset T (T �= ∅) that is equivalent
to it T ⊆ X and T ≈ X, giving T ∪ Y ≈ X ∪ Y . By hypothesis, X ∩ Y = ∅, so
T ∪ Y ⊆ X ∪ Y , The itemset Z is equivalent to a proper subset T ∪ Y , so it is
not generator. The contrapose gives the result. ��

This theorem is central in search space of frequent itemsets, no pass is done
if a candidate is not generator. Only the generator are generated from database.

3.2 Generating Association Rules: Reduction-Rules-Space

The most common framework in the association rules generation is the support-
confidence pair. As we already mentioned (see Subsect. 2.2), this pair allow the
pruning of many associations that are discovered in data, there are cases when
many uninteresting may be produced. As such, we use the new pair support-
MGK . The next paragraph introduces the new measure, MGK [13,17,19].

Given X,Y ⊆ I, such that X ∩ Y = ∅, MGK of X → Y is defined by:

MGK(X → Y ) =

{
P (Y |X)−P (Y )

1−P (Y ) , if X favors Y, P (Y ) �= 1
P (Y |X)−P (Y )

P (Y ) , if X disfavors Y, P (Y ) �= 0.
(3)

In equation 3, X favors (resp. disfavors) Y indicate P (Y |X) > P (Y ) (resp.
P (Y |X) < P (Y )). In our approach, an association rule X → Y is positive
exact if MGK(X → Y ) = 1, else, it is positive approximate rule. The following
definition defines the interesting and uninteresting rules.

Definition 1. Given X,Y ⊆ I, an association rule X → Y is interesting if
P (Y |X) > P (Y ), it’s not interesting if P (Y |X) ≤ P (Y ).

The range of values for MGK varies in [−1, 1]. Two zones are present: attrac-
tive zone and repulsive zone. The first is a zone that ranges from indepen-
dence (P (Y |X) = P (Y )) to logical implication (P (Y |X) = 1). The second is
a zone that ranges from incompatibility (P (Y |X) < P (Y )) to independence. If
MGK(X → Y ) = 1, then X and Y are strongly correlated, which denotes the
logical implication between X and Y . Moreover, the rule X → Y is exact. Simi-
larly, if MGK(X → Y ) = −1, then X and Y are incompatible. This corresponds
to the repulsion limit between X and Y . If MGK(X → Y ) = 0, then X and
Y are stochastically independant, moreover, the rule X → Y is not interest-
ing. If −1 ≤ MGK(X → Y ) < 0, Y is negatively dependent on X. Similarly, if
0 < MGK(X → Y ) ≤ 1, then Y is positively dependent on X.

Let minsup ∈ [0, 1] and minmgk ∈ [0, 1] be two minimum thresholds of sup-
port and MGK , respectively. The rule X → Y is said to be valid according to our
approach if its support supp(X ∪ Y ) is frequent and MGK(X → Y ) ≥ minmgk.
The set of all valid association rules from B is denoted ERAPN , formally:

ERAPN = {X,Y ∈ I|supp(X ∪ Y ) ≥ minsup & MGK(X → Y ) ≥ minmgk}.
(4)
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For the sake of comprehension, we apply this model on a same example
in Table 1. The minimum support (resp. minmgk) is equal to 0.1 (resp. 0.8).
Because, MGK(A → B) = 0 < 0.8, then A and B are stochastically independant,
the association rule A → B is invalid. Moreover, it is not added in ERAPN .
But, supp(A ∪ B) = supp(B) − supp(A ∪ B) = 0.90 − 0.72 = 0.18 > 0.1 and
MGK(A → B) = 0.88 > 0.8, the rule A → B is valid, it added in ERAPN . On
the other hand, one has MGK(tea → coffee) < 0, coffee is negatively dependant
on tea. This is a situation we should consider the negative association rules.

In the following paragraph, we present our strategies for elimination of unin-
teresting association rules from B. We show that only half candidates are to study
by using the new technique, reduction-rules-space. Indeed, we are interested in
partitioning the search space as shown in the following Proposition 2.

Proposition 2. For all X,Y ∈ I, (1) X fav Y ⇔ Y fav X ⇔ X fav Y ⇔ Y
fav X. (2) X disfav Y ⇔ X fav Y ⇔ Y fav X ⇔ Y fav X ⇔ X fav Y .

Proof. Let X and Y be items of I. We first prove, (a) X favors Y ⇔ Y favors
X, (b) X favors Y ⇔ X favors Y and (c) X favors Y ⇔ Y favors X. In sec-
ond time, (a) X disfavors Y ⇔ X favors Y , (b) X disfavors Y ⇔ Y favors
X, (c) X disfavors Y ⇔ Y favors X and (d) X disfavors Y ⇔ X favors Y .
1(a) X favors Y ⇔ P (Y |X) > P (Y ) ⇔ supp(X∪Y )

supp(X) > supp(Y ) ⇔ supp(X∪Y )
supp(Y ) >

supp(X) ⇔ P (X|Y ) > P (X) ⇔ Y favors X. (b) X favors Y ⇔ supp(X ∪ Y ) >
supp(X)supp(Y ) ⇔ 1 − supp(X) − supp(Y ) + supp(X ∨ Y ) > 1 − supp(X) −
supp(Y )+supp(X)supp(Y ) ⇔ 1−supp(X∧Y ) > (1−supp(X))(1−supp(Y )) ⇔
supp(X ∧ Y ) > supp(X)supp(Y ) ⇔ supp(X∨Y )

supp(X)
> supp(Y ) ⇔ P (Y |X) >

P (Y ) ⇔ X favors Y . (c) X favors Y ⇔ supp(X ∨Y ) > supp(X)supp(Y ) implies
supp(X∨Y )

supp(Y )
> supp(X) ⇔ P (X|Y ) > P (X) ⇔ Y favors X. 2(a) X disfavors Y ⇔

P (Y |X) < P (Y ) ⇔ 1−P (Y |X) > 1−P (Y ) ⇔ P (Y |X) > P (Y ) ⇔ X favors Y .

(b) X disfavors Y ⇔ P (Y |X) > P (Y ) ⇔ supp(X∪Y )

supp(Y )
> supp(X) ⇔ P (X|Y ) >

P (X) ⇔ Y favors X. (c) X disfavors Y ⇔ Y disfavors X ⇔ P (X|Y ) < P (X) ⇔
P (X|Y ) > P (X) ⇔ Y favors X. (d) X disfavors Y ⇔ P (X|Y ) > P (X) ⇔
P (Y |X) > P (Y ) ⇔ X favors Y. ��

This is if X favors Y (P (Y |X) > P (Y )), then only X → Y , Y → X, X → Y
and Y → X are to be studied. If X disfavors Y (P (Y |X) < P (Y )), then only
X → Y , X → Y , Y → X and Y → X are to be studied. That’s why our
method studies only half of the candidates. The following proposition describes
the independence between a pair of two variables.

Proposition 3. Given X and Y two itemsets of I, if (X,Y ) is a stochastically
independent pair, so are pairs (X,Y ), (X,Y ), (X,Y ).

Proof. P (X)P (Y )−P (X∧Y ) = (1−P (X))P (Y )−(P (Y )−P (X∩Y )) = P (X∧
Y ) − P (X)P (Y ). So, if P (X ∧ Y ) = P (X)P (Y ), then P (X)P (Y ) = P (X ∧ Y ).
Since X and Y play symmetric roles, we have the same result for (X,Y ), then
replacing Y with Y , for (X,Y ). ��
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This Proposition 3 is ideal, no association rule can be interesting if (X,Y ) is
stochastically independent. We continue our analysis by studying the candidate
rules over the attractive class. To do this, we introduce the Proposition 4 in
order to pruning certain positive and negative association rules.

Proposition 4. For all X and Y of I such that X favors Y and X ⊆ Y , we
have (1) MGK(X → Y ) ≤ MGK(Y → X), (2) MGK(X → Y ) = MGK(Y → X),
(3) MGK(Y → X) = MGK(X → Y ), (4) MGK(X → Y ) ≤ MGK(X → Y ).

Proof. Let X and Y be items of I. (1) According to Proposition 2 (1), X favors Y

⇔ Y favors X, it gives MGK(Y → X) = P (X|Y )−P (X)
1−P (X) = P (X)[P (Y |X)−P (Y )]

P (X)P (Y )
=

P (X)P (Y )

P (X)P (Y )

P (Y |X)−P (Y )
1−P (Y ) = P (X)

P (X)

P (Y )
P (Y )MGK(X → Y ). Because X favors Y and

X ⊆ Y , we have P (X) ≥ P (Y ) ⇔ P (X) ≤ P (Y ) ⇔ P (X)P (Y ) ≥ P (X)P (Y ),
where MGK(X → Y ) ≤ MGK(Y → X). (2) MGK(X → Y ) = P (Y |X)−P (Y )

1−P (Y ) =
−P (X|Y )+P (X)

P (X) = P (X|Y )−P (X)

1−P (X)
= MGK(Y → X). From this property, MGK is

implicative. So, the property (3) is immediate, it derives from this implicative
character of the MGK . The property remains to be shown (4). Indeed, according
to Proposition 2 (2), we have MGK(X → Y ) ≤ MGK(Y → X) = MGK(X → Y ),
which gives us MGK(X → Y ) ≤ MGK(X → Y ). ��

In this Proposition 4, the properties (1), (2), (3) and (4) guarantee that if
X → Y is valid, then Y → X, X → Y and Y → X will also be the same
because MGK of the rule X → Y is less than or equal to those of Y → X,
X → Y and Y → X. The set of valid rules of the class is thus derived from the
only rule X → Y . This will significantly limit the research space. The following
Proposition 5 is introduced to loosen certain rules of the repulsive class.

Proposition 5. For all X and Y of I, such that X disfavors Y and X ⊆ Y , we
have (1) MGK(X → Y ) = MGK(Y → X), (2) MGK(X → Y ) = MGK(Y → X),
and (3) MGK(X → Y ) ≤ MGK(X → Y ).

Proof. Let X and Y of I. According to Proposition 2 (2), we have X disfavors
Y ⇔ X favors Y ⇔ Y favors X ⇔ Y favors X ⇔ X favors Y . Thus, due to the
implicitive character of MGK , the properties (1) and (2) are then immediate. It
remains to show (3). As X favors Y , we get MGK(X → Y ) = P (Y |X)−P (Y )

1−P (Y )
=

P (X)P (Y )
P (X)P (Y )

P (Y |X)−P (Y )
1−P (Y ) = P (XP (Y )

P (X)P (Y )MGK(X → Y ). By hypothesis, X disfavors
Y and X ⊆ Y , we have P (X) ≥ P (Y ) ⇔ P (X) ≤ P (Y ) implie P (X)P (Y ) ≤
P (X)P (Y ), finally MGK(X → Y ) ≤ MGK(X → Y ). ��

The properties (1), (2) and (3) of this Proposition 5 indicate that if X → Y
is valid, then X → Y , Y → X and Y → X will be valid, because this MGK is
less than or equal to those of X → Y , Y → X and Y → X. Only X → Y will
make it possible to deduce the interest of the class.

Proposition 6. For all X and Y of I, MGK(X → Y ) = −MGK(X → Y ).
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Proof. We show in two cases: (1) X favors Y and (2) X disfavors Y . (1) X favors
Y ⇔ X favors Y ⇔ X disfavors Y implies MGK(X → Y ) = P (Y |X)−P (Y ))

P (Y )
=

−P (Y |X)−P (Y )
1−P (Y ) = −MGK(X → Y ). (2) X disfavors Y ⇔ X favors Y , this gives

MGK(X → Y ) = P (Y |X)−P (Y ))

1−P (Y )
= −P (Y |X)−P (Y )

P (Y ) = −MGK(X → Y ). ��

The next result of the following proposition makes it possible to characterize
the exact negative association rules according to support-MGK pair.

Proposition 7. Let X,Y and Z be three itemsets disjoint 2 to 2, if XZ → Y
(resp. XZ → Y ) is an exact rule, so is rule X → Y (resp. X → Y ).

Proof. MGK(XZ → Y ) = 1 ⇔ P (Y |XZ)−P (Y )
1−P (Y ) = 1 ⇔ supp((X∪Z)∪Y )

supp(X∪Z) = 1.

Since X,Y and Z are disjoint 2 to 2, supp(X∪Y )
supp(X) = 1 ⇔ P (Y |X)−P (Y )

1−P (Y ) = 1 ⇔
MGK(X → Y ) = 1. Replacing Y with Y for XZ → Y and X → Y . ��

The Corollary 1 is the consequence of the Proposition 7.

Corollary 1. Let X and Y be two itemsets on I, for all Z ⊆ I such that Z ⊂ X,
if MGK(X → Y ) = 1, then MGK(Z → Y ) = 1.

Proof. For all Z, such that Z ⊂ X, we have supp(X) > 0. Therefore, by Propo-
sition 7, we have MGK(Z → Y ) = 1. ��

Proposition 8. Let X,Y, T and Z be four itemsets of I, such that X favors Y
and Z favors T , and X∩Y = Z∩T = ∅, and X ⊂ Z ⊆ γ(X), and Y ⊂ T ⊆ γ(Y ).
Then, supp(X ∪ Y ) = supp(Z ∪ T ) and MGK(X → Y ) = MGK(Z → T ).

Proof. ∀X,Y, T, Z ⊆ I, supp(X ∪ Y ) = |g(X∪Y )|
|T | = |g(X)∩g(Y )|

|T | and supp(Z ∪
T ) = |g(X∪T )|

|T | = |g(Z)∩g(T )|
|T | . Because X ⊂ Z ⊆ γ(X) and Y ⊂ T ⊆ γ(Y ), we

have supp(X) = supp(Z) and supp(Y ) = supp(T ). It causes g(X) = g(Z) and
g(Y ) = g(T ) implies supp(X ∪ Y ) = supp(Z ∪ T ). As supp(X) = supp(Z) and
supp(Y ) = supp(T ), we have P (Y |X) = P (T |Z) ⇔ P (Y |X)−P (Y ) = P (T |Z)−
P (Y ) ⇔ P (Y |X)−P (Y )

1−P (Y ) = P (T |Z)−P (T )
1−P (T ) ⇔ MGK(X → Y ) = MGK(Z → T ). ��

Proposition 9. Let X,Y, T, Z ⊆ I, such that X disfavors Y and Z disfavors
T , and X ∩ Y = Z ∩ T = ∅, and X ⊂ Z ⊆ γ(X), and Y ⊂ T ⊆ γ(Y ). Then,
supp(X ∪ Y ) = supp(Z ∪ T ) and MGK(X → Y ) = MGK(Z → T ).

Proof. ∀X,Y, T, Z ⊆ I, supp(X ∪ Y ) = |g(X∪Y )|
|T | and supp(Z ∪ T ) = |g(Z∪T )|

|T | .
Because X ⊂ Z ⊆ γ(X) and Y ⊂ T ⊆ γ(Y ), we have supp(X) = supp(Z) and
supp(Y ) = supp(T ). It causes g(X) = g(Z) and g(Y ) = g(T ) implies supp(X ∪
Y ) = supp(Z ∪ T ). Because supp(X) = supp(Z) and supp(Y ) = supp(T ), we
have P (Y |X) = P (T |Z) ⇔ P (Y |X) = P (T |Z) ⇔ P (Y |X) − P (Y ) = P (T |Z) −
P (Y ) ⇔ P (Y |X)−P (Y )

1−P (Y )
= P (T |Z)−P (T )

1−P (T )
⇔ MGK(X → Y ) = MGK(Z → T ). ��
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Proposition 10. Let X,Y, T, Z ⊆ I, such that X disfavors Y and Z disfavors
T , and X ∩ Y = Z ∩ T = ∅, and X ⊂ Z ⊆ γ(X), and Y ⊂ T ⊆ γ(Y ). Then,
supp(X ∪ Y ) = supp(Z ∪ T ) and MGK(X → Y ) = MGK(Z → T ).

Proof. ∀X,Y, T, Z ⊆ I, supp(X ∪ Y ) = |g(X∪Y )|
|T | and supp(Z ∪ T ) = |g(Z∪T )|

|T | .
Because X ⊂ Z ⊆ γ(X) and Y ⊂ T ⊆ γ(Y ), we have supp(X) = supp(Z) and
supp(Y ) = supp(T ). It causes g(X) = g(Z) and g(Y ) = g(T ) implies supp(X ∪
Y ) = supp(Z ∪ T ). Because supp(X) = supp(Z) and supp(Y ) = supp(T ), we
have P (Y |X) = P (T |Z) ⇔ P (Y |X) = P (T |Z) ⇔ P (Y |X) − P (T ) = P (T |Z) −
P (T ) ⇔ P (Y |X)−P (Y )

1−P (Y ) = P (T |Z)−P (T )
1−P (T ) ⇔ MGK(X → Y ) = MGK(Z → T ). ��

The following Subsection summarizes these different optimizations via the
Algorithm 1 and the Algorithm 3.

3.3 Our Algorithm

As we mentioned, our approach describes in a double problematic: mining fre-
quent itemsets (Algorithm 1) and generation of potential valid positive and neg-
ative association rules (Algorithm 3). The Algorithm 1 takes as argument a
context B, a minsup. It returns a set F of frequent itemsets, where Ck denotes
the set of candidate k-itemsets, and CGMk the set of generator k-itemsets. The
database B is built in line 1. Next, F1 and F2 are generated in a single pass
(Algorithm 1 lines 2 and 3). The Eomf-Gen function (Algorithm 2) is called
to generate candidates (Algorithm 1 line 5). It takes as argument Fk−1, and
returns a superset Ck. The initialization of Ck to the empty set is done in line 1
(Algorithm 2). A join between the elements of Fk−1 is then made (Algorithm 2
lines 2 to 6). Indeed, two p and q items of Fk−1 form a c if, and only if they
contain common (k − 2)-itemsets. For example, joining ABC and ABD gives

Algorithm 1. Eomf: Frequent Itemset Mining
Require: A dataset B = (T , I, R), a minimum support minsup.
Ensure: All frequent itemsets F .
1: MatriceSupport ← Scan(B); //Scan dataset B
2: F1 ← {c1 ∈ MatriceSupport|supp(c1) ≥ minsup}; //Generate 1-itemsets
3: F2 ← {c2 ∈ MatriceSupport|supp(c2) ≥ minsup}; //Generate 2-itemsets
4: for (k = 3;Fk−1 �= ∅; k + +) do
5: Ck ← Eomf-Gen(Fk−1); //New candidate (see algorithm 2)
6: for all (transaction t ∈ T ) do
7: Ct ← subset(Ck, t) or Ct = {c ∈ Ck|c ⊆ t} //Select candidate in t
8: for all (candidate c ∈ Ct) do
9: if (c ∈ CGMk) then
10: supp(c) = |{t ∈ T |c ⊆ t}|/|T |;
11: else
12: supp(c) = min{supp(c′)|c′ ⊂ c};
13: end if
14: supp(c) + +;
15: end for
16: end for
17: Fk ← {c ∈ Ck|supp(c) ≥ minsup}; //Generate frequent itemsets
18: end for
19: return F =

⋃
k Fk
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Algorithm 2. Eomf-Gen Procedure
Require: A set Fk−1 of frequent (k − 1)-itemset
Ensure: A set Ck of candidate k-itemset
1: Ck ← ∅
2: for all itemset p ∈ Fk−1 do
3: for all itemset q ∈ Fk−1 do
4: if (p[1] = q[1], . . . , p[k − 2] = q[k − 2], p[k − 1] < q[k − 1]) then
5: c ← p ∪ q(k − 1); //Generate candidate
6: end if
7: for all ((k − 1)-subset s of c) do
8: if (s ∈ Fk−1) then
9: Ck ← Ck ∪ {c};
10: end if
11: end for
12: end for
13: end for
14: return Ck

ABCD. However, joining ABC and CDE does not work because they do not
contain common 2-itemsets. Once Ck has been established, it researches among
the elements of Ck. If this is the case, it calculates the support in two cases
(Algorithm 1 lines 9 to 13): if c is generator, an access to the database is made
to know its support (Algorithm 1 line 10), otherwise, it is derived from its sub-
sets without going through the database (Algorithm 1 line 12). The support is
then increased (Algorithm 1 line 14). And, only frequent itemsets are retained
in Fk (Algorithm 1 line 17). For the sake of comprehension, we apply this Algo-
rithm 1 on a small database B, shown in Table 1. The minimum support is equal
to 2/6, where Gen. designates a generator itemset. Results are shown in Fig. 1.
After reading the dataset B, D is not frequent, its support is smaller than the
minsup. It is pruned from the next step. The other elements are kept to generate
C2. These elements are frequent, its gives F2. Then, C3 is generated. We have

Fig. 1. Example of the Algorithm 1, minsup = 2/6
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supp(AC) = supp(A) and supp(BE) = supp(B) = supp(E), AC and BE are
not generators. No candidate of C3 is then generator, i.e. no access over the B.
Also in the last step, the support of ABCE is equal to ABC (or ABE, or ACE).
From this example, our approach does it in a single pass to the database, this is
not the case for the existing ones, they do it in 4 passes.

The following Algorithm 3 embodies the different optimizations we have
defined in above Subsect. 3.2. The Algorithm 3 takes as argument a set F ,
thresholds minsup and minmgk, and returns a set ERAPN . It is initialized by the
empty set in line 1. Next, for each itemset of F set, the set A is generated (line
3). For each subset Xk−1 of A (line 4), the algorithm proceeds in two recursive
steps. The first consists in generating attractive class rules using the single rule
X → Y (Algorithm 3 lines 6 to 11). Indeed, if supp(X → Y ) ≥ minsup and
MGK(X → Y ) ≥ minmgk, then the ERAPN set is updated by adding X → Y ,
Y → X, Y → X and X → Y (Algorithm 3 line 9). The second step consists
in generating repulsive class rules by studying only X → Y (Algorithm 3 lines
11 to 16). The Algorithm 3 is updated by adding X → Y , Y → X, Y → X
and X → Y (Algorithm 3 line 14). Erapn returns the ERAPN set (Algorithm 3
line 19).

Algorithm 3. Association Rules Generation
Require: A set F of frequent itemsets, a minsup and minmgk.
Ensure: A set ERAPN of valid positive and negative rules.
1: ERAPN = ∅;
2: for all (k-itemset Xk of F , k ≥ 2) do
3: A = {(k − 1)-itemset | Xk−1 ⊂ Xk}
4: for all (Xk−1 ∈ A) do
5: X = Xk−1; Y = Xk\Xk−1;
6: if (P (Y |X) > P (Y )) then

7: supp(X ∪ Y ) =
|g(X∪Y )|

|T | ; MGK(X → Y ) =
P (Y |X)−P (Y )

1−P (Y ) ;

8: if (supp(X ∪ Y ) ≥ minsup & MGK(X → Y ) ≥ minmgk) then

9: ERAPN ← ERAPN ∪ {X → Y, Y → X, Y → X, X → Y };
10: end if
11: else

12: supp(X ∪ Y ) =
|g(X∪Y )|

|T | ; MGK(X → Y ) =
P (Y |X)−P (Y )

1−P (Y )
;

13: if (supp(X ∪ Y ) ≥ minsup & MGK(X → Y ) ≥ minmgk) then

14: ERAPN ← ERAPN ∪ {X → Y , Y → X, Y → X, X → Y };
15: end if
16: end if
17: end for
18: end for
19: return ERAPN

Example Illustrate of Algorithm 3. Indeed, we consider the frequent itemset
ABC ⊆ F (cf. Fig. 1). We will study a total |ERAPN (ABC)| = 72 rules, where
12 positive rules and 60 negative rules. First, we start to study the positive rules.
There are 6 possible rules: A → BC, B → AC, C → AB, AB → C, AC → B
and BC → A. Since ABC is frequent, then its subsets A, B and C are also
frequent, which gives the other candidates A → B, A → C, B → C, B → A,
C → A and C → B. Indeed, we will study first A → B, A → C and B → C.
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Table 4. Generation of positive association rules, minsup = 0.1 and minmgk = 0.6

X → Y P (X) P (Y ) supp(X ∪ Y ) P (Y |X) − P (Y ) 1 − P (Y ) MGK(X → Y )

A → B 0.50 0.83 0.33 0.17 −0.17 −1

A → C 0.50 0.83 0.50 0.17 0.17 1

B → C 0.83 0.83 0.67 0.17 −0.03 −0.2

B → A 0.83 0.50 0.33 0.50 −0.10 −0.2

C → A 0.83 0.50 0.50 0.50 0.10 0.2

C → B 0.83 0.83 0.67 0.17 −0.03 −0.2

Given minsup = 0.1 and minmgk = 0.6. Results are shown in Table 4 below.
Because MGK(B → C) = MGK(B → A) = MGK(C → A) = −0.2 < 0.6 and
MGK(C → B) = 0.2 < 0.6, then B → C, B → A, C → A and C → B are not
valid. So, by Propositions 7 and 8, A → BC, BC → A, B → AC and C → AB
are also invalid. Since MGK(A → B) = −1 < 0, then A → B is invalid.

Here, we derive the valid positive and negative traditional. Because,
supp(AB) = supp(A) − supp(AB) = 0.17 > 0.1, and, by Proposition 6,
MGK(A → B) = −MGK(A → B) = 1 > 0.6. Therefore, A → B is exact nega-
tive rule. Since supp(AC) = 0.50 > 0.1 and MGK(A → C) = 1 > 0.6, A → C
is exact positive rule. Because, A → C is exact, by Proposition 7, AB → C is
also exact rule. Because A → B is exact negative, by Proposition 9, AC → B is
also exact negative. Because A → B is exact negative, by Corollary 1, AB → B
is also exact negative. Because B → A is exact negative, by Proposition 10,
B → AC is also exact negative. Therefore, because B → AC is exact negative,
by Proposition 7, B → C is also exact negative. Results are shown in following
Table 5. In this small example, our approach restores nine valid positive and
negative association rules in total, including two positive rules of type X → Y ,
two negative rules of type X → Y and five negative rules of type X → Y .

Table 5. Potential valid association rules according to support-MGK

X → Y P (X) P (Y ) supp(X ∪ Y ) P (Y |X) − P (Y ) 1 − P (Y ) MGK(X → Y )

A → C 0.50 0.83 0.50 0.17 0.17 1

AB → C 0.33 0.83 0.33 0.17 0.17 1

A → B 0.50 0.83 0.33 0.17 0.17 1

AC → B 0.50 0.83 0.33 0.17 0.17 1

A → B 0.50 0.83 0.50 0.17 0.17 1

AC → B 0.50 0.83 0.50 0.17 0.17 1

B → A 0.17 0.50 0.17 0.50 0.50 1

B → C 0.17 0.83 0.17 0.17 0.17 1

B → AC 0.17 0.50 0.17 0.50 0.50 1
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Complexity of ERAPN Algorithm. There are three lenses: average, best and
worst case. The first model evaluates the average time, which proves to be very
difficult and leaves the framework of this work. The second model estimates the
minimal time, which also leaves the framework of this work. We are interested in
the last one, because we want to evaluate the costs of calls of the most expensive
operations. In what follows, we present the study of the complexity of our Erapn
algorithm. This is calculated for each of the two constituting steps: frequent
itemsets mining and finding positive and negative association rules.

Complexity of Frequent Itemsets Mining (Algorithm 1): The Algorithm 1 takes
as input the transaction context B = (T , I,R). Let n = |T | and m = |I|. There
is worst case if the candidate are generators (i.e. 2I). The time complexity of
support counting for 1 and 2-itemsets is O(m × n) (line 1). The instructions for
lines 2–3 are O(2). The cost of finding longest frequent itemsets (i.e. all itemsets
of sizes ≥ 3) (lines 4–16) is equal to the sum of the following costs. Eomf-Gen:
there are (2m − m − 1) candidates to generate. Thus, the cost of this procedure
is O(2m − m) (lines 2–13 in the Algorithm 2). The cost of support counting
of longest candidates is O(n(2m − m)) (lines 6–16). The time complexity of
space frequent itemsets is O(2m − m) (line 17). The global complexity of this
Algorithm 1 is therefore O(mn + 2m − m + n(2m − m) + 2m − m) = O(n2m).

Complexity of Rule Generation (Algorithm 3): The algorithm takes as input
a set of frequent itemsets F , which is obtained from a context B. Its global
complexity is linear in |F|, which takes O(2−1|F|(5m − 2(3m))). This complex-
ity is obtained by the following instructions. The “for” loop (line 2), which
runs through all of the F itemsets, is done in O(|F|) at worst. The sec-
ond “for” loop (line 4) is O(|A|/2) at worst, because only half of the candi-
date rules that are traversed in our approach to test their eligibility (instruc-
tions 6 to 16). It is carried out in two identical tests (lines 8 and 13). For
each of the tests, the possible number of rules generated, at a m-itemset,
is equal to 22m − 2m+1. Which gives Cm−1

m (22(m−1) − 2m) for a (m − 1)-
itemset, Cm−2

m (22(m−2) − 2(m−1)) for a (m − 2)-itemset, and so an. In sum,
we have O(|A|) =

∑m
k=2 Ck

m(22k − 2k+1) =
∑m

k=2 Ck
m4k − 2

∑m
k=2 Ck

m2k =[∑m
k=0 Ck

m4k − (1 + 4m)
]

− 2
[∑m

k=0 Ck
m2k − (1 + 2m)

]
. Now, for all x of R,∑m

k=0 Ck
mxk = (1 + x)m, so O(|A|) = O(5m − 2(3m) + 1) = O(5m − 2(3m)).

Finally, the overall time complexity is O(|F||A|/2) = O(2−1|F|(5m − 2(3m))).
In the worst case, the total complexity of the Erapn algorithm is of the order

of O(2−1|F|(5m − 2(3m))) + O(n2m) = O(2−1|F|(5m − 2(3m)) + n2m).

4 Experimental Results

This section presents the experimental study conducted in order to evaluate the
performances of our algorithm. The latter is implemented in R and tested on
PC Core i3 and 4 GB of RAM running under Windows system. We compare the
results with those of Wu and RAPN, conducted out on four databases from UCI,
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such as Adult, German, Income and Iris. For each algorithm, we have chosen
the same thresholds to avoid biasing the results. The following Table 6 reports
the characteristics of datasets, and the number of positive and negative rules by
varying the minimum thresholds minsup and minmgk. Indeed, the first three
columns indicate the data characteristics in question, the last fiveteen columns
present the different results, where the column labelled “++” corresponds to
the type X → Y , column “−+” to X → Y , column “+−” to X → Y , and
“- -” to X → Y . The behaviour of algorithms varies according to data char-
acteristics. The large database is much more time-consuming to run. In other
words, the number of rules increases as thresholds decrease. Except for dense
databases (Adult and German) and relatively low thresholds (minsup = 1% et
minmgk = 60%), the number of rules (see Table 6) in Wu is 100581 and 89378
for RAPN. They are relatively large, due to the strong contribution of positive
rules of type X → Y and negative rules of type X → Y (see Table 6), than
for Erapn (28784 rules). The rules of type X → Y and X → Y remain rea-
sonable for each algorithm. On less dense databases (Income and Iris), these
algorithm gives the reasonable number of rules. Note that RAPN, for Iris data,
does not extract the type X → Y (see Table 6) for minsup (resp. minmgk) over
3% (resp. 80%). Figure 2 below shows the response times by varying the minupp
and keeping minmgk = 60%. They also increase when thresholds are lowered.
The execution time of Erapn is faster than that of Wu and RAPN. Erapn
gained 7 more times the best response in the worst cases. These different per-
formances can be explained as follows. RAPN and Wu are limited on classical
data structure, which requires repetitive access over the whole database. Wu has
the lowest performance. One of the main reasons lies in the pruning technique.
In this case, the interest measure does not have effective properties for frequent
itemsets mining. In addition, the search space of valid association rules can be
covered exhaustively. To this, our algorithm introduces the different optimiza-
tions. Therefore, the all frequent itemsets can be traversed only once. Moreover,
the search space of rules is only half full. In all cases, our model remains the
most selective and concise.

Table 6. Characteristics of datasets and results extracts
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Fig. 2. Performances for each algorithm according to minsup

5 Related Work

Association rules mining is an active topic in Big Data. Apriori algorithm [2] is
the first model that deals with this topic. On the other hand, it scans database
multiple times as long as large frequent itemsets are generated. Apriori TID
algorithm [2] generates candidate itemset before database is scanned with the
help of Apriori-Gen function. Database is scanned only first time to count sup-
port, rather than scanning database it scans candidate itemsets. Despite their
notable contributions, Apriori and Apriori TID [2] algorithms are limited on a
single type of classical (or positive) association rules. The negative association
rules has not been studied. To this, outreach works has been proposed.

Brin et al. [10] propose a model generating negative association rules by using
the χ2 measure. It is a first time in the literature the notion of negative rela-
tionships. The statistical chi-square is used to verify the independence between
two variables. It’s also used to determine the nature of the relationship, and a
correlation metric. Although effective, the model suffers the problem of space
memory due to the chi-square χ2 was used. In [15], the authors present an app-
roach to mine strong negative rules. They combine positive frequent itemsets
with domain knowledge in the form of a taxonomy to mine negative association
rules. However, as mentioned in many works [3,14], their approach is hard to
generalized since it is domain dependant and requires a predefined taxonomy.
Boulicaut et al. [9] present an approach using constraints to generate the associ-
ation of the form X∧Y → Z or X∧Y → Z with negations using closed itemsets.
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Despite its notable contribution, this method is limited of this form. Wu et al.
[19] propose an approach for generating both positive and negative association
rules. They add on top of the support-confidence framework other two mea-
sures, called interest and CPIR for a better pruning of the frequent itemset and
frequent association rules, respectively. One of the key problems lies in prun-
ing: no optimized techniques are used, and the search space can be exhaustively
explored due to the measure interest was used. In [3], the authors propose an
approach for mining positive and negative association rules. They add on top
of the support-confidence framework another measure, called Correlation coef-
ficient. Nevertheless, it requires to challenging problem of finding the frequent
association rules, their strategy for search space is not optimized, which can
be costly. In [16], the authors propose a new algorithm SRM (substitution rules
mining) for mining only negative association of the type X → Y . Although effec-
tive, SRM algorithm is limited of this only type. In [11], the authors propose the
PNAR algorithm. Although obtaining notable contributions, PNAR suffers the
high volume of results, due to support-confidence pair wase used. Wilhelmiina
proposes the Kingfisher algorithm [18] using the Fisher test. A notable limitation
of this model lies in the computation of p-value imposing exhaustive passes over
the whole database, which gives the high computational time. Guillaume and
Papon [14] propose RAPN algorithm based on support-confidence pair and other
measure, MG (MGK [13] modified). Although effective, RAPN suffers relatively
the high computational cost on the search space frequent itemsets.

Note that the major handicap of these works stems mainly from the com-
putational costs for frequent itemsets mining (repetitive passes over the whole
database) and association rules mining (exhaustive passes over the search space).

Recently, we proposed a new algorithm, Eomf [5], allowing the extraction
of frequent itemsets. Therefore, a single pass over the database will extract all
frequent itemsets, which significantly reduces the costs of calculation. As for
association rules mining, we introduced in [7,8] a new approach allowing the
extraction of positive and negative association rules using a new pair, support-
MGK . As a result, only half of all candidate rules are studied, which also reduces
the search space significantly. In this paper, we combine our works [5,7,8]. Ame-
liorations have been made, especially in terms of accuracy and simplicity. In [5],
the path of frequent itemsets space has been quite heavy: the non-generator item-
sets are implicitly taken twice for each calculation step, which can be costly. This
gap has been corrected in the current work. We introduced a new strategy of the
search space via a notable property (cf. Property 1) exploiting the monotony con-
cepts of the generator itemsets, which consequently reduces the cost. Therefore,
improvements have been added in Algorithm 1 (lines 4 to 16), which makes the

approach robust. In [7,8], we used the parameter vcα(r) =
√

1
n

n−nX

nX

nY

n−nY
χ2(α),

to prune association rules. Nevertheless, this parameter presents a notable limit.
It requires the exhaustive paths over the whole database to know its values for
each candidate association rule, i.e. for a m-itemset, computable in O(2m) on its
contingency table, it gives 4Ck

m2k, traditionally cost, for all k. This parameter is
not very selective, its sometimes eliminates the interesting rules (or robust), but
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considers the unintersing rules (far from the logical implication), because, of its
critical value. In this paper, we try to close this limit using a simple parameter,
minmgk ∈ [0, 1], that does not require access to the database. In addition, we
introduced effective properties for the search space (cf. Propositions 7 to 10).

6 Conclusion

In this paper, we have studied the problems of positive and negative associa-
tion rules for Big Data. Further optimizations have been defined. Experiments
conducted on reference databases, compared to RAPN and Wu algorithms, have
emphasized the efficiency of our approach. A study on the extraction of dis-
junctions/conjunctions association rules has not been initially developed, which
gives leads to explore from a methodological and algorithmic point of view.
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Francophone de Classification, Lyon 1, France, pp. 25–28 (2017)

8. Bemarisika, P., Totohasina, A.: Optimized mining of potential positive and negative
association rules. In: Bellatreche, L., Chakravarthy, S. (eds.) DaWaK 2017. LNCS,
vol. 10440, pp. 424–432. Springer, Cham (2017). https://doi.org/10.1007/978-3-
319-64283-3 31

9. Boulicaut, J.-F., Bykowski, A., Jeud, B.: Towards the tractable discovery of
association rules with negations. In: Larsen, H.L., Andreasen, T., Christiansen,
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Abstract. Reliability measures the ability of a system to provide its
intended level of service. It is influenced by many factors throughout a
system lifecycle. A detailed understanding of their impact often remains
elusive since these factors cannot be studied independently. Formulating
reliability studies as a Bayesian regression problem allows to simultane-
ously assess their impact and to identify a predictive model of reliability
metrics.

The proposed method is applied to currently operational particle
accelerator equipment at CERN. Relevant metrics were gathered by
combining data from various organizational databases. To obtain pre-
dictive models, different supervised machine learning algorithms were
applied and compared in terms of their prediction error and reliability.
Results show that the identified models accurately predict the mean-
time-between-failure of devices – an important reliability metric for
repairable systems - and reveal factors which lead to increased depend-
ability. These results provide valuable inputs for early development stages
of highly dependable equipment for future particle accelerators.

Keywords: Reliability prediction · System lifecycle
Bayesian learning

1 Introduction

Reliability measures the ability of a system to perform as expected during its
intended lifetime. The field-reliability of complex repairable systems is a result
of all actions during all stages of its system lifecycle. These stages are (1) concep-
tual design, (2) detailed design and testing, (3) manufacturing, (4) installation,
(5) operation and maintenance, and (6) phase-out and disposal. At each stage
an interplay of complex technical, organizational, and human processes leads to
a more or less desirable outcome in terms of system reliability.
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An assessment of all stages and processes is not feasible, since models captur-
ing the interactions between all relevant processes in system development do not
exist. Therefore, most common reliability methods focus on certain stages and
aspects during a system lifecycle, which can be modeled and understood - we
provide an overview in Sect. 2. However, such methods struggle to quantify the
overall uncertainty of reliability predictions in a systematic way since relevant
contributions during a system lifecycle might have been disregarded and are not
straight-forward to include.

Instead of focusing on models for certain stages and aspects of a system we
propose to learn a statistical model of the whole product lifecycle to predict the
observed field-reliability with machine learning techniques as depicted in Fig. 1.
For a set of existing comparable systems with known field-reliability so-called
quantitative reliability indicators are gathered. Using the reliability indicators as
input variables and the field-reliability metric as target variables, a statistical
reliability model is learned by a supervised machine learning algorithm.

The learned model will always be an approximation of the true underly-
ing system lifecycle processes. The lost accuracy due to the statistical model
and the limited granularity of the reliability indicators can be quantified by
Bayesian methods. Thereby, the overall predictive certainty can be quantified in
an efficient way based on the available data.

1) Conceptual 
Design

2) Detailed 
Design and 

Testing

3) 
Manufacturing 4) Installation

5) Operation 
and 

Maintenance

a) Quantitiative
Reliability Indicators

b) ML model c) Field Reliability

Fig. 1. Illustration of the proposed approach. The achieved field-reliability (c) can be
seen as the result of relevant processes during the whole product lifecycle (1–5). It is
not feasible to capture and model all of the relevant processes. Instead, it is proposed to
learn a reduced-order statistical lifecycle model (b) with machine-learning algorithms
based on quantitative reliability indicators (a).

We demonstrate that the learned models accurately predict reliability met-
rics even with a limited set of reliability indicators (as is the case at early stages
of a system’s lifecycle). Compared to traditional reliability assessment methods,
this leads to a reduced workload for reliability predictions and to a systematic
quantification of uncertainties. Furthermore by an appropriate choice of relia-
bility indicators and machine learning algorithms one can study the influence of
each individual reliability indicator. This information assists engineers in design
decisions for highly reliable systems.

The rest of the paper is structured as follows: In Sect. 2, we present related
methods to reliability predictions. In Sect. 3, we explain the methodology of our
approach and in Sect. 4 we apply it to a use-case.
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2 Literature Review

A general review of the challenges in reliability studies is given in [23]. The author
of [23] concludes that the two major challenges in reliability studies are complex-
ity and uncertainty. Reliability studies must consider technical, organizational
and human factors each of which influences the field-reliability of systems. In the
following paragraph a selection of reliability prediction methods to tackle these
problems is given.

Reliability Engineering Methods. Scientific literature on reliability engineering
prediction methods of electronic systems is numerous. An attempt to classify
and evaluate the existing methods is given in the IEEE standard 1413 [6,19]
and its successors. In this standard they have been classified as based on

– handbooks,
– stress and damage models (often referred to as physics-of-failure based), and
– field-data.

Most methods are based on early designs of the considered system and the
selected components.

A common criticism for handbook based models is that they do not consider
interactions of components but only single-component faults. However, faults
due to single-component failures are not dominant [1,5,7,14,18]. As a result
the actual field-reliabilities can deviate from the predicted ones by orders of
magnitude [12]. The author of [5] argues that some methods should not be used
to predict the field-reliabilities but rather as part of a review process at a stage
when limited information on the final design is available.

Stress- and damage models are in general more accurate than handbook-
based methods. However, the development of such methods requires more
effort [18].

Instead of assessing the system on the component level, some approaches use
a top-down approach in which the field-reliability of new systems is estimated
from field-data of similar systems in operation [9,11].

Reliability Program Assessment. A different approach to evaluate the field-
reliability of systems is taken in [16]. The likelihood of achieving the required
field-reliability is estimated by a review of the design processes. Each system is
assigned a score depending on its design processes and it is shown that this score
correlates with the probability of fulfilling field-reliability requirements. Thereby
organizational aspects of reliability are taken into account.

Organizational and Human Reliability Analysis. In the review article [23]
Section 3.1.3 is dedicated to non-technical factors in reliability studies since its
contribution to the field-reliability can be significant.

In our work we propose to infer the most relevant processes or factors in a
system lifecycle from the field-reliability data of a set of systems. This includes
organizational and human reliability factors. The method can be applied at any
stage of a system lifecycle to guide engineering decisions.
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3 Methodology

In this section we define the relevant terms, explain the methods used and
describe the general methodology.

3.1 Definitions

System Reliability. It is generally defined as the ability of a system to provide
its intended level of services for a specified time t. For a constant failure rate
and repairable systems, it is usually measured as availability A, which is defined
by

A =
MTBF

MTBF + MTTR
(1)

with MTBF being the mean-time-between-failure and MTTR being the mean-
time-to-repair. The MTBF is being calculated as

MTBF =
toperation
nfaults

(2)

with toperation being the cumulative operational time of the considered devices
and nfaults being the total number of faults within the operational time. The
MTTR can be evaluated by

MTTR =
tinrepair
nfaults

(3)

with tinrepair being the total time a system is in repair and nfaults the total
number of faults during the operational time. The un-availability UA is given by
UA = 1 − A.

System Lifecycle. It is the overall process describing the lifetime of a system. It
is a concept from systems engineering to address all stages of a product from its
beginning to end. Here these stages shall be divided into (1) conceptual design,
(2) detailed design and testing, (3) manufacturing, (4) installation, (5) operation
and maintenance, (6) and phase-out and disposal.1

System Definition. This discussion is focused on repairable electronic systems.
A more precise definition will be given for the use-case in Sect. 4.2

1 Depending on the system under study the definitions of the stages may change. The
proposed methodology is not restricted to this specific choice of stages.

2 There is no implicit restriction for the proposed method to electronic repairable
systems. It can also be used for non-repairable systems and for mechanic, electric,
electronic, or software systems. However, the definitions of the fault metrics must be
adapted.
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3.2 Method

The central assumption is that the observed field-reliability is the outcome of
all technical, organizational and human processes during all stages of a system’s
lifecycle. It is unfeasible to model all these interactions due to their complexity
and non-linearity. Therefore, we restrict ourselves to learning statistical models of
the observed field-reliability of comparable systems based on reliability indicators
collected throughout the system lifecycle. Modern machine learning algorithms
are capable of learning accurate predictive models of field-reliability based on
the relevant reliability indicators. The loss of information due to the limited
availability of data and the intrinsic uncertainty of the problem can be assessed
by using Bayesian machine learning methods.

Lifecycle Analysis by Machine Learning. To arrive at a firm mathematical
description of the proposed method, let us hypothesize the existence of a deter-
ministic model F : Z �→ Y to determine any field-reliability metric Y ∈ Y from
all relevant input variables Z ∈ Z in the form of

Y = F(Z). (4)

This would be a model to quantify the contribution of all relevant processes
towards the field-reliability during the whole system lifecycle. Since it is not
possible to derive such a formula or to gather all relevant inputs, we try to
approximate the true field-reliability metrics Y by a reduced model

Y ≈ y = f(x), (5)

with x ∈ X , dim(X ) � dim(Z) being the set of collected reliability indicators
and f : x �→ y,y ∈ Y being an approximate model. When supplied with pairs
of input and output data D = {(x1,Y1), ..., (xN,YN)}, a statistical learning
algorithm can learn such a model by minimizing a certain loss function l : Y ×
Y �→ R. This is essentially a regression problem which can be studied with a
vast range of learning algorithms.

There are three additional requirements, which render algorithms fitter for
the intended purpose. Firstly, to quantify the uncertainty of the predictions of
the reliability metrics, probabilistic models shall be learned

p(Y|x). (6)

Our method is based on an arbitrary non-linear mapping from reliability indi-
cators to features Φ : X �→ R

n. Since it is of interest which features are relevant,
secondly, algorithms of parametric form will yield that additional information,

p(Y|w · Φ(x)), (7)

with w ∈ R
n being a weight vector indicating the relevance of each feature.

Thirdly, methods learning sparse models based on fewer features are preferred
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from a practical point of view, since they require a reduced data collection effort
for predicting field-reliability. A general justification of such methods on philo-
sophical grounds is given by Occam’s razor [8].

We present concrete algorithms fulfilling these criteria in Sect. 4. Even though
the outlined requirements are not mandatory, they facilitate the data collection
and model assessment process by providing additional feedback.

Data Collection, Model Selection and Reliability Prediction. The col-
lection of data and the training and selection of a model should be seen as an
integrated process. The problem domain and a-priori available expert knowledge
allows to draw guidelines for the data collection. We present these guidelines in
the paragraphs below. After that, we show how to learn a predictive model with
the collected data and how further refinements of the data collection are assisted
by properly selected learning algorithms.

Collection of Training Systems. Since the method is based on the field-reliability
of existing comparable systems, the choice of the collected systems will have an
influence on the accuracy of the predictions for future systems. Two general
recommendations can be given for this selection:

– Only systems which have been in use for a significant exploitation period with
accurately monitored reliability metrics shall be used.

– The choice of systems for which a field-reliability model is learned shall include
systems which are comparable to the system for which a field-reliability shall
be predicted. In reliability studies, comparable systems are similar in terms
of technical, organizational, and human factors throughout their lifecycle.

Collection of Reliability Indicators. The choice of these indicators largely influ-
ences the quality of the models in terms of their accuracy and interpretability.
The following statements can be made:

– Based on expert knowledge, recommendations can be given for indicators
which carry important reliability information; e.g. operational conditions
such as load, temperature or humidity can contribute significantly to the
failure rate. Systems, which are mass-produced, will achieve different field-
reliabilities than prototypes. Different organizational structures or project
management strategies influence the reliability of a final system. [17,22].

– In engineering practice the collection of data is facing practical limitations
due to time or other restrictions. Therefore, a natural choice is to begin to col-
lect the indicators based on a trade-off between collection effort and expected
information content. For the use-case in Sect. 4, we show that accurate predic-
tions can be obtained from a very limited set of meta-variables as reliability
indicators. Furthermore, one always needs to consider the availability of the
indicators for the systems in the data-set.3

3 If availability indicators are unavailable for some of the selected systems, supervised
learning techniques for incomplete data-sets can be employed.
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Collection of System Reliability Metrics. The choice of reliability metrics is usu-
ally given by the system under study. For our choice of system and assuming a
constant failure rate,4 these are given by MTBF and MTTR. Based on these
other metrics can be derived.

Model Selection and Validation. Using the collected data, one is able to compile
a data-set D = {(x1,Y1), ..., (xN,YN)} for which xi and Yi are the collected
reliability indicators and the field-reliability metrics for system i, respectively.
A reliability model shall be learned with this data-set. We use a general model
selection and assessment approach as is e.g. discussed in Chapter 7 of [10] with
minor modifications due to the particularities of the problem setting.

The first step is to split the data-set into a training data-set Dtrain and a test
data-set Dtest. This splitting is not performed arbitrarily. Instead the training
data-set shall contain systems with an age higher than a certain threshold age as

and the test data-set shall exclusively contain systems younger than the thresh-
old age. Thereby, we test the approach for its applicability to future systems.
For the model selection and assessment the training data-set will be used exclu-
sively.5 With a five-fold cross-validation method we compare different learning
algorithms in terms of their applicability to the problem setting and their pre-
diction errors. For algorithms which additionally require the tuning of hyperpa-
rameters, we used so-called nested cross-validation in which the hyperparameters
are optimized in a five-fold inner cross-validated grid-search nested within each
of the five outer cross-validation folds [4]. The expected mean and variance of
the cross-validation error ErrCV is reported for each of the evaluated models.
It serves as an estimate for the expected generalization error [10].

The confidence of the predictions and the relevance of the selected reliability
indicators can be studied with a learning algorithm which satisfies Eqs. 6 and
7. Investigating the identified model parameters and predictions obtained by
such an algorithm for one or several cross-validation folds gives this additional
information. The confidence or uncertainty of the predictions provides feedback
on the amount and quality of the collected data. The weight vector w indicates
the relevance of the features and the reliability indicators. Depending on the
complexity of the mapping Φ : X �→ R

n from the reliability indicators to the
features we can identify the most important reliability indicators. Using this
information and expert knowledge, we can refine our data-set (choice of systems
and reliability indicators) and feature mapping Φ to obtain more precise models.
This idea is illustrated in Fig. 2

Obtaining Reliability Predictions. Once satisfying models in terms of their pre-
dictive errors and interpretability are found with the procedure described above,
4 This assumption can be relaxed by e.g. predicting a parameterized failure rate dis-

tribution over time. Then, instead of MTBF and MTTR the reliability metrics are
the parameters of the distribution. This requires a different data collection and can
be considered for future work.

5 Using the test data-set would lead to an over-fitting of the models and an underes-
timation of the generalization error.
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(1) Set of 
systems

(2) Reliability 
indicators for 
the systems

(3) Feature 
mapping

(4) Model 
selection and 

evaluation

(b) Reliability indicator weights

(a) Expected prediction error

(c) Predictive uncertainty

Fig. 2. Illustration of the iterative data collection and reliability prediction process.
The choice of (1) systems, (2) reliability indicators and (3) feature mappings influences
the quality of the predictive model (4). The learning algorithm provides feed-back in the
form of an expected prediction error (a), relevance weights for the reliability indicators
(b) and uncertainty bounds for the field-reliability predictions (c).

they are tested with the full data-set. Since the data-set is split by the age of the
systems, this testing simulates a prediction scenario - we identify a model based
on data of systems in the past and evaluate its applicability to future systems.

The predictive models are now trained with the whole training data-set.6

Based on the input values of the test data-set xtest the models can predict
the expected field-reliability ytest. As the prediction is simulated, we know the
observed field-reliabilities Ytest and can compare these to the predicted ones to
obtain the test error Errtest.7 When the test error is of the order of the expected
generalization error ErrCV obtained during model selection and validation one
can conclude that the model is capable of predicting the field-reliability for new
systems.

The overall data collection, model selection and reliability prediction process
is summarized in the pseudo-algorithm below. The use-case in Sect. 4 follows the
presented procedure closely.

Pseudoalgorithm illustrating the overall model selection and reliability predic-
tion process:

1. D = {(x1,Y1), ..., (xN,YN)} ← Initial data collection.
2. Sort D by system age.
3. Split D in Dtrain and Dtest with atest < as ≤ atrain.
4. While satisfying predictive model has not been found do:
(a) Shuffle Dtrain randomly.
(b) Evaluate ErrCV by (nested) CV.
(c) Evaluate parameter weights w and predictive uncertainty

for one fold.
(d) If Model has large ErrCV or predictive uncertainty then

6 Again, hyperparameters are optimized by a cross-validated grid search over a hyper-
parameter grid.

7 We note that in a realistic application scenario the true observed field-reliabilities
are not available. However, the available data can always be split by system age to
test the generalizability of the identified models to newer systems.
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− Change set of systems, reliability indicators, or
feature mapping.

(e) Else jump to 5.
5. Train predictive model with Dtrain.
6. Evaluate Errtest and compare with ErrCV .
7. Evaluate parameter weights w and predictive distributions.

4 Use-Case

This section describes how the proposed method was used to learn a model
for the expected field-reliability of accelerator power converters. The system of
interest, the collected data and features, the used learning algorithms and the
results are discussed.

System Definition. The considered systems are magnet power converters
at the CERN particle accelerator facilities. A power converter is a device to
transform electrical energy. The conversion is in terms of voltage, current and
waveform. Magnet power converters control the flow of current through particle
accelerator magnets. In order to achieve precise magnetic fields these converters
generally need to control the output current very precisely.

Dataset, Reliability Metrics and Reliability Indicators

Set of Systems. At CERN there are currently more than 6000 power converters
of approximately 600 different types in use. Their field-reliability is continu-
ously tracked by a centralized computerized maintenance management system
(CMMS). After removal of converter types with a cumulative operational time
toperation of less than ten years and cleaning the data, approximately 300 power
converter types remained for reliability analysis. Table 1 gives an overview of min-
imal and maximal characteristic attributes of power converters in the dataset.
Considering the vast range of converter types one would not expect a global
model to accurately predict the field-reliability. Therefore, both local- and global-
models were trained.

Table 1. Illustration of characteristic power converter attributes of the studied dataset.

Power [W] Current [A] Voltage [U] Age [yrs] MTBF [hrs]

Minimum 10−6 10−4 10−3 2.2 103

Maximum 108 4 · 104 105 49.7 6 · 105
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Reliability Indicators for the Systems. The initial choice of reliability indicators
depends on

– the system development stage at which the prediction shall be carried out,
– recommendations from system experts,
– the time or effort which can be attributed to the data collection.

The following list shows the collected reliability indicators. The selection is based
on recommendations from CERN engineers in charge of the complete lifecycle
of the studied systems. Naturally, the selection is also limited by the availability
of data:

– I: Rated current of the converter. Depending on the rated current different
converter technologies have to be used. One major stress effect of high currents
in terms of reliability is an increased heat load which requires a proper heat
management [13,17].

– U: Rated voltage of the converter. Higher voltages require the appropriate
electrical insulation and can cause failure mechanisms such as arcing or corona
discharge [13,17].

– P: Rated power of the converter. Similarly to currents increased power leads
to increased heat loads.

– Quantity: This refers to the quantity of each type of power converter that is
used at CERN. The quantity of a power converter is not related to a phys-
ical wear-out mechanism. However, throughout the lifecycle converter types
produced and operated in large quantities are treated differently than power
converters of small quantities both in terms of technical and organizational
matters.

– Avg. Age: The average age of converters for each converter type. Depending
on the maintenance strategy a decreasing or constant availability as a function
of the age is expected, respectively.

– Cum. Age: The cumulative age of converters for each converter type. A depen-
dency of the availability on the cumulative age could indicate both a organi-
zational learning curve in terms of a more efficient maintenance and a degra-
dation with age of the converters.

– Pol 0–9: The polarity of the converter. This indicates the operating modes,
technology and complexity of the converter.8

– Acc. 1–9: The accelerator in which the converter type is used. Depending on
the accelerator the converter type is exposed to different operating conditions9

and operation modes.

8 The discrete set of polarities is given by: (1) Unipolar, (2) Bipolar Switch Mechanic,
(3) Bipolar I - Unipolar U - 2 Quadrants, (4) Unipolar I Bipolar U 2 Quadrants, (5)
Bipolar Pulse-Width-Modulation, (6) Bipolar Relay, (7) Bipolar Electronic I/U, (8)
Bipolar Anti-Parallel 4 Quadrants, (9) Bipolar I-circulation 4 Quadrants and, (0)
un-specified or other Polarity.

9 E.g. the radiation levels differ on the kind of accelerator. However, there is also
different operation conditions within each of the accelerators.
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– in Acc.: The number of different particle accelerators in which each power
converter is used.

We probed different indicators for their information content by appropriate
Bayesian learning methods. The required learning algorithms are introduced
later in this section.

Reliability Metrics for the Systems. The studied field-reliability metrics are
MTBF and MTTR as defined in Sect. 3.10 These are directly computed in
the CMMS with the necessary variables for power converter type i which are
defined as follows:

– toperation,i: Cumulative time in operation of all converters of converter type i.
Note that commissioning and testing times are not counted towards operation
time.

– nfaults,i: Cumulative number of faults of all converters of converter type i dur-
ing the operational time toperation,i. Note that only internal faults of the system
which require an external action to alleviate the problem are included. Inter-
nal faults which are automatically resolved or are very short and faults due to
external reasons are not included. This ensures that a model for the reliability
of the considered systems itself is learned and not of its surroundings.

– tinrepair,i: Cumulative time in repair of all converters of converter type i
during the operational time toperation,i. The repair time starts by a request
from the system operators to the system experts and ends when the problem
was resolved and the system can continue to operate.

Algorithms. By formulating the reliability prediction problem as a supervised
machine learning problem we can choose from a range of existing learning algo-
rithms to generate the desired statistical model for predictive purposes. Since the
uncertainty in the field-reliability predictions shall be quantified (i.e. finding a
model as presented in Eq. 6), the choice of algorithms is narrowed down. Further-
more, sparse parametric models (as in Eq. 7) are preferred since they potentially
require fewer reliability indicators to be collected and - more importantly - since
they allow an estimation of the relevance of the choice of reliability indicators
and the generated features.

A summary of the chosen algorithms is given in Table 2. Note that the
scikit-learn python implementations of the algorithms were used [20]. A detailed
description of each algorithm can be found on their website and in their user-
guide [3]. Since the algorithms are standard implementations, only references to
detailed documentation are given:

– ARD - Automatic Relevance Determination Regression: Sparse Bayesian
regression technique as described in [2] - Chapter 7.2.1. The implementation
is taken from [3] - Chapter 1.1.10.2.

10 Note that the Availability A and Un-Availability UA can be directly obtained from
the MTBF and the MTTR.
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Table 2. Summary of learning algorithms.

UQ (6) Feature weights (7) Sparsity Global/Local

ARD Yes Yes Yes Global

BAR Yes Yes Balanced Global

GP Yes No No Local

ENCV No Yes Yes Global

SVR No Only for linear kernel no Local

– BAR - Bayesian Ridge Regression: A Bayesian regression method as intro-
duced in [15]. It is similar to the ARD Regression but fewer parameters have
to be determined from the data. The implementation is taken from [3] -
Chapter 1.1.10.1.

– GP - Gaussian Process Regression. A kernel-trick based Bayesian Regression
technique. The implementation is described in [21] - Algorithm 2.1 and was
taken from [3] - Chapter 1.7.1. The kernel is based on a combination of a
radial-basis-function kernel and a white-kernel. The kernel parameters were
optimized in the learning process.

– EN: Elastic Net Regression. The implementation is taken from [3] -
Chapter 1.1.5 - which includes a description of the algorithm. Hyperparame-
ters were optimized in a cross-validated grid-search.

– SVR - Support Vector Machine Regression: A kernel-trick based regression
method. A description is given in [3] - Chapter 1.4.2. Linear basis functions
were used and the hyperparameters were optimized by a cross-validated grid-
search.

Model Selection and Validation. This section closely follows the proce-
dure presented in Sect. 3. The data-set D was compiled from the data collection
described above including 281 collected systems, nine reliability indicators and
two field-reliability metrics. To simulate a prediction scenario the whole data-set
of 281 different converter types was split into a training set Dtrain with 210 con-
verter types which are at least fifteen years old and a test set with 71 converter
types which are less than fifteen years old.11

For the model selection and validation we restricted ourselves to the training
data which we shuffled randomly. A scaling operator re-scaled the features or
inputs xtrain to zero mean and unit variance. The same scaling operator was later
applied to the features in the test data-set xtest. Furthermore, the logarithms of
the reliability metrics log(Y) were taken instead of their nominal value for the
full data-set.

11 In other words we pretended to be in 2003 and tried to predict the field-reliability
of power converters between 2003 and 2018.
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Based on the introduced (nested) cross-validation we compared the following
different choices of the set of systems, reliability indicators and feature mappings
for all the introduced algorithms:

– Choice of systems: We trained models with the complete set of power con-
verter types and with a random sub-selection of only 42 converter types.

– Choice of reliability indicators: We trained models with the complete set of
reliability indicators and a set in which the quantity of converters per type
was removed.

– Choice of feature mapping: Based on the reliability indicators, following fea-
tures were generated:

• Based on the numeric indicators xnum linear features and logarithmic
features were chosen - Φ(xnum) = [xnum, log(xnum)]T .

• The categorical indicators xcat were split into binary features, whereas
the number of binary variables corresponds to the number of categories
per categorical variable.

A feature vector of 34 dimensions was obtained by combining all features.
This was the first choice for the feature mapping and we refer to it as first-
order feature mapping.

The second choice of feature mapping accounts for second-order interactions
of the numeric variables and we refer to it as second-order feature mapping:

Φ(xnum) =
[
xnum, log(xnum), [xnum, log(xnum)] · [xnum, log(xnum)]T

]T
.

(8)
By this more complex mapping we obtain 629 features. One could expect that
a more accurate model can be learned when including second-order interac-
tions which is balanced by a lack of interpretability of the individual feature
weights.

In the following we report the results of our model selection procedure. For
each algorithm the cross-validation error ErrCV

12 is reported and the feature
weights w of the learned models and the obtained predictions are plotted for the
last cross-validation fold.13 All results are provided in terms of the two chosen
reliability metrics MTBF and MTTR.

Reference Configuration. The first configuration we studied is based on the
complete set of power converters, the complete set of reliability indicators and
the first-order feature mapping. The cross-validation errors ErrCV are given in
Table 3a for the MTBF and in Table 4a for the MTTR. As the values for the
12 Note that the mean-squared-error was used throughout.
13 Note that only predictions obtained by the BAR algorithm are illustrated due to

space limitations. It assigns relevance weights to the feature functions and it quan-
tifies uncertainties of both the field-reliability predictions and the feature function
weights. Therefore, it is suited to study the earlier mentioned additional information
provided by algorithms which satisfy Eqs. 6 and 7.
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Table 3. Obtained mean-squared-errors for the log(MTBF ) - (a) ErrCV for the ref-
erence model, (b) ErrCV for a reduced set of systems, (c) ErrCV for a reduced set
of reliability indicators, (d) ErrCV for non-linear numeric feature mappings, and (e)
Errtest for the predictions of the test data-set. Comparison of (a) and (e) indicates if
the method can be extended to future converter types.

ARD BAR GP EN SVR

ErrCV (a) 0.39±0.15 0.35±0.13 0.37±0.14 0.34 ± 0.12 0.46±0.16

ErrCV (b) 0.90 ± 0.79 0.82±0.73 0.81±0.74 0.65±0.49 0.64 ± 0.50

ErrCV (c) 1.03±0.24 1.00 ± 0.19 1.00 ± 0.19 1.01±0.22 1.02±0.24

ErrCV (d) 0.59±0.23 0.37±0.05 0.38±0.05 0.32 ± 0.05 0.48±0.12

Errtest (e) 0.30 0.33 0.32 0.30 0.38

Table 4. Obtained mean-squared-errors for the log(MTTR) - (a) ErrCV for the ref-
erence model, (b) ErrCV for a reduced set of systems, (c) ErrCV for a reduced set
of reliability indicators, (d) ErrCV for non-linear numeric feature mappings, and (e)
Errtest for the predictions of the test data-set.

ARD BAR GP EN SVR

ErrCV (a) 0.23±0.05 0.22±0.0.04 0.22±0.04 0.22±0.04 0.23±0.05

ErrCV (b) 0.32±0.17 0.24±0.11 0.24±0.12 0.23±0.09 0.25±0.17

ErrCV (c) 0.30±0.16 0.23±0.06 0.23±0.06 .28±0.11 0.29±0.16

ErrCV (d) 3.12±4.83 0.23±0.02 0.23±0.03 0.22±0.02 0.34±0.06

Errtest (e) 0.38 0.35 0.35 0.35 0.36

target variables were not scaled to unit-variance but simply by a logarithmic
function, the values from the MTBF table cannot be compared with values of
the MTTR table. Only values within a table are comparable. We noted that all
algorithms yielded models with comparable cross-validation errors.

The obtained parameter weights w for the last cross-validation fold are shown
in Fig. 3b for the MTBF and in Fig. 3d for the MTTR. All algorithms identified
similar models. For the MTBF the dominant parameter was the logarithm of
the quantity of converters per type log(Qty) for all models and the rated power
P was dominant for the MTTR. From the predictions obtained with the BAR
algorithm for the last fold, Fig. 3a for the MTBF and Fig. 3c for the MTTR,
we noted that the model for the MTTR did not identify a significant variation
whereas the MTBF was predicted properly. We concluded that a precise model
for the MTBF had been learned with the collected data, the selected feature
mappings, and algorithms. For the MTTR no such model could be identified
and a further refinement would be necessary.

In the following we present variations of the reference configuration in terms
of selected systems, reliability indicators and feature mappings.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 3. (a), (c), (e), (g): Prediction of the log(MTBF )/log(MTTR) for the last fold
of the cross-validation procedure. The orange line depicts the mean of the predictive
distribution and the orange shaded area the 95% confidence intervals. The blue dots
mark the actual observed field-reliabilites. Note that the different converter types were
ordered by the mean of the predictive distribution for illustration purposes. (b), (d),
(f), (h): Estimated feature weights for the parametric models. Figures (a), (b), (c), (d)
are for the reference configuration and figures (e), (f), (g), (h) for a reduced set of data
items in the learning data.



Field-Reliability Predictions Based on Statistical System Lifecycle Models 113

Reduced Set of Training Systems. The second configuration is similar to the ref-
erence configuration except for using a random sub-selection of only 42 converter
types in the training data-set. This illustrates the dependence of the confidence
levels of the identified feature weights w and the predictions for the Bayesian
algorithms (ARD and BAR) on the amount of training data.

The cross-validation errors ErrCV in Table 3b for the MTBF and Table 4b
for the MTTR were larger than those of the reference configuration. The
obtained parameters weights w for the last cross-validation fold in Fig. 3f
(MTBF ) and in Fig. 3h (MTTR) deviated slightly in absolute terms and largely
in terms of their confidence levels from the reference configuration for the ARD
and BAR algorithm. The predictive uncertainties of the BAR algorithm in Fig. 3e
(MTBF ) and Fig. 3g (MTTR) increased only slightly in comparison with the
reference configuration. Again, no predictive model of the MTTR could be
identified. We concluded that a reduced set of training data manifests itself
in increased uncertainties in parameters or predictions.

Reduced Set of Reliability Indicators. The third configuration resembles the refer-
ence configuration except for the removal of the variable indicating the quantity
of systems per converter type. This variable had been identified as the single
most important reliability indicator for MTBF predictions.

The cross-validation errors ErrCV in Table 3c for the MTBF were much
larger than those of the reference configuration and slightly larger for the
MTTR models (Table 4c). The obtained parameter weights w for the last cross-
validation fold in Fig. 4b for the MTBF models were totally different than the
reference configuration. The weights for the MTTR models (Fig. 4d) were similar
to the reference configuration. The predictive uncertainties of the BAR algorithm
in Fig. 3e increased drastically for the MTBF and only slightly for the MTTR
(Fig. 3g) in comparison with the reference configuration. This is consistent with
our expectation, since we removed the most important reliability indicator for
the MTBF models. This time no proper predictive model of either the MTTR
or the MTBF could be identified. We concluded that the choice of reliability
indicators has a strong influence on the quality of the models.

Second-Order Feature Mapping. In the fourth configuration the second-order
feature mapping replaces the first-order mapping of the reference configuration.
The cross-validation errors ErrCV in Table 3d for the MTBF and Table 4d for
the MTTR were of the same order as those of the reference configuration except
for the model learned with the ARD algorithm. The 629 obtained parameter
weights w were not illustrated. The predictions of the BAR algorithm in Fig. 4e
(MTBF ) and in Fig. 4f (MTTR) were comparable with the reference config-
uration. No model could be identified for the MTTR. We concluded that the
extended feature mapping does not improve the predictive errors and compli-
cates the interpretation of the models.

Prediction. The reference configuration was used for the prediction scenario
as it had shown to be interpretable and predicted the MTBF in the model
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. (a), (c), (e), (f):Prediction of the log(MTBF )/log(MTTR) for the last fold
of the cross-validation procedure. The orange line depicts the mean and the orange
shaded area the 95% confidence intervals. The blue dots mark the actual observed field-
reliabilites. Note that the different converter types were ordered by the mean of the
predictive distribution. (b), (d): Estimated feature weights for the parametric models.
Figures (a), (b), (c), (d) are for the configuration with a reduced set of reliability
indicators and figures (e), (f) for the second-order feature mapping. Note that the
illustrations of the 629 second-order feature weights were omitted.

selection procedure properly. The prediction of the MTTR was not carried out
since no suitable model had been identified. The predictive models were learned
with the full training data-set and their predictions were evaluated with the test
data-set.14 Due to the splitting of the training and test data by the age of the
systems this simulated a prediction scenario.

14 Hyperparamters were optimized by cross-validation over a parameter grid.
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(a) (b)

Fig. 5. (a): Predictions of the log(MTBF ) with the final models for the test data-set.
The orange line depicts the mean and the orange shaded area the 95% confidence inter-
vals. The blue dots mark the actual observed field-reliabilites. Note that the different
converter types were ordered by the mean of the predictive distribution. (b): Estimated
feature weights for the predictive models.

The test errors Errtest in Table 3e were of the same order as the cross-
validation errors ErrCV of the reference configuration (3a). We concluded that
the learned models generalize to newer power converters. The feature weights
(5b) and the predictions (5a) were consistent with our expectations and demon-
strate that we could predict the MTBF accurately.

Discussion. One of the major insights created by applying the methods to the
use-case is that the field-reliabilities are strongly dependent on the quantity of
converters per converter type. This fact can lead to an increased reliability for
future systems. However, explanations for this dependence are plentiful and a
more detailed analysis will have to be carried out.

The method is capable of learning more detailed statistical models for the
whole lifecycle of systems. This requires to collect more reliability indicators than
were available in this work. However, the purpose of this work was to illustrate
that even with very coarse high-level data a good predictive model can be trained.
The selected Bayesian algorithms which learn sparse parametric models were
especially fit for this purpose. It has to be pointed out that the approach is
empirical and that causal relationships have to be identified or confirmed by
further studies or expert judgment.

5 Conclusion and Outlook

An approach was presented to predict the field-reliability of complex electronic
systems at an early development stage based on a statistical lifecycle model
learned from data collected for similar operational systems. It was demonstrated
that the field-reliability can be predicted accurately based on very few reliability
indicators. Compared to existing methods this implies a reduced data collec-
tion effort and an integrated quantification of predictive uncertainty based on
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the granularity of the available information and the implicit randomness of the
investigated processes. The results of such a study uncover reliability relevant
factors which lead to improved system designs at very early stages of design.

Sparse Bayesian Regression methods are the key to efficiently learn accurate
models. The confidence in field-reliability predictions is automatically quantified
with respect to the available data and the randomness inherent in the problem.
Future research can focus on more detailed and potentially incomplete data-sets.
Based on that, further relevant processes for the field-reliability of systems may
be uncovered.
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Abstract. This paper provides details on building a knowledge based auto-
matic summarization system for mining text data. The knowledge based system
mines text data on documents and webpages to create abstractive summaries by
generalizing new concepts, deriving main topics, and creating new sentences.
The knowledge based system makes use of the domain knowledge provided by
Cyc development platform that consists of the world’s largest knowledge base
and one of the most powerful inference engines. The system extracts syntactic
structures and semantic features by employing natural language processing
techniques and Cyc knowledge base and reasoning engine. The system creates a
summary of the given documents in three stages: knowledge acquisition,
knowledge discovery, and knowledge representation for human readers. The
knowledge acquisition derives syntactic structure of each sentence in the doc-
uments and maps their words and their syntactic relationships into Cyc
knowledge base. The knowledge discovery abstracts novel concepts and derives
main topics of the documents by exploring the ontology of the mapped concepts
and by clustering the concepts. The knowledge representation creates new
English sentences to summarize the documents. This system has been imple-
mented and integrated with Cyc knowledge based system. The implementation
encodes a process consisting seven stages: syntactic analysis, mapping words to
Cyc, concept propagation, concept weights and relations accumulation, topic
derivation, subject identification, and new sentence generation. The imple-
mentation has been tested on various documents and webpages. The test per-
formance data suggests that such a system could benefit from running on parallel
and distributed computing platforms. The test results showed that the system is
capable of creating new sentences that include abstracted concepts not explicitly
mentioned in the original documents and that contain information synthesized
from different parts of the documents to compose a summary.

Keywords: Data mining � Text summarization � Artificial intelligence
Knowledge extraction � Knowledge-based systems

1 Introduction

In this paper, we describe the implementation details of the automatic summarization
system reported in [1]. The system mines text data on documents and webpages and
uses knowledge base and inference engine to produce an abstractive summary. It
generates summaries by composing new sentences based on the semantics derived from
the text. The system combines syntactic structures and semantic features to provide
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summaries that contains information synthesized from various parts of the document. It
is built on Cyc development platform that consists of the world’s largest knowledge
ontology and one of the most powerful inference engines that allow information
comprehension and generalization [2]. In addition, the Cyc knowledge ontology pro-
vides the domain knowledge for the subject matter discussed in the documents.

Abstractive document summarization is a task that is still considered complex for a
human and especially for a machine. When human experts perform document summa-
rization they tend to use their domain expertise about subject matter to merge information
from various parts of the document and synthesize novel information, which was not
explicitlymentioned in the text [3]. Our proposed system aims to follow similar approach.
It generalizes new abstract concepts based on the knowledge derived from the text. It
automatically detects main topics described in the text. Moreover, it composes new
English sentences for some of the most significant concepts. The created sentences form
an abstractive summary, combining concepts from different parts of the input text.

Our text data mining system is domain independent and unsupervised, being
limited only by the common sense ontology provided by the Cyc development plat-
form. The system conducts summarization process in three steps: knowledge acquisi-
tion, knowledge discovery, and knowledge representation.

The knowledge acquisition step derives syntactic structure of each sentence of the
input document and maps words and their relations into Cyc knowledge base. Next, the
knowledge discovery step generalizes concepts upward in the Cyc ontology and detects
main topics covered in the text. Finally, the knowledge representation step composes
new sentences for some of the most significant concepts defined in main topics. The
syntactic structure of the newly created sentences follows an enhanced subject-
predicate-object model, where adjective and adverb modifiers are used to produce more
complex and informative sentences.

The system was implemented as a pipelined and modular data mining framework.
Such system design allows comprehensible data flow, convenient maintenance and
implementation of additional functionality as needed. The system was tested on various
documents and webpages. The test results show that the system is capable of identifying
key concepts and discovering main topics comprised in the original text, generalizing
new concept not explicitly mentioned in the text and creating new sentences that contain
information synthesized from various parts of the text. The newly created sentences
have complex syntactic structures that enhance subject-predicate-object triplets with
adjective and adverb modifiers. For example, the sentence “Colored grapefruit being
sweet edible fruit” was automatically generated by the system analyzing encyclopedia
articles describing grapefruits. Here, the subject concept “grapefruit” is modified by the
adjective concept “colored” that was not explicitly mentioned in the text and the object
concept “edible fruit” is modified by the adjective concept “sweet”. The modifiers are
chosen based on the weight of the syntactic relation.

The rest of the paper is organized as follows. Section 2 outlines related work
undertaken in automatic text summarization area. Section 3 gives a brief overview of
the summarization process steps performed by the system. Section 4 covers system
implementation details. Section 5 provides thorough description of the system mod-
ules. Section 6 presents testing results. Section 7 discusses conclusions and directions
of future work.
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2 Related Work

Automatic text summarization seeks to compose a concise and coherent version of the
original text preserving the most important information. Computational community has
studied automatic text summarization problem since late 1950s [4]. Studies in this area
are generally divided into two main approaches – extractive and abstractive. Extractive
text summarization aims to select the most important sentences from original text to
form a summary. Such methods vary by different intermediate representations of the
candidate sentences and different sentence scoring schemes [5]. Summaries created by
extractive approach are highly relevant to the original text, but do not convey any new
information. Most prominent methods in extractive text summarization use term fre-
quency versus inverse document frequency (TF-IDF) metric [6, 7] and lexical chains
for sentence representation [8, 9]. Statistical methods based on Latent Semantic
Analysis (LSA), Bayesian topic modelling, Hidden Markov Model (HMM) and
Conditional random field (CRF) derive underlying topics and use them as features for
sentence selection [10, 11]. Despite significant advancements in the extractive text
summarization, such approaches are not capable of semantic understanding and limited
to the shallow knowledge contained in the text.

In contrast, abstractive text summarization aims to incorporate the meaning of the
words and phrases and generalize knowledge not explicitly mentioned in the original
text to form a summary. Phrase selection and merging methods in abstractive sum-
marization aim to solve the problem of combining information from multiple sentences.
Such methods construct clusters of phrases and then merge only informative ones to
form summary sentences [12]. Graph transformation approaches convert original text
into a form of sematic graph representation and then combine or reduce such repre-
sentation with an aim of creating an abstractive summary [13, 14]. Summaries con-
structed by described methods consist of sentences not used in the original text,
combining information from different parts, but such sentences do not convey new
knowledge.

Several approaches attempt to incorporate semantic knowledge base into automatic
text summarization by using WordNet lexical database [8, 15, 16]. Major drawback of
WordNet system is the lack of domain-specific and common sense knowledge. Unlike
Cyc, WordNet does not have reasoning engine and natural language generation
capabilities.

Recent rapid development of deep learning contributes to the automatic text
summarization, improving state-of-the-art performance. Deep learning methods applied
to both extractive [17] and abstractive [18] summarization show promising results, but
such approaches require vast amount of training data and powerful computational
resources.

Our system is similar to the one proposed in [19]. In this work, the structure of
created sentences has simple subject-predicate-object pattern and new sentences are
only created for clusters of compatible sentences found in the original text.
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3 Overview of the Summarization Process

Our system conducts summarization process in three steps: knowledge acquisition,
knowledge discovery, and knowledge representation. Summarization process workflow
is illustrated in Fig. 1.

The knowledge acquisition step consists of two parts. It first takes text documents
as an input and derives their syntactic structures. Then it maps each word in the text to
its corresponding Cyc concept and assigns word’s weight and derived syntactic rela-
tions to that concept. The knowledge discovery step is responsible for abstracting new
concepts that are not explicitly mentioned in the text. During this process, system
derives ancestor concept for each mapped Cyc concept, assigns ancestor-descendant
relation and adds scaled descendant concept weight and descendant concept associa-
tions to the ancestor concept. In addition, the system identifies main topics comprised
in the text by clustering mapped Cyc concepts. During the knowledge representation
step, the system first identifies most informative subject concepts in each of the dis-
covered main topics and then composes English sentences for each identified subject.
This process ensures that the summary sentences are composed using information
synthesized from different parts of the text while preserving coherence to the main
topics.

Knowledge Based System

Input:
document(s)

Cyc KB

Output:
summary

KNOWLEDGE 
DISCOVERY

Abstract new concepts.
Identify main topics.

KNOWLEDGE 
ACQUISITION

Extract syntactic structure.
Map words to Cyc concepts.

KNOWLEDGE 
REPRESENTATION

Identify main subjects.
Create new sentences.

Fig. 1. System’s workflow diagram.
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4 Details of the System’s Implementation

We chose Python as the implementation language to develop our system because of the
advanced Natural Language Processing tools and libraries it supplies. Our system uses
Cyc knowledge base and inference engine as a backbone for the semantic analysis. Cyc
development platform supports communications with the knowledge base and uti-
lization of the inference engine through the application programming interfaces (APIs)
implemented in Java. We utilize Java-Python wrapper supported by JPype library to
allow our system using Cyc Java API packages. JPype library is essentially an interface
at a basic level of virtual machines [20]. It requires starting Java Virtual Machine with a
path to the appropriate jar files before Java methods and classes can be accessible
within Python code. Communication between our system and Cyc development plat-
form is illustrated in Fig. 2. To the best of our knowledge, our developed system is the
first Python-based system that allows communication with Cyc development platform.

We have designed our system as a modular and pipelined data mining framework.
Modularity provides the ability to conveniently maintain parts of the system and to add
new functionality as needed. Pipelined design allows comprehensible data flow
between different modules.

The system consists of seven modules:

1. Syntactic analysis;
2. Mapping words to Cyc KB;
3. Concepts propagation;

Summarization 
system

Cyc 
development 

platfrom

Python code

JPype library
Cyc Java APIs

Fig. 2. Communication between summarization system and Cyc development platform.
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4. Concepts’ weights and relations accumulation;
5. Topics derivation;
6. Subjects identification;
7. New sentences generation.

Modules 1 and 2 together constitute the knowledge acquisition step of the sum-
marization process. Modules 3, 4 and 5 together make up the knowledge discovery step
of the summarization process. Modules 6 and 7 together form knowledge representa-
tion step of the summarization process. System modules are illustrated in Fig. 3.

Fig. 3. Modular design of the system.
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5 Description of the System’s Modules

5.1 “Syntactic Analysis” Module

The first module in the system is the “Syntactic analysis” module. The role of this
module is essentially a data preprocessing. The module takes documents as an input
and transforms them into syntactic representations. It first performs text normalization
by lemmatizing each word in each sentence. Then it derives part of speech tags, parses
syntactic dependencies and counts word’s weights. The syntactic dependencies are
recorded in the following format: (“word” “type” “head”), where “word” is the
dependent element, “type” is the type of the dependency, and “head” is the leading
element. For example, applying syntactic parser on the following sentence: “John
usually drinks strong coffee” produces the following syntactic dependencies between
words: (“John” “nsubj” “drinks”), (“coffee” “dobj” “drinks”), (“usually” “advmod”
“drinks”), (“strong” “amod” “coffee”). Syntactic dependencies of the example sentence
are illustrated in Fig. 4.

The “Syntactic analysis” module is implemented using SpaCy – Python library for
advanced natural language processing. SpaCy library is the fastest in the world with the
accuracy within one percent of the current state of the art systems for part of speech
tagging and syntactic dependencies analysis [21]. The “Syntactic analysis” module
operates outside of the Cyc development platform. The output of the module is a
dictionary that contains words, their part of speech tags, weights and syntactic
dependencies. This dictionary serves as an input for “Mapping words to Cyc KB”
module.

5.2 “Mapping Words to Cyc KB” Module

The “Mapping words to Cyc KB” module takes dictionary of words, derived by the
“Syntactic analysis” module, as an input. This module finds an appropriate Cyc concept
for each word in the dictionary, and assigns word’s weight and syntactic dependency
associations to Cyc concept. It starts by mapping each word to the corresponding Cyc
concept (1). Next, it assigns word’s weight to Cyc concept (2). Then it maps the
syntactic dependency head to the appropriate Cyc concept. Finally, it assigns the
syntactic dependency association and its weight to the Cyc concept (3). Table 1 pro-
vides the description of Cyc commands used to implement each step.

Fig. 4. Illustration of the syntactic dependencies of a sample sentence.
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This module communicates with Cyc development platform and updates weight
and syntactic dependency relations of Cyc concepts. The output of the module are
mapped Cyc concepts with assigned weights and syntactic dependency relations. The
mapped Cyc concepts serve as an input for “Concepts propagation” module. “Syntactic
analysis” and “Mapping words to Cyc KB” modules together constitute the knowledge
acquisition step of the summarization process.

5.3 “Concepts Propagation” Module

The “Concepts propagation” module takes Cyc concepts, mapped by “Mapping words
to Cyc KB” module, as an input and finds their closest ancestor concepts. This module
performs generalization and abstraction of new concepts that have not been mentioned
in the text explicitly. It starts by querying Cyc knowledge base for all the concepts that
have assigned weight (1). Then it finds an ancestor concept for each concept derived by
the query (2). Next, it records the number of ancestor’s descendant concepts and their
weight (3). Finally, it assigns ancestor-descendant relation between ancestor and
descendant concepts (4). Table 2 provides the description of Cyc commands used to
implement each step.

This module communicates with Cyc development platform to derive all mapped
Cyc concepts, find closest ancestor concepts and update ancestor concepts’ relations.
The output of the module are ancestor Cyc concepts with assigned descendant con-
cepts’ weights and counts and ancestor-descendant relations. The ancestor Cyc con-
cepts are used by “Concepts’ weights and relations accumulation” module.

Table 1. Description of Cyc commands used by “Mapping words to Cyc KB” module.

Step Cyc command Description

1 (#$and (#$denotation ?Word
?POS ?Num ?Concept)
(#$wordForms ?Word ?
WordForm “word”) (#$genls
?POS ?POSTag))

Command uses built-in “#$denotation” Cyc
predicate to relate a “word”, its part of speech
tag (?POS), and a sense number
(?Num) to concept (?Concept). It also uses
“#$wordForms” and “#$genls” predicates to
accommodate for all variations of word’s lexical
forms

2 (#$conceptWeight ?Concept
?Weight)

Command uses user-defined
“#$conceptWeight” Cyc predicate that assigns
the weight (?Weight) to the concept (?Concept)

3 (#$conceptAssociation ?Concept
?Type ?HeadConcept ?Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate that
assigns a specific type (?Type) of a syntactic
dependency association, the leading element
(?HeadConcept) and the weight (?Weight) to the
concept (?Concept)
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5.4 “Concepts’ Weights and Relations Accumulation” Module

The “Concepts’ weights and relations accumulation” module takes ancestor Cyc
concepts as an input and adds descendants’ accumulated weight and relations to
ancestor concepts if the calculated descendant-ratio is higher than the threshold. The
descendant-ratio is the number of mapped descendant concepts divided by the number
of all descendant concepts of an ancestor concept. This module starts by querying Cyc
knowledge base for all ancestor concepts (1). Then it calculates the descendant ratio for
each ancestor concept (2.1, 2.2). Next, it adds propagated descendants’ weight (3) and
descendants’ associations with their propagated weights (4) to ancestor concepts if the
descendant-ratio is higher than the defined threshold. Table 3 provides the description
of Cyc commands used to implement each step.

Thismodule communicateswithCyc development platform to derive all ancestor Cyc
concepts, find the number of ancestor’s mapped descendants, find the number of all
ancestor’s descendants and update ancestor’s weight and relations. The output of the
module are the Cyc concepts with updated weights and syntactic dependency associa-
tions. Updated Cyc concepts are used by the “Topics derivation” and the “Subjects
identification” modules.

5.5 “Topics Derivation” Module

The “Topics derivation” module takes updated Cyc concepts as an input and derives
defining micro theory for each concept. Micro theories with the highest weights rep-
resent the main topics of the document. This module first derives defining micro theory
for each Cyc concept that have assigned weight (1). Then it counts the weights of
derived micro theories based on their frequencies and picks up top-n with the highest
weights. Table 4 provides the description of Cyc command used to implement defining
micro theory derivation.

Table 2. Description of Cyc commands used by “Concepts propagation” module.

Step Cyc command Description

1 (#$conceptWeight ?Concept
?Weight)

Command uses user-defined “#$conceptWeight” Cyc
predicate to retrieve concepts (?Concept) that have
assigned weights (?Weight)

2 (#$min-genls ?Concept) Command uses built-in “min-genls” Cyc predicate to
retrieve the closest ancestor concept for the given
concept (?Concept)

3 (#$conceptDescendants
?Concept ?Weight ?Count)

Command uses user-defined
“#$conceptDescendants” Cyc predicate to record the
number of descendants (?Count) and their weight
(?Weight) to the ancestor concept (?Concept)

4 (#$conceptAncestorOf
?Concept ?Descendant)

Command uses user-defined
“#$conceptAncestorOf” predicate to assign ancestor-
descendant relation between the ancestor concept
(?Concept) and the descendant concept
(?Descendant)
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This module communicates with Cyc development platform to derive defining
micro theory for each mapped Cyc concept. Calculation of the derived micro theories’
weights is handled outside of the Cyc development platform. The output of the module
is the micro theories dictionary that contains top-n micro theories with highest weights.
This dictionary serves as an input for the “Subjects identification” module. The
“Concepts propagation”, the “Concepts’ weights and relations accumulation” and the
“Topics derivation” modules together constitute knowledge discovery step of the
summarization process.

Table 3. Description of Cyc commands used by “Concepts’ weights and relations accumula-
tion” module.

Step Cyc command Description

1 (#$conceptDescendants
?Concept ?Weight ?Count)

Command uses user-defined
“#$conceptDescendants” Cyc predicate to retrieve
all concepts (?Concept) that have descendants

2.1 (#$conceptAncestorOf
?AncConcept ?MappedDesc)

Command uses user-defined
“#$conceptAncestorOf” predicate to retrieve
mapped descendant concepts (?MappedDesc) of the
given ancestor concept (?AncConcept)

2.2 (#$genls ?AncConcept
?DescConcept)

Command uses built-in “#$genls” Cyc predicate to
retrieve all descendant concepts
(?DescConcept) of the given ancestor concept
(?AncConcept)

3 (#$conceptWeight
?AncConcept
?DescWeight)

Command uses user-defined “#$conceptWeight”
Cyc predicate to assigns the descendant concepts’
propagated weight
(?DescWeight) to the ancestor concept

4 (and (#$conceptAncestorOf
?AncConcept ?DescConcept)
(#$conceptAssociation
?DescConcept ?Type
?HeadConcept ?Weight))

Command uses user-defined
“#$conceptAncestorOf” and
“#$conceptAssociation” Cyc predicates to assign
descendant’s association (?DescConcept) and its
propagated weight (?Weight) to the ancestor
concept (?AncConcept)

Table 4. Description of Cyc command used by “Topics derivation” module

Step Cyc command Description

1 (#$and (#$conceptWeight
?Concept ?Weight) (#$definingMt
?Concept ?MicroTheory))

Command uses user-defined
“#$conceptWeight” Cyc predicate and built-in
“definingMt” Cyc predicate to derive defining
micro theory (?MicroTheory) for each concept
(?Concept) that have assigned weight (?Weight)
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5.6 “Subjects Identification” Module

The “Subjects identification” module uses updated Cyc concepts and the dictionary of
top-n micro theories as an input to derive most informative subject concepts based on a
subjectivity rank. Subjectivity ranks is the product of the concept’s weight and the
concept’s subjectivity ratio. Subjectivity ratio is the number of concept’s syntactic
dependency associations labelled as “subject” relations divided by the total number of
concept’s syntactic dependency associations. Subjectivity rank allows identifying
concepts with the strongest subject roles in the documents. The module start by
querying Cyc knowledge base for all mapped Cyc concepts for each micro theory in
top-n micro theories dictionary (1). Then it calculates subjectivity ratio and subjectivity
rank for each derived Cyc concept (2.1, 2.2). Finally, it picks top-n subject concepts
with the highest subjectivity rank. Table 5 provides the description of Cyc commands
used to implement each step.

This module communicates with Cyc development platform to derive mapped Cyc
concepts for each defining micro theory in the input dictionary and to find the number
of the concept’s syntactic dependency associations labelled as “subject” relation and
the number of all syntactic dependency associations of the concept. Calculations of the
subjectivity ratio and the subjectivity rank are handled outside of the Cyc development
platform. The output of the module is the dictionary that contains top-n subjects with
the highest subjectivity rank. This dictionary serves as an input for the “New sentence
generation” module.

Table 5. Description of Cyc commands used by “Subjects identification” module.

Step Cyc command Description

1 (#$and (#$definingMt ?Concept
?MicroTheory) (#$conceptWeight
?Concept ?Weight))

Command uses built-in “#$definingMt” Cyc
predicate and user-defined “conceptWeight”
Cyc predicate to derive concepts (?Concept)
that have assigned weight (?Weight) for each
micro theory (?MicroTheory) in micro theories
dictionary

2.1 (#$conceptAssociation ?Concept
“nsubj” ?HeadConcept ?Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate with
“nsubj” parameter to derive the concept’s
(?Concept) syntactic dependency associations
labelled as “subject” relations

2.2 (#$conceptAssociation ?Concept
?Type ?HeadConcept ?Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate with no
parameter specified (?Type) to derive all
concept’s (?Concept) syntactic dependency
associations
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5.7 “New Sentences Generation” Module

The “New sentences generation” module takes the dictionary of top-n most informative
subjects as an input and produces new sentences for each of the subject to form a
summary of the input documents. The module starts by deriving a natural language
representation of each subject Cyc concept in the dictionary (1). Then it picks the
adjective Cyc concept modifier with the highest subject-adjective syntactic dependency
association weight (2) and derives its natural language representation. Next, it picks
top-n predicate Cyc concepts with the highest subject-predicate syntactic dependency
association weights (3) and derives their natural language representations. Then it picks
the adverb Cyc concept modifier with the highest predicate-adverb syntactic depen-
dency association weight (4) and derives its natural language representation. Next, it
picks top-n object Cyc concepts with the highest product of subject-object and
predicate-object syntactic dependency association weights (5.1, 5.2) and derives their

Table 6. Description of Cyc commands used by “New sentence generation” module.

Step Cyc command Description

1 (#$generate-phrase ?Concept) Command uses built-in “#$generate-phrase”
Cyc predicate to retrieve corresponding natural
language representation for a Cyc concept
(?Concept)

2 (#$conceptAssociation ?Concept
“amod” ?HeadConcept ?Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate with
“amod” parameter to derive Cyc concept
(?Concept) associations labelled as adjective
modifier syntactic dependency relation

3 (#$conceptAssociation ?Concept
“pred” ?HeadConcept ?Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate with
“pred” parameter to derive Cyc concept
(?Concept) associations labelled as predicate
syntactic dependency relation

4 (#$conceptAssociation ?Concept
“advmod” ?HeadConcept ?
Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate with
“advmod” parameter to derive Cyc concept
(?Concept) associations labelled as adverb
modifier syntactic dependency relation

5.1 (#$conceptAssociation ?Concept
“obj” ?HeadConcept ?Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate with
“obj” parameter to derive Cyc concept
(?Concept) associations labelled as object
syntactic dependency relation

5.2 (#$conceptAssociation ?Concept
“subj-obj” ?HeadConcept
?Weight)

Command uses user-defined
“#$conceptAssociation” Cyc predicate with
“subj-obj” parameter to derive Cyc concept
(?Concept) associations labelled as subject-
object syntactic dependency relation
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natural language representations. Then, it picks the adjective Cyc concept modifier with
the highest object-adjective syntactic dependency association weight and derives its
natural language representation. Finally, it composes the new sentence using subject,
subject-adjective, predicate, predicate-adverb, object and object-adjective natural lan-
guage representations. Table 6 provides the description of Cyc commands used to
implement each step.

This module communicates with Cyc development platform to derive appropriate
Cyc concepts for each sentence element based on the weights of their syntactic
dependency associations and derive their natural language representation. New sen-
tences are composed outside of the Cyc development platform and serve as an output
for the module and the whole summarization system. The “Subjects identification” and
the “New sentences generation” modules together constitute the knowledge represen-
tation step of the summarization process.

6 Testing and Results

We have tested our system on various encyclopedia articles describing concepts from
different domain. First, we conducted an experiment using multiple articles about
grapefruits. In this experiment, we increased the number of analyzed articles on each
run of the system, starting with a single article. Figure 5 illustrates new sentences
created by the system. These results show the progression of sentence structure from
simple subject-predicate-object triplet to more complex structure enhanced by the
adjective and adverb modifiers when more articles were processed by the system.

Next, we applied our system on five encyclopedia articles describing different types
of felines, including cats, tigers, cougars, jaguars and lions. Figure 6 shows main topics
and concepts extracted from the text and newly created sentences.

These results show that the system is able to abstract new concepts and create new
sentences that contain information synthesized from different parts of the documents.
Concepts like “canis”, “mammal meat” and “felis” were derived by the generalization
process and were not explicitly mentioned in the original documents. Our system yields
better results compared to the reported in [19]. New sentences created by the system
have structure that is more complex and contain information fused from various parts
of the text. More testing results are reported in [1].

Fig. 5. Test results of new sentences created for multiple articles about grapefruit; (a) – single
article, (b) – two articles, (c) – three articles.
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7 Conclusions and Future Work

In this paper, we described an implementation of the knowledge based automatic
summarization system that creates an abstractive summary of the text. This task is still
challenging for machines, because in order to create such summary, the information
from the input text has to be aggregated and synthesized, drawing knowledge that is
more general. This is not feasible without using the semantics and having domain
knowledge. To have such capabilities, our implemented system uses Cyc knowledge
base and its reasoning engine. Utilizing semantic features and syntactic structure of the
text shows great potential in creating abstractive summaries. We have implemented and
tested our proposed system. The results show that the system is able to abstract new
concepts not mentioned in the text, identify main topics and create new sentences using
information from different parts of the text.

We outline several directions for the future improvements of the system. The first
direction is to improve the domain knowledge representation, since the semantic
knowledge and reasoning are only limited by Cyc knowledge base. Ideally, the system
would be able to use the whole World Wide Web as a domain knowledge, but this
possesses challenges like information inconsistency and sense disambiguation. The
second direction is to improve the structure of the created sentences. We use subject-
predicate-object triplets extended by adjective and adverb modifiers. Such structure can
be improved by using more advanced syntactic representation of the sentence, e.g.
graph representation. Finally, some of the created sentences are not conceptually
connected to each other. Analyzing the relations between concepts on the document
level will help in creating sentences that will be linked to each other conceptually.

Fig. 6. Test results of new sentences, concepts and main topics for encyclopedia articles about
felines.
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Abstract. Food related consumer behavior is a topic of major interest to areas
such as health and marketing. Social media offers a scenario in which people
share information about preferences, interests and motivations about eating
habits and food products that have not been exploded as appropriate. In this
work we present an algorithm to exploit the potential of Twitter as a data
gathering platform to provide insight about behavior of consumers, by linking
the food-related content, including emoji’s expressed by Twitter users, to their
demographic profile (age, gender, socioeconomic level). We further link this
data to dietary choices expressed in different moments of their daily life. We
found out that including Spanish Twitter data analysis, like the one presented in
this work, into marketing researchers tools, could be very useful to advance in
customer-centric strategies.

Keywords: Social networks � Consumer behavior � Twitter � Food analysis
Social media

1 Introduction

1.1 Motivation

Twitter data have become a source of insights to study consumer behavior in different
contexts and domains. Regarding food consumer behavior, the need for using Twitter
raises in some limitations of common practices due to the strong influence of contextual
variables and the subjective charge that consumers’ responses can have when looking
for socially desirable or over- rationalized answers [1].

However, Twitter offers an option to those limitations, since it becomes a natural
consumption setting which provides access to consumer information spontaneously.
According to Vidal et al., [1], Twitter is used to present daily information including
consumption routines and comments; and, since eating and drinking are some of the
most common human activities, tweets can be a data source for food-related consumer
behavior insights.
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According to Nielsen [2], Twitter is well positioned to study eating situations since
it provides researchers the opportunity to retrieve spontaneous data, generated in real-
life settings. In this sense, it is possible to collect data in any situation, considering that
consumers are increasingly using smartphones to access social media [2].

1.2 The Potential of Twitter in Marketing Research

Evolution of digital trends such as social networks, mobile technologies, cloud com-
puting or Big Data provide a huge source of information about consumer behavior,
needs and requirements [3]. Therefore, companies can offer completely new services,
participate interactively with customers and provide a completely different work
environment, which is the reason why digital technology plays a critical role in con-
sumer research strategies.

The proposal of Uhl et al., [4], argues that using a Customer Centralization strategy
on organizations allows to position and to achieve economic success on organizations.
From the perspective of the customer’s life cycle, the Customer Centralization strategy
focuses on four phases: information, supply, purchase and after-sales. In a transversal
way, the customer experience goes through every phase. It is defined as a managerial
philosophy that involves a complete alignment of the company with existing and
potential relationships with its customers; it makes customer the focus of all com-
mercial considerations. The central principle is to increase the value of the company
and the customer itself through the systematic management of these relationships.

In order to improve company’s customer knowledge and considering Twitter as an
invaluable source of information about customer profile, interests and behaviors, this
paper proposes an algorithm able to analyze food mention behavior in social networks
from different points of view. The algorithm is able to identify the context in which a
customer mentions food related words and characterizes the situation in which it was
posted. In addition, it considers not only narrative texts, but also hashtags and user
mention. The proposed algorithm demonstrates improvement on current approaches
employed in food-related studies in social media.

This paper is organized as follows: In the Sect. 2, recent studies that use twitter
information to perform analysis in specific areas of knowledge such as food-consumption,
tobacco consumption and healthcare are presented. Section 3 describes the proposed
algorithm. First, it describes the food extraction processes used for the construction of the
knowledge base that supports the algorithm, and then explains the proposed algorithm for
food detection. Section 4 presents the main results obtained in the case study and con-
cludes with Sect. 5 presenting our main contributions and future work.

2 Related Works

Recent food-related studies have focused on problems, topics and consumer behavior
research in public health. Vidal et al., [1] found that “people tended to mainly tweet
about eating situations when they enjoyed them, due to the foods they consumed, the
place in which they were and/or the people they shared the meal with.”
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Abbar et al., [5] found that foods mentioned in daily tweets of users are predictive
of the national obesity and diabetes statistics, showing how the calories tweeted are
linked to user interests and demographic indicators, and that users sharing more friends
are more likely to display a similar interest towards food. This work includes demo-
graphic indicators correlated with food-related information. The studies from Abbar
et al. enriched data using a variety of sources, which allowed considering nutritional
value of the foods mentioned in tweets, demographic characteristics of the users who
tweet them, their interests, and the social network they belonged to.

In a recent study, Prier et al., [6] used LDA to find topics related to tobacco
consumption, such as addiction recovery, other drug use, and anti-smoking campaigns.
Finally, Dredze et al., [7] applied a Food Topic Aspect Model on tweets, to find out
mentions of various aliments; The results suggest that chronic health behaviors, such as
tobacco use, can be identified and measured, however, this does not apply to other
short-term health events, such as outbreaks of disease. Also, it is found that the
demographics of Twitter users can affect this type of studies, leaving the debate open.

Users of online social networks (OSN) reveal a lot about themselves; however,
depending on their privacy concerns, they also choose not to share details that seem
sensitive to them, reconfiguring access to their information in the OSN [11]. Many
applications on Facebook that are well-known for being able to use them, request a lot
of information from the user [12]. On the contrary, the proposal presented in this article
is based exclusively on the publicly available information of users of social networks
and, in that sense, does not violate any agreement on the use of data applicable in
America and Europe. In addition, demographic data derived from OSN users, and
employed for the food-consumption analysis, is the result of a previous project that
demonstrates and validates the potential of twitter public publications to infer valuable
information about its users [13, 14].

3 Consumer Food Choice Identification

In order to explore Twitter data, we used bag of words [8, 9, 13] as a method to
understand the tweet content related to food consumption. This method uses an initial
food knowledge base with 1128 words, generated by an automatic domain constructor
[16]. In the first approach of the analysis, we found out that a large portion of the tweets
that include food words are not referring to actual food consumption, this is one of the
most important challenges on the algorithm. Most of them refer to popular sayings that
include food words like:

“amigo el ratón del queso (friend the mouse of the cheese)”.
“cuentas claras y el chocolate espeso (bills clear and chocolate thick)”.
“sartén por el mango (taking the frying pan by the handle)”.
“al pan, pan y al vino, vino (the bread is bread and the wine is wine)”.

Some tweets had another type of expressions widely used in other contexts, that
includes food words; for example, the word jam in the Colombian political context is
associated with corruption issues and is widely used in social networks, for example:

136 L. G. Moreno-Sandoval et al.



“Desastroso es un gobierno lleno de mermelada y clientelismo (a government full of jam and
clientelism is disastrous)”.

Additionally, this tweet understanding also shows that many users refer to specific
products associated with popular brands, without using the food word, such as “Pony
Malta (soda)”, “Coca – Cola (soda)”, “Galletas Oreo (cookies)”. In the same way,
other users use hashtags like “#almuerzo (#lunch) and #aguacate (#avocado)” or
mentions (or usernames) such as “@baileysoriginal and @BogotaBeerCo” to make a
reference to products or places of consumption. Finally, we also concluded that users
refer to food consumption with emojis as shown on Fig. 1.

Taking into account these insights, we had two main challenges: create a knowl-
edge base that can be used to analyze food mention behavior in narrative texts from
social networks and propose a new food mention identification algorithm that rec-
ognizes the context of food-related words using different aspects of the publication to
disambiguate it, like hashtags, user mentions, emojis and food n-grams with n > = 1 as
well as non-food n-grams.

3.1 Knowledge Base Generation

In this section we present the result of the knowledge base generation, which is
composed of 11 lists, namely:

– Emoji list: this list was constructed using as primary source the 11th version of the
Unicode emoji characters and sequences from Unicode standard. This list has a total
of 2620 emojis.

– Food emoji list: Felbo et al., [10] used the emoji prediction to find topics related to
feeling in different domains. In our proposal we use a subset of the 95 emojis in the
emoji list, named as the food emoji list. An extract of this list is presented in Fig. 2,
where both the emoji and its meaning in English and Spanish, can be seen.

– What list: to construct this list, the initial auto generated food list (see Sect. 3) was
manually reviewed, generating a new list which considers only unigrams, used on
the food consumption context. It contains 776 words including their stem.

– Where list: this list allows identifying places, locations or spatial situations asso-
ciated with food consumption. It contains 128 words.

– Who list: this list enables to identify people with whom food is shared using
relationships and professions. It contains 112 words.

– When list: this list has moments, occasions and temporary situations in which
people consume food. It contains 27 words.

Fig. 1. Emoji use referring food consumption.
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– Food stop word list: it contains 178 popular sayings or expressions (non-food
n-grams) frequently used on Twitter with food words, which do not correspond to
the food consumption context. This list aims to be a filter to discard tweets.

– Food list: this list is composed of 441 n-grams with n > 1.
– Food user mention list: this list details 95 Twitter usernames associated with

products, brands and places.
– Food entity list: food brand list with 812 elements.
– Food hashtag list: includes 450 hashtags related to food, that are typically used to

refer to specific products or places.

According to the beforehand described lists, in the following section we present the
proposed algorithm to identify food mentions in Twitter text.

3.2 Modelling

The proposed algorithm focuses on determining whether the tweet can be related to
food context by text or by entity. In order to accomplish this, the main input of the
algorithm is the tweet preprocessed text, which contains tokens, their stem and rec-
ognized entities. The algorithm is shown on Fig. 3 and explained next:

First, if the tweet only contains non-food n-gram, it is discarded and the algorithm
finishes. Otherwise, the algorithm tries to determine a food context relationship by text
or by entity:

• By Text: for each token in a tweet, the algorithm checks if its stem belongs to the
what list, if so, it validates the token only if it is a noun. If there are no more tokens
to check, the algorithm determines a food context relationship by text.

• By Entity: the algorithm determines a food context relationship by entity, if the
tweet contains food context n-grams, brands, hashtags, mentions or emojis using the
recognized entities from the preprocessed text.

Consequently, the algorithm assures a food context relationship only if, on the
previous steps, at least one relationship or food mention was determined. In that case,
the algorithm tries to identify context characteristics like places, people, or moments,
using the where, who and when lists. Otherwise, the tweet is discarded. As a result, the
algorithm stores five types of elements: (i) food n-grams, product or brand; (ii) place,

Fig. 2. Food emoji list sample.
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whose identification is made through words, hashtags or mentions; (iii) people, with
whom the food is consumed; (iv) moment of consumption (time of day, consumption
time, day of the week, among others) and finally, (v) tweet publication time.

3.3 Evaluation

To evaluate the proposed algorithm, an ETL (Extract, Transform, Load) system was
designed and implemented using Big Data technologies. As shown in Fig. 4, Twitter is
used as data source, which is extracted using its public API1 implementation, in
Python2.

The extracted data are stored in a MongoDB3 database, in the Staging area. Then,
in the transformation stage, four steps take place:

1. Data cleaning: in this step, data is selected from the Staging area to be prepared,
only if their geographic location corresponds to Colombia and their language to
Spanish.

2. Text preprocessing: in this step, Twitter text is tokenized, tagged, parsed, stemmed
and lemmatized using the spaCy’s4 Spanish processing pipeline. Additionally, the
structured text (user mentions, hashtags and emojis - using the emoji list described
on Sect. 3.1.) is extracted and labeled accordingly.

Fig. 3. Proposed food mention identification algorithm

1 About Twitter’s APIs, https://help.twitter.com/en/rules-and-policies/twitter-api, last access date: 3rd

May 2018, we also provide companies, developers, and users with programmatic access to Twitter
data through our APIs.

2 Python, https://www.python.org/, last access date: 3rd May 2018, Python is a programming language
that lets you work quickly and integrate systems more effectively.

3 MongoDB, https://www.mongodb.com/, last access date: 3rd May 2018, building on the Best of
Relational with the Innovations of NoSQL.

4 spaCy, https://spacy.io/, last access date: 18th April 2018, spaCy v2.0 Features new neural models
for tagging, parsing and entity recognition.
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3. Named Entity Recognition (NER): here, the n-grams from the following lists are
recognized and labeled as entities within the text: food list, food stop word list, food
user mention list, food hashtag list and food entity list.

4. Food mention identification: in this last step, our algorithm (see Sect. 3.2) is used to
identify whether or not a tweet contains a food mention.

Finally, if the tweet contains a food mention, it is uploaded to Mongo DB in the
load stage. It is worth mentioning that this exercise is part of a project named Digital
Segmentation System from CAOBA [13], which, based on the information from
Twitter, generates an approximation to the characteristics of the users who create the
publications. These characteristics range from sociodemographic aspects, to socio-
graphic attributes related to emotions, interests, and polarity. These variables will be
considered in the next section.

Taking into account the ETL system, a case study was constructed with 1.3 million
tweets extracted during fifteen days within the same month. In this period, our pro-
posed algorithm identified 11,691 tweets that mentioned food, corresponding to 2% of
the extracted tweets. A sample of the results obtained from the algorithm were man-
ually evaluated to identify if the original tweet is actually related to the food context; as
a result, a precision of 70% was obtained.

4 Results

The loaded tweets were classified depending on the type of the mentioned words. Our
method manages to identify 1,310 different words, where 59 are mentioned 100 or
more times. Table 1 shows the 20 most frequent words according to the time of day
(breakfast: 5 am–9 am, lunch: 11 am–2 pm, snack: 10 am/3 pm–5 pm and dinner:
6 pm–9 pm).

In general, the word “cerveza” (beer) is the most frequent, almost at any time of the
day; however, there is a group of words showing the consistency with a Colombian
dietary routine to be mentioned at a specific time of day, such is the case of bebida
caliente (hot drink), pan (bread), queso (cheese), arepa (white corn cake) and

Fig. 4. ETL implementation design.
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chocolate(chocolate) at breakfast; or arroz (rice), pollo (chicken), pizza y carne (pizza
and meat) at lunchtime.

According to the previously established classification, it was found that, 33.108
times, a word was identified as food, product or brand; 1.324 times as a place, 1.426
times as a companion and 2.726 times as a consumption occasion. For the three last
classifications, the most frequently mentioned words are presented in Fig. 5.

Additionally, it is possible to know the behavior of users according to the day time
in which they publish. Figure 6 shows a tendency to publish more tweets around noon
and between 18–21 h.

In relation to the sociographic variables, emotion is detected for 40% of the tweets
and polarity for 86.1%. When performing the individual analysis of the most frequent
words and their relationship with the emotion of the tweet, it is observed (see Table 2)

Table 1. Number of tweets according to the type of content entity. All words mark with *
cannot be translated to English.

Breakfast Lunch Snack Dinner

Word % Word % Word % Words %

cafe (coffee) 15,6% cerveza (beer) 19,6% cerveza (beer) 19,7% cerveza (beer) 21,5%

cerveza (beer) 14,7% torta (cake) 13,0% torta (cake) 10,6% comer (eat) 12,6%
torta (cake) 13,6% almorzar

(have lunch)
11,9% comer (eat) 9,5% cafe (coffee) 7,1%

comer (eat) 9,3% comer (eat) 9,8% cafe (coffee) 8,6% pizza (pizza) 6,5%

bebida caliente
(hot drink)

8,8% cafe (coffee) 8,4% aguacate
(avocado)

6,6% aguacate
(avocado)

6,5%

pan (bread) 4,6% pizza (pizza) 3,1% vino (wine) 4,5% torta (cake) 6,2%
tinto (black
coffee)

4,5% pollo (chicken) 3,1% almorzar (have
lunch)

3,7% hamburguesa
(burguer)

4,2%

arepa (*) 2,8% pan (bread) 3,0% pan (bread) 3,7% pan (bread) 3,8%

carne (meat) 2,7% tragar (swallow) 2,9% pizza (pizza) 3,7% tragar
(swallow)

3,6%

tragar (swallow) 2,5% carne (meat) 2,8% coctel (coctel) 3,6% jugar (play) 3,1%
chocolate
(chocolate)

2,4% coctel (coctel) 2,5% tragar (swallow) 3,3% coctel (coctel) 3,1%

almorzar (have
lunch)

2,3% arroz (rice) 2,5% pinchar (*) 3,2% chocolate
(chocolate)

3,0%

pizza (pizza) 2,1% hamburguesa
(burger)

2,4% chocolate
(chocolate)

2,9% pinchar (*) 2,8%

queso (cheese) 2,1% chocolate
(chocolate)

2,4% bebida caliente
(hot drink)

2,8% queso (chesse) 2,5%

coctel (coctel) 2,1% vino (wine) 2,4% hamburguesa
(burger)

2,6% vino (wine) 2,5%

empanada (*) 2,1% mango (mango) 2,3% pollo (chicken) 2,5% pana (friend) 2,5%
caballo (horse) 2,1% pana (friend) 2,3% carne (meat) 2,3% empanada (*) 2,5%

aguacate
(avocado)

1,9% bebida caliente
(hot drink)

2,0% empanada (*) 2,2% pollo (chicken) 2,4%

papaya (papaya) 1,9% queso (cheese) 1,9% queso (cheese) 2,1% arepa (*) 1,9%
hamburguesa
(burger)

1,8% arepa (*) 1,8% tinto (black
coffee)

1,9% carne (meat) 1,9%
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Fig. 5. Words cloud for where, who and when

Fig. 6. Publication Frequency Distribution of tweets according to publication time

Table 2. Most frequent words according to emotions. All words mark with * cannot be
translated to English.

Words/Emotion Happiness Anger Fear Repulsion Surprise Sadness Total

cerveza (beer) 87,2% 2,5% 1,3% 1,1% 1,4% 6,5% 100,0%
torta (cake) 97,9% 0,2% 0,2% 0,0% 0,5% 1,2% 100,0%
comida (dinner) 57,7% 6,3% 2,8% 4,8% 4,4% 23,9% 100,0%
café (coffee) 72,6% 4,5% 2,9% 2,1% 3,2% 14,7% 100,0%
pizza (pizza) 65,8% 5,2% 3,6% 2,4% 2,7% 20,3% 100,0%
almorzar (lunch) 60,9% 7,6% 4,5% 1,4% 1,7% 23,9% 100,0%
coctel (cocktail) 93,2% 1,1% 2,2% 1,4% 0,4% 1,8% 100,0%
bebida caliente (hot drink) 91,1% 0,4% 1,9% 1,9% 0,7% 4,1% 100,0%
vino (wine) 93,6% 0,8% 1,1% 0,8% 0,4% 3,4% 100,0%
trago (*) 63,6% 5,7% 2,7% 2,7% 2,3% 23,0% 100,0%
chocolate (chocolate) 68,6% 5,7% 2,9% 1,4% 2,9% 18,6% 100,0%
aguacate (avocado) 92,9% 1,9% 1,0% 1,0% 0,0% 3,3% 100,0%
pollo (chicken) 65,3% 6,0% 3,3% 2,7% 1,3% 21,3% 100,0%
queso (cheese) 72,2% 3,5% 5,6% 2,1% 2,1% 14,6% 100,0%
hamburguesa (burger) 75,9% 3,0% 1,5% 3,0% 0,0% 16,5% 100,0%
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that words like cake, cocktail, hot drink, wine and avocado, have a high participation
with tweets related to joy. On the other hand, words like dinner, pizza and chicken,
have shares in sadness exceeding 20% of the tweets.

4.1 Characterizing Users by Age and Gender

The following table (see Table 3) shows the grouping by type of food and age groups
of users who mention them, considering about 50% of the most mentioned words. It is
observed that there is a trend in the 35-year old population, and more towards the
mention of healthier foods, such as meat, cheese, chicken or the so-called “Natural
Food” which in this text refers to as the usual or homemade food: rice, pasta, potato.
The tendency to mention alcoholic beverages is strong in the Colombian tweets;
however, it is much more pronounced in the population under 35 years.

When the differences at the gender level are observed, there is a tendency of men
towards the mention of alcoholic beverages, such as wine, drink and beer; whereas in
women, terms such as desserts, sweets, milkshakes and chocolates, are more frequent.
That is, a pronounced tendency was found in women towards mentioning sweets;
nevertheless, the mention of fruits by them, is also evident. These results are presented
in the word clouds of Fig. 7.

The differences in the mentions of alcoholic beverages are also perceived at a socio-
economic level, representing the greatest differences; such as fondness for beer into
lower socio-economical levels, and the opposite for cocktail, a more expensive drink.
Coffee and hot drinks also predominant in high strata. The following table (see
Table 4) presents the words showing the greatest differences between strata.

Table 3. Food group versus age range.

Food group/age range 13–24 25–34 35 and
more

Bebida alcohólica (alcoholic beverage) 36,6% 35,0% 26,4%
Bebidas (drinks) 13,0% 12,6% 16,5%
Carne, queso, pollo, queso (Meat, cheese, chicken,
cheese)

9,5% 8,1% 10,0%

Comida natural (natural food) 15,9% 17,3% 18,5%
Comida rápida (fast food) 7,2% 5,1% 6,2%
Frutas, verduras (fruits, vegetables) 1,8% 1,1% 4,8%
Helados, postres (ice cream, desserts) 1,1% 0,9% 1,1%
Panes, tortas, arepas (breads, cakes, arepas) 14,9% 20,0% 16,5%
Total General 100,0% 100,0% 100,0%
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5 Discussion and Future Work

Food preferences expressed in social networks as Twitter become a valuable source of
information for making decisions about consumer centralization strategies. Therefore,
knowing tendencies of publishing, interests and behaviors based on comments pub-
lished by users allows identifying pertinence and strength of marketing strategies.

Through a case study, it is shown that Twitter information provides some elements
that allow a global analysis of preferences in foods, products or brands, based on the
mentions made by users in the network. Despite founding just a 2% of messages related

Fig. 7. Food related words by gender (men and women)

Table 4. Word distribution by socioeconomic level. All words mark with * cannot be translated
to English.

Word/Socioeconomic level High Medium Low

Cerveza (beer) 25,21% 32,09% 34,75%
Trago (shot) 3,55% 5,81% 9,62%
Pan (bread) 7,11% 4,89% 6,53%
Pizza (pizza) 5,72% 6,62% 8,32%
Empanada (*) 0,23% 0,11% 0,16%
Aguacate (avocado) 0,78% 8,05% 2,77%
Pollo (chicken) 5,03% 3,32% 6,20%
Pasta (pasta) 2,72% 1,94% 3,92%
Arroz (rice) 3,19% 2,60% 4,08%
Tinto (black coffee) 0,88% 0,62% 0,98%
Arepa (*) 3,83% 2,55% 1,79%
Coctel (cocktail) 5,12% 4,59% 2,45%
Carne (meat) 5,54% 3,09% 2,61%
Jugo (juice) 3,60% 3,43% 6,04%
Café (coffee) 3,37% 1,81% 1,96%
Bebida caliente (hot drink) 8,59% 3,39% 1,14%
Torta (cake) 15,51% 15,10% 6,69%
Total 100,0% 100,0% 100,0%
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to food, there is a significant number of users, which would significantly exceed
approximations made by other methodologies, such as specialized surveys. The
advantage of having continuous information collection also enables a significant
increase in the volume of users that can be identified over time, as well as the iden-
tification of patterns or changes in behavior, constituting a very relevant aspect.

One of the most valuable elements of the exercise is the generation of the
knowledge base, which must be adjusted to ensure that the products of interest (in-
cluding those of competitors) are at the base; in turn, more specific relationships can be
established about users’ opinions or emotions about them. An advantage of the way in
which the algorithm was implemented is the possibility of making these adjustments
without major difficulties. This would create new sources of unstructured open data,
allowing other systems to feed from their knowledge bases, such as systems of health,
marketing or others [15].

Despite the remarkable advantages, it is important to note that the algorithm’s
accuracy is 70%, a value associated mainly with trying to build a knowledge base for
such a broad domain. This behavior affects the results, generating erroneous inter-
pretations; however, as mentioned before, if this algorithm was applied to a more
specific domain, its performance would increase.

To estimate the magnitude of interpretation errors, it will be necessary to deepen in
a content analysis where the intentionality is verified directly in the tweet texts. This
kind of analysis requires a huge amount of time for its completion, which exceeds the
initial objectives and scope of this research. However, it is proposed as a future work.
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Abstract. The current era of advanced computational mobile systems, con-
tinuous connectivity and multi-variate data has led to the deployment of rich
information settings that generate constant and close to real-time feedback.
Journalists and authors of articles in the area of Data Journalism have only
recently acknowledged the influence that the audience reactions and opinions
can bring to effective writing, so to be widely appreciated. Such feedback may
be obtained using specific metrics that describe the user behavior during the
interaction process like shares, comments, likes, claps, recommendations, or
even with the use of specialized mechanisms like mood meters that display
certain emotions of readers they experience while reading a story. However,
which characteristics can reveal an article’s character or type in relation to the
collected data and the audience reflection to the benefit of the author? In this
paper, we investigate the relationships between the characteristics of an article
like structure, style of speech, sentiment, author’s popularity, and its success
(number of claps) by employing natural language processing techniques. We
highlight the emotions and polarity communicated by an article liable to
increase the prediction regarding its acceptability by the audience.

Keywords: Data journalism � Natural Language Processing � Sentiment
Emotions � News articles � Computer-assisted content analysis
Machine learning

1 Introduction

In recent years, the advancement of computational systems and devices, along with the
explosive growth and availability of open data have led to computational journalism’
growth. Now, data journalists use in their news preparation and writing, software and
technologies which are found in the cross-borders of three different research disciplines:
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Computer Science, Social Sciences, and Media & Communications. According to [12]
science and journalism were two fields that coexisted for the first time in Philipp
Meyer’s book [16] Precision Journalism, where he explained that the implementation of
scientific methods used in social science experiments when used in reporting, produce
very good results in both the news-gathering process and the final story. While com-
putation has long been assisting journalists in different phases of the news production
process, and what is known as computer-assisted reporting has been practiced since the
1960s [10], the scientific investigation of it has been more rigorously undertaken the last
decade. According to an extensive literature review from Ausserhofer [4], a significant
research output on data journalism and related fields has been produced only since 2010,
with a prior small number of attempts to be regarded as isolated. Researchers and
journalists usually study ways and explore methods to (a) locate and extract useful data
(like information-rich textual data on the internet), (b) analyze and understand the
meaning of massive datasets (i.e., trying to draw connections between the sender and the
recipient of an email using email meta-characteristics), and (c) acknowledge more
thoroughly the user feedback (Twitter data analysis) in their analysis and articles
composition.

In our research, we mainly focus on the third research stream which refers to the
what and how to incorporate the audience feedback in judging both the quality and the
character of an article from authors’ point of view facilitating their writing. The central
motivational factor is the mind shift which has been observed lately regarding both the
online news consumption and journalists’ tendency to learn more about their audiences
[1, 23]. Authors and editors used to ignore the audience feedback [5, 14] relying mainly
on personal predictions what they thought the audience desires might be or as Tandoc
[32] suggests “they substituted their own preferences for those of their actual audience”.
According to the literature one of the reasons for this reluctant attitude towards the
audience feedback was the fact that journalists should follow clear journalistic norms
and remain autonomous without being affected by external preferences that might erode
journalistic quality [5]. However, the explosion of big data and information technologies
revolutionized the way that readers provide feedback to journalists (reviews, letters to
the editor). Today, newsrooms have Web analytics tools that provide insights such as
clicks, page views, viewing time, conversion funnels analysis and user flows that are
only some of the audience metrics that help authors monitor how people interact with the
online content on their newsroom’s website. Accordingly, Natural Language Processing
(NLP) techniques are widely applied in sentiment analysis so to determine which fea-
tures users are particularly in favor of or to trace content that needs to be removed
(in case of negative feedback).

Our main concern is not simply to employ data-driven techniques predicting the
probability for an article to gain more likes, claps, or recommendations but rather to go
a step further and embrace a more human-centered approach, to understand the char-
acteristics that make a great article based on the motivation and the scope that the
journalist wants to communicate. This information will help on enriching an a priori
knowledge that could be utilized as one more dimension and guideline, contributing to
the success of the potential next article. For the scope of this paper, we highlight the
emotions and polarity that an article communicates in relation to other well-recognized
characteristics of article’s style and author’s reputation. We tackle the problem of
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finding the interesting relations between the characteristics of an article namely the
(i) article’s structure, (ii) style of speech, (iii) sentiment (iv) author’s popularity, and its
success (number of claps), assuming that for online articles posted on a blogging
platform it is possible to establish a predictive link between several content-based
facets and success. We use several NLP and machine learning methods for cleaning,
filtering, and processing text data like measuring term frequency and lexicon based
approaches, as well as for checking the importance of each factor, and also to evaluate
the predictive power of our model. Our preliminary results (from a sample of 3000
articles extracted from the Medium online publishing platform in 2017) has shown that
indeed characteristics of the user, emotions expressed in the text, personal tone of
speech and the use of uncommon words influence the prediction of the results
regarding the level of acceptability by the audience.

2 Related Work

In this section, we describe the distinctive attributes of the text as determinants of
articles’ quality and acceptability by the broader audience. We emphasize on previous
researches that consider sentiment, structure and writing style since those factors have
been used to verify our experiments. Journalists write stories hoping that their writing
will arouse emotions in audiences, sometimes positive like hope, joy or trust and others
negative such as fear and anger depending on the given coverage. The emotional state
of the online reader is a key factor for authors to understand the audiences’ reactions to
the news stories [6], e.g. know how the reader would respond to their article, if they
manage to express the desired emotion correctly on their writing, etc. The digital age
offers a constantly increasing number of sentiment-rich resources like news articles
available on the Web while technology nowadays allows readers to leave feedback and
show their appreciation easily. Such an appreciation is usually demonstrated through
various actions like sharing e.g., an article or post of interest with the community or
with the targeted audience, ranking the content based on the quality or interest it might
present or following the owner of the content.

According to literature, emotional online news content especially awe-inspiring
content is more likely to become viral [6]. Different NLP methods that are trying to
capture emotional categories, sentiment polarity, and emotional dimensions [24] have
been proposed by researchers to extract the emotions expressed in the texts. Intelligent
natural language processing tasks are required to be more sophisticated to improve their
accuracy, thus a variety of sentiment and emotion lexica and corpora [11, 21, 31] have
been created that can identify a plethora of emotions instead of just suggesting whether
they express positive, negative or neutral sentiment. Indicators of collective user
behavior and opinion are increasingly common features of online news stories and may
include information about how the story made the readers feel. Typical example of
such features is Facebook’s set of emoticons called “Reactions”, that urges users to
express their experienced emotions about a post by using a button that includes five
different emotional states: Love, Haha, Wow, Sad, Angry [8, 33].

Other approaches have focused on determining what are the characteristics of a
good structure for a news article regarding text coherence. As Louis and Nenkova [18]
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have previously categorized in their work, there are three ways of testing text coherence
“by exploring systematic lexical patterns, entity coreference and discourse relations
from large collections of texts”. In terms of measuring the quality of a given article as a
whole, recent work in the field has decomposed news articles into a set of simpler
characteristics that reveal different linguistic and narrative aspects of online news [2].
Arapakis and his colleagues after discussing with several journalists, editors and
computational linguists, proposed “a multidimensional representation of quality”, taken
from the editor’s perspective that groups the attributes of a news story into five cate-
gories: Readability, informativeness, style, topic, and sentiment, with each category
having several sub-categories such as fluency and conciseness for the readability and
subjectivity, sentimentality, and polarity for sentiment. Their findings suggest that the
journalists’ perception of a well-written story correlates positively with fluency, rich-
ness (feature from the category style) and completeness (feature from the category
informativeness), while aspects like subjectivity and polarity proved to be weakly
correlated. Therefore, this particular work suggests that sentiment is not of great
importance when it comes to article quality, whereas text comprehension and writing
style seem to be determinants of quality.

To examine the potential effects of emotions, writing style and readability on article
quality prediction in the journalism domain, researchers Louis and Nenkova [19],
investigated science articles from the New York Times, by separating them into two
categories “very good”, in which articles from the authors whose writing appeared in
“The Best American Science Writing” anthology series were included, and the “typi-
cal” category that included all the remaining articles. Their experiments showed that
“excellent authors associated with greater degree of sentiment, and deeper study of the
research problem” as well as usage of what is called beautiful language, meaning the
unusual phrasing. This approach is similar to ours, however, this study explored only
science articles from the New York Times, which we already know that are examples
of good quality journalism. In our approach, we consider articles from a broad spec-
trum, written not only by professional journalists but mostly by amateur writers.

The scientific community also has been experimenting with predictive analytics
[7, 20, 30]. In their work McKeown et al. [20] present a system that predicts the future
impact of a scientific concept, based on the information available from recently pub-
lished research articles, while Sawyer et al. [30] suggest that award-winning academic
papers use simple phrasing. However, a successful news story would be described by
alternative characteristics in contrast to good academic writing. In another work,
Ashok, Feng and Choi [3] used statistical models to predict the success of a novel
based on its stylistic elements. Their work examined a collection of books and movie
scripts of different genres, providing insights into the writing style, such as lexical and
syntactic rules, sentiment, connotation, and distribution of word categories and con-
stituents commonly shared among the best sellers. The results suggest that successful
writing includes more complex styling features like prepositions, pronouns, and
adjectives while unsuccessful novels have more verbs, adverbs, and foreign words, thus
having higher readability. Moreover, this work found that the writing style of suc-
cessful novels is similar to news articles.

Still, very little research is available on preprocessing noisy texts, which is usually
done, particularly by large companies (e.g. Facebook) manually to identify and correct
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spelling errors, or other noise (whitespaces, boundaries, punctuation) [35]. This field is a
topic of research for quite a long time, but the effects of cleaning text passages is still rarely
described [36]. The problem of noise is underestimated within the machine learning
community, but has serious consequences for language identification, tokenization, POS
tagging and named entity recognition.

Finally, there are many works today that have applied in different cases for textual
analysis factors like animate and personal pronouns, use of visual words, people-
oriented content, use of beautiful language, sub-genres, sentiment, and the depth of
research description [19] lexical choices such as thinking and action verbs [3]. Read-
ability is also a significant factor, in their work [29] explored features like word and
sentence length, cohesion scores and syntactic estimates of complexity. Their results
showed that increased use of verb phrases provides better readability. In our current
work we use those factors in combination since we believe can determine the quality and
acceptance of an article regarding structure, style, author’s popularity and emotionality.

3 Method and Dataset

We employ a data-driven approach aiming to respond to two typical related research
questions: (a) To what extent the character of an article can reveal the reaction of the
readers, producing more or fewer claps? and (b) would it be of importance to predict
the character of an article to the benefit of the journalist? We investigate textual data
from online articles on the Web so to help the authors to adjust their writing style,
gaining more acceptance from their audience. We extract content-based features from
the articles on the online publishing platform, Medium1, based on relevant metrics
concerning those proposed in the reviewed literature, such as the use of beautiful
language, the tone of speech, polarity and sentiment, and genre.

Before we begin to delve into the effect of the different characteristics of an article to
its success, we first need to extract features using text analysis techniques related to the
four different aspects of an article that we suggest, namely the (i) article’s structure,
(ii) style of speech, (iii) sentiment (iv) author’s popularity. We use several NLP methods
for cleaning, filtering, and processing text data like measuring term frequency and
lexicon based approaches. After defining the above categories we need to study their
importance on the article’s success, applying machine learning algorithms. A random
forest classifier is used to evaluate the significance of the features above in the success of
an article as well as to create a decision tree able to predict whether the claps count of a
given article will be high, medium or low. We run experiments on a mixed-topic dataset
of over 3 thousand articles published at 2017 and downloaded at the beginning of 2018.
The articles had a large distribution of claps ranging from 84 to 157 K claps.

As we mentioned earlier, for this research we collected data from an online pub-
lishing platform called “Medium”, that hosts a variety of articles and publications
produced by either amateur or professional writers, journalists, bloggers, companies,
and range from short to long articles, with topics that cover a variety of topics such as

1 https://medium.com.
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science, education, politics, well-being etc. Medium provides to the reader an auto-
matically calculated display of the reading time on every article so they can know how
much is required of them to read through an entire story. Like votes on Digg2 stories,
“claps” (formerly called “Recommend”) on Medium represent whether readers liked
the story or not and would recommend it to other users on the platform (a user can clap
more than once). In the world of Medium, the success of an article is measured
regarding claps count, which is the number of times the readers have been clapped.

In this paper, we suggest that a more comprehensive understanding of the content
of an article should comply with four directions, as content specification elements.
Below we describe in more detail what each one represents along with the method and
resources used.

3.1 Content Structure

Good structure is a key to higher quality articles [2, 3]. In our model, we use five
characteristics of structure: genre, title words, reading time (since it is predetermined by
the Medium), the proportion of images in the text and proportion of bullet points in the
article.

Genre: The topic of the article reflect certain characteristics of its nature and it has
been greatly investigated in previous work [2, 3, 19]

Title: The title of an article is a significant aspect of every story and is also a clickbait
strategy that is being used a lot in journalism [13, 34]

Reading time: every article posted on Medium has its length measured automatically,
by the time it would take the user to read it.

Images: The use of a great number of beautiful images is one of the best practices used
in social media marketing.

Bullet points: According to research the extensive use of the so-called listicle; a
mixture of ‘list’ and ‘article’ is an interesting phenomenon and its power lies “not only
in the power of the format in and by itself but also in ‘shareable factors’ that are related
to the individual listicle” [26].

3.2 Style

There are multiple aspects that characterize the style of speech, and stylistic variation
reflects largely the meaning that is communicated [27]. Many researchers have
examined this dimensions of writing style by measuring features like formal language
[17, 27, 28], attractiveness and richness [2], and use of beautiful language that refers to
words with lowest frequency or with highest perplexity under the phoneme and letter
models [19]. Except for the above style-related dimensions we propose the personal
tone of speech, typically examined in communication research and more specifically in
political speeches.

2 http://digg.com.
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Tone of speech: Communication researchers have studied the self-referential or self-
reflexive messages that the media and advertising companies use to attract the audi-
ence’s attention [25]. Politicians like Barack Obama also have recognized the persuasive
power of personal pronouns and they use it strategically to their rhetoric [22]. Moreover,
personal pronouns are an indicator of the existence of people in the story and prior works
have experimented with human-related stories [19] as a factor of success. In our study,
we investigate the use of personal pronouns (I, you, we etc.), reflexive pronouns like
myself, yourself, and possessive pronouns (mine, yours, etc.).

Beautiful phrasing: Using beautiful phrases and creative words can amuse the audi-
ence and according to findings of Louis and Nenkova [19] they are discovered in high-
quality articles. We apply Term Frequency Inverse Document Frequency (TF-IDF) to
determine what words in the corpus of articles might be rarer and thus favorable to use
in our model.

3.3 Sentiment

Emotions expressed in an article can motivate people to leave feedback, share and rate
the content [3, 6, 19]. Theories in the nature of emotion, like Plutchik’s model, suggest
the existence of basic emotions such as joy, sadness, anger, fear, trust, surprise, disgust,
and anticipation [24]. For this study we used the resource EmoLex11, from the NRC
suite of lexica, that is based on Plutchik theory, to extract the sentiment and polarity
expressed in the articles. This word-emotion association lexicon [21] contains 14,182
words labeled according to emotions and also includes annotations for negative and
positive sentiments. We investigate four affect-related features: the density of both
positive and negative emotions, the density of each emotion (joy, sadness, anger, fear,
trust, surprise, disgust, and anticipation), emotion expressed in the title, and polarity.
We compute the counts of emotion words, each normalized by the total number of
article words, and the total count of all the emotion words both negative and positive.

3.4 Author’s Popularity

Popularity indicates the total followers -potential readers- of an author on Medium and
usually is used in social media network analysis, where both features like followers and
following (users that a given user is following) play a crucial role on the user’s position
in the social network.

In preparation for the analysis, we further “cleaned” the dataset of 3030 articles by
removing all the NaN values, html code, foreign languages and end up with 2990 useful
articles. Furthermore, we stemmed the texts and dropped all the stop words and non-
standard words and characters, such as punctuations, spaces, special characters and urls.

Note that our feature computation step is not tuned for the quality prediction task in
any way. Rather we aim to represent each facet as accurately as possible. Ideally we
would require manual annotations for each facet (visual, sentiment nature etc.) to
achieve this goal. At this time, we simply check some chosen features’ values on a
random collection of snippets from our corpus and check if they behave as intended
without resorting to these annotations.
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4 Analysis and Results

We started by converting the numerical variable that represents the number of claps
into categorical one, having three values representing low, medium and high accep-
tance. Suitable python libraries were imported to automatically convert the numerical
variables that represent claps in the three different groups, and thus get a quick
acceptance segmentation by binning the numerical variable in groups.

Our next objective becomes now to develop a news classifier and study the effect of
the selection of our predictor variables on the performance of the acceptance prediction
model. The randomForest package from sklearn library in Python was used to create a
classifier of our articles and additionally to measure the importance of the predictor
variables. The importance of a variable is computed internally during the construction
of the decision trees by checking the increase of prediction error when data for that
variable is permuted while all others are left unchanged. In the case of Random Forest,
to determine the importance of the predictor variables, we calculated the Gini index for
each of them. After that, we ordered from highest to lowest rate and kept the 15 most
important variables out of 44.

The table above (see Table 1) presents the ordered list of the importance of the
variables of the selected categories, such as authors’ popularity, beautiful phrasing etc.,
starting from the most important variables that affect the acceptance of an article.
A graphical representation is also depicted in Fig. 1.

For prediction purposes we split the dataset into two sets, one containing 80% of
the total articles that was used as the training set and the other 20% was used to test the
classifier so that the model can be trained and tested on different data. We run the

Table 1. Ordered list of the importance of selected features affecting the acceptance of an
article.

Feature Importance

Following 0.094
Followers 0.071
Beautiful phrasing (rare words) 0.060
Read time (length) 0.052
Tone of speech (self-reference) 0.052
Positivity 0.048
Surprise 0.047
Time passed (since publication date) 0.047
Sadness 0.046
Joy 0.046
Disgust 0.044
Anger 0.044
Anticipation 0.044
Density 0.042
Trust 0.042
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model on the train data to construct the confusion matrix and compare the predictions
with the observations in the validation data set, which is as we said different from the
one used to build the model.

The labels above represent the low, medium and high numbers of claps according
to the acceptance segmentation process we discussed earlier by binning the numerical
variable into three groups. Thus, bin 0 represents the low acceptance of the users while
bin 2 represents the group of articles that have a high number of claps. The bin 1
represents the intermediate state (see Table 2).

Studying the confusion matrix (see Fig. 2) we can see that the predictive power of
our model is mainly focused on the:

• Label 0 representing articles having a very low number of claps (between 87 and
1500) and,

• Label 2 representing the famous articles (claps between 5400 and 55000).

The model seems to have a poor performance on the intermediate state for articles
where the number of claps is between 1500 and 5400. The predictive power for the
0-label and 2-label is 63%.

Our experiments revealed several interesting insights. Our empirical results indicate
that the following relationships between Medium users are the most important factors
in predicting the audience’s positive feedback, thus the author’s readership depends

Fig. 1. Graphical representation of the importance of the features.

Table 2. The three groups (high, medium, low) of clap numbers.

Bucket Start End

0 87.0 1500.0
1 1500.0 5400.0
2 5400.0 55000.0
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highly on his online followers. This is a logical consequence because a greater number
of followers results in a larger potential audience that is likely to leave positive feed-
back, especially if they already like the author’s previous work.

We observed that our results are in line with the related literature, such as the power
of self-reference in communicating a message and the fact that good writers are
logophiles and prefer to use uncommon and long words in their appealing writing. Our
findings suggest that making unusual word choices in writing might result in better
feedback and accord with previous studies that proved the adults’ preference in
unfamiliar words to the everyday ones [9].

News articles are not only anonymously edited information but are essentially
narrated, and according to Grunwald [15], they are “constructed by a personally
involved, individual journalist performing a role as an engaged narrator using a vari-
ation of communication acts” hoping to achieve a reliable and interesting deliverance
of the message. Likewise, in our experiments, the use of personal tone of speech is
highly correlated with success.

Another finding was that the only structure-based feature that correlates with
success is article’s length, while aspects such as genre, the number of title words,
images, and bullet points present a poor correlation with positive feedback.

Moreover, our hypothesis that sentiment is of great importance is proven by our
model, with aspects such as positivity and the emotion of surprise performing better
than anger and disgust. Also, emotional density is an important feature for predicting
the article’s success in contrast to the aspect of polarity.

Finally, it is widely agreed that time factors like publishing date can change the
audience appreciation depending on the platform’s popularity over a certain period. We
ran experiments where we incorporated the time factors into the model to accurately
capture the user clapping over time, and the results were surprisingly accurate. It seems
that platform’s popularity in time is particularly influential factor in the accuracy of a
model and will be further investigated in the future.

Fig. 2. Graphical representation of the confusion matrix.
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5 Conclusions

Nowadays, we are living in an era of rich information settings that generate constant
and real-time feedback. In the area of Data Journalism, we observe a mind shift of
journalists and authors towards extracting and learning more about their audiences. On
the other hand, users-readers need to interact with a vast amount of contents residing in
a variety of resources so to find what they are looking for. Especially, in the case of
online articles’ consumption such a reality makes them more selective and critical on
which ones to read and stories to appreciate. This necessitates the consideration of the
audience reflection and opinions in the composition of articles if we expect that they
will meet their purpose and will be successful. Therefore, the main challenge is how
can we figure out the character of the article based on the readers’ feedback? Predicting
the reaction of the audience toward a story has become of considerable importance not
only for researchers and scientists but also for media organizations and digital man-
agers that heavily invest in software to gain insights into readers behavior.

In this paper, we propose a model to discover the characteristics of online articles
that result in greater audience acceptance. Our model relates to four different dimen-
sions of articles’ characteristics namely, article’s structure, style of speech, sentiment
and author’s popularity. We applied several NLP and machine learning algorithms to
extract a consensus, in terms of features’ importance and prediction on claps, about the
data derived from the online publishing platform “Medium”. From our experiments we
can formulate a preliminary understanding that several attributes characterize online
article’s success. Our findings demonstrate that indeed characteristics of the user,
emotions expressed in the text, personal tone of speech and the use of uncommon
words are highly correlated with influence of acceptance by the audience.

In the future, we plan to focus on the development of more articles’ characteristics
and examine inherent correlations aiming at optimizing and further improving the
prediction of our model. We also plan to adopt a human-centred viewpoint on the
interpretation of the features, and their subsequent relationships, in an attempt to
identify a weighted impact on the final result. Such a finding might trigger a deeper
understanding on the requirements of a successful article based on the reactions of the
audience so to be used as guidelines for the journalists and authors facilitating their
success.
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Abstract. In this paper, we propose and implement a system based on Gen-
erative Adversarial Networks (GANs), to create novel car designs from a
minimal design studio sketch. A key component of our architecture is a novel
convolutional filter layer, that produces sketches similar to those drawn by
designers during rapid prototyping. The sketches produced are more aesthetic
than the ones from standard edge detection filters or gradient operations. In
addition, we show that our system is able to generate hitherto unseen perspec-
tives of a car, given a sketch of the car at just a single viewing angle. For
extensive training, testing and validation of our system, we have developed a
comprehensive, paired dataset of around 100,000 car images (with transparent
backgrounds) and their respective sketches. Our work augments human intel-
ligence and creativity using machine learning and deep neural networks. Our
system has the significant benefit of reducing the cycle time in the sketch-to-
image process which has largely been considered a creative domain. This is
achieved by learning to interpret a preliminary sketch drawn by a designer, to
generate novel visual designs in a matter of seconds, which may otherwise
require considerable time and effort. While the system enhances the productivity
of the designer, the machine learning enhanced design visualizations can cut
costs during the product prototyping stage. Our system exhibits good impactful
potential for the automobile industry and can be easily adapted to industries
which require creative intelligence.

Keywords: Computational creativity � Generative Adversarial Networks
Automobile design � Deep learning � Computer vision � Sketching filter

1 Introduction

‘A picture is worth a thousand words’, is an idiom that resonates with visual designers
across industries. It is extremely relevant today, considering the scale at which product
design has engendered innovation in the last decade. One of the most important phases
in product design and manufacturing is prototype development. These visualizations
are the best way to communicate ideas beyond language barriers. Developing multiple
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novel prototypes for stakeholders is an arduous task and one that requires an amal-
gamation of creativity and tenacity. A designer first channels his creativity in the form
of a ‘napkin sketch’, which is a rudimentary sketch that captures the thought process
prior to developing prototypes. Although developing a napkin sketch may not take very
long, developing multiple novel prototypes is a very time-consuming task. In today’s
fast-paced environment, every minute saved would result in reduced cost for an
organization. One such industry where innovation in product design results in high
quality products and revenue is the automobile industry. Creating a palette of designs
before zeroing in on the right design prior to manufacturing is a creative and expensive
bottleneck in the production process.

In this paper, we seek to aid artists and car designers by breaking the creative
bottleneck during car sketch-to-design translation. Empirical studies and extensive
research such as ‘Role of sketching in conceptual design of car styling’ [1] have shown
the primary importance of car sketches in both cost reduction and expediting the idea-
to-product process.

We propose a system that uses GANs to augment the creativity of designers by
generating multiple novel car designs in a matter of seconds. By leveraging semantic
information of a given studio sketch, our system also generates car designs in multiple
hitherto unseen perspectives. In addition, we show interesting results where a model
trained only on car images shows serendipitous and visually appealing results for
sketches of bikes and even non-automobile entities such as trees.

1.1 Generative Adversarial Networks

The domain of deep learning for computer vision has witnessed rapid progress since
1998, where the work on ‘Gradient-Based Learning Applied to Document Recognition’
[2] discussed Convolutional Neural Networks (CNN). AlexNet [3], that won the 2012
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) further led to prodi-
gious amount of research in CNN. AlexNet architecture, marked the first time when a
CNN achieved a top five test error rate (rate at which, given an image, the model does
not output the correct label with its top five predictions) of 15.4%.

Generative Adversarial Networks (GANs) [4], a class of machine learning algo-
rithms used in unsupervised learning, introduced in 2014 have shown immense potential
in areas of domain adaptation and image translation. GANs introduced a powerful
concept where there are two adversarial models, a generator and a discriminator, with
the models being trained using a min-max method. In other words, the generator pro-
duces images by capturing a data distribution while trying to minimize the classification
accuracy of the discriminator. Essentially, it is the generator’s motive to deceive the
discriminator while the discriminator tries to maximize its classification accuracy. The
discriminator’s role is to classify an input image as an original image or one that is not
(generated from the generator). Mathematically, the value function for a discriminator
and a generator is given by a simple formulation of cross-entropy and expected values.

The adversarial networks are trained until the generator can satisfactorily produce
outputs that the discriminator classifies as real. Although stability and stopping crite-
rion were major concerns, GANs fostered research in the areas of image translation,
domain adaptation and various forms of generative tasks.
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There has been a lot of work on improving the stability of GANs such as Deep
Convolutional Generative Adversarial Networks (DCGANs) [5] and Wasserstein GAN
(WGAN) [6]. Coupled Generative Adversarial Networks (CoGAN) [7] introduced an
architecture where two GANs are used to learn a joint distribution of multi-domain
images. This is achieved through weight sharing in both the generator and the dis-
criminator in the layers where high level features are extracted. Conditional Adversarial
Networks [8] not only learn a mapping from input to output domain but also learn a
loss function to train this mapping. Conditional Adversarial Networks, thus expect a
paired dataset for training. Unpaired Image-to-Image Translation using Cycle-
Consistent Adversarial Networks (Cycle GAN) [9] employs an inverse mapping
such that the pairing is obtained only if an image Xi in domain X produces an image Yi

in domain Y such that translation of Yi from domain Y back to domain X produces Xi.
This mapping is useful in cases when a paired dataset is not available.

While Conditional Adversarial Networks perform well in image translation tasks,
the architecture expects a paired dataset, which in most cases either does not exist or is
difficult to acquire. Hence, we developed a paired dataset of around 100,000 car images
(with a transparent background) along with their respective sketches. The dataset will
not only help us leverage Conditional GANs in our system but will also be an aid for
researchers worldwide supporting further advancement and innovation in related fields.
Researchers can contact the authors of this paper to obtain the dataset. The dataset will
also be open-sourced for public domain access.

1.2 Related Work

Computational creativity and its related fields have attracted a lot of attention in the
research community. There has been work in developing a standard pipeline for sketch
based modelling [10] which encompasses methods and techniques to enable users to
interact with a computer program through sketching. The three main stages are input,
filter and interpret. Later, image acquisition and visual rules are used for preventing
over-sketching and similar defects. Although the above paper does not use machine
learning for modelling input sketches, the goal of improving human productivity
remains the same.

Work on design generation in fashion and clothing industry, such as Visually-
Aware Fashion Recommendation and Design with Generative Image Models [11] use
feature representations from CNNs and Siamese neural networks to make a fashion
recommendation system. Further, in unison with GANs, the same system is used in a
generative manner, where new designs are fabricated conditioned on the given user
profile and product category. However, it is not a sketch-based modelling system.

There has also been prior work in interpreting human sketches for image retrieval in
large databases [12]. Humans can visualize and draw objects with a certain degree of
accuracy. Thus, sketch modelling based image retrieval systems have the potential to
perform better than traditional retrieval systems. While our work focuses on deep
learning based rapid prototype generation from a sketch, human sketch based infor-
mation retrieval provides an intuitive interface for fast image retrieval reflecting human
imagination.

162 S. Radhakrishnan et al.



A recent work presents an implementation where GANs are used in a user inter-
active program to generate realistic images constrained by a natural image manifold
[13]. The object can be distorted and reshaped and the GANs automatically adjust the
output keeping all edits as realistic as possible. The manifold of natural images is used
as a constraint on the output of various image manipulation operations, this makes sure
the result always lies in the learned manifold.

In our paper, we utilize GANs for learning the distribution across the training
samples and creating new samples in the specific domain of automobile design,
especially cars. For the training of conditional GANs, we fabricate artificial sketches
using a novel convolutional-morphological filter.

2 Proposed System

Our system, as shown in Fig. 1, essentially has three phases: dataset creation, machine
learning model training and developing a user interface for the designer. Within the
dataset creation phase, there are two core components, first being, the development of a

Fig. 1. Proposed GAN based car sketch image translation system.
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comprehensive dataset of around 100,000 car images and the second being the gen-
eration of sketches using a new filter that we have engineered for the task.

In the model training phase, we have trained 12 machine learning models through
which our system generates novel car designs covering various colour combinations
and unseen car angles. The system also has a web based interface where the designer
can upload sketches, select colours and perspectives and view the design visualizations.

3 Dataset

The construction of a comprehensive dataset involved three main steps:

1. Identifying and mining transparent car images.
2. Machine learning based removal of images with abnormal artifacts (undesirable

objects or symbols). This was implemented using ImageNet [14] and ResNet50 [15]

Fig. 2. Snapshot of sample images in the dataset.
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for image recognition and for classifying and filtering out images with entities that
are not cars.

3. The remaining images with abnormal artifacts in the dataset were eliminated
through manual inspection, which required extensive effort. About 60% of the time
in the dataset collection phase was spent on manual inspection.

The multiple colours, angles and consistent transparent backgrounds across all car
images in the dataset ensured that the dataset formed the base of the system. The
system expects high quality, clean data with no background inconsistencies or noise for
ensuring successful training of the machine learning models. The developed dataset
satisfies all the above conditions and thus forms a substrate for subsequent steps in
developing our system. The quality and variety of images satisfies our requirements to
get paired datasets of same and different perspectives of cars for training in the next
phase of the pipeline. A snapshot of the car image dataset is shown in Fig. 2.

4 The BiSECT Sketching Filter

Generally, if an outline is required, the standard approaches are gradient operators or
edge filters. Many famous algorithms appear in standard image processing and com-
puter vision literature. Notable ones which produce appreciable results are the Marr-
Hildreth filter, Laplacian operator, Difference of Gradients (DoG), Sobel filter, Scharr
filter, Canny edge operator [16] and the Extended Difference of Gaussians (XDoG)
[17]. Each of these have their own locality, sensitivity and orientation based advantages
and disadvantages. However, for our use case, none of these standard techniques
produced outputs that capture the artistic nuances of a human sketch.

Hence, our goal was to create a filter that produces sketches similar to those drawn
by humans for training the system with a paired dataset. The filters were applied on car
images such as Fig. 3(a) and the outputs were analyzed. As shown in Fig. 3(b), while
the Canny edge detector is able to identify edges, it lacks the stroke detail of sketches.
The output from XDoG, on the other hand, as shown in Fig. 3(c), captures too many
details, beyond what we expect in a simple sketch. The output of XDoG looks synthetic
and does not have the sketch texture one would expect from a pencil drawn sketch.
There has been prior work on simulating sketches computationally such as ‘Automatic
Generation of Pencil-sketch Like Drawings’ [18], using gradient estimation on
smoothed images.

The sketching filter we propose is shown to perform well for car images, leading to
a ‘napkin sketch’ kind of effect as shown in Fig. 3(d). These sketches are similar to the
preliminary drawings by designers or artists in the field of design and manufacturing.

We propose a new convolutional filter, the “BiSECT” sketching filter, which is an
abbreviation for Bidirectional Sobel Enhanced with Closed Thresholds, which conveys
the inner working of the filter concisely. The filter can be thought of as a “bisecting”
operation that extracts the sketch artifacts from a given image.
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4.1 Formulation of the BiSECT Sketching Filter

The BiSECT sketching filter was developed using a combination of existing standard
convolutional kernels and morphological operations. A level of smoothing Gaussians
and pixel-wise logical operations are used for combining and retaining the appropriate
edges across different intermediate outputs. The filter was engineered as follows:

1. We use a combination of Sobel family operators because a single Sobel-Feldman
convolutional filter restricts itself to finding edges in a particular orientation.

2. Combining the Sobel filter family outputs using a cascade of bitwise-OR and
bitwise-AND operations allowed retaining important edges and having finer control
over the final sketch.

3. After this series of convolution operations, we use a threshold layer to discard all
the unnecessary levels of gray all over the intermediate outputs. We explored Otsu’s
thresholding and adaptive thresholding techniques. After some experimentation, an
appropriate global thresholding was satisfactory.

4. Finally, a ‘morphological close’ operation is performed on the thresholded output to
coalesce all slightly disconnected true edges with structural elements of sizes (8*1)
and (1*8) for both vertical and horizontal axes.

After aggregating and auditing our image dataset, each image from the 100,000 and
odd car images was paired with its corresponding output from the above filter. This
forms a standard paired dataset, which can be fed into conditional adversarial networks.

Fig. 3. Outputs of various filters. (a) shows the input image. (b), (c) and (d) show the outputs of
the Canny, xDoG and BiSECT operators respectively.
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5 Experiments and Results

Experiments were run to train the system to generate novel designs by learning a pixel-
level semantic mapping from sketches. The goal was to train the system to learn from
minimal amount of data. This is because we wanted to adapt the system to the real
world wherein the system will be continuously subjected to a plethora of sketches with
variations.

The system learns the mapping from minimal data and generates high quality
designs on significant amount of test data making the system robust and reliable. In the
experiments below, we configured the model to train for 200 epochs on 200 paired
images. The graphs in Figs. 4 and 5 show the generator and discriminator losses
against the number of steps in training of the GANs.

5.1 Single Colour Car Generation

We trained the system to generate designs in red, blue, white, and black as well as
grayscale. We can observe that the system is able to generate state of the art car
prototypes from preliminary sketches. The system correctly identifies regions in the
sketch that need to be filled with a respective colour and texture. The system consis-
tently is able to identify and augment even subtle details such as headlamp and tyre
correctly.

Fig. 4. Generator Training Loss Visualization

Fig. 5. Discriminator Training Loss Visualization
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Each of the input sketches visualize a diverse range of car models, shapes and sizes.
Themodels correctly interpret the sketch, such as in Fig. 6 where the system has correctly
distinguished between the skin and the seat of the convertible itself (Fig. 7).

5.2 Mixed Colour Car Generation

In addition, we trained the system to generate prototypes consisting of an amalgama-
tion of multiple colours. The combinations we trained the system on were red and
yellow, black and white, blue and gray as well as a four colour mix consisting of black,
blue, reddish-brown and gray (Figs. 8 and 9).

Fig. 7. Translation of sketch to a black prototype

Fig. 8. Dual colour output: Red and Yellow (Color figure online)

Fig. 6. Translation of sketch to a blue prototype (Color figure online)
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5.3 Multiple Design Visualizations

Our system enables designers to visualize multiple prototypes for a given sketch.
Viewing multiple prototypes in juxtaposition allows the designer to make faster
decisions regarding the final design. In addition, the system enables the designer to
visualize or develop multiple prototypes quickly resulting in significant saving in cost,
time and effort.

In the example shown in Fig. 10, we have generated three different car prototypes
using grayscale, single color and multiple color combination models from a single
sketch. While all the three models largely resemble each other structurally, each pro-
totype has its own aesthetic appeal.

Fig. 10. Outputs from multiple models

Fig. 9. Dual colour output: Blue and Gray (Color figure online)
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With minimal training, the system is able to embellish the sketch to produce
prototypes in multiple colours across various shapes and sizes, as shown in the figures
in this section.

6 Artist Sketch Experiment

We obtained a shaded pencil sketch drawn by an artist. We used the GrabCut algorithm
[19] to segment out the design. We then applied the “BiSECT” filter and tested the
result on our machine learning models. The initial pencil shaded sketch image took
considerable amount of time and our system interpreted the sketch and generated
multiple prototypes in less than a minute.

In this particular case, the artist spent 8 h spread over a period of 5 days in creating
the initial sketch on paper. The sketch in Fig. 11 is evidently more detailed than a
napkin sketch. Our system is capable of processing sketches that do not require
extensive amount of time and effort to draw. Thus, with a preliminary sketch such as
those shown in Sect. 5, our system will generate multiple designs and the artist need
not spend a long time to add extensive details.

Fig. 11. Testing on an artist’s sketch
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7 Generating Hitherto Unseen Perspectives of a Car

We have made some interesting headway in using the system to predict and generate
how a car will look from various hitherto unseen angles and perspectives. This is done
purely based on the input sketch drawn by the designer in a single angle. We thus
trained the system to learn a pixel level mapping across different angles.

While the generated prototypes did have some artifacts, particularly due to lack of
paired images across multiple angles, the semantic information of the shape was largely
captured by the models. We are currently working on improving the accuracy of the
models and generating an interactive 3D prototype of a car purely from the single angle
2D sketch input by the designer.

We developed models that visualize the car’s left angular front view, left view, left
angular rear view and front view. By flipping these views, we obtained right angular

Fig. 12. Generated unseen car perspective visualizations from a single angle sketch

Creative Intelligence – Automating Car Design Studio 171



rear view, right view and right angular front view. The input sketch and the generated
views and perspectives are shown in Fig. 12.

The rear views in particular have noticeable artifacts. However, the system was able
to estimate the probable shape of the car with no information about the same in the
input sketch.

8 Experiments on Unseen Domains

We tested our system on sketches from completely unseen domains. We first tested the
system on a bike sketch (Fig. 13), as it still falls under the automobile family. The
generated image suggests that the system can produce satisfactory results for other
types of vehicles as well. We then tested the system on a completely unrelated domain
by feeding it a sketch of a tree (Fig. 14), and the result resembles a tree in autumn. The
fact that our model was not exposed to either of these domains during training phase
shows that our system can easily be adapted for most industries that require creativity
and design capabilities.

Fig. 13. Output of grayscale model on bike sketch

Fig. 14. Output of multi-colour model on tree sketch
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9 Conclusion

In this paper, we have made three major contributions. First, a Generative Adversarial
Network based system that converts car sketches to multiple prototypes having dif-
ferent colours and perspectives. Second, a novel convolutional sketching filter that
produces sketches similar to those drawn by designers during rapid prototyping and
third, a comprehensive paired dataset of about 100,000 car images (with transparent
background) and their respective sketches.

We also showed certain interesting test results wherein the system was easily able
to adapt to other domains that require creative intelligence and design capabilities. In
most cases, human thought process is based on a recent set of prior learnings, expe-
riences and observations. Using the proposed system to generate multiple novel
combinatorial designs, the creativity of designers is augmented beyond standard cre-
ative bottlenecks.

10 Learnings and Future Enhancements

Our system qualitatively derives car designs from sketches by augmenting human
creativity and intelligence using the fields of digital image processing, computer vision
and (deep) machine learning. We believe, some of the possible future enhancements of
our work can include:

• 3D rendering of a car from a studio sketch given a specific perspective of the car. In
Sect. 7, we showed interesting results of the system generating visual prototypes in
multiple angles from a single angle input sketch. We can extend this concept by
feeding the multiple generated 2D perspectives of a car to a 3D image stitching
algorithm to produce a 3D rendered car from a single angle 2D car sketch.

• Producing augmented reality, virtual reality and mixed reality experiences of the
generated car prototype. We can extend 3D rendering of a sketch to producing
immersive experiences. Essentially, the designer will input a 2D sketch of a system
and (contingent on AR/VR hardware availability) the designer can view how the
generated car will look like upon production using virtual reality or other similar
visualization forms.

• Generating multiple perspectives using two sketches instead of a single sketch.
Currently the back side of the car is approximated as no data is available in the input
sketch. To overcome this drawback, sketches of left angular front view and left
angular rear view can be used together to provide almost all the required details
needed to generate all perspectives of a car.

• Making the system flexible by enabling finer control of the desired generated
prototype. Currently our system allows the user to choose from a certain set of
colours or colour combinations. We can enhance this feature by providing the artist
more granular control by allowing selection of a particular colour for a given car
section. As an example, this will allow the artist to choose a different colour shade
for the door and the front of the car.
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• Using a crowdsourcing based approach to obtain evaluation metrics for the car
prototypes obtained from the various models. Preferably, obtain metrics from a
group of artists/experts and use these metrics as a means for improving certain
models.

References

1. Bouchard, C., Aoussat, A., Duchamp, R.: Role of sketching in conceptual design of car
styling. J. Des. Res. 5(1), 116–148 (2006)

2. LeCun, Y., Bottou, L., Bengio, Y., Haffner, P.: Gradient-based learning applied to document
recognition. In: Proceedings of the IEEE, vol. 86, no. 11, pp. 2278–2324 (1998)

3. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep convolutional
neural networks. In: Proceedings of the 25th International Conference on Advances in
Neural Information Processing Systems, vol. 1, pp. 1097–1105 (2012)

4. Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., Courville,
A., Bengio, Y.: Generative adversarial nets. In: Proceedings of the 27th International
Conference on Advances in Neural Information Processing Systems, pp. 2672–2680 (2014)

5. Radford, A., Metz, L., Chintala, S.: Unsupervised representation learning with deep
convolutional generative adversarial networks. arXiv preprint arXiv:1511.06434 (2015)

6. Arjovsky, M., Chintala, S., Bottou, L.: Wasserstein GAN. arXiv preprint arXiv:1701.07875
(2017)

7. Liu, M.-Y., Tuzel, O.: Coupled generative adversarial networks. In: Proceedings of the 29th
International Conference on Advances in Neural Information Processing Systems, pp. 469–
477 (2016)

8. Isola, P., Zhu, J.-Y., Zhou, T., Efros, A.A.: Image-to-image translation with conditional
adversarial networks. arXiv preprint arXiv:1611.07004v2 (2017)

9. Zhu, J-.Y., Park, T., Isola, P., Efros, A.A.: Unpaired image-to-image translation using cycle-
consistent adversarial networks. arXiv preprint arXiv:1703.10593v4 (2018)

10. Olsen, L., Samavati, F.F., Sousa, M.C., Joaquim, A.: Sketch based modeling: a survey.
Comput. Graph. 33(1), 85–103 (2009)

11. Kang, W.C., Fang, C., Wang, Z., McAuley, J.: Visually-aware fashion recommendation and
design with generative image models, arXiv:1711.02231v1 (2017)

12. Parui, S., Mittal, A.: Similarity-invariant sketch-based image retrieval in large databases. In:
Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8694,
pp. 398–414. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-10599-4_26

13. Zhu, J.-Y., Krähenbühl, P., Shechtman, E., Efros, A.A.: Generative visual manipulation on
the natural image manifold. In: Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) ECCV
2016. LNCS, vol. 9909, pp. 597–613. Springer, Cham (2016). https://doi.org/10.1007/978-
3-319-46454-1_36. arXiv:1609.03552v2

14. Deng, J., Dong, W., Socher, R., Li, L-.J., Li, K., Fei-Fei, L.: ImageNet: A large-scale
hierarchical image database, Computer Vision and Pattern Recognition, Department of
Computer Science, Princeton University, USA (2009)

15. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Computer Vision and Pattern Recognition, arXiv:1512.03385 (2015)

16. Canny, J.: A computational approach to edge detection. IEEE Trans. Pattern Anal. Mach.
Intell. Pami-8(6), 184–203 (1987)

174 S. Radhakrishnan et al.

http://arxiv.org/abs/1511.06434
http://arxiv.org/abs/1701.07875
http://arxiv.org/abs/1611.07004v2
http://arxiv.org/abs/1703.10593v4
http://arxiv.org/abs/1711.02231v1
http://dx.doi.org/10.1007/978-3-319-10599-4_26
http://dx.doi.org/10.1007/978-3-319-46454-1_36
http://dx.doi.org/10.1007/978-3-319-46454-1_36
http://arxiv.org/abs/1512.03385


17. Winnemöllera, H., Kyprianidis, J.E., Olsen, S.C.: XDoG: an eXtended difference-of-
Gaussians compendium including advanced image stylization. Comput. Graph. 36(6), 720–
753 (2012)

18. Zhou, J., Li, B.: Automatic generation of pencil-sketch like drawings from personal photos.
In: IEEE International Conference on Multimedia and Expo, ICME, Amsterdam, Netherlands
(2005)

19. Rother, C., Kolmogorov, V., Blake, A.: “GrabCut” — interactive foreground extraction
using iterated graph cuts. SIGGRAPH ACM Trans. Graph. 23, 309–314 (2014)

Creative Intelligence – Automating Car Design Studio 175



MAKE-Text



A Combined CNN and LSTM Model
for Arabic Sentiment Analysis

Abdulaziz M. Alayba(B), Vasile Palade, Matthew England, and Rahat Iqbal

School of Computing, Electronics and Mathematics, Faculty of Engineering,
Environment and Computing, Coventry University, Coventry, UK

Alaybaa@uni.coventry.ac.uk,
{Vasile.Palade,Matthew.England,R.Iqbal}@coventry.ac.uk

Abstract. Deep neural networks have shown good data modelling capa-
bilities when dealing with challenging and large datasets from a wide
range of application areas. Convolutional Neural Networks (CNNs) offer
advantages in selecting good features and Long Short-Term Memory
(LSTM) networks have proven good abilities of learning sequential data.
Both approaches have been reported to provide improved results in areas
such image processing, voice recognition, language translation and other
Natural Language Processing (NLP) tasks. Sentiment classification for
short text messages from Twitter is a challenging task, and the complex-
ity increases for Arabic language sentiment classification tasks because
Arabic is a rich language in morphology. In addition, the availability
of accurate pre-processing tools for Arabic is another current limitation,
along with limited research available in this area. In this paper, we inves-
tigate the benefits of integrating CNNs and LSTMs and report obtained
improved accuracy for Arabic sentiment analysis on different datasets.
Additionally, we seek to consider the morphological diversity of particu-
lar Arabic words by using different sentiment classification levels.

Keywords: Arabic sentiment classification · CNN · LSTM
Natural Language Processing(NLP)

1 Introduction

In the past decade, social media networks have become a valuable resource for
data of different types, such as texts, photos, videos, voices, GPS reading, etc.
The explosion of data we experience today in many areas has led researchers in
data science to develop new machine learning approaches. There were improve-
ments in different areas, such as: Neural Networks, Deep Learning, Natural
Language Processing (NLP), Computer Vision, Geolocation Detection, etc. Sen-
timent Analysis is one of the topics that attracted much attention from NLP
and machine learning researchers. Sentiment analysis deals with the texts or the
reviews of people that include opinions, sentiments, attitudes, emotions, state-
ments about products, services, foods, films, etc. [1].
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There is a certain sequence of steps to perform supervised learning for senti-
ment analysis, i.e., converting the text to numeric data and mapping with labels,
performing feature extraction/selection to train some classifiers using a training
dataset and then estimate the error on the test dataset. Sentiment analysis has
various analytic levels that are: document level, sentence level, aspect level [2,3],
word level, character level [4] and sub-word level [5]. Deep neural networks have
shown good performance in this area in [6–8].

We have also obtained good results on using deep neural networks for senti-
ment analysis on our own dataset, an Arabic Health Services dataset, reported
in [9,10]. We have obtained an accuracy between 0.85 and 0.91 for the main
dataset in [9] using SVM, Näıve Bayes, Logistic Regression and CNNs. Also,
using merged lexicon with CNNs and pre-trained Arabic word embedding, the
accuracy for the main dataset was improved to 0.92, and for a Sub-dataset (as
described in [10]) the obtained accuracy was between 0.87 and 0.95.

The sentiment analysis approach in this paper is a combination of two deep
neural networks, i.e., a Convolutional Neural Network (CNN) and a Long Short
Term Memory (LSTM) network. Kim [6] defined CNNs to have convolving filters
over each input layer in order to generate the best features. CNNs have shown
improvements in computer vision, natural language processing and other tasks.
Athiwaratkun and Kang [11] confirmed that the CNN is a powerful tool to select
features in order to improve the prediction accuracy. Gers et al. [12] showed the
capabilities of LSTMs in learning data series by considering the previous outputs.

This paper first presents some background on deep neural networks and Ara-
bic sentiment classification in Sect. 2. Section 3 describes the Arabic sentiment
datasets we use. Section 4 illustrates the architecture of the proposed merged
CNN-LSTMs Arabic sentiment analysis model. The results of the sentiment
classification using the model will be presented in Sect. 5, which will be com-
pared with other results. Section 6 concludes the study and the experiments,
and outlines the future work.

2 Background and Related Work

Deep neural network models have had great success in machine learning, par-
ticularly in various tasks of NLP. For example, automatic summarization [13],
question answering [14], machine translation [15], words and phrases distributed
representations [16], sentiment analysis [6] and other tasks. Kim [6] proposed a
deep learning model for sentiment analysis using CNNs with different convolu-
tional filter sizes. Wang et al. [17] applied an attention-based LSTMs model for
aspect-level sentiment analysis.

Arabic sentiment analysis has become a research area of interest in recent
years. Abdul-Mageed et al. [18] studied the effect at sentence level on the subjec-
tivity and sentiment classification for Modern Standard Arabic language (MSA)
using an SVM classifier. Shoukry and Rafea [19] applied SVM and Näıve Bayes at
sentence level for sentiment classification using 1000 tweets. Abdulla et al. [20]
compared corpus-based and lexicon-based approaches for sentiment analysis.
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Abdulla et al. [21] addressed the challenges of lexicon construction and senti-
ment analysis. Badaro et al [22] created a large Arabic sentiment lexicon using
English-based linking to the ESWN lexicon and WordNet approach. Duwairi
et al. [23] collected over 300,000 Arabic tweets and labeled over 25,000 tweets
using crowdsourcing. Al Sallab et al. [24] employed three deep learning methods
for Arabic sentiment classification. Ibrahim et al. [25] showed sentiment classi-
fications for MSA and the Egyptian dialect using different types of text data
such as tweets, product reviews, etc. Dahou et al. [26] reported on the usage
of Arabic pre-trained word representation with CNN increased sentiment clas-
sification performance. Tartir and Abdul-Nabi [27] concluded that a semantic
approach leads to good sentiment classification results even when the dataset
size is small. El-Beltagy et al. [28] enhanced the performance of a sentiment
classification using a particular set of features.

3 Datasets

There is a lack of Arabic sentiment datasets in comparison to English. In this
paper, four datasets (where one is a subset of another) will be used in the
experiments. Each used only two sentiment classes, i.e., Positive and Negative
sentiment.

3.1 Arabic Health Services Dataset (Main-AHS and Sub-AHS)

This is our own Arabic sentiment analysis dataset collected from Twitter. It
was first presented in [9] and it has two classes (positive and negative). The
dataset contains 2026 tweets and it is an unbalanced dataset that has 1398
negative tweets and 628 positive tweets. We call this dataset Main-AHS, and
we selected a subset of this dataset, called Sub-AHS, which was introduced
in [10]. The Sub-AHS dataset contains 1732 tweets, with 502 positive tweets
and 1230 negative tweets.

3.2 Twitter Data Set (Ar-Twitter)

The authors of [20] have manually built a labeled sentiment analysis dataset
from Twitter using a crawler. The dataset contains 2000 tweets with two classes
(Positive and Negative) and each class contains 1000 tweets. The dataset covered
several topics in Arabic such as politics, communities and arts. There are some
tweets in the available online dataset are missing and, hence, the used size of
the dataset in our experiments is 975 negative tweets and 1000 positive tweets.

3.3 Arabic Sentiment Tweets Dataset (ASTD)

The authors of [29] presented a sentiment analysis dataset from Twitter that
contains over 54,000 Arabic tweets. It has four classes (objective, subjective
positive, subjective negative, and subjective mixed). However, in this paper only
two classes (positive and negative) will be used and the numbers of negative and
positive tweets are 1684 and 795 respectively, giving a total of 2479 tweets.
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4 CNN-LSTM Arabic Sentiment Analysis Model

The fundamental architecture of the proposed model is shown in Fig. 1 and it
outlines the combination of the two neural networks: CNN and LSTM. There are
no accurate tools for preprocessing Arabic text, especially non Standard Arabic
text like most of the tweets. There are many forms for a single word in Arabic,
for example Arabic words are different based on gender, the tenses of the verbs,
the speaker voices, etc. [31]. Table 1 shows several examples of a single Arabic
verb (and it has more other forms), the pronunciation of the word as Buckwalter
translation [30] and the description of the verb’s type.

Table 1. Some examples of multiple forms of a single Arabic verb

There will be three different levels of sentiment analysis for each proposed
dataset. The reason of using different levels is to try to expand the number of
features in short tweets and to deal with many forms of a single word in Ara-

bic. This is an example tweet “ ” and the English
translation of this tweet is ‘Health services are generally good’. The levels are as
follows.

Character Level (Char-level), by converting the sentence into characters

instead of words such as [

]. The (Char-level) for
the English example is [‘H’, ‘e’, ‘a’, ‘l’, ‘t’, ‘h’, ‘s’, ‘e’, ‘r’, ‘v’, ‘i’, ‘c’, ‘e’, ‘s’, ‘a’,
‘r’, ‘e’, ‘g’, ‘e’, ‘n’, ‘e’, ‘r’, ‘a’, ‘l’, ‘l’, ‘y’, ‘g’, ‘o’, ‘o’, ‘d’]. At this level, the number
of features is increased, such as in the above example, the number of characters
is 24 for the Arabic example, and each letter represents one feature.
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The second level is Character N -Gram Level (Ch5gram-level): where
we measure the length of all the words in each dataset and we calculate the
average length of words (which is five characters for all the different datasets).
Then, we split any word that, has more than the average number into several sub-
words. Whereas, any word that consist of the same average number of characters
or less will be kept as it is. The average word’s length for each dataset is five

characters and a 5-gram example is [

]. The (Ch5gram-level) for the English example is [‘Healt’,
‘ealth’, ‘servi’, ‘ervic’, ‘rvice’, ‘vices’, ‘are’, ‘gener’, ‘enera’, ‘neral’, ‘erall’, ‘rally’,
‘good’]. This level can be useful in order to deal with many forms of Arabic
words, especially for words with more than five letters. Also, the number of the
features is expanded in this level too. The third level is Word Level (Word-
level), where the sentence is divided into words using the space as splitter, such

as [ ].
The (Word-level) for the English example is [‘Health’, ‘services’, ‘are’, ‘gen-

erally’, ‘good’]. This level is the most commonly chosen option in the field of
sentiment analysis.

Fig. 1. A combined CNN-LSTM model architecture for sentiment analysis, with an
example of Arabic tweet using Word-Level.

The input data layer is represented as a fixed-dimension matrix of different
vector embeddings based on different sentiment analysis levels. Each sentiment
analysis level has different tokens, for example, in the Char-level the token is a
single character. In the Ch5gram-level, the token is a whole word if the length
of the word is five characters or less. Also, the token for any words that has
more than five letters is split into five gram character like in the Ch5 Gram-level
example from above. In the Word-level, the tokens are based on the words in each
tweet. Each token is represented as a fixed-size vector in the input matrix. Then,
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the multiple convolutional filters slide over the matrix to produce a new feature
map and the filters have various different sizes to generate different features.
The Max-pooling layer is to calculate the maximum value as a corresponding
feature to a specific filter. The output vectors of the Max-pooling layer become
inputs to the LSTM networks to measure the long-term dependencies of feature
sequences. The output vectors of the LSTMs are concatenated and an activation
function is applied to generate the final output: either positive or negative.

4.1 Input Layer

This is the first layer in the model and it represents each tweet as a row of
vectors. Each vector represents a token based on the the sentiment analysis level
used. Each different level has a different token to be embedded, such as in the
Char-level, each character in the tweet will be represented into a specific vector
with a fixed size of 100. Each word in the tweet, which is one token in the Word-
level is embedded into a vector with length of 100 and that is the same with
each token in the Ch5gram-level. This layer is a matrix of size w×v, where v is
the length of the vector and w is the number of tokens in the tweets. The value
of w is the maximum length of a tweet. Any tweet that contains less than the
maximum number of tokens in the tweet will be padded with <Pad> to have
the same length with the maximum tweet length. For instance, the maximum
length of tweets with the character level in the Main-AHS dataset is 241 tokens
and any tweets that have less than the maximum number will be padded to 241
to get the same length. Each matrix in the Character level in the Main-AHS
dataset has the size of 241×100.

4.2 Convolutional Layer

Each input layer contains a sequence of vectors and it is scanned using a fixed
size of filter. For example, we used the filter size 3 for Word-level to extract
the 3-gram features of words. Also, we used the filter size 20 in the Char-level
and the filter size 10 in the Ch5gram-level. The filter strides or shifts only one
column and one row over the matrix. Each filter detects multiple features in a
tweet using the ReLU [32] activation function, in order to represent them in the
feature map.

4.3 Max-Pooling Layer

After the Convolutional layer, the Max-pooling layer minimizes and down-
samples the features in the feature map. The max operation or function is the
most commonly used technique for this layer and it is used in this experiment.
The reason of selecting the highest value is to capture the most important feature
and reduce the computation in the advanced layers. Then the dropout technique
is applied to reduce overfitting with the dropout value is 0.5.
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4.4 LSTM Layer

One of the advantages of the LSTMs is the ability of capturing the sequential
data by considering the previous data. This layer takes the output vectors from
the dropout layer as inputs. This layer has a set number of units or cells and the
input of each cell is the output from the dropout layer. The final output of this
layer have the same number of units in the network.

4.5 Fully Connected Layer

The outputs from LSTMs are merged and combined in one matrix and then
passed to a fully connected layer. The array is converted into a single output in
the range between 0 and 1 using the fully connected layer, in order to be finally
classified using sigmoid function [33].

5 Experiments and Results

These experiments aimed to utilize a very deep learning model using a com-
bination of CNN and LSTM. The learning performance of the model will be
measured using the accuracy of the classifier [34].

Acc =
(TP + TN)

(TP + TN + FP + FN)
. (1)

Here, TP is the number of tweets that are positive and predicted correctly as
positive, TN is the number of tweets that are negative and predicted correctly as
negative, FP is the number of tweets that are negative but predicted incorrectly
as positive, and FN is the number of tweets that are positive but predicted
incorrectly as negative.

Table 2. Accuracy comparison of the proposed method with different sentiment levels
and other models for the same datasets.

Sentiment level Main-AHS Sub-AHS Ar-Twitter ASTD

Char-level 0.8941 0.9164 0.8131 0.7419

Ch5gram-level 0.9163 0.9568 0.8283 0.7762

Word-level 0.9424 0.9510 0.8810 0.7641

Alayba et al. [10] 0.92 0.95

Dahou et al. [26] 85.01 79.07

Abdulla et al. [20] 87.20

All the experiments using different datasets and sentiment analysis levels
use the same size of the training and test datasets. The size of the training
set is 80% of the whole dataset, and the test set contains the remaining 20%



186 A. M. Alayba et al.

of the dataset. The model is trained using the training set and then the test
set is used to measure the performance of the model. The number of epochs is
50 for all the experiments. Table 2 shows the accuracy results in the 50 epochs
for the four datasets using different sentiment levels. The best accuracy results
for the three different used levels are identified by underlining the best results.
Also, Table 2 compares the results of our model with the results published in
other papers. It is clear from Table 2 that the proposed model improved the
performance of sentiment classification in three datasets: Main-AHS, Sub-AHS,
and Ar-Twitter, but it is lower than [26] for the ASTD dataset model (by only a
small margin). Figures 2, 3, 4 and 5 illustrate the accuracies on different datasets
over 50 epochs. Each line represents different sentiment analysis level. Char-level
generally has the lowest accuracy results in the different datasets compared with
the other levels, but for Ar-Twitter, it is better than the accuracy obtained
on the Ch5gram-level after 23 epochs. Word-level achieves the best accuracy
results for the Main-AHS and Ar-Twitter datasets and it has similar results
with Ch5gram-level for the Sub-AHS.

Fig. 2. Accuracy on the test set for Main-AHS dataset using different sentiment
analysis levels.
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Fig. 3. Accuracy on the test set for Sub-AHS dataset using different sentiment analysis
levels.

Fig. 4. Accuracy on the test set for Ar-Twitter dataset using different sentiment
analysis levels.
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Fig. 5. Accuracy on the test set for ASTD dataset using different sentiment analysis
levels.

6 Conclusions and Future Work

This paper investigated the benefits of combining CNNs and LSTMs networks in
an Arabic sentiment classification task. It also explored the effectiveness of using
different levels of sentiment analysis because of the complexities of morphology
and orthography in Arabic. We used character level to increase the number of
features for each tweet, as we are dealing with short messages, which was not an
ideal option for our model. However, using Word-level and Ch5gram-level have
shown better sentiment classification results.

This approach has improved the sentiment classification accuracy for our
Arabic Health Services (AHS) dataset to reach 0.9424 for the Main-AHS
dataset, and 0.9568 for the Sub-AHS dataset, compared to our previous results
in [10] which were 0.92 for the Main-AHS dataset and 0.95 for the Sub-AHS
dateset. Future work will use some pre-trained word representation models, such
as word2vec [16], GloVe [35], and Fasttext [36] for the embedding layer.
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Abstract. A connection between language and psychology of natu-
ral language processing for predicting psychological traits (NLPsych) is
apparent and holds great potential for accessing the psyche, understand
cognitive processes and detect mental health conditions. However, results
of works in this field that we call NLPsych could be further improved
and is sparse and fragmented, even though approaches and findings often
are alike. This survey collects such research and summarizes approaches,
data sources, utilized tools and methods, as well as findings. Approaches
of included work can roughly be divided into two main strands: word-
list-based inquiries and data-driven research. Some findings show that
the change of language can indicate the course of mental health diseases,
subsequent academic success can be predicted by the use of function
words and dream narratives show highly complex cognitive processes
– to name but a few. By surveying results of included work, we draw
the ‘bigger picture’ that in order to grasp someone’s psyche, it is more
important to research how people express themselves rather than what
they say, which surfaces in function words. Furthermore, often research
unawarely induce biases that worsen results, thus leading to the conclu-
sion that future research should rather focus on data-driven approaches
rather than hand-crafted attempts.

Keywords: Computational psychology · Machine learning · Survey
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1 Introduction

One rather newly opened application field for natural language processing
(NLP), is NLP for predicting psychological traits, which we call NLPsych. Due
to computer systems in clinical psychology, massive amounts of textual interac-
tions in social networks, as well as an uprising of blogs and online communities,
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the availability of massive amounts of data has catalyzed research of psycholog-
ical phenomena such as mental diseases, connections between intelligence and
use of language or a data-driven understanding of dream language – to name
but a few – with NLP methods.

Possible applications range from detecting and monitoring a course of men-
tal health illnesses by analyzing language [1], finding more objective measures
and language clues on subsequent academic success of college applicants [2] or
discovering that dream narratives show highly complex cognitive processes [3].
Promising possible scenarios for future work could explore connections of per-
sonality traits or characteristics with subsequent development or research on
current emotional landscapes of people by their use of language.

Even though the potential is high, the sub-field of natural language processing
in psychology we call NLPsych henceforth is a rather fragmented field. Results of
included works vary in accuracy and often show room for improvement by using
either best-practice methods, by shifting the research focus onto e.g. function
words, by using data-driven methods or by combining established approaches in
order to perform better. This survey provides an overview over some of the recent
approaches, utilized data sources and methods, as well as findings and promising
pointers. Furthermore, the aim is to hypothesize about possible connections of
different findings in order to draw a ‘big picture’ from those findings.

1.1 Research Questions

Even though the most broadly employed research questions target mental health
due to the high relevance of findings in clinical psychology, this survey ought
to have a broader understanding. Thus the following research questions, which
have been derived from included work, approach mental changes, cognitive per-
formance and emotions. Three exemplary works, that address similar questions,
are mentioned as well. Important ethical considerations are out of scope of this
paper (see e.g. dedicated wokrshops1).

Research Question (i) Does a change of the cognitive apparatus also change
the use of language and if so, in what way? (e.g. [3–5])
Research Question (ii) Does the use of language correspond to cognitive
performance and if so, which aspects of language are indicators? (e.g. [2,6,7])
Research Question (iii) Is a current mood or emotion detectable by the use of
language besides explicit descriptions of the current mental state? (e.g. [1,7,8])

1.2 Structure of This Paper

Firstly, this survey aims to grant an overview of some popular problem domains
with an idea of employed approaches and data sources in Sect. 2 and the devel-
opment of broadly utilized tools in Sect. 3. Widely employed measurements of
different categories will be discussed (Sect. 4). Section 5 describes utilized meth-
ods and tools, and is divided into two strands: on the one hand, data-driven
1 http://www.ethicsinnlp.org/.
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approaches that use supervised machine learning and on the other hand, statis-
tics on statistics on manually defined features and so-called ‘inquiries’, i.e. counts
over word lists and linguistic properties. Secondly, this work surveys parallels and
connections of important findings that are utilized in order to conclude a ‘bigger
picture’ in Sect. 6.

1.3 Target Audience

This paper targets an audience that is both familiar with basics of natural lan-
guage processing and psychology, with some experience in machine learning
(ML), Deep Learning (DL) or the use of standard tools for those fields, even
though some explanations will be provided.

1.4 Criteria for Inclusion

Criteria for the inclusion of surveyed work can be divided into three aspects:
Firstly, often cited work and very influential findings were included. Secondly,
the origin of included work such as well established associations, authors or
journals. And lastly, the soundness of the content with this survey’s focus in
terms of methodology or topic. Only if a work suits at least one – if not all
– of those aspects, said work has been included in this survey. E.g. work pub-
lished by the Association for Computational Linguistics (ACL)2, which targets
NLP, was considered. Well established journals of different scientific fields such
as e.g. Nature, which dedicates itself to natural science, were considered. Search
queries included ‘lexical database’, ‘psychometric’, ‘dream language’, ‘psychol-
ogy’, ‘mental’, ‘cognitive’ or ‘text’. Soundness was considered in terms of topic
(e.g. subsequent academic success, mental health prediction or dream language),
as well as innovative and novel approaches.

2 Popular Problem Domains, Approaches and Data
Sources

This section presents popular NLPsych problem domains and is ordered by
descending popularity. Approaches will be briefly explained.

2.1 Mental Health

Mental health is the most common problem domain for approaches that use NLP
to characterize psychological traits as some of the following works demonstrate.

Depression Detection Systems. Morales et al. [9] summarized different
depression detection systems in their survey and show an emerging field of
research that has matured. Those depression detection systems often are linked
to language and therefore have experienced gaining popularity among NLP in
2 https://www.aclweb.org/portal/.
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clinical psychology. Morales et al. [9] described and analyzed utilized data sources
as well. The Distress Analysis Interview Corpus (DAIC)3 offers audio and video
recordings of clinical interviews along with written transcripts on depressions
and thus is less suitable for textual approaches that solemnly focus on textual
data but can be promising when visual and speech processing are included. The
DementiaBank database offers different multi media entries on the topic of clin-
ical dementia research from 1983 to 1988. The ReachOut Triage Shared Task
dataset from the SemEval 2004 Task 7 consists of more than 64,000 written
forum posts and was fully labeled for containing signs of depression. Lastly,
Crisis Text Line4 is a support service, which can be freely used by mentally
troubled individuals in order to correspond textually with professionally trained
counselors. The collected and anonymized data can be utilized for research.

Suicide Attempts. In their more recent work, Coppersmith et al. [10] investi-
gated mental health indirectly by analyzing social media behavior prior to sui-
cide attempts on Twitter. Twitter5 is a social network, news- and micro blogging
service and allows registered users to post so-called tweets, which were allowed
to be 140 characters in length before November 2017 and 280 characters after
said date. As before in [11], the Twitter users under observation had publicly
self-reported their condition or attempt.

Crisis. Besides depression, anxiety or suicide attempts, there are more general
crises as well, which Kshirsagar et al. [12] detect and attempt to explain. For their
work they used a specialized social network named Koko and used a combination
of neural and non-neural techniques in order to build classification models. Koko6

is an anonymous emotional peer-to-peer support network, used by Kshirsagar
et al. [12]. The dataset originated from a clinical study at the MIT and can
be implemented as chatbot service. It offers 106,000 labeled posts, with and
some without crisis. A test set of 1,242 posts included 200 crisis labeled entries,
i.e. ∼ 16%.

Reddit7 is a community for social news rather than plain text posts and offers
many so-called sub-reddits, which are sub-forums dedicated to certain, well
defined topics. Those sub-reddits allow for researchers to purposefully collect
data. Shen et al. [13] detected anxiety on Reddit by using depression lexicons
for their research and training Support Vector Machine (SVM, Cortes et al.
[14]) classifiers, as well as Latent Dirichlet Allocation (LDA, Blei et al. [15]) for
topic modeling (for LDA see Sect. 3). Those lexicons offer broad terms that can
be combined with e.g. Language Inquirie and Word Count (LIWC, Pennebaker
et al. [16]) features in order to identify different conditions in order to be able
to distinguish those mental health issues. Shen et al. [13] used an API offered
by Reddit in order to access sub-reddits such as r/anxiety or r/panicparty.

3 http://dcapswoz.ict.usc.edu/.
4 https://www.crisistextline.org/.
5 https://twitter.com/.
6 https://itskoko.com/.
7 https://www.reddit.com/.
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Dementia. In their recent work, Masrani et al. [17] used six different blogs
to detect dementia by using different classification approaches. Especially the
lexical diversity of language was the most promising feature, among others.

Multiple Mental Health Conditions. Coppersmith et al. [11] researched the
detection of a broad range of mental health conditions on Twitter. Coppersmith
et al. [11] targeted the well discriminability of language characteristics of the
following conditions: attention deficit hyperactivity disorder (ADHD), anxiety,
bipolar disorder, borderline syndrome, depression, eating disorders, obsessive-
compulsive disorder (OCD), post traumatic stress disorder (PTSD), schizophre-
nia and seasonal affective disorder (SAD) – all of which were self-reported by
Twitter users.

2.2 Dreams Language in Dream Narratives

Dream Language. Niederhoffer et al. [3] researched the general language of
dreams from a data-driven perspective. Their main targets are linguistic styles,
differences between waking narratives and dream narratives, as well as the emo-
tional content of dreams. In order to achieve this, they used a community named
DreamsCloud. DreamsCloud8 is a social network community dedicated to shar-
ing dreams in a narrative way, which also offers the use of data for research
purposes. There are social functions such as ‘liking’ a dream narrative or com-
menting on it, as Niederhoffer et al. [3] describe in their work. There are more
than 119,000 dream narratives from 74,000 users, which makes this network one
of the largest of its kind. Since DreamsCloud is highly specialized, issues such
as relevance or authenticity are less crucial as they would be on social networks
like Facebook9.

LIWC and Personality Traits. Hawkins et al. [18] layed their focus on LIWC
characteristics especially and a correlation with the personality of a dreamer.
Data was collected by clinical studies in which Hawkins et al. [18] gathered
dream reports from voluntary participants. Their work is more thorough in
terms of length, depth and rate of conducted experiments on LIWC features.
Dreams could be distinguished from waking narratives, but – as of said study –
correlations with personality traits could not be found.

2.3 Mental Changes

As we will be showing in Sect. 6, mental changes and mental health problems are
seemingly connected. However, natural changes such as growth or life-changing
experiences can alter the use of language as well.

Data Generation and Life-Changing Events. Oak et al. [19] pointed out
that the availability of data in the clinical psychology often is a difficulty for
researchers. The application scenario chosen for a study on data generation for
8 https://www.dreamscloud.com/.
9 http://www.facebook.com.
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clinical psychology are life-changing events. Oak et al. [19] aimed to use NLP
for tweet generation. The BLEU score measures n-gram precision, which can be
important for next character- or next word predictions, as well as for classifica-
tion tasks. Another use case of this measure is the quality of machine transla-
tions. Oak et al. [19] use the BLEU score to evaluate the quality of their n-grams
for language production of their data generation approach of life-changing events.
Even though the generated data would not be appropriate to be used for e.g.
classification tasks, Oak et al. [19] nonetheless proposed useful application sce-
narios such as virtual group therapies. 43% of human annotators thought the
generated data to be written by real Twitter users.

Changing Language Over the Course of Mental Illnesses. A study by
Reece et al. [1] revealed that language can be a key for detecting and monitoring
the whole process from onsetting mental illnesses to a peak and a decline as
therapy shows positive effects on patients. participants involved in the study
had to prove their medical diagnosis and supply their Twitter history. Different
techniques were used to survey language changes. MTurk was used for labeling
their data. Reece et al. [1] were able to show a correlation between language
changes and the course of a mental disease. Furthermore, their model achieved
high accuracy in classifying mental diseases throughout the course of illness.

Language Decline Through Dementia and Alzheimer’s. It is known that
cognitive capabilities decline during the course of the illness dementia. Masrani
et al. [17] were able to show that language declines as well. Lancashire et al.
[20] researched the possibility of approaching Alzheimer’s of the writer Agatha
Christie by analyzing novels written at different life stages from age 34 to 82. The
first 50,000 words of included novels were inquired with a tool named TACT,
which operates comparable to LIWC (shown in Sect. 3) and showed a decline
in language complexity and diversity. During their research, Masrani et al. [17]
detected dementia by including blogs from medically diagnosed bloggers with
and without dementia. Self reported mental conditions, as it is often used for
research of social networks, are at risk of being incorrect (e.g. pranks, exagger-
ation or inexperience).

Development. Goodman et al. [8] showed that the acquisition and compre-
hension of words and lexical categories during the process of growth correspond
with frequencies of parental usage, depending on the age of a child. Whilst the
acquisition of lexical categories and comprehension of words correlates with the
frequency of word usage of parents later on in life, simple nouns are acquired ear-
lier. Thus, whether words were more comprehensible was dependent on known
categories and a matter of similarity by the children.

2.4 Motivation and Emotion

Emotions and motivations are less common problem domains. Some approaches
aim to detect general emotions, further researchers focus on strong emotions
such as hate speech, others try to provide valuable resources or access to data.
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Distant Emotion Detection. In order to better understand the emotionality
of written content, Pool et al. [21] used emotional reactions of Facebook users as
labels for classification. Facebook offers insightful social measurements such as
richer reactions on posts (called emoticons) or numbers as friends, even though
most available data is rather general.

Hate Speech. Serrà et al. [4] approached the question of emotional social net-
work posts by surveying the characteristics of hate speech. In order to tackle
hate speech usually containing a lot of neologism, spelling mistakes and out-of-
vocabulary words (OOV), Serrà et al. [4] constructed a two-tier classification
that firstly predicts next characters and secondly measures distances between
expectation and reality. Other works on hate speech include [22–24].

Motivational Dataset. Since data sources for some sub-domains such as moti-
vation are sparse, Pérez-Rosas et al. [25] created a novel contributing a moti-
vational interviewing (MI) dataset by including 22,719 utterances from 227 dis-
tinct sessions, conducted by 10 counselors. Amazon mechanical turk (MTurk)
is a crowdsourcing service. Research can define manual tasks and define qual-
ity criteria. Pérez-Rosas et al. [25] used MTurk for labeling their short texts by
crowdsourcers. They achieved a high Intraclass Correlation Coefficient (ICC) of
up to 0.95. MI is a technique in which the topic ‘change’ is the main object
of study. Thus, as described in Subsect. 6.3, this dataset could also contribute
to early mental disease detection. MI is mainly used for treating drug abuse,
behavioral issues, anxiety or depressions.

Emotions. Pool et al. [21] summarized in their section on emotional datasets
some highly specialized databases on emotions, which the authors analyzed
thoroughly. The International Survey on Emotion Antecedents and Reactions
(ISEAR)10 dataset offers 7,665 labeled sentences from 3,000 respondents on the
emotions of joy, fear, anger, sadness, disgust, shame and guilt. Different cultural
backgrounds are included. The Fairy Tales11 dataset includes the emotional cat-
egories angry, disgusted, fearful, happy, sad, surprised and has 1,000 sentences
from fairy tales as the data basis. Since fairy tales usually are written with the
intention to trigger certain emotions of readers or listeners, this dataset promises
potential for researchers. The Affective Text12 dataset covers news sites such as
Google news, NYT, BBC, CNN and was composed for the SemEval 2007 Task
14. It offers a database with 250 annotated headlines on emotions including
anger, disgust, fear, joy, sadness and surprise.

2.5 Academic Success

Few researchers in NLPsych have approached a connection between language
and academic success. Some challenges are lack of data and heavy biases as

10 http://emotion-research.net/toolbox/toolboxdatabase.2006-10-13.2581092615.
11 https://github.com/bogdanneacsa/tts-master/tree/master/fairytales.
12 http://web.eecs.umich.edu/∼mihalcea/downloads/AffectiveText.Semeval.2007.tar.

gz.
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some might assume that an eloquent vocabulary, few spelling mistakes or a
sophisticated use of grammar indicate a cognitive skilled writer. Pennebaker et
al. [2] approached the subject in a data-driven fashion and therefore less biased.
Data was collected by accessing more than 50,000 admission essays from more
than 25,000 applicants. The college admission essays could be labeled with later
academic success indicators such as grades. The study showed that rather small
words such as function words correlate with subsequent success, even across
different majors and fields of study. Function words (also called closed class
words) are e.g. pronouns, conjunctions or auxiliary words, which tendentially
are not open for expansion, whilst open class words such as e.g. nouns can be
added during productive language evolution.

3 Tools

In this section we discuss some broadly used tools for accessing mainly written
psychological data. Included frameworks are limited to the programming lan-
guage Python, since it is well established – especially for scientific computing –
and included works mostly use libraries and frameworks designed for Python.

3.1 Word Lists

LIWC. The Language Inquiry and Word Count (LIWC) was developed by
Pennebaker et al. [16] for the English language and has been transferred to other
language such as e.g. German by Wolf et al. [26]. The tool was psychometrically
validated and can be considered a standard in the field. LIWC stands for a tool that
operates with recorded dictionaries of word lists and a vector of approximately 96
metrics (depending on the version and language) such as number of pronouns or
number of words associated with familiarity to be counted in input texts.

CELEX13 is a lexical inquiry database, that was developed by Baayen et al.
[27] and later on enhanced to a CELEX release 2. The database contains 52,446
lemmas and 160,594 word forms in English and a number of those in Dutch
and German as well. It is regularly used by researchers such as Fine et al. [28]
did in order to research possible induced biases in corpora, which used CELEX
for predicting human language by measuring proportions of written and spoken
English based on CELEX entries.

Kshirsagar et al. [12] used the Affective Norms for English Words (ANEW),
which is an inquiry tool such as LIWC, as well as labMT, used by Reece et al.
[1], which is a word list score for sentiment analysis.

3.2 Corpus-Induced Models

LDA.Blei et al. [15] developedabroadlyused generative probabilisticmodel called
Latent Dirichlet Allocation (LDA) that is able to collect text through a three-
layered Bayesian model that builds models on the basis of underlaying topics.
13 https://catalog.ldc.upenn.edu/ldc96l14.
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SRILM. The SRI Language modeling toolkit (SRILM), produced by Stolcke [29]
is a software package that consists of C++ libraries, other programs and scripts
that combine functionality for processing, as well as producing mainly speech
recognition and other applications such as text. Oak et al. [19] used SRILM for
4-gram modeling for language generation of life-changing events.

3.3 Frameworks

NLTK. The Natural Language Toolkit (NLTK) is a library for Python that
offers functionality for language processing, e.g. tokenization or part-of-speech
(POS) tagging. It is used on a general basis. E.g. Shen et al. [13] use NLTK for
POS tagging and collocation.

Scikit-Learn. The tool of choice of Pool et al. [21] and Shen et al. [13] was
scikit-learn [30], a freely available and open sourced library for Python. Since
scikit-learn is designed to be compatible with other numerical libraries, it can be
considered one of the main libraries for machine learning in the field of natural
language processing.

3.4 Further Tools

Further tools that are being used in included work in some places are the cross-
linguistic lexical norms database (CLEX) [31] for evaluating and comparing early
child language, the Berlin affective word list reloaded (BAWL-R) [32] that is
based on the previous version of BAWL for researching affective words in the
German language and lastly HMMlearn, used by Reece et al. [1], which is a
Python library for Hidden Markov Models (HMM).

4 Psychometric Measures

When conducting research on NLPsych, the selection of psychometric measure-
ments are crucial for evaluating given data on psychological effects or to detect-
ing the presence of target conditions before a classification task can be set up.
Therefore, in this section we describe broadly used psychometric measurements
of included work. Psychometrics can be understood as a discipline of psychology
– usually found in clinical psychology – that focus on ‘testing and measuring
mental and psychology ability, efficiency potentials and functions’ [33].

There are measures for machine learning as well such as e.g. the accuracy
score, which will not be covered due to broadly available standard literature on
this matter.

4.1 Questionnaires

BDI and HAM-D. The Beck Depression Inventory (BDI) and HAM-D are used
and described by Morales et al. [9] and Reece et al. [1] for measuring the severity
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of depressions. The HAM-D is a questionnaire that is clinically administrated
and consists of 21 questions, whilst the BDI is a questionnaire that consists of
the same 21 questions, but is self-reported.

CES-D. The Center for Epidemiological Studies Depression Scale (CES-D) is
a questionnaire for participants to keep track on their depression level and has
been used in their work by Reece et al. [1].

4.2 Wordlist Measurements

MITI. The Motivational Interviewing Integrity Treatment score (MITI) mea-
sures how well or poorly a clinician is using MI (motivational interviewing), as
Pérez-Rosas et al. [25] described in their work. The Processes related to ‘change
talk’, thus the topical focus, is the crucial part of this measurement. Global
counts and behavior counts distinguish the impact on this measure. Words that
encode the MITI level are e.g. ‘focus’, ‘change’, ‘planning’ or ‘engagement’.

CDI. The Categorical Dynamic Index (CDI), used by Niederhoffer et al. [3],
Jørgensen et al. [31], as well as Pennebaker et al. [2], is described as a bipolar
continuum, applicable on any text, that measures the extend of how categori-
cal or dynamic thinking is. Since those two dimensions are said to distinguish
between cognitive styles of thinking, it therefore can reveal e.g. whether or not
dreamers are the main character of their own dream [3]. The CDI can be mea-
sured by inquiring language with tools such as e.g. LIWC and weighting the
categories.

5 Broadly Used Research Methods

Since there are two main approaches for performing NLPsych – data-driven
approaches and manual approaches from clinical psychology – this section will
be divided into those two strands, beginning with feature approaches and end-
ing with data-driven machine learning approaches. Within those strands, the
methods are ordered by their complexity.

5.1 A General Setup of NLPsych

Even though there are detailed differences between approaches of included works,
there is a basic schema in the way NLPsych is set up. Figure 1 illustrates a
classification setup. Firstly, after having collected data, pieces of information are
read and function as input. Different measures or techniques can be applied to
the data by an annotator to assign labels to the input. Whether or not annotation
takes place, depends on the task and origin of the data.

Secondly, after separating training, test, and sometimes development sets,
features get extracted from those data items, e.g. LIWC category counts, the
ANEW sadness score or POS tags. A feature extractor computes a nominal or
numerical feature vector, which will be described in Subsect. 5.3.
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Thirdly, depending on the approach, this feature vector is directly used in
rule based models such as e.g. defined LIWC scores that correlate with dream
aspects, as Niederhoffer et al. [3] did. A different approach uses the feature
vector on a machine learning algorithm in order to compute a classifier model,
that thereafter can be used to classify new instances of information, as Reece
et al. [1] demonstrated in their work.

Finally, for both of the approaches, the accuracy of the classification task
is determined and researchers analyze and discuss the consequences of their
findings, as well as use the models for classification tasks.

Fig. 1. A general setup for classification tasks in NLPsych

5.2 Supervised Machine Learning Approaches

SVM. Support Vector Machines (SVM) are a type of machine learning algorithm
that measure distances of instances to so-called support vectors that map said
examples in order to form a dividing gap. This gap separates said examples into
categories to perform classification or regression tasks. This broadly utilized
standard method has been used by e.g. Pool et al. [21] for BOW models via
scikit-learn.

HMM. Reece et al. [1] used Hidden Markov Models (HMM), which are prob-
abilistic models for modeling unseen events, as well as word shift graphs that
visualize changes in the use of language [1].

RNN. The Recurrent Neural Networks (RNN) are an architecture of deep neural
networks that differ from feed forward neural networks by having time-delayed
connections to cells of the same layer and thus possesses a so-called memory.
RNNs require for the input to be numeric feature vectors. Words or sentences
typically get transformed by the use of embedding methods (e.g. [34]) into numer-
ical representations. Some authors that use RNNs are Cho et al. [35] who used
encoder and decoder in order to maximize the conditional probabilities of rep-
resentations. Kshirsagar et al. [12] used RNNs for word embeddings and Serrà
et al. [4] trained character based language models with RNNs.
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LSTM. A Long short-term memory neural network (LSTM, Hochreiter et al.
[36]) is a type of RNN in which three gates (input, forget and output) in an inner,
so-called memory cell, are employed to be able to learn the amount of retained
memory depending on the input and the inner state. LSTMs are capable of
saving information over arbitrary steps, thus enabling them to remember a short
past for sophisticated reasoning. LSTMs nowadays are the method of choice for
classification on sequences and can be considered as established standard. Long
short-term memory neural networks often are used when calculation power, as
well as big amounts of data are available and a memory is needed to train
precise models. The latter often is the case when working with psychological data.
E.g. Oak et al. [19] used an LSTM for training language models for language
production of life-changing events.

5.3 Features for Characterizing Text

Features serve as characteristics of texts and are always computable for every
text, e.g. the average rate of words per sentence. Some of said features are
numerical, some are nominal. Those features usually are stored in a feature
vector that serves as input for classifiers but can be used directly, e.g. in order
to perform statistics on them and to draw conclusions. Not every presented
feature is being used as such. On the one hand, LIWC, tagging and BOWs are
used as characteristics of text and thus are classically used as features. On the
other hand, LDA targets the data collection process and n-grams, CLMs, as well
as next character predictions can be utilized for modeling.

LIWC. In Sect. 3 the LIWC is described as a set of categories for which word
lists were collected. The core dictionary and tool with its capability of calculating
a feature vector for language modeling is well established and can be categorized
as method of choice in psychological language inquiry. The way LIWC is used,
is very common. However, researchers usually focus on some selected aspects of
the feature vector in order to grasp psychological effects. Coppersmith et al. [11]
used LIWC for differentiating the use of language of healthy people versus people
with mental conditions and diseases. Hawkins et al. [18] and Niederhoffer et al.
[3] researched the language landscape of dream narratives. Scores, such as the
LIWC sadness score were the basis of the work of Homan et al. [5] on depression
symptoms. Morales et al. [9] also surveyed the broad use of LIWC in depression
detection systems. Pennebaker et al. [2], which partly developed LIWC used the
tool to research word usage in connection with college admission essays. Reece
et al. [1] captured the general mood of participants by using LIWC and Shen
et al. [13] surveyed the language of a crisis with LIWC.

LDA. Latent Dirichlet Allocation (LDA) is a probabilistic model for collecting
text corpora on the basis of underlaying topics in a three layered bayesian model,
as described in Sect. 3. Some researchers that used the LDA are Niederhoffer
et al. [3] for topic modeling in order to explore the main themes of given texts
and Shen et al. [13] which used LDA to predict membership of classes by a given
topic.
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BOW. Bag of words (BOW – sometimes called vector space models) are models
that intentionally dismiss information of the order of text segments or tokens and
thus e.g. grammar by only taking into account presence resp. absence of word
types in a text. Usually, BOW models are used for document representation
where neither the order nor grammar of tokens are crucial but rather their
frequency. Shen et al. [13] use so-called continuous bag-of-word models (CBOW,
[34]) with a window size of 5 in order to create word embeddings. Homan et al.
[5], Kshirsagar et al. [12] and Serrà et al. [4] use BOW for embedding purposes.
Tf-idf is a measure for relevance that quantifies the term frequency (tf) inverse
document frequencies (idf) by using said BOW models [12].

Part of Speech Tagging (POS). POS is the approach to assign lexical infor-
mation to segmented or tokenized parts of a text. Those tags can be used as
labels and hence be used as additional information for e.g. classification tasks.
Some authors that used tagging were Masrani et al. [17] and Reece et al. [1].

N-grams. A continuous sequence of n tokens of a text is called n-gram. The
higher the chosen n, the more precise language models on the basis of n-grams
can be used for e.g. classification or language production while training becomes
more excessive with higher n. Some of the authors that use either word-based
n-grams or character based n-grams are Kshirsagar et al. [12], Homan et al. [5],
Oak et al. [19], Reece et al. [1] and Shen et al. [13].

CLM. A Character n-gram Language Model (CLM) is closely related to n-
grams and is a term for language models that use n-gram frequencies of letters
for probabilistic modeling, used by Coppersmith et al. [11] as model that models
emotions on the basis of character sequences.

Next character prediction is the prediction of words of characters on the
basis of probabilistic language models, which have been used by Serrà et al.
[4] for determining the soundness of an expectable use of language with actual
language usage in order to detect hate-speech.

6 Findings from Included Works

In the following, we will mainly focuses on firstly some important findings of the
included work for the research questions, and secondly on granting a ‘big picture’
of a possible general connection between language and cognitive processes. An
overview of the problem domains (without the approaches and data sources, as
they are task specific), tools, psychometric measures and research methods can
be found in Table 1.

6.1 Language and Emotions

Hate speech detection has been a popular task ever since the recent discus-
sion of verbal abuse on social networks has dominated some headlines [4]. Hate
speech is especially prone to neologism, out-of-vocabulary words (OOV) and a
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Table 1. Overview of included works.

1st Author Problem Data sources Tools Measures Method

Morales [9] Depression Multiple i.a. LIWC BDI, HAM-D Manual

Copper. [10] Suicide Twitter Manual

Copper. [11] Multiple Twitter LIWC CLM

Kshirs. [12] Crisis Koko ANEW RNN

Shen [13] Anxiety Reddit NLTK,
LIWC

SVM

Masrani [17] Dementia Blogs TF-IDF,
SUBTL

LR, NN

Hawkins [18] Dreamers Participants LIWC Manual

Niederhof.
[3]

Dreams DreamsCloud LIWC CDI LDA

Oak [19] Events Twitter SRILM BLEU n-grams

Reece [1] Mental cond. Twitter MTurk,
LIWC

BDI, CES-D HMM

Goodman [8] Development Participants RSA

Pool [21] Emotions ISEAR Scikit-learn BOW

Sérra [4] Hate speech Social networks MTurk RNN

Perez-R. [25] Motivation Participants MTurk ICC Manual

Penneb. [2] Acad. success Participants LIWC Manual

lot of noise in the form of spelling and grammar mistakes. Furthermore, a known
vocabulary of words that can be considered part of hate speech gets outdated
rapidly. Serrà et al. [4] proposed a promising two-tier approach by training next
character prediction models for each class as well as training a neural network
classifier that takes said class models as input in order to measure the distance
of expectation and reality. They achieved an accuracy of 0.951. Thus, in order
to detect hate speech, it is more important to focus on how people alter their
use of language rather than to focus on the particular words.

Dreams. Niederhoffer et al. [3] researched dream language by analyzing the con-
tent with an LDA topic model [15], categorizing emotions by the emotional clas-
sification model [10] and linguistic style via LIWC [16]. Dreams can be described
as narratives, that predominantly describe past events in a first person point of
view via first person pronouns with a particular attention to people, locations,
sensations (e.g. hearing, seeing, the perceptional process of feeling). Since those
dream narrations often exceed observations that are explainable by the dreamers
(e.g. different physical laws of the observable world), complex cognitive processes
can be assumed. Due to lexical categories revealing those connections, it can be
concluded that it is more important how people express their dreams, rather
than what they state.

Distress. In order to detect distress on Twitter, Homan et al. [5] asserted the
so-called sadness score from LIWC together with keywords and could show a
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direct link to the distress and anxiety of Twitter users. Homan et al. [5] also
analyzed the importance of expert annotators and showed that their classifier,
trained with expert annotator labels, achieved an F-score of 0.64. This direct link
adds to the impression, that the way people express themselves is connected to
cognitive processes.

All of the above mentioned findings and their direct conclusions lead to an
answer of the research question (i) on the connection between emotions and
language, which can be reacted upon with approval.

6.2 Cognitive Performance and Language

Works on subsequent academic success often induce strong biases such as the
intuition that spelling mistakes indicate cognitive performance. The study of
language and context that has been undertaken by Pennebaker et al. [2] indi-
rectly tackles those biases, as the study targets a connection between the use
of language and subsequent academic success by investigating college proposal
essays with LIWC. Pennebaker et al. [2] could show that cognitive potential was
not connected to what applicants expressed but rather to how they expressed
themselves in terms of closed class words such as pronouns, articles, preposi-
tions, conjunctions, auxiliary verbs or negation. However, correlations over four
years of college measured each year, ranged from r = 0.18 to r = 0.2, which
are significant, but not very high. The second research question (ii) targets a
connection between cognitive performance and the use of language. Closed class
words such as function words have shown a connection with subsequent aca-
demic success. Therefore, the research question can be confirmed, that cognitive
performance can be connected with the use of language.

6.3 Changing Language and Cognitive Processes

As Goodman et al. [7] pointed out, many phenomena in natural language pro-
cessing such as implication, vagueness, non-literal language are difficult to detect.
Some aspects of the use of language even stay unnoticed by speakers themselves:
at times the use of language on social media platforms indicate early staged phys-
ical or mental health conditions, which even holds true when the speaker is not
yet aware of the health decline [1] him- or herself, which induces the importance
for early detection via use of language. By using aspects of informed speakers
and game theory, Goodman et al. [7] achieved a correlation of r = 0.87.

Reece et al. [1] were able to detect an early onset of dementia through tweets
(Twitter posts) up to nine months before the official diagnosis of participants
has been made (F1 = 0.651). Moreover, the word shift graphs of Hidden Markov
Models (HMM) on time series in a sliding window could show a course of dis-
ease from early changes in language to stronger changes and a diagnosis until
a normalization of language use as the condition was treated. This change has
been detected by the labMT happiness score, which is a sentiment measurement
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tool for psychologically depicted scores on a dictionary, similar to LIWC. Thus,
the connection of mental changes and the use of language, subject to research
question (iii) can be confirmed as well.

7 Conclusion

Across most studies of included works, there are two main conclusion.

Reduction of Bias. It has shown that function words can be the key factors
of grasping the psyche of humans by surveying their use of language. Fine et al.
[28] showed in their work that some corpora unknowingly induced strong biases
that alter the objectivity of said corpora – e.g. the corpus of Google for n-
grams over-predicts how fast technological terms are understood by humans.
Researchers tend to resort to strong biases when designing e.g. data collection for
corpora or classification tasks, since experiences seemingly foretell e.g. cognitive
performance with biased measures such as the usage of a complex grammar,
eloquence or of making few spelling mistakes – as explained by Pennebaker
et al. [2] –, thus leading us to the following, second conclusion:

Focus on how People Express Themselves, Rather Than What They
Express. The three research questions and their answers have lead to a hypoth-
esis based on findings of included works: in order to grasp the psyche by the
use of language, it is more important to survey how people express themselves
rather than which words are actually used. Most important findings when look-
ing at NLPsych have in common, that a possible key for accessing the psyche
lies in small words such as function words or with dictionaries developed by
psychologists that focus on cognitive associations with words rather than the
lexical meaning of words, such as LIWC, labMT or ANEW. Furthermore, func-
tion words are more accessible, easier to measure and easier to count than e.g.
complex grammar. Thus leading us to the conclusion that in order to access
the psyche of humans through written texts, the most promising approaches are
data driven, aware of possible biases and focus on function words rather than a
content-based representation.

8 Future Work

This section discusses some possible next steps for research in NLPsych.

A Connection of Scientific Fields and Sub-fields. As shown in Sect. 2,
natural language processing in the sub-field of psychology is mainly about the
study of language in clinical psychology and thus connected to mental conditions
and diseases. Findings from other application areas such as dream language
or the connection of language and academic success as indicators for cognitive
performance could be valuable if connected to, or if used in other domains.

Researchers Should Rely More on Best Practice Approaches. Some
included work such as Reece et al. [1] demonstrate the advantages the sub-field
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can experience if state of the art methods are used and connected in order to
access the full potential of natural language. As Morales et al. [9] pointed out,
it is promising to enhance promising research approaches with state of the art
and best practice methods, as well as a connection to other sub-fields for future
development of a natural language processing.

Use Established Psychometrics Combined with NLPsych. Whilst the
already mentioned perceptions for future work – the connection of sub-fields
and the usage of best practice approaches – are rather natural and known by
many researchers, one possible research gap of NLPsych, the operant motive
test (OMT) – developed by Scheffer et al. [37] –, illustrates the potential that
NLPsych holds. The OMT is a well established psychometrical test that asserts
the fundamental motives of humans by letting participants freely associate usu-
ally blurred images. Said images show scenarios in which labeled persons interact
with each other. Participants are asked to answer questions on those images.

Since trained psychologists do not solemnly rely on provided word lists but
rather develop an intuition for encoding the OMT – nonetheless showing high
cross-observer agreement – that enables them to access the psyche, there has
yet to be a method to be developed for this intuition by using best practice
approaches and connecting scientific fields. This way, artificial intelligence might
become even better at ‘reading between the lines’.
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ergestützte quantitative Textanalyse: Äquivalenz und Robustheit der deutschen
Version des Linguistic Inquiry and Word Count. Diagnostica 54, 85–98 (2008).
https://doi.org/10.1026/0012-1924.54.2.85

27. Baayen, R., Piepenbrock, R., Rijn, H.: The CELEX lexical data base [CD- ROM
Manual]. Linguistic Data Consortium, University of Pennsylvania, Pennsylvania
(1993)

28. Fine, A., Frank, A.F., Jaeger, T.F., Van Durme, B.: Biases in predicting the human
language model. In: Proceedings of the Conference on 52nd Annual Meeting of the
Association for Computational Linguistics, ACL 2014, Baltimore, MD, USA, vol.
2, pp. 7–12 (2014). https://doi.org/10.3115/v1/P14-2002

29. Stolcke, A.: SRILM - an extensible language modeling toolkit. In: Proceedings of
the 7th International Conference on Spoken Language Processing (ICSLP 2002),
Denver, CO, USA, vol. 2 (2004)

30. F. Pedregosa, et al.: Scikit-learn: Machine learning in Python. J. Mach. Learn.
Res. 12, 2825–2830 (2011). http://dl.acm.org/citation.cfm?id=1953048.2078195.
Accessed 24 April 2018. ISSN: 1532-4435

31. Jørgensen, R.N., Dale, P.S., Bleses, D., Fenson, L.: CLEX: across-linguistic lexical
norms database*. J. Child Lang. 37(2), 419–428 (2010). https://doi.org/10.1017/
S0305000909009544. ISSN: 1469-7602, 0305–0009
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Abstract. LawStats provides quantitative insights into court decisions
from the Bundesgerichtshof - Federal Court of Justice (BGH), the Federal
Court of Justice in Germany. Using Watson Web Services and approaches
from Sentiment Analysis (SA), we can automatically classify the revision
outcome and offer statistics on judges, senates, previous instances etc.
via faceted search. These statistics are accessible through a open web
interface to aid law professionals. With a clear focus on interpretabil-
ity, users can not only explore statistics, but can also understand, which
sentences in the decision are responsible for the machine’s decision; links
to the original texts provide more context. This is the first large-scale
application of Machine Learning (ML) based Natural Language Process-
ing (NLP) for German in the analysis of ordinary court decisions in Ger-
many that we are aware of. We have analyzed over 50,000 court decisions
and extracted the outcomes and relevant entities. The modular architec-
ture of the application allows continuous improvements of the ML model
as more annotations become available over time. The tool can provide a
critical foundation for further quantitative research in the legal domain
and can be used as a proof-of-concept for similar efforts.

Keywords: Law domain · Web APIs · Text classification
Cognitive services · Faceted search

1 Introduction

Legal professionals have become accustomed to the use of digital media and
tools in their practice and Natural Language Processing (NLP) and Informa-
tion Extraction (IE) generally offer a lot of potential benefits for many domains.
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However, their application to the legal domain is extremely limited to date. The
legal profession needs exact and correct decisions. Thus, many struggle to accept
Machine Learning (ML) techniques with a reported performance below 100%.
In digital systems, rule-based IE is still dominant as it offers a high precision.
But while rule-based systems allow you to get detailed insights in a document
collection, a meaningful understanding on document level is hardly achievable
without ML methods. In addition, law is traditionally regarded as a normative
and consensus-based science and only recently quantitative analysis and empiri-
cal methodology have become popular [5]. An aspiring school of thought classifies
law as a complex adaptive system [13] and therefore deems technology absolutely
necessary in order to tackle this complexity [14].

The project LawStats is the result of a collaboration between the Language
Technology group at the University of Hamburg with the Bucerius Law School.
Combining an entity extraction model trained by law students using the IBM
Watson Knowledge Studio1, and a tool for Aspect-Based Sentiment Analysis
(ABSA) [15], the LawStats application analyzes court decisions and offers a
faceted search interface to aid law practitioners. Users can explore the court
decision database from the Bundesgerichtshof - Federal Court of Justice (BGH).
The web application offers facetes for searching by judges, senates and lower
courts like higher regional courts or district courts as well as by period of time.
The user has the option to sort and search in all categories to look up information
about court decisions and their components in a court decision database contain-
ing currently more than 50,000 court decisions. Users can upload and analyze
additional court decision files to enlarge the database and test the application’s
analytical performance.

2 Related Work

The application of NLP tools and analysis on legal problems is a rather young
area of research in Germany.2 In the U.S., empirical and NLP-based analysis
of court decisions has led to impressive results such as predictive modeling of
Supreme Court decisions [8]. In Germany however, analysis of court decisions
has so far been limited to special jurisdictions3, albeit with impressive results
if ML techniques were used [20]. Our procedure is not aimed at court decision
predictions and thereby differs from Waltl’s approach [20]. We are also not using
any pre-existing meta-data but extract all of the entities from the document
text using our ML model and the outcome classification is solely based on a
text classifier. In these regards our approach substantially differs from previous
academic ventures in both method and mere size of the corpus.

Corpus Linguistic approaches to law studies exist as well [19], most notably
the JuReKo corpus [4], and enable statistical analysis and evaluation [9]. These
works are related to our paper as they use NLP techniques to analyze court
1 https://www.ibm.com/watson/services/knowledge-studio/.
2 For an introduction to computer assisted, linguistic research in law, see [18].
3 For Labour Law, see [17].

https://www.ibm.com/watson/services/knowledge-studio/


214 E. Ruppert et al.

decisions, they differ, however, substantially from our work as for them ML
techniques have not played an important role so far.

IE of document collections is often performed in journalism.4 Journalists
search for Named Entities (NEs) and their relations in a corpus. Then, faceted
search [16] is used instead of a simple keyword search, as it is more effective for
professionals. Even though these frameworks offer impressive visualizations [3,
22], they cannot be used for document classification, as it would require training
for particular domains. With a set law domain and expert annotators, we are
able to perform polarity classification as well. Since the task is similar to SA
[2,11], we utilize a system originally developed for Sentiment Analysis (SA) and
re-train it on our dataset annotations.

The presented system aids a Human in the Loop (HiL) working style, which
is required for domains with (1) a lot of textual data and (2) the need for
explainable ML classifications [6]. Professionals explore pre-annotated data using
a faceted search interface and can add annotations. E.g., HiL is being employed
in the biomedical domain [21], which needs an entity-centric access (bottom-up).
In our use-case, we are concentrating on revision outcomes (top-down classifica-
tion), that can be explored by different meta information.

3 Document Processing

3.1 Pre-processing

We perform two pre-processing steps to enhance the quality of the training data,
which translates into better performance of the resulting ML models. In a nor-
malization step, we replace abbreviations and inconsistently formatted expres-
sions with a standardized form to reduce sparsity in the model. This step is
necessary as annotator time is limited and we are striving for a high recall in IE.
Note that we perform preprocessing on the annotation set as well as on every
other document that later enters the system to ensure consistency.

The second preprocessing step is to replace all dots that are not full stops.
Since the Watson Knowledge Studio (WKS) has difficulties with German sen-
tence splitting and over-segments document on abbreviation dots (such as bzw.),
we use our own sentence splitter and replace all non-sentence-end dots with
underscores. This is necessary since we heavily build on the notion of a sentence
in our setup and annotation in WKS is currently only possible within sentence
boundaries.

3.2 Information Extraction

We extract and store the information from the BGH decisions. First, we analyze
the document to determine the decision outcome, i.e. whether the revision was
successful or rejected. Here, we make use of the particular structure of court
decisions, as the operative provisions of decision are typically set at the beginning
4 See, e.g. Overview (https://www.overviewdocs.com/) or New/s/leak [22].

https://www.overviewdocs.com/
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of the document. To determine the verdict decision, we classify the first ten
sentences of a decision and use the one with the highest confidence score as the
indicator for the outcome.

Additionally, we extract the entities Gericht (court), Richter (judge), Akten-
zeichen (docket number) and dates from the text. These are sorted to determine
the relevant docket number, the correct procedural process and the temporal
sequence. To determine the facetes for the search interface, we combine these
with the decision outcome. WKS is used to train the NE extraction model and
to generate the training data for the outcome model in one annotation step (see
Sect. 5.1).

Fig. 1. System architecture of LawStats

4 System Architecture

Overview. The architecture of the application (Fig. 1) consists of a front-end
website and a back-end web server using Spring Boot and Spring Data. Docu-
ment storage is performed by an Apache Solr instance. For text analysis, we use
a Java API5 to send and receive data from Watson Natural Language Under-
standing (NLU) in order to extract relevant entities from the court decisions.
The outcome of the decisions is determined by a text classifier (see Sect. 5.2 for
details).

Fig. 2. Data flow pipeline

5 https://www.ibm.com/watson/developercloud/natural-language-understanding/.

https://www.ibm.com/watson/developercloud/natural-language-understanding/
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Data Flow. The data flow is presented in Fig. 2. Once the PDF verdict docu-
ment is uploaded, the document text is extracted and a normalization of sentence
boundaries and dates is performed. Then, we send the document to the Watson
NLU API, while at the same time analyzing the verdict decision. After analysis,
the verdict document is constructed from both sources and stored in the Solr
index.

5 Machine Learning

5.1 Named Entity Recognition (NER)

For NER, we use the Watson NLU API with a custom model. Internally, WKS
employs the Statistical Information and Relation Extraction (SIRE)6 classifier
for sequential annotation and extraction of entities. It works in a similar way to
a standard Conditional Random Field (CRF) [10] by employing symbolic feature
combinations.

Annotation: Watson Knowledge Studio. We define two different entity
sets to be annotated by our team of seven domain experts. The first set con-
tains all entities listed above (see Sect. 3.2). As courts and judges are finite and
docket numbers and dates follow a definable pattern, we use dictionaries and
regular expressions for pre-annotation. Our annotators have to correct false pos-
itives, limit annotations to relevant entities (i.e. not all courts, but only those,
who were part of the procedural process) and annotate irregular mentions. Only
annotations remaining after this manual step were used for training. Further,
annotators identify the phrases used to indicate the outcome of the case. This
task is done without pre-annotation. Our annotators could perform both tasks −
correction and annotation − in one single pass.

In total, 1850 court decisions were annotated. The decisions were randomly
sampled on the corpus. We set the Inter Annotator Agreement (IAA) threshold
at 0.87 and have 20% of all documents annotated by at least two different anno-
tators. Before training the entity extraction model and deploying it to NLU, we
remove the phrase-based outcome expressions from the training data to avoid
confusing the sequential classifier.

Evaluation. We use the WKS performance tool with a training set of 1260 doc-
uments, a dev set of 414 documents and a test set of 126 documents. The results
in Table 1 show that the results are generally reliable with the exception of the
extraction of court names, as their recall is only at 0.68. Since the document text
is normalized, dates and docket numbers can be identified with a pattern fea-
ture extractor. Additionally, they mostly occur in very confined contexts, where

6 https://www.ibm.com/blogs/insights-on-business/government/relationship-
extraction/.

7 Only documents with high-quality annotations are chosen for ML training.

https://www.ibm.com/blogs/insights-on-business/government/relationship-extraction/
https://www.ibm.com/blogs/insights-on-business/government/relationship-extraction/
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Table 1. Evaluation of entity recognition

Entity Precision Recall F1

Docket number 0.99 0.97 0.98

Date 0.99 0.91 0.95

Court 0.92 0.68 0.78

Judge 0.95 0.95 0.95

they are preceded by a few different keywords (e.g. “Aktenzeichen”). Further
investigation has shown that courts appear in two entirely different functions in
the decisions: as the deciding court (our target) and as lists of courts involved
in previous relevant jurisprudence. This problem could be solved by limiting the
IE to particular sections of the decisions such as the beginning or the very end.

5.2 Revision Outcome Classification

To evaluate the revision outcome of a court decision, we classify single sentences
into the classes “Revisionserfolg” (revision successful),“Revisionsmisserfolg”
(revision not successful) and “irrelevant”. As described in Sect. 3.2, we take the
first ten sentences of a decision, classify them independently and use the classifi-
cation with the highest confidence score as the evaluation of the whole document.
Here, we use an open-source text classification framework for German [15]8.

Annotation and Training. Training data is obtained from the WKS annota-
tions. We extract the annotated sentences as well as a random set of irrelevant
sentences and train a multi-class SVM [1] classifier. For the feature set, we com-
pute TF-IDF (Term Frequency Inverse Document Frequency) scores and word
embeddings [12] on an in-domain revision corpus. The corpus contains all BGH
court decisions available online. We build a feature vector based on the TF-
IDF values and concatenate it with the averaged word vectors in a sentence.
Furthermore, we induce features on the training data. We obtain a list of 30
highest-scoring (TF-IDF) terms per label (positive, negative, irrelevant) and
add the relative frequencies of these terms to the feature vector. The training
data consists of 2,200 labeled sentences. We use a balanced ratio of sentences
for the two classes of successful/non-successful revision and use twice as much
of irrelevant sentences for training. For testing, we use 550 sentences.

Evaluation A simple baseline of choosing the majority class (irrelevant) scores
0.46 F1. When we train the classifier on a standard out-domain feature set9,
we reach 0.70 F-score. By pre-training the TF-IDF vectors and the word2vec
model on the in-domain collection of revision decisions, we reach a score of 0.91
8 https://github.com/uhh-lt/LT-ABSA.
9 A news corpus is used for TF-IDF estimation, off-the-shelf German embeddings.

https://github.com/uhh-lt/LT-ABSA
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Table 2. Sentence-level evaluation of revision outcomes

Classifier Precision Recall F-score

Majority class baseline .46 .46 .46

LT-ABSA out-domain .71 .70 .70

LT-ABSA in-domain .91 .91 .91

(see Table 2). Error analysis shows that the major factor limiting the perfor-
mance is the strong similarity between sentences indicating a successful and an
unsuccessful revision. In most documents, the long sentences follow a rigid struc-
ture. Variation in the expression of the final outcome requires additional training
data. Especially the edge cases (partially successful) show a lot of variation in
the verdict. Since we classify on document-level, we have performed a document-
level evaluation of the revision outcomes to verify that our sentence extraction
approach works as expected. Two expert annotators annotated 100 documents
each. The possible error cases were wrong polarity (successful/not successful)
and when the classifier picked an irrelevant sentence as the decision-bearing
sentence. Results are presented in Table 3.

Table 3. Document-level evaluation of revision outcomes

Annotation set Correct Wrong Irrelevant

Set 1 85 12 3

Set 2 88 11 1

Overall percentage .87 .12 .02

With a precision of 0.87, we obtain a comparable performance as on the
sentence level. Furthermore, the document selection features the same distribu-
tion as the training set (Fischer’s test p < 0.0001), making it a representative
sample of the complete collection. Error analysis of the incorrectly classified
documents shows an even distribution. 12 documents were wrongly classified as
“not successful” versus 11“successful”. About a quarter of the wrongly classified
documents are partly misclassified. E.g. the revision was partially successful but
classified as “not successful”. For training, we had added the partly successful
class to the positive“successful” class. In about 2% of the documents, the wrong
sentence is selected by the classifier. These sentences are often short phrases con-
taining judge names; the classifier learned their co-occurrence in training data.
This could be alleviated by masking entities in this classification task.
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Fig. 3. Faceted search showing revision outcomes of the Higher Regional Court (OLG)
Hamburg, faceted by the deciding senate; time range 2010–2017.

6 User Interface

The publicly available web application can be divided into two main components:
a web page where the user is able to upload his locally saved revisions and inspect
them, and a section to filter and examine the existing database of revisions. On
the upload page, external PDF revisions can be uploaded and analyzed. After
the file has been analyzed, the result is added to the database and the user is
redirected to a result page.

The application allows faceted search on metadata and automatically
extracted information in the document collection. The user can search for judges,
senates, the corresponding “Oberlandesgericht” (higher regional court equiv.),
“Landesgericht” (state court equiv.), or “Amtsgericht” (district court equiv.)
decisions as well as the docket number (see Fig. 3). To assess diachronic develop-
ments of revision outcomes, users can search for a timespan in which the revisions
or their respective previous court decisions were decided. To enable exploratory
searches and comparison of verdict decisions by facet, facetes can be selected
without query terms. Then, the application returns e.g. revision outcome statis-
tics for all judges, courts, etc. Combinations of fields can be used here as well.
The results page contains all extracted information about a decision such as
courts, judges, etc. of the verdict file. Additionally, the page contains the clas-
sified revision outcome, the confidence score, and the sentence that determined
the evaluation.
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Fig. 4. Statistics, overview of successful vs. unsuccessful revisions per originating court.

7 Conclusion

In this application paper, we have presented an application to access a large-scale
corpus of BGH decisions, which is explorable by law professionals and publicly
available online.10 We have demonstrated that the most interesting part of a
decision – the result – can be quite reliably determined using ML techniques for
very large corpora of decisions. In future work, we would like to more tightly
integrate the loop of annotation, model update and classification in order to
enable a setup, in which the model can continuously improve on the basis of
user’s corrections in a human-in-the-loop setup. We plan to verify that the results
are solid and helpful and ensure that our system aids professionals by reliable
classification [7] (Fig. 4).

While techniques in this work are rather standard, the value of this work
lies in enabling a new field of application: an immense genuine added value from
this application could be created with a thorough statistical analysis of factors
correlating with success in front of the Federal Supreme Court. For this purpose,
the quality of the entity extraction and the classification ought to be improved
by different approaches and additional training. But even already now, the data
set compiled using this application can be structured and analyzed profoundly
by interdisciplinary teams. Both the confirmation of known influences like proce-
dure types and yet unknown factors, e.g. duration of proceedings or geographical
origin of the cases, would be an interesting starting point for substantial unprece-
dented large-scale legal analysis.
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Abstract. This paper presents an approach based on sequence mining
for identification of context models of diseases described by different med-
ical specialists in clinical text. Clinical narratives contain rich medical
terminology, specific abbreviations, and various numerical values. Usu-
ally raw clinical texts contain too many typos. Due to the telegraphic
style of the text and incomplete sentences, the general part of speech tag-
gers and syntax parsers are not efficient in text processing of non-English
clinical text. The proposed approach is language independent. Thus, the
method is suitable for processing clinical texts in low resource languages.
The experiments are done on pseudonimized outpatient records in
Bulgarian language produced by four different specialists for the same
cohort of patients suffering from similar disorders. The results show that
from the clinical documents can be identified the specialty of the physi-
cian. Even the close vocabulary is used in the patient status description
there are slight differences in the language used by different physicians.
The depth and the details of the description allow to determine different
aspects and to identify the focus in the text. The proposed data driven
approach will help for automatic clinical text classification depending
on the specialty of the physician who wrote the document. The experi-
mental results show high precision and recall in classification task for all
classes of specialist represented in the dataset. The comparison of the
proposed method with bag of words method show some improvement of
the results in document classification task.

Keywords: Data mining · Text mining · Health informatics

1 Motivation

Healthcare is data intensive domain. Large amount of patient data are generated
on daily base. However, more than 80% of this information is stored in non struc-
tured format - as clinical texts. Usually clinical narratives contain description
with sentences in telegraphic style, non-unified abbreviation, many typos, lack of
punctuation, concatenated words, etc. It is not straightforward how patient data
can be extracted in structured format from such messy data. Natural language

c© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
A. Holzinger et al. (Eds.): CD-MAKE 2018, LNCS 11015, pp. 223–236, 2018.
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processing (NLP) of non-English clinical text is quite challenging task due to
lack of resources and NLP tools [11]. There are still non existing translations of
SNOMED1, Medical Subject Headings (MeSH)2 and Unified Medical Language
System (UMLS)3 for the majority of languages.

Clinical texts contain complex descriptions of events. Investigating the cumu-
lative result of all events over the patient status require more detailed study of
different ways of their description. All physicians use common vocabulary and
terminology to describe organs and systems during the human body observation
but tend to use different description depending on their specialty. Analyzing
complex relations between clinical events will help to prove different hypothe-
sis in healthcare and automatically to generate context models for patient sta-
tus associated to diagnoses. This is very important in epidemiology and will
help monitoring some chronic diseases’ complications on different stages of their
development. The chronic disease with highest prevalence are cardiovascular dis-
eases, cancer, chronic respiratory diseases and diabetes4. The complications of
these chronic diseases develop over time and they are with high socioeconomic
impact and the main reason for over than 70% of mortality cases. In this paper
are presented some results for processing data of patients with Diabetes Melli-
tus type 2 (T2DM), Schizophrenia (SCH) and Chronic Obstructive Pulmonary
Disease (COPD).

We show that data mining and text mining are efficient techniques for iden-
tification of complex relations in clinical text.

The main goal of this research is to examine differences and specificity in
patient status description produced by different medical specialists. The pro-
posed data-driven approach is used for automatic generation of context models
for patient status associated with some chronic diseases. The approach is lan-
guage independent. An application of the context sequences in used for clinical
text classification depending on the specialty of the physician who wrote the
document.

The paper is structured as follows: Sect. 2 briefly overviews the research in
the area; Sect. 3 describes the data collections of clinical text used in the experi-
ments; Sect. 4 presents the theoretical background and formal presentation of the
problem; Sect. 5 describes in details the proposed data mining method for con-
text models generation from clinical text; Sect. 6 shows experimental results and
discusses the method application in clinical texts classification; Sect. 7 contains
the conclusion and sketches some plans for future work.

2 Related Work

Data mining methods are widely used in clinical data analyses both for struc-
tured data and free text [17]. There are two types of frequent patterns mining –
1 SNOMED, https://www.snomed.org/.
2 Medical Subject Headings – MESH, https://www.nlm.nih.gov/mesh/.
3 UMLS, https://www.nlm.nih.gov/research/umls/.
4 World Health Organization (WHO) fact sheets,

http://www.who.int/mediacentre/factsheets/fs355/en/.

https://www.snomed.org/
https://www.nlm.nih.gov/mesh/
https://www.nlm.nih.gov/research/umls/
http://www.who.int/mediacentre/factsheets/fs355/en/
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frequent itemsets patterns mining (FPM) and frequent sequence mining (FSM).
In the first approach the order of items does not matter, and in the second one
the order does matter.

In context modeling task there is some research for other domains. Ziembiński
[19] proposes a method that initially generates context models from small col-
lections of data and later summarizes them in more general models. Rabatel et
al. [14] describes a method for mining sequential patterns in marketing domain
taking into account not only the transactions that have been made but also vari-
ous attributes associated with customers, like age, gender and etc. They initially
uses classical data mining method for structured data and later is added context
information exploring the attributes with hierarchical organization.

Context models in FPM are usually based on some ontologies. Huang et
al. [7] present two semantics-driven FPM algorithms for adverse drug effects
prevention and prediction by processing Electronic Health Records (EHR) The
first algorithm is based on EHR domain ontologies and semantic data annotation
with metadata. The second algorithm uses semantic hypergraph-based k-itemset
generation. Jensen et al. [8] describe a method for free text in Electronic Health
Records (EHR) processing in Norwegian language. They are using NOR-MeSH
for estimation of disease trajectories of the cancer patients.

One of the major problems with clinical data repositories is that they contain
in-complete data about the patient history. Another problem is that the raw data
are too noisy and needs significant efforts for preprocessing and cleaning. The
timestamps of the events are uncertain, because the physicians don’t know the
exact occurrence time of some events. There can be a significant gap between
the onset of some dis-eases and the first record for diagnosis in EHR made by
the physician. Thus a FPM method for dealing with temporal uncertainty was
proposed by Ge et al. [4]. It is hard to select representative small collections of
clinical narratives, because there is a huge diversity of patient status descriptions.
Some approaches use frequent pattern’s mining (FPM) considering the text as
bag-of-words and losing all grammatical information.

The majority of FSM and FPM applications in Health informatics are for
patterns identification in structured data. Wright et al. [16] present a method for
prediction of the next prescribed drug in patient treatment. They use CSPADE
algorithm for FSM of diabetes medication prescriptions. Patniak et al. [12]
present mining system called EMRView for identifying and visualizing partial
order information from EHR, more particularly ICD-10 codes.

But there are also applications of FSM for textual data. Plantevit et al. [13]
present a method for FSM for Biomedical named entity recognition task.

There are developed a variety of techniques for FPM and FSM task solution.
Some of them are temporal abstraction approach for medical temporal patterns
discovery, one-sided constitutional nonnegative matrix factorization, and sym-
bolic aggregate approximation [15].

Healthcare is considered as data-intensive domain and as such faces the chal-
lenges of big data processing problems. Krumholz [10] discusses the potential
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and importance of harnessing big data in healthcare for prediction, prevention
and improvement of healthcare decision making.

In the classification task there are used successfully many artificial intelli-
gence (AI) approaches [9] with high accuracy: neural networks, naive Baise clas-
sifiers, support vector machines, etc. The main reason for choosing FSM method
is than in healthcare data processing the most important feature of the used
method is the result to be explainable, e.i. so called “Explainable AI” [5]. This
will make the decision making process more transparent.

3 Materials

For experiments is used a data collections of outpatient records (ORs) from
Bulgarian National Diabetes Register [2].

They are generated from a data repository of about 262 million pseudon-
imized outpatient records (ORs) submitted to the Bulgarian National Health
Insurance Fund (NHIF) in period 2010–2016 for more than 5 million citizens
yearly. The NHIF collects for reimbursement purpose all ORs produced by Gen-
eral Practitioners and the Specialists from Ambulatory Care for every patient
clinical visit. The NHIF collects for reimbursement purpose all ORs produced
by General Practitioners and the Specialists from Ambulatory Care for every
patient clinical visit. The collections used for experiments contain ORs produced
by the following specialists: Otolaryngology (S14), Pulmology (S19), Endocrinol-
ogy (S05), and General Practitioners (S00).

Table 1. Fields with free text in ORs that supply data for data mining components

XML field Content

Anamnesis Disease history, previous treatments, family history, risk
factors

Status Patient state, height, weight, BMI, blood pressure etc.

Clinical tests Values of clinical examinations and lab data listed in
arbitrary order

Prescribed treatment Codes of drugs reimbursed by NHIF, free text
descriptions of other drugs and dietary recommendations

ORs are stored in the repository as semi-structured files with predefined
XML-format. Structured information describe the necessary data for health man-
agement like visit date and time; pseudonimized personal data and visit-related
information, demographic data (age, gender, and demographic region), etc. All
diagnoses are presented by ICD–105 codes and the name according to the stan-
dard nomenclature. The most important information concerning patient status
and case history is provided like free text.

5 http://apps.who.int/classifications/icd10/browse/2016/en.

http://apps.who.int/classifications/icd10/browse/2016/en
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For all experiments are used raw ORs, without any preprocessing due to the
lack of resources and annotated corpora. The text style for unstructured infor-
mation is telegraphic. Usually with no punctuation and a lot of noise (some
words are concatenated; there are many typos, syntax errors, etc.). The Bulgarian
ORs contain medical terminology both in Latin and Bulgarian. Some of the Latin
terminology is also used with Cyrillic transcription.

The most important information concerning patient status and case history
is provided like free text. ORs contain paragraphs of unstructured text provided
as separate XML tags (see Table 1): “Anamnesis”, “Status”, “Clinical tests”,
and “Prescribed treatment”.

4 Theoretical Background

Let’s consider each patient clinic visits (i.e. OR) as a single event. For the col-
lection S we extract the set of all different events. Let E = {e1, e2, . . . , ek} be
the set of all possible patient events. The vocabulary W = {w1, w2, . . . , wn},
used in all events E in S will be called items, where ei ⊆ W, 1 ≤ i ≤ N .
Lets P = {p1, p2, . . . , pN} be the set of all different patient identifiers in S.
The associated unique transaction identifiers (tids) shall be called pids (patient
identifiers).

Let each sentence in a clinical text e1 is splitted on a sequence of tokens
X ⊆ W . X is called an itemset. For each itemset X is generated a vector
(sequence) v = 〈v1, v2, . . . , vm〉, where vi ∈ W, 1 ≤ i ≤ N . The length of a
sequence v is m (the number of tokens), denoted len(v) = m. We denote ∅ the
empty sequence (with length zero, i.e. len(∅) = m).

Let D ⊆ P × E be the set of all sequences in collection in the format
〈pid, sequence〉. We will call D database.

Let p = 〈p1, p2, . . . , pm〉 and q = 〈q1, q2, . . . , qt〉 be two sequences over W .
We say that q is subsequence of p denoted by q ⊆ p, if there exists one-to-one
mapping: θ : [1, t] → [1,m], such that qi = pθ(i) and for any two positions i, and
j in q, i < j ⇒ θ(i) < θ(j).

Each sequential pattern is a sequence. A sequence A = X1,X2, . . . , Xm,
where X1,X2, . . . , Xm are itemsets is said to occur in another sequence B =
Y1, Y2, . . . , Yt, where Y1, Y2, . . . , Yt are itemsets, if and only if there exist integers
1 ≤ i1 < i2 . . . < ik ≤ t such that X1 ⊆ Yi1,X2 ⊆ Yi2, . . . , Xm ⊆ Yim.

Let D is a database and Q ⊆ E is a sequential pattern. The support of a
sequential pattern Q, denoted support(Q) is the number of sequences where the
pattern occurs divided by the total number of sequences in the database.

We define minimal support thresholdminsup – a real number in the range [0,1].
A frequent sequential pattern is a sequential pattern having a support no less than
minsup.
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In our task we are looking only for frequent sequential pattern for given
minsup.

5 Method

Initially we generate collections S1, S2, . . . , Sr of ORs from the repository, using
the structured information data for specialists who wrote them. We define vocab-
ularies W1,W2, . . . ,Wr.

The collections processing is organized as pipeline (see Fig. 1). The first step
is to split each collection on two subsets – one that contain only “Anamne-
sis” for patients (SAi) and the other SHi – for their “Status”. Each of these
subsets will be processed independently. We define for all collections vocabular-
ies WA1,WA2, . . . ,WAr and WH1,WH2, . . . ,WHr for each or these subsets
correspondingly.

Fig. 1. Pipeline for automatic context sequences generation

The next step converts free text from ORs into database (see Fig. 2). After
tokenization is applied stemming. All stop words are replaced by terminal symbol
STOP. ORs contain many numerical values, like clinical test results, vitals (Body
Mass Index, Riva Roci – blood pressure), etc. Numerical values are replaced by
terminal symbol NUM. The sentences have mainly telegraphic style, or the infor-
mation is described as sequence of phrases separated by semicolon. We consider
those phrases as sentences. Sentence splitting is applied to construct sequences of
itemsets for each document. In this process all additional punctuation is removed.
To separate the sentences is used negative number -1, and -2 is used to denote
the end of the text. The last stage of the preprocessing is hashing, which purpose
is to speed-up the process of frequent sequence mining. In the hashing phase each
word is replaced by unique numerical ID.
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Fig. 2. Pipeline for preprocessing of free-text in outpatient record

For frequent sequence mining is used algorithm CM-SPAM [3], more efficient
variation of SPAM algorithm [1], that is considered as one of the fastest algo-
rithms for sequential mining. CM-SPAM is even faster than SPAM, but more
important is that CM-SPAM is more efficient for low values of minsup. This is
important, because in clinical text some cases are not so frequent, because the
prevalence of the diseases is usually lower in comparison with other domains.
The minsup values for clinical data are usually in the range [0.01,0.1].

The last step is the postprocessing phase (see Fig. 3) that starts with replacing
back the hashed words. Then we identify unique vocabulary for each collection:

WAUi = WAi − ⋃
j �=iWAj − ⋃

jWHj

WHUi = WHi − ⋃
j �=iWHj − ⋃

jWAj

Fig. 3. Pipeline for postprocessing of the generated frequent sequences
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Let FA1, FA2, . . . , FAr and FH1, FH2, . . . , FHr are the frequent sequences
generated on step 3. We need to filter all sequences that occur in any sequence
of the other sets or a frequent sequence from other collection occur in them.

FFAi = {Z|Z ∈ FAi ∧ � ∃j �= i Y ∈ FAj ∨ Y ∈ FHj

such that Y ⊆ Z ∨ Z ⊆ Y ∧ � ∃X ∈ FAi X ⊆ Z}
FFHi = {Z|Z ∈ FHi ∧ � ∃j �= i Y ∈ FAj ∨ Y ∈ FHj

such that Y ⊆ Z ∨ Z ⊆ Y ∧ � ∃X ∈ FHi X ⊆ Z}

The so filtered frequent sequences sets together with unique words form the
specific terminology and sub-language used by different specialist in patient dis-
ease history and status description.

6 Experiments and Results

For a cohort of 300 patients suffering from T2DM and COPD are extracted
ORs for all their clinical visits in 3 year period (2012–2014) to different special-
ists: Otolaryngology (S14), Pulmology (S19), Endocrinology (S05), and General
Practitioners (S00). After preprocessing of ORs in all collections are separately
extracted Anamnesis and Status descriptions for each patient (Tables 2 and 3).

The minsup value were set as relative minsup function of the ration between
the number of patients and ORs. It is approximately 0.02% for the smallest
set SA14, 0.03% for SA05 and SA19 and 0.1% for the largest set SA00. This
is a rather small minsup value that will guarantee coverage even for more rare
cases but with sufficient support. For Status subset the minsup value were set in
similar range – 0.05% for SH14 and SH19, 0.08% for SH05 and 0.09% for SH00.

All subsets are processed with CM-SPAM for frequent sequences mining. In
addition the algorithm dEclat [18] for frequent itemsets mining was applied. The
frequent itemsets were filtered with similar method as frequent sequences (see
Tables 2 and 3). For experiments are used Java implementations of the algorithms
from SPFM (Open-Source Data Mining Library) 6.

The datasets for Anamnesis are sparse, because they contain descriptions of
different patient diseases history, complaints, and risk factors. Thus the diversity
of explanations causes lower number of generated frequent sequences and higher
number of unique vocabulary (see Fig. 4 and Table 2). The unique vocabulary
contain different complaints and many informal words for their explanation.
Although the set SA00 is larger than the other sets for this set are generated
lower number of frequent sequences. This set corresponds to the ORs written
by general practitioners, who usually ob-serve larger set of diseases than other
specialists. The set SA05 contains more consistent information about the T2DM
complaints only.

6 SPFM, http://www.philippe-fournier-viger.com/spmf/index.php?link=algorithms.
php.

http://www.philippe-fournier-viger.com/spmf/index.php?link=algorithms.php
http://www.philippe-fournier-viger.com/spmf/index.php?link=algorithms.php
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Table 2. Frequent sequences in Anamnesis section

SA00 SA05 SA19 SA14

ORs 11,345 798 532 156

Patients 294 195 70 173

Items/Vocabulary 4,337 1,767 1,527 447

minsup 0.1 (131) 0.03 (24) 0.02(11) 0.03(5)

Frequent Sequences 1,713 23,677 8,250 6,643

Filtered Sequences 1,358 23,327 7,932 6,527

Frequent Itemsets 80 1,815 477 200

Filtered Itemsets 37 1,732 396 178

Unique words 2,923 747 628 144

Table 3. Frequent sequences in Status section

SH00 SH05 SH19 SH14

ORs 11,345 798 532 156

Patients 294 195 70 173

Items/Vocabulary 3,412 1,131 700 627

minsup 0.09 (1,022) 0.08 (64) 0.05 (27) 0.05 (8)

Frequent Sequences 107,267 27,949 26,341 345

Filtered Sequences 106,634 27,185 25,670 321

Frequent Itemsets 31,902 7,176 2,224 30

Filtered Itemsets 30,462 5,551 1,467 22

Unique words 2,422 391 195 346

In contrast the datasets for Status are dense, because they contain predefined
set of organs and systems status description. The Status explanation usually con-
tains phrases rather than sentences. Each phrase describes single organ/system
and its current condition. The similarity between Status explanations causes sig-
nificant growth of the number of generated frequent sequences and lower number
of unique vocabulary (see Fig. 5 and Table 3). Although the higher number of
the generated frequent sequences during the filtering process they shrink faster,
because contain similar subsequences. The unique vocabulary contains specific
terminology for some organs and systems that are in main focus and interest
for the physician that makes the medical examination. The result set of context
sequence contain only specific sub-language used from specialists in their area.
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Fig. 4. Generated frequent sequences for Anamnesis section grouped by length

Fig. 5. Generated frequent sequences for Status section grouped by length



Clinical Text Mining for Context Sequences Identification 233

The extracted frequent sequences and frequent itemsets are used for multi
class text classification. Experiments are provided by non-exhaustive cross-
validation (5 iterations on sets in ratio 7:1 training to test). For comparison of
the obtained results is used bag of words (BOW) method by applying frequent
itemsests generated by dEclat algorithm.

The classification is based on unique vocabulary used for classes and on the
filtered sequences and frequent itemsets from all classes that match the text. As
golden standard in the evaluation are used specialty codes from ORs structured
data.

Six types of experiments are performed. In the first task are used subsets for
Anamnesis section for all four specialty classes 00, 05, 14 and 19. The evaluation
results (Table 4) for F1 measure (F1 = 2 ∗ Precission ∗ Recall/(Precission +
Recall)) show that context sequences method outperforms BOW method for all
classes, except class 19 for Anamnesis subsets. The evaluation for Status section
classification is just the opposite (Table 5). BOW method shows better results
than context sequences. The main reason is that Status section is written in
telegraphic style with phrases rather than full sentences. Usually Status section
contains sequence of attribute-value (A-V ) pairs - anatomical organ/system and
its status/condition.

Table 4. Evaluation of rules for Anamnesis for S00, S05, S14 and S19

Context sequences BOW

SA00 SA05 SA14 SA19 SA00 SA05 SA14 SA19

Precision 0.9986 0.3674 0.8707 0.6130 0.9997 0.1872 0.7785 0.7804

Recall 0.8574 0.9848 0.8205 0.9568 0.6944 0.9975 0.7436 0.8684

F1 0.9226 0.5351 0.8449 0.7473 0.8195 0.3152 0.7607 0.8221

General practitioners used in ORs terminology and phrases that can be found
in ORs for all specialties. Thus the class 00 is not disjoint with classes 05, 14 and
19. Class 00 is one of the main reasons for misclassification. Another experiment
was performed with “pure” classes – including only 05, 14, and 19 (Table 6). The
F1-measure values show better performance in classification task for Anamnesis
for all classes, in compassion with BOW method. For Status tast the results for
both methods are comparable (Table 7).

Finally the classification of both sections – Anamnesis and Status is used
for classification of the outpatient record as a whole document. The evaluation
results (Table 8) show that results for context sequences drop down and BOW
method performance is better. After eliminating the noisy set S00 - the result
(Table 9) for context sequences method significantly improve and outperform
BOW method for all three classes 05, 14 and 19.



234 S. Boytcheva

Table 5. Evaluation of rules for Status for S00, S05, S14 and S19

Context sequences BOW

SH00 SH05 SH14 SH19 SH00 SH05 SH14 SH19

Precision 0.9990 0.5551 0.9560 0.2420 0.9750 0.6105 1.0000 0.8954

Recall 0.8108 0.9010 0.9744 0.9925 0.9653 0.7995 0.9487 0.6891

F1 0.8951 0.6870 0.9651 0.3891 0.9701 0.6923 0.9737 0.7788

Table 6. Evaluation of rules for Anamnesis for S05, S14 and S19

Context sequences BOW

SA05 SA14 SA19 SA05 SA14 SA19

Precision 0.9581 1.0000 0.9714 0.8803 1.0000 0.9935

Recall 0.9873 0.8312 0.9751 0.9987 0.7436 0.8701

F1 0.9725 0.9078 0.9733 0.9358 0.8529 0.9277

Table 7. Evaluation of rules for Status for S05, S14 and S19

Context Sequences BOW

SH05 SH14 SH19 SH05 SH14 SH19

Precision 0.9902 1.0000 0.8829 0.9251 1.0000 1.0000

Recall 0.9103 0.9744 0.9944 1.0000 0.9610 0.8910

F1 0.9486 0.9870 0.9353 0.9611 0.9801 0.9424

Table 8. Evaluation of rules for ORs for S00, S05, S14 and S19

Context sequences BOW

S00 S05 S14 S19 S00 S05 S14 S19

Precision 0.9999 0.6958 0.9750 0.6251 0.9979 0.8356 0.9935 0.9618

Recall 0.9428 0.9975 1.0000 1.0000 0.9871 1.0000 0.9809 0.9097

F1 0.9705 0.8198 0.9873 0.7693 0.9924 0.9105 0.9872 0.9351

Table 9. Evaluation of rules for ORs for S05, S14 and S19

Context sequences BOW

S05 S14 S19 S05 S14 S19

Precision 1.0000 1.0000 0.9981 0.9645 1.0000 1.0000

Recall 0.9987 1.0000 1.0000 1.0000 0.9872 0.9492

F1 0.9994 1.0000 0.9991 0.9819 0.9935 0.9739
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7 Conclusion and Further Work

The proposed data-driven method is based on data mining techniques for con-
text sequences identification in clinical text depending on medical specialty of the
doctor. The method is language independent and can be used for low resource
languages. The huge number of generated frequent sequences is reduces dur-
ing the filtering process. The experimental results show that context sequences
methods outperforms BOW method for sparse datasets in classification task.

Using “human-in-the-loop” [6] approach some further analyses of the signif-
icance for the domain of the generated frequent sequences and the misclassified
documents will be beneficial. The space of clinical events is too complex. Thus
“human-in-the-loop” can be applied also for subclustering task by using patient
age, gender and demographic information. Reducing the dimensionality will help
to determine different context sequences depending on the patient phenotype.

As further work can be mentioned also the task for context sequences sim-
ilarities measuring. It can be used to identify synonyms and semantically close
phrases.
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Abstract. Recent advances in the field of industrial digitization and automation
lead to an increasing need for assistance systems to support workers in various
fields of activity, such as assembly, logistics and maintenance. Current assis-
tance systems for the maintenance area are usually based on a single visual-
ization technology. However, in our view, this is not practicable in terms of real
activities, as these operations involve various subtasks for which different
interaction concepts would be advantageous. Therefore, in this paper, we pro-
pose a concept for a multi-device assistive system, which combines multiple
devices to provide workers with relevant information over different subtasks of a
maintenance operation and present our first prototype for such a system.
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1 Introduction

Nowadays, we experience a trend towards the development of digital assistive systems
to support workers in industrial environments. This trend is caused by the ongoing
digitization and automation and the growing complexity and heterogeneity of manu-
facturing processes and production plants [1]. In this context, digital assistance systems
are intended to reduce the cognitive load of workers to make and keep complex
manufacturing systems controllable. Current assistance systems for industrial appli-
cations thereby cover various fields of activity, such as assembly, maintenance, logistic
and training [17]. However, the number of industrial assistance systems in the field of
maintenance, logistics or training is comparatively lower compared to the number of
systems in the field of assembly. In the last few years, scientific developments in this
context are increasingly relying on augmented reality (AR) devices such as tablet-PCs,
in-situ projections or head-mounted displays (HMDs), which are able to enrich the
user’s field of view with digital information and virtual objects [2, 3]. Additionally,
recent advantages in the field of depth sensor technologies open up various possibilities
of creating context-aware systems and interaction methods [4]. While stationary
assistance systems for assembly activities are relatively widespread, the number of
systems to support maintenance activities and repair tasks proves to be comparatively
low. A possible reason could be the fact that maintenance and repair tasks require both
a mobile approach and a specific adaptation to changing environments and machine
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types, while assembly systems are usually limited to a specific workplace and thus to a
fixed environment.

Therefore, in this paper, we will present a concept for a multi-device assistive
system to support users on maintenance tasks in the industrial environment. In Sect. 2,
we will take a look at current state-of-the-art assistive systems for maintenance
applications in industrial environments. In Sect. 3, we will introduce our concept for a
multi-device assistive system. In Sect. 4 we present the status of our current proto-
typical implementation of multi-device assistive system. In Sect. 5 we finally provide a
conclusion and an outlook on future research activities in the context of this paper.

2 Related Work

In contrast to assistance systems for assembly tasks, the development of assistance
systems for maintenance operations requires a considerably higher variability. This is
justified by the fact, that maintenance tasks represent mobile activities which are carried
out in different environments and at different production plants. As shown in Fig. 1,
maintenance or repair processes can generally be divided into three sections: the
information phase (Phase 1), the processing phase (Phase 2) and the documentation
phase (Phase 3). While the information phase concerns the collection of information to
a related task, the processing phase represents the actual execution of the maintenance
activity or repair process at a production system. The documentation phase is finally
used to document the results of a maintenance or repair process to finish the overall
operation.

Visualization technologies used in current assistive systems, such as tablet PCs,
in-situ projections and HMDs have different advantages and disadvantages regarding
their application for activities and situations in industrial environments.

In this context, previous studies like presented by Funk et al. [5] and Büttner et al.
[18] towards the evaluation of different types of devices for the implementation of
assistance systems for assembly tasks revealed, that in-situ projections can offer a better
support compared to HMDs and Tablet-PCs. However, since these systems usually
follow a stationary design based on assembly tables with fixed dimensions, they are not
really applicable for mobile scenarios such as maintenance operations which are very
likely to be performed at different production systems in different locations. In addition,
mobile systems based on in-situ projections currently exist only in the form of niche
developments such as the projector helmet presented by Funk et al. [6], the TeleAdvisor
introduced by Gurevich et al. [7] or the semi portable MagicMirror system introduced
by Fiorentino et al. [8]. Therefore, mobile assistive systems have to be build up on one
of the other visualization technologies such as HMDs and tablet PCs.

Zheng et al. [9] and Aromaa et al. [2] evaluated the efficiency of paper based
instructions and different devices like tablet PCs and HMDs to assist workers during
maintenance operations. The results of these studies show that HMDs do not have
significant advantages over other devices, such as tablet PCs, in terms of the com-
pletion time and the number of errors in the processing of a maintenance task. But we
have to point out, that these studies only focus on the performance of a maintenance
task itself, and do not evaluate the gathering of information about the machine nor the
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phase of documentation where the result of the operation is recorded. These phases,
however, require a distinct kind of information presentation and interaction design to
provide complex information. At the same time, the system must be able to provide a
common viewing and processing of information by several persons in order to allow a
coordination between the worker and a contact person.

In this sense, devices such as smartphones, tablet PCs, or laptops are very likely to
provide an adequate way to view information about the details of a maintenance task
and represent an ideal tool for documenting the results of such processes. But on the
other hand, these systems do not allow to work hands-free without switching the
attention between the display of the device and the location of interest. Compared with
these systems, AR-based HMDs prove to be more advantageous for the processing
phase because of their possibility to work free handed. But they are not efficient in
viewing and processing complex data and do not allow to share information between
multiple users.

In addition, the acceptance of users in relation to the technologies used is also to be
observed, as this has a significant influence on the usability and user experience of the
entire system. While touch-based systems are now widely used in everyday life as well
as in the industrial environment, the proportion of HMDs used in the industry is still
rather low to non-existent. But in the future, this circumstance might change since
current developments in this area are subject to rapid progress.

3 A Concept for Multi-device Assistive Systems

For the implementation of an assistance system based on a combination of different
devices and technologies, there are various requirements regarding the communication,
the handling and processing of data streams, the handling of different devices and users
as well as the synchronization between different devices. Figure 2 shows a general
concept for the implementation of such a system including multiple devices, a local
server, a logistic software system, a production plant and external sensor systems. In
this concept, the server acts as a communicator between the digital infrastructure of a
production facility and the different devices. It handles incoming and outgoing data
streams, controls device communications, holds relevant information about different
tasks and related media content as well as it allocates devices to specific users.

Fig. 1. Overview of the different phases of a maintenance or repair process and the related
activities.
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3.1 Assistive Devices

During the last years, a lot of devices based on numerous technologies have been
developed and evaluated to provide users with information over different sensory
channels. Today, mobile devices like smartphones, Tablet-PCs or Laptops are the most
frequently used devices for mobile applications. But the latest developments in the area
of AR-based HMDs show great potential for future applications in industrial envi-
ronments. In contrast to previous assistance systems, which are usually limited to a
single device type, our approach follows a combination of different systems to their
respective advantages and disadvantages in terms of different situations and activities.

As stated in Sect. 2, there are currently no existing devices that can perform
interactive in-situ projections in mobile applications. Therefore, the choice of appli-
cable devices falls primarily on the use of Tablet PCs, laptops and HMDs supported by
various wearables like smartwatches or other tactile wearable devices like work gloves
[10, 11], bracelets [12, 13] or shoes [14, 15].

3.2 Device Communication

In order to integrate different types of devices into the overall system, a unified com-
munication has to be implemented, which enables the development of programs for
different operating systems and device types. The basis for this is a special data structure,
which allows a transfer of the different content and media formats and on the other a
communication protocol which of as many potentially usable devices is implemented.
A protocol which is implemented in most devices with a wired or wireless network
adapter is the Transmission Control Protocol/Internet Protocol (TCP/IP) which allows
two devices to communicate via a serial connection over a specific port. The common
object-based data structures for the transmission between the server and the devices are
primarily the Extensible Markup Language (XML) format or JavaScript Object Notation

Fig. 2. Overview on the concept of a multi-device assistive system.
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(JSON) format, as they are supported by various programming languages and systems
[16]. Since the text-based instructions of current assistance systems are usually extended
by different media formats, such as pictures or videos, it is also necessary to transfer
these files from the server system to the different devices. A transmission of these files
via a JSON or XML structure would be inefficient and time-consuming because each file
would have to be transformed into textual information for the transfer. A potential
solution for the deploying of various media files via a network connection could be the
implement of a Representational State Transfer-API (REST-API). This software,
implemented on the server side, allows to make files and further information accessible
to other devices via a specific network address.

3.3 User Management

Since it is possible that several workers use the same equipment or several maintenance
activities are carried out at the same time, the server system must be able to allocate
devices and maintenance processes to a specific user. This is realized by an individual
user ID which is transmitted during communication between the server and the indi-
vidual devices in order to identify the current user.

3.4 Device Synchronisation

To allow users to switch between different devices during a maintenance process
without performing further adjustments requires an efficient synchronization mecha-
nism. The synchronization is performed by the server, which holds the information
about which devices are used by a single user. At each interaction on one of the
devices, a message is send to the server to ask for the data to be shown in a next or
previous step. The server then sends this new data package to each device with the
matching user ID.

4 Prototypical Implementation

Our prototypical implementation of a multi-device assistive system aims to support
users on maintenance operations and repair tasks at a laundry folding machine. This
machine is normally used in industrial laundries to fold large amounts of hotel linen
and towels. The assistive system thereby provides workers with step-by-step instruc-
tions and further information about the machine and the environment. The system is
located in the SmartFactoryOWL, a demonstrator facility for industrial research pro-
jects in the scope of digitization and automation in Lemgo, Germany [19].

The final assistive system will consist of an ordinary mini-PC, acting as a local
server-system, an AR-based HMD (Microsoft HoloLens1), a tablet-PC, a smartphone
and custom wearable devices which are used to support users during different phases of
a maintenance operation. The server provides a REST API for reading media content,

1 https://www.microsoft.com/en-gb/hololens.
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as well as a TCP/IP socket connection for transmitting control information and text-
based instructions, as well as the links for the associated media contents. By trans-
mitting just the links for media files on the REST server, the usage of this content lies
in the hand of the visualization software of the different devices. For the transmission of
control information and text-based data, we used a specific JSON structure to provide
step-by-step instructions as well as further information about the design and position of
virtual objects, relevant machine data or the position of the user (see Fig. 3).

The server has access to the internal database of the folding machine and can thus
collect detailed information about the machine status and messages such as warnings or
errors. In addition, the server is also able to read the states of the light sensors inside the
machine in order to check the proper operation of a folding process. These two datasets
are then used to choose the related set of instructions to perform a maintenance or
repair process.

The software for the tablet-PC was developed as a 2D application for Windows-
based operating systems. In this way, it works on Windows-based tablet-PCs as well as
laptops or stationary PCs. It allows to visualize step-by-step instructions and different
media files and is also able to display runtime data and sensor information from the
folding machine.

The software for the AR-based HMD was developed via the Unity Game Devel-
opment Platform2 and presents step-by-step instructions for maintenance activities such
as the cleaning of light sensors at the folding machine (Fig. 4). The system initially
scans an QR-Code to set the global origin for its coordinate system. In this way, the
application can be used at any machine of the same type as long as the QR-Code is
placed at the same spot. Afterwards, the user can choose an instruction from a menu.
The step-by-step process of the application consists of a main window, which is placed
on the center above the machine. This window shows textual information about the

Fig. 3. Example of the data structure for a step as part of a step-by-step instruction for
augmented reality devices.

2 https://unity3d.com.
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current step of a tutorial extended by an image of the related part on the machine and
allows the user to switch between the different steps. In order to guide the user to the
right place, virtual objects such as animated arrows or highlighted planes are placed on
relevant parts of the machine. When the user walks around the machine, the main
windows will further automatically adjust its orientation to face the position of the user.

5 Conclusion and Future Work

In this paper, we presented a general concept for an assistive system to support users on
various phases of maintenance operations at industrial production systems. Contrary to
previous publications, our Concept thereby follows a multi-device approach to take
advantage of different device technologies in different situations. Our prototypical
implementation of such a system is still under development, but it already shows
potential to be a good solution to be also applied to multiple machines.

We consider our concept and the prototypical implementation as a first step in order
to provide a basis for a framework to integrate mobile assistance systems in the
industrial environment. In the future, the existing system will be continuously
improved and extended by various systems and information sources in order to provide
additional information. Furthermore, we will evaluate different combinations of devices
and technologies as well as different visualization methods with regard to their
usability, user experience and productivity by performing extensive user studies and
questionnaires.
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Research (BMBF) for project ADIMA under grant number 13FH019PX5.

References

1. Radziwon, A., Bilberg, A., Bogers, M., Madsen, E.S.: The smart factory: exploring adaptive
and flexible manufacturing solutions. Procedia Eng. 69, 1184–1190 (2014)

2. Aromaa, S., Aaltonen, I., Kaasinen, E., Elo, J., Parkkinen, I.: Use of wearable and
augmented reality technologies in industrial maintenance work. In: Proceedings of the 20th
International Academic Mindtrek Conference, pp. 235–242. ACM (2016)

Fig. 4. Example views from the AR-based HMD software.

A Multi-device Assistive System for Industrial Maintenance Operations 245



3. Fite-Georgel, P.: Is there a reality in industrial augmented reality? In: 2011 10th IEEE
International Symposium on Mixed and Augmented Reality (ISMAR), pp. 201–210. IEEE
(2011)

4. Izadi, S., et al.: KinectFusion: real-time 3D reconstruction and interaction using a moving
depth camera. In: Proceedings of the 24th Annual ACM Symposium on User Interface
Software and Technology, pp. 559–568. ACM (2011)

5. Funk, M., Kosch, T., Schmidt, A.: Interactive worker assistance: comparing the effects of in-
situ projection, head-mounted displays, tablet, and paper instructions. In: Proceedings of the
2016 ACM International Joint Conference on Pervasive and Ubiquitous Computing,
pp. 934–939. ACM (2016)

6. Funk, M., Mayer, S., Nistor, M., Schmidt, A.: Mobile in-situ pick-by-vision: order picking
support using a projector helmet. In: Proceedings of the 9th ACM International Conference
on PErvasive Technologies Related to Assistive Environments, p. 45. ACM (2016)

7. Gurevich, P., Lanir, J., Cohen, B., Stone, R.: TeleAdvisor: a versatile augmented reality tool
for remote assistance. In: Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems, pp. 619–622. ACM (2012)

8. Fiorentino, M., Radkowski, R., Boccaccio, A., Uva, A.E.: Magic mirror interface for
augmented reality maintenance: an automotive case study. In: Proceedings of the
International Working Conference on Advanced Visual Interface, pp. 160–167. ACM (2016)

9. Zheng, X.S., Foucault, C., Matos da Silva, P., Dasari, S., Yang, T., Goose, S.: Eye-wearable
technology for machine maintenance: effects of display position and hands-free operation.
In: Proceedings of the 33rd Annual ACM Conference on Human Factors in Computing
Systems, pp. 2125–2134. ACM (2015)

10. Hsieh, Y.-T., Jylhä, A., Jacucci, G.: Pointing and selecting with tactile glove in 3D
environment. In: Jacucci, G., Gamberini, L., Freeman, J., Spagnolli, A. (eds.) Symbiotic
2014. LNCS, vol. 8820, pp. 133–137. Springer, Cham (2014). https://doi.org/10.1007/978-
3-319-13500-7_12

11. Moy, G., Wagner, C., Fearing, R.S.: A compliant tactile display for teletaction. In:
Proceedings 2000, IEEE International Conference on Robotics and Automation, ICRA 2000,
vol. 4, pp. 3409–3415. IEEE (2000)

12. Matscheko, M., Ferscha, A., Riener, A., Lehner, M.: Tactor placement in wrist worn
wearables. In: 2010 International Symposium on Wearable Computers (ISWC), pp. 1–8.
IEEE (2010)

13. Brock, A., Kammoun, S., Macé, M., Jouffrais, C.: Using wrist vibrations to guide hand
movement and whole body navigation. i-com 13(3), 19–28 (2014)

14. Fu, X., Li, D.: Haptic shoes: representing information by vibration. In: Proceedings of the
2005 Asia-Pacific Symposium on Information Visualisation, vol. 45, pp. 47–50. Australian
Computer Society, Inc (2005)

15. Xu, Q., Gan, T., Chia, S.C., Li, L., Lim, J.H., Kyaw, P.K.: Design and evaluation of
vibrating footwear for navigation assistance to visually impaired people. In: 2016 IEEE
International Conference on Internet of Things (iThings) and IEEE Green Computing and
Communications (GreenCom) and IEEE Cyber, Physical and Social Computing (CPSCom)
and IEEE Smart Data (SmartData), pp. 305–310. IEEE (2016)

16. Nurseitov, N., Paulson, M., Reynolds, R., Izurieta, C.: Comparison of JSON and XML data
interchange formats: a case study. Caine 9, 157–162 (2009)

17. Büttner, S., et al: The design space of augmented and virtual reality applications for assistive
environments in manufacturing: a visual approach. In: Proceedings of the 10th International
Conference on Pervasive Technologies Related to Assistive Environments, pp. 433–440.
ACM (2017)

246 M. Heinz et al.

http://dx.doi.org/10.1007/978-3-319-13500-7_12
http://dx.doi.org/10.1007/978-3-319-13500-7_12


18. Büttner, S., Funk, M., Sand, O., Röcker, C.: Using head-mounted displays and in-situ
projection for assistive systems: a comparison. In: Proceedings of the 9th ACM International
Conference on Pervasive Technologies Related to Assistive Environments, p. 44. ACM
(2016)

19. Büttner, S., Mucha, H., Robert, S., Hellweg, F., Röcker, C.: HCI in der SmartFactoryOWL–
Angewandte Forschung & Entwicklung. Mensch und Computer 2017-Workshopband (2017)

A Multi-device Assistive System for Industrial Maintenance Operations 247



Feedback Presentation for Workers
in Industrial Environments – Challenges

and Opportunities

Mario Heinz1(&) and Carsten Röcker1,2

1 University of Applied Science Ostwestfalen-Lippe, 32657 Lemgo, Germany
{mario.heinz,carsten.roecker}@hs-owl.de

2 Fraunhofer IOSB-INA, 32657 Lemgo, Germany

Abstract. On the long term, the current wave of digitization and automation in
the industrial environment will result in a progressively higher complexity and
heterogeneity in the industrial environment. In this context, a growing need
arises for the development of digital assistance systems to support workers in
various fields of activities. Current systems are generally limited to visualiza-
tions and visual feedback. Therefore, in the scope of this paper, we take a look at
the major challenges and opportunities for the integration of multimodal feed-
back systems in today’s and future industrial environments. It shows that the
integration of multimodal feedback is subject to a complex combination of
technical, user-centric and legal aspects.
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1 Introduction

Today’s industrial landscape is characterized by a mixture of analogue and digital
production facilities. As a result of the advancing digitization and automation in the
industrial sector, this situation will change significantly in the upcoming years and the
number of intelligent production facilities, so-called smart factories, will steadily
increase. These smart environments will be characterized by complex digital and
automated production systems, robots, autonomous transport vehicles, sensor systems
and a high number of other digital devices [1, 2]. At the same time, these changes will
also shift the role of the worker in the industrial environment and most of the workers
will primarily be employed in the field of monitoring, maintenance and logistics rather
than in the area of assembly [8, 25]. The activities in the field of assembly, on the other
hand, will in future be limited to specific tasks that cannot be automated due to the
emerging high product diversity and short production cycles. In order to facilitate the
completion of these activities and to ensure the safety of people in these dynamic,
highly automated areas, extensive and individually customizable assistance systems
will be required. These systems in form of digital equipped workplaces or various
mobile devices will have to provide workers with relevant information about their
surroundings or ongoing and upcoming tasks. At the same time, these systems must
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also inform their users about relevant situations within their environment as well as
possible dangers such as autonomous vehicles or robots around their workplaces. For
this reason, an integration of adequate feedback methods will be necessary for the
implementation of future assistance systems which aim to extend and enrich the
interaction between a user and a digital system by providing information over different
sensory channels [5].

But, despite the opportunities to improve the support for workers, an extensive
integration of feedback systems also raises numerous challenges regarding technical,
user-related and legal aspects. Thus, adequate feedback presentations require a deep
integration of the related systems into the infrastructure of a production facility to get
access to relevant information about ongoing processes and production systems. In
addition, these systems will have to meet certain requirements regarding their usability
and user experience, as well as data security and privacy regulations in the workplace.

Therefore, as part of this paper, we want to introduce and discuss key challenges
and opportunities for the integration of multimodal feedback systems for industrial
applications. In the second part we will first look at the current state of research in the
field of feedback technologies and adaptive assistance systems. Then, in part three and
four, we will discuss the major challenges and opportunities for the application of
multimodal feedback systems in the industrial environment. Finally, in part five and
six, we will discuss our findings and provide an outlook towards future research
activities in this context.

2 Related Work

2.1 Feedback Modalities and Feedback Devices

Feedback represents an essential component of human learning and behavior. Gener-
ally, according to the principle of actio et reactio, it can be seen as the reaction of an
environment to an action performed by an individual within it [6]. The positive or
negative evaluation of this reaction has an impact on subsequent actions and can
influence future behavior in similar situations. Feedback is percepted through a variety
of different sensations via the various sensory channels of the human body such as
seeing, hearing, feeling, smelling, tasting as well as kinesthetics [5]. These modalities
are used to create an internal representation of the environment and to build or expand
knowledge about the interaction between different entities and actions. Feedback is
thereby provided via a single sensory channel or through a combination of different
channels, often referred to as multimodal feedback [7]. Multimodal actuations are
generally offering a more natural and trusted perception as long as the provided sen-
sations are corresponding to plausible procedures [8, 9]. But various studies also
revealed that a combination of a primary and a supporting feedback dimension is often
more effective than a combination of three or more feedback dimensions [8–12].

Regarding digital devices, visual feedback is carried out via different forms of light
sources, stationary and mobile displays, digital projections and head-mounted displays
(HMDs). The provided information ranges from simple status lights or color changes
over symbols to images, text and animations. Auditory feedback, on the other hand, is
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presented over speakers or headphones and ranges from simple acoustic signals over
signal patterns to spoken language. Haptic feedback, in this sense, is divided into tactile
feedback and kinesthetic feedback. Tactile feedback addresses the human sense of
touch and is usually presented through vibrations, while kinesthetic perception refers to
the posture and movement of the joints as well as the perception of external forces that
are performed against the body [7]. Especially the development of haptic and tactile
systems has increased considerably in recent years [13, 14]. Currently, an important
aspect concerns the integration of tactile actuators into various garments, such as work
gloves [15, 16], bracelets [17, 18] or shoes [19, 20] to provide workers with additional
tactile information.

2.2 Assistive Systems for Industrial Applications

In recent years, the increasing digitization and automation has triggered a trend towards
the development of assistive systems to support workers on various activities in the
industrial environment. These assistance systems provide their users with step-by-step
instructions for daily tasks but may also display further information such as machine-
related or process-related data as well as warnings about faulty actions or potential
dangers in the environment. The application of these systems ranges from assembly
tasks over maintenance operations to activities in the field of logistics. The devices
used for this purpose include normal PCs or mobile devices such as smartphones and
tablet PCs.

But, due to the ongoing developments in the field of augmented reality (AR) as well
as in the field of mobile devices and wearables, current assistance systems progres-
sively focus on the implementation of augmented reality scenarios. These systems use
in-situ projections, special AR tablet PCs or AR HMDs to project digital information
directly into the field of view of a user. Figure 1 shows an overview of different
visualization technologies for todays and future assistive systems.

Stationary assistive systems for assembly tasks like the assembly tables presented
by Funk et al. [21] and Büttner et al. [22] use a combination of in-situ projections and a
recognition of hand movements via deep cameras. Thus, the system allows to project
information directly into the working area. The interaction with the system is imple-
mented via hand-tracking based on the integrated depth camera, e.g. via virtual buttons.

Fig. 1. Overview of visualization technologies for todays and future assistive systems.
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Assistive systems for maintenance tasks such as the systems presented by Zheng et al.
[23] and Aromaa et al. [24], on the other hand, are usually based on AR tablet-PCs, AR
HMDs and wearables in order to allow the implementation of mobile maintenance
scenarios.

However, regarding the provision of feedback, stationary and mobile assistive
systems for industrial applications are generally restricted to a presentation of infor-
mation via the visual channel. The extension of these systems by additional feedback
modalities is still ongoing research: Funk et al. [8] and Kosch et al. [12], for example,
prototypically extended an assembly workplace with devices for the presentation of
auditory and tactile error feedback in order to evaluate the effectiveness and user
experience of the different modalities.

3 Challenges for Feedback Presentation in Industrial
Environments

Various interdisciplinary challenges arise for the integration and application of mul-
timodal feedback systems in the industrial environment. This includes both technical
and user related as well as legal aspects and addresses different research fields such as
human-machine interaction, industrial communication, machine learning, artificial
intelligence, sensor technologies, workplace privacy and data security.

3.1 Integration of Feedback Systems in the Industrial Infrastructure

From a technological point of view, a major challenge concerns the general integration
of feedback systems in industrial environments. To provide workers with adequate
feedback, these systems must be able to collect and process information about the
environment. In this context, today’s industrial facilities are already equipped with
certain kinds of sensory systems to collect information about air pressure, power
consumption, the localization of materials, vehicles and employees or other parameters.
In future industrial facilities, however, the number of sensory systems needs to increase
significantly in order to create decent virtual representations of the environment
including ongoing processes, power management, material flows, errors, and other
relevant information. Due to the high dynamics and complexity of future production
plants, various sensors as well as powerful algorithms for scene analysis and processing
are required in order to develop context-aware processes and workflows [25]. Figure 2
shows an abstract overview for the integration of feedback systems in industrial
environments. Feedback devices as part of assistance systems for various activities are
both connected via the digital system of the respective workplace as well as via the
central server system. This enables feedback to be applied in relation to local and
production-wide processes.

Developments in the field of industrial communication technology are currently
splitting into various research tracks which follow the implementation of industrial net-
work infrastructures using different technologies. The solutions range from local server
systems to cloud-based systems and various intermediate solutions which hold relevant
data locally and, if necessary, retrieve additional data from a cloud service [26, 27].
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The implementation of the communication channels, however, is currently frequently
carried out via a combination of wired and radio-based networks to connect the growing
number of stationary and mobile digital systems in today’s industrial environments. But
due to the progressive development of mobile systems in the research area of the Internet
of Things, which aims to digitalize and interconnect various systems in order to generate a
virtual representation of ongoing processes and connections, there is a growing need for a
wireless network solution for industrial environments that provides the required high
bandwidth and low latency [28–30]. In this context, the 5g technology, also known as the
Tactile Internet, which is based onmobile communication technologies, aims to integrate
industrial plants and other digital devices in industrial environments into a nationwide
internet ready network [26, 31].

3.2 Data Processing

Because of the complexity of industrial networks, the collection, processing and
analysis of the high number of heterogeneous data streams, generated by numerous
sensors, production systems and other entities requires efficient algorithms and con-
cepts [32]. In this field, scientists are increasingly relying on the use of developments in
the field of machine learning and artificial intelligence in order to be able to identify
different relationships and situations [33, 34]. This contextual sensitivity, in turn,
makes it possible to draw conclusions about the correct or incorrect execution of
actions by individual workers to initiate an adequate response.

Regarding the presentation of multimodal feedback, humans are sensory impres-
sions are subject to certain temporal limits during which time a reaction is perceived as
natural. This also represents a strong temporal limitation for the processing and pre-
sentation of relevant feedback information. For the auditory system, this limit is about
100 ms, while the visual system is limited to 10 ms and the haptic system to 1 ms
[35, 36]. While the performance of auditory and visual feedback information is already
achieved via today’s network structures, the realization of the transmission of haptic
information is still a current research subject, which is currently challenged by
researchers in the scope of the development of 5G technologies, also referred to as
Tactile or Haptic Internet [31, 36]. In general, it must be ensured that the processing
and transmission of feedback information corresponds to the temporal limits of human
information processing.

Fig. 2. Overview of the general integration for feedback devices in an industrial environment
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3.3 External Influences

Another key challenge for the integration of feedback systems in the industrial envi-
ronment concerns external influences that could affect both workers and sensory sys-
tems [37, 38]. This primarily includes changing volume and light conditions as well as
various forms of vibrations caused by machines or tools. These influences are very
likely to have a negative impact on the performance of feedback. For example, a purely
visual feedback could be disturbed by light influences such as apertures or particularly
bright ambient lights. The performance of auditory feedback such as alert tones or
spoken text could also be disturbed by a high ambient volume. Furthermore, tactile
feedback could be overlaid by vibrations generated by production systems or work
tools. External influences, however, may not only affect the provision of feedback
directly, but could also influence sensory systems in the surrounding which in turn are
highly relevant for the presentation of feedback. The application of feedback systems
therefore requires a detailed analysis of the working environment and the tools needed
to carry out the respective activity.

3.4 User Acceptance

A further user-related challenge concerns the acceptance of workers towards modern
technologies, especially with regard to interaction and feedback devices. While
younger generations are generally more familiar with the functionality and application
of modern interaction and feedback systems, there are some high dislikes on the part of
older generations regarding these kind of systems [39, 40]. Röcker [41] identified
different societal and technological as well as privacy-related concerns towards the
usage of new technologies in future work environments. Furthermore, Holzinger et al.
[42] introduced a “previous exposure to technology” factor which has general influence
on the acceptance of software applications. Another influence on the acceptance of
digital systems stems from the increasing use of methods from machine learning and
artificial intelligence (AI). Since these methods have to be regarded as black boxes, it is
nearly impossible to understand their internal behavior. This raises the general question
if we can trust results from machine learning [43] and how we can build explainable AI
systems [44].

3.5 Data Security and Workplace Privacy

Another challenge directly related with user acceptance concerns the implementation of
directives on data protection and workplace privacy in industrial environments. This
especially includes personal data from employees as well as data collected by assistive
systems, interaction and feedback devices. These systems are able to capture complex
information about the performance and location of workers and are therefore often
viewed as a potential way to monitor employees which would negatively affect their
workplace privacy [45–47]. The same also applies to the previously described sensory
systems for the localization of different entities in an industrial environment [48, 49].
However, personal data is required in this context in order to ensure the adaptiveness of
the assistance systems and thus also the individual adaptation of the presentation of
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feedback information. According to Sack and Röcker [50] knowledge about technical
processes is influenced by age and technology experience while the knowledge over
technical processes is not related with attitudes like security or privacy. Thus, the
confidence in technology and the reduction of privacy concerns has to be build up by
the designers and developers of future assistive systems and feedback devices [51].

3.6 Selection of Feedback Devices and Feedback Presentations

A further challenge which is highly related to user acceptance and workplace privacy
arises through the selection of suitable feedback systems for the application in
industrial environments. These systems can generally be categorized in portable and
stationary devices. While portable systems are able to provide a location-independent
presentation of feedback modalities, they open up a greater potential for long-term
monitoring in terms of acceptance and workplace privacy (Sect. 3.4). In contrast,
stationary feedback systems integrated in the working environment are limited to
certain areas and may therefore provide a lower sense of permanent monitoring. But,
compared to mobile systems, stationary systems are not able to provide feedback to
users outside their workspace. Furthermore, a common use of stationary feedback
systems by several people also has to be considered as critical, because provided
information is likely to be misinterpreted by another user.

Another aspect concerns the potential overlay or attenuation of sensory sensations
caused by feedback systems. For example, data gloves can provide a much more
detailed feedback in the execution of manual activities. But overlaying the skin with
one or more layers of fabric may lead to a lowering of the sensation of the haptic
receptors. Moreover, the construction of some portable systems can lead to a restriction
of freedom of movement.

In addition to the selection of applicable feedback systems, the choice of an ade-
quate presentation of feedback information is also of high importance. In this context,
Funk et al. [52] evaluated different visualization techniques to support an assembly task
for impaired workers. In general, due to the growing number of devices in the area of
interaction technologies, it will be necessary to develop new technology-specific
concepts for the presentation of feedback over visual, acoustic and tactile channels.
Furthermore, the acceptance towards a system is also dependent on its proper func-
tionality. With regard to feedback systems, the focus here is primarily on fulfilling the
temporal limitation of the human information processing of various information
channels described in Sect. 3.2.

3.7 Cognitive Workload

Another user-related challenge concerns the increasing cognitive load generated by a
huge amount of digital information passed to workers in modern industrial environ-
ments [53, 54]. To reduce the cognitive load of workers, intelligent filter routines are
necessary, which analyze the existing data streams based on different parameters such
as the experience level, the current activity, the position and the surroundings of a
worker in order to select individual relevant information. In this context, a broad
examination towards the individual perception of cognitive stress will be necessary.

254 M. Heinz and C. Röcker



Thereby, particularly HMDs are known to cause headaches and dizziness during
prolonged use [55, 56]. Potential reasons for this are likely to be found in the limited
ergonomics of these systems and the extensive presentation of additional visual
information which leads to a constant change of the visual focus between digital
information and the real world. Furthermore, it is important to evaluate how a long-
term presentation of multimodal feedback sensations through digital Feedback devices
affects the cognitive workload.

4 Opportunities for Feedback Presentation in Industrial
Environments

Despite the challenges and problems presented in Sect. 3, the integration of multimodal
feedback technologies opens up numerous opportunities to assist workers by carrying
out their activities and to improve the overall productivity and security. Furthermore,
these systems can also be used to extend and enrich interaction concepts of augmented-
reality technologies or to support even workers with certain cognitive or motoric
disabilities, blindness or deafness on daily tasks.

4.1 Assistive Systems

In the first place, the use of effective multimodal feedback methods in future industrial
environments offers the possibility to extend existing assistance systems, which aim to
adequately support workers by providing step-by-step instructions and further infor-
mation about upcoming tasks and activities as well as warnings about errors or critical
situations. In addition, the comprehensive integration of these systems into the digital
infrastructure of industrial production environments can provide a more comprehensive
feedback that exceeds the limits of the immediate environment of the workplace.

As described in Sect. 2, current assistance systems are usually limited to visual
feedback presentations to assist workers. This in turn may contribute to a reduced
usability and user experience. The presentation of feedback over multiple channels
could thereby create a more natural and trusted loop of interaction between the system
and the worker. In this context, the evaluations of various feedback modalities for the
support of an assembly operation presented by Funk et al [8] and Kosch et al [12] are
just to be seen as the beginning of an extensive evaluation process to identify adequate
feedback devices and presentations for different activities in the industrial environment.

During the last years, developments in the field of assistive systems are increasingly
relying on AR technologies. But recently developed devices such as AR tablet-PCs,
AR HMDs or in-situ projectors still suffer from limited multimodal feedback imple-
mentations. Thereby, a presentation of multimodal feedback information in an AR
scenario could create a much more natural and trustful relation between virtual and real
objects [9]. In this way, for example, gesture-based interaction could be enhanced with
tactile or auditory impressions. However, the use of such systems, in particular in the
form of HMDs, will also require an extensive evaluation of the respective activity, the
environment as well as the behavior and the cognitive burden of the user in order to
create an adequate feedback presentation.
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4.2 Inclusion of People with Disabilities

In addition to increasing the productivity and safety of healthy workers in different
fields of activity, the use of multimodal feedback systems as part of assistive systems
also offers the opportunity to especially support people with certain disabilities on
different activities. During the years, several assistive technologies have been devel-
oped and evaluated to assist people with motoric or cognitive disabilities as well as
blindness or deafness in private life as well as at the workplace [57]. Regarding the
industrial environment, developments of assistive technologies for people with dis-
abilities mainly focus on assembly operations supported via in-situ projections and
motion tracking [58]. In this context, Korn [59] evaluated the application of gamifi-
cation elements during an assembly task to support cognitively impaired people on an
assembly task. Furthermore, Kosch et al. [12] further compared visual, auditory and
tactile feedback methods to support impaired workers at an assembly task and Funk
et al. [52] also evaluated different visualization techniques to support an assembly task
for impaired workers. The results of these studies show that people with different
disabilities can benefit from the provision of additional feedback information to per-
form operations that are normally too complex with respect to their performance index.
In general, assistive systems can represent a long-term opportunity for a greater
autonomy and an increased self-esteem for people with disabilities, and also a possi-
bility for full-fledged occupational participation in the first labour market [57].

But especially the development of systems for people with disabilities requires a
comprehensive evaluation of technological, social and legal aspects. Therefore,
regarding impaired workers, feedback systems should fulfill specific guidelines and
regulations like the German Federal Ordinance on Barrier-Free Information Technology
[60] which holds detailed information about how to implement visualizations and other
feedback modalities in a barrier-free way.

5 Conclusion

In this paper, we examined major challenges and opportunities for the presentation of
multimodal feedback in todays and future industrial environments. We have shown that
the emerging challenges are of a highly interdisciplinary nature, addressing fields like
human-machine interaction, industrial communication, machine learning, artificial
intelligence, sensor technologies, workplace privacy, data security and occupational
science (Sect. 3). But the key challenges such as the choice of feedback devices and
feedback presentations, the technology acceptance of workers or the privacy at the
workplace can primarily be seen as highly user-related.

As mentioned in Sect. 1, in the upcoming years the role of workers in the industrial
environment will shift from assembly activities to controlling and logistical tasks as
well as maintenance operations. Since these tasks mainly represent mobile activities,
mobile assistance systems and feedback systems will be increasingly needed to support
workers in changing environments and at different production facilities. This, in turn,
requires a distinct way to capture changing working environments in mobile scenarios.
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However, prior to the development of these assistive systems, it is essential to carry
out a detailed analysis of the environment and the respective activity as well as of the
devices involved in order to be able to perform a selection of the appropriate feedback
modalities and devices. As discussed in Sect. 4.2, an additional aspect also emerges
through the development of systems for people with disabilities. In this context,
additional analyses for the determination of individual needs will be required to provide
adequate support for workers with different disabilities.

Technical aspects, on the other hand, are focused on the integration of feedback
technologies into the digital infrastructure of today’s and future industrial environ-
ments. Current research thereby offers several solutions for an extensive integration of
feedback systems (Sect. 3.1). While the 5G technology offers an interconnection
between a high number of digital devices in a nationwide network, also a basic
combination of wired and wireless networks with the required low latency and high
bandwidth would be possible.

In addition to the various challenges, the possibilities for the integration of feedback
systems presented in Sect. 4 prove to be highly relevant. The development and
extension of assistance systems through various feedback modalities can contribute to
higher productivity and higher safety of workers in future industrial environments.
Especially, in the context of augmented reality devices as well as for the support of
workers with certain disabilities, multimodal feedback could be highly beneficial.

Taking into account the potentially prevailing environmental influences in indus-
trial environments such as changing lights and noise as well as vibrations generated by
machines or work tools, effective combinations of different feedback modalities for
certain working environments and fields of activity are required (Sect. 3.3). But, since
the user-centered provision of auditory feedback in certain areas would only be feasible
with headphones or target-oriented loudspeakers, which could potentially cause
excessive attenuation of ambient noise or a limitation of privacy [8], developers may
prefer combinations of visual and tactile feedback systems. In some cases, however, it
may be necessary to further supplement the used portable feedback systems by using
stationary interface-specific feedback systems in order to improve the overall usability
and user experience.

In general, especially due to the rapid development of new interaction systems, we
see high needs for research activities regarding the selection of appropriate feedback
systems and the associated presentation methods to extend assistive systems for
industrial environments.

6 Outlook

Regarding the integration of multimodal feedback systems, our future research will
primarily be focused on questions concerning the selection of suitable devices and
presentation techniques for the support of stationary and mobile activities in different
occupational fields in industrial environments. This also includes the evaluation of
various commercial and in-house development systems within the framework of
comprehensive user studies and surveys on the effectiveness, acceptance and usability
of various device combinations. Due to the changing role of workers in the industrial
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environment, our research will be oriented towards the development of systems for
mobile scenarios based on augmented reality technologies. In close cooperation with
research colleagues from the fields of industrial communication technology, machine
learning and artificial intelligence as well as the field of occupational sciences, we want
to discuss necessary aspects of the requirements regarding the network infrastructure,
the data processing and the usability and user experience for integrating feedback
systems into industrial environments in order to examine potential solutions.
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Abstract. The use of group equivariant operators is becoming more
and more important in machine learning and topological data analysis.
In this paper we introduce a new method to build G-equivariant non-
expansive operators from a set Φ of bounded and continuous functions
ϕ : X → R to Φ itself, where X is a topological space and G is a subgroup
of the group of all self-homeomorphisms of X.
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1 Introduction

In the last years the problem of data analysis has assumed a more and more
relevant role in science, and many researchers have started to become interested
in it from several different points of view. Some geometrical techniques have
given their contribute to this topic, and persistent homology has proven itself
quite efficient both for qualitative and topological comparison of data [5]. In
particular, topological data analysis (TDA) has revealed important in managing
the huge amount of data that surrounds us in the most varied contexts [3].
The use of TDA is based on the fact that in several practical situations the
measurements of interest can be expressed by continuous R

m-valued functions
defined on a topological space, as happens for the weight of a physical body or
a biomedical image [2]. However, for the sake of simplicity, in this work we will
focus on real-valued functions. The continuity of the considered functions enables
us to apply persistent homology, a theory that studies the birth and the death
of k-dimensional holes when we move along the filtration defined by the sublevel
sets of a continuous function from a topological space X to the real numbers.
Interestingly, this procedure is invariant with respect to all homeomorphisms
of X, that is if g ∈ Homeo(X), then ϕ and ϕ ◦ g induce on X two filtrations
which have exactly the same topological properties under the point of view of
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persistent homology. For further and more detailed information about persistent
homology, we refer the reader to [6].

The importance of group equivariance in machine learning is well-known
(cf., e.g., [1,4,10,11]). The study of group equivariant non-expansive operators
(GENEOs) proposed in this work could be a first step in the path to establishing
a link between persistence theory and machine learning. The ground idea is that
the observer influences in a direct way the act of measurement, and that our
analysis should be mainly focused on a good approximation of the observer
rather than on a precise description of the data [7]. GENEOs reflect the way the
information is processed by the observer, and hence they enclose the invariance
the observer is interested in. In some sense, we could say that an observer can
be seen as a collection of group equivariant non-expansive operators acting on
suitable spaces of data. The choice of the invariance group G is a key point in
this model. For example, in character recognition the invariance group should
not contain reflections with respect to a vertical axis, since the symbols ‘p’ and
‘q’ should not be considered equal to each other, while this fact does not hold
for the comparison of medieval rose windows.

The use of invariance groups leads us to rely on the concept of natural
pseudo-distance. Let us consider a set Φ of continuous R-valued functions defined
on a topological space X and a subgroup G of the group Homeo(X) of all self-
homeomorphisms of X. We assume that the group G acts on Φ by composition
on the right. Now we can define the natural pseudo-distance dG on Φ by setting
dG(ϕ1, ϕ2) = infg∈G ‖ϕ1−ϕ2◦g‖∞, where ‖·‖∞ denotes the sup-norm. Although
the natural pseudo-distance reflects our intent to find the best correspondence
between two functions of Φ, unfortunately it leads to some practical limitations
since it is difficult to compute, even when the group G has good properties.

However, the theory of group equivariant non-expansive operators makes
available a method for the approximation of the natural pseudo-distance
(cf. Theorem 1 in this paper). Moreover, in [8,9] it has been proven that under
suitable hypotheses the space F(Φ,G) of all GENEOs benefits from good com-
putational properties, such as compactness and convexity. In order to proceed in
the research about this space of operators, we devote this paper to introducing a
new method to construct GENEOs by means of particular subsets of Homeo(X),
called permutants. We underline that in our method we can treat the group of
invariance as a variable. This is important because the change of the observer
generally corresponds to a change of the invariance we want to analyze.

Our work is organized as follows. In Sect. 2 we start explaining the mathe-
matical setting where our research will take place. In Sect. 3 we introduce our
new method for the construction of group equivariant non-expansive operators.
In particular, we show how specific subsets of Homeo(X) called permutants can
help us in this procedure. In Sect. 4 we illustrate our method by giving two
examples. Finally, in Sect. 5 we explore the limits of our approach by proving a
result about permutants.
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2 Our Mathematical Model

In this section we recall the mathematical model illustrated in [8]. Let us consider
a (non-empty) topological space X, and the topological space C0

b (X,R) of the
continuous bounded functions from X to R, endowed with the topology induced
by the sup-norm ‖ · ‖∞. Let Φ be a topological subspace of C0

b (X,R), whose
elements represent our data. The functions in Φ will be called admissible filtering
functions on the space X. We are interested in analyzing Φ by applying the
invariance with respect to a subgroup G of the group Homeo(X) of all self-
homeomorphisms of X. The group G is used to act on Φ by composition on the
right, i.e. we assume that for every ϕ ∈ Φ and every g ∈ G the map ϕ ◦ g is still
in Φ. In other words, we consider the functions ϕ,ϕ ◦ g ∈ Φ equivalent to each
other for every g ∈ G.

A pseudo-metric that can be used to compare functions in this mathematical
setting is the natural pseudo-distance dG.

Definition 1. We set dG(ϕ1, ϕ2) := infg∈G maxx∈X |ϕ1(x) − ϕ2(g(x))| for
every ϕ1, ϕ2 ∈ Φ. The function dG is called the natural pseudo-distance
associated with the group G acting on Φ.

The previous pseudo-metric can be seen as the ground truth for the compar-
ison of functions in Φ with respect to the action of the group G. Unfortunately,
dG is usually difficult to compute. However, a method to study the natural
pseudo-distance via G-equivariant non-expansive operators is available.

Definition 2. A G-equivariant non-expansive operator (GENEO) for the pair
(Φ,G) is a function

F : Φ −→ Φ

that satisfies the following properties:

1. F (ϕ ◦ g) = F (ϕ) ◦ g, ∀ ϕ ∈ Φ, ∀ g ∈ G;
2. ‖F (ϕ1) − F (ϕ2)‖∞ � ‖ϕ1 − ϕ2‖∞, ∀ ϕ1, ϕ2 ∈ Φ.

The first property represents our request of equivariance with respect to the
action of G, while the second one highlights the non-expansivity of the operator,
since we require a control on the norm. We define F(Φ,G) to be the set of all
G-equivariant non-expansive operators for (Φ,G). Obviously F(Φ,G) is not
empty because it contains at least the identity operator.

Remark 1. The non-expansivity property implies that the operators in F(Φ,G)
are 1-Lipschitz and hence continuous. We highlight that GENEOs are not
required to be linear, even though all the GENEOs exposed in this paper have
this property.

The following key property holds, provided that X has nontrivial homology
in degree k and Φ contains all the constant functions c from X to R such that
there exists ϕ ∈ Φ with c � ||ϕ||∞ [8].
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Theorem 1. If F is the set of all G-equivariant non-expansive operators for
the pair (Φ,G), then dG(ϕ1, ϕ2) = supF∈F dmatch(rk(F (ϕ1)), rk(F (ϕ2))), where
rk(ϕ) denotes the k-th persistent Betti number function with respect to the
function ϕ : X → R and dmatch is the classical matching distance.

Theorem 1 represents a strong link between persistent homology and the
natural pseudo-distance via GENEOs. It establishes a method to compute dG

by means of G-equivariant non-expansive operators. As a consequence, the con-
struction of GENEOs is an important step in the computation of the natural
pseudo-distance. This fact justifies the interest for the result proven in Sect. 3.

3 A Method to Build GENEOs by Means of Permutants

In this section we introduce a new method for the construction of GENEOs,
exploiting the concept of permutant. Let G be a subgroup of Homeo(X). We
consider the conjugation map

αg : Homeo(X) → Homeo(X)

f �→ g ◦ f ◦ g−1

where g is an element of G.

Definition 3. A non-empty finite subset H of Homeo(X) is said to be a per-
mutant for G if αg(H) ⊆ H for every g ∈ G.

Remark 2. The condition αg(H) ⊆ H, the finiteness of H and the injectivity of
αg imply that αg is a permutation of the set H for every g ∈ G. Moreover, it
is important to note that H is required neither to be a subset of the invariance
group G, nor a subgroup of Homeo(X).

Remark 3. If H and K are two permutants for G, then also the union H ∪ K
and the intersection H ∩K are two permutants for G (provided that H ∩K �= ∅).

If H = {h1, . . . , hn} is a permutant for G and ā ∈ R with n|ā| � 1, we can
consider the operator Fā,H : C0

b (X,R) −→ C0
b (X,R) defined by setting

Fā,H(ϕ) := ā

n∑

i=1

(ϕ ◦ hi).

The following statement holds.

Proposition 1. If Fā,H(Φ) ⊆ Φ then Fā,H is a GENEO for (Φ,G).

Proof. First of all we prove that Fā,H is G-equivariant. Let α̃g : {1, . . . , n} →
{1, . . . , n} be an index permutation such that α̃g(i) is the index of the image of
hi through the conjugacy action of g, i.e.

αg(hi) = g ◦ hi ◦ g−1 = hα̃g(i), ∀ i ∈ {1, . . . , n}.
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We obtain that
g ◦ hi = hα̃g(i) ◦ g.

Exploiting this relation we obtain that

Fā,H(ϕ ◦ g) =ā(ϕ ◦ g ◦ h1 + · · · + ϕ ◦ g ◦ hn)
=ā(ϕ ◦ hα̃g(1) ◦ g + · · · + ϕ ◦ hα̃g(n) ◦ g)

=ā(ϕ ◦ hα̃g(1) + · · · + ϕ ◦ hα̃g(n)) ◦ g.

Since
{
hα̃g(1), . . . , hα̃g(n)

}
= {h1, . . . , hn}, we get

Fā,H(ϕ ◦ g) = Fā,H(ϕ) ◦ g, ∀ ϕ ∈ Φ, ∀ g ∈ G.

It remains to show that Fā,H is non-expansive:

‖Fā,H(ϕ1) − Fā,H(ϕ2)‖∞ =

∥∥∥∥∥ā

n∑

i=1

(ϕ1 ◦ hi) − ā

n∑

i=1

(ϕ2 ◦ hi)

∥∥∥∥∥
∞

= |ā|
∥∥∥∥∥

n∑

i=1

(ϕ1 ◦ hi − ϕ2 ◦ hi)

∥∥∥∥∥
∞

� |ā|
n∑

i=1

‖ϕ1 ◦ hi − ϕ2 ◦ hi‖∞

= |ā|
n∑

i=1

‖ϕ1 − ϕ2‖∞

= n|ā|‖ϕ1 − ϕ2‖∞
� ‖ϕ1 − ϕ2‖∞

for every ϕ1, ϕ2 ∈ Φ.

Remark 4. Obviously H = {id} ⊆ Homeo(X) is a permutant for every subgroup
G of Homeo(X), but the use of Proposition 1 for this trivial permutant leads to
the trivial operator given by a multiple of the identity operator on Φ.

Remark 5. If the group G is Abelian, every finite subset of G is a permutant for
G, since the conjugacy action is just the identity. Hence in this setting, for any
chosen finite subset H = {g1, . . . , gn} of G and any real number ā, such that
n|ā| � 1, Fā,H(ϕ) = ā(ϕ ◦ g1 + · · · + ϕ ◦ gn) is a G-equivariant non-expansive
operator for (Φ,G), provided that Fā,H preserves Φ.

Remark 6. The operator Fā,H : Φ → Φ introduced in Proposition 1 is lin-
ear, provided that Φ is linearly closed. Indeed, assume that a permutant
H = {h1, . . . , hn} for G and a real number ā such that n|ā| � 1 are given.
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Let us consider the associated operator Fā,H(ϕ) = ā
∑n

i=1(ϕ ◦ hi), and assume
that Fā,H(Φ) ⊆ Φ. If λ1, λ2 ∈ R and ϕ1, ϕ2 ∈ Φ, we have

Fā,H(λ1ϕ1 + λ2ϕ2) =ā
n∑

i=1

((λ1ϕ1 + λ2ϕ2) ◦ hi)

=ā

n∑

i=1

(λ1(ϕ1 ◦ hi) + λ2(ϕ2 ◦ hi))

=ā
n∑

i=1

λ1(ϕ1 ◦ hi) + ā
n∑

i=1

λ2(ϕ2 ◦ hi)

=λ1

[
ā

n∑

i=1

(ϕ1 ◦ hi)

]
+ λ2

[
ā

n∑

i=1

(ϕ2 ◦ hi)

]

=λ1Fā,H(ϕ1) + λ2Fā,H(ϕ2).

4 Examples

In this section we give two examples illustrating our method to build GENEOs.

Example 1. Let X = R and Φ ⊆ C0
b (X,R). We consider the group G of all

isometries of the real line, i.e. homeomorphisms of R of the form

g(x) = ax + b, a, b ∈ R, a = ±1.

We also consider a translation h(x) = x + t and its inverse transformation
h−1(x) = x − t, for some nonzero t ∈ R. If g preserves the orientation, i.e.
a = 1, the conjugation by g acts on H := {h, h−1} as the identity, while for
a = −1 this conjugation exchanges the elements of H. We can conclude that
H is a permutant for G. Therefore, Proposition 1 guarantees that the operator

F 1
2 ,H(ϕ) =

1
2
(ϕ◦h+ϕ◦h−1) is a GENEO for (Φ,G), provided that F 1

2 ,H(Φ) ⊆ Φ.
We observe that the permutant used in this example is a subset but not a sub-
group of Homeo(X).

Example 2. Let X = {(x, y) ∈ R
2 : x2 + y2 = 1} and assume that Φ is the set of

1-Lipschitzian functions from X to [0, 1]. Let G and H be the group generated
by reflection with respect to the line x = 0 and the group generated by the rota-
tion ρ of π/2 around the point (0, 0), respectively. It is easy to check that H =
{id, ρ, ρ2, ρ3} is a permutant for G and F 1

4 ,H(Φ) ⊆ Φ. Therefore, Proposition 1

guarantees that the operator F 1
4 ,H(ϕ) =

1
4

(
ϕ + ϕ ◦ ρ + ϕ ◦ ρ2 + ϕ ◦ ρ3

)
is a

GENEO for (Φ,G). We observe that the permutant used in this example is
a subgroup of Homeo(X) but not a subgroup of G.
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5 A Result Concerning Permutants

When H contains only the identical homeomorphism, the operator Fā,H is trivial,
since it is the multiple by the constant ā of the identical operator. This section
highlights that in some cases this situation cannot be avoided, since non-trivial
permutants for G are not available. In order to illustrate this problem, we need
to introduce the concept of versatile group.

Definition 4. Let G be a group that acts on a set X. We say that G is versatile
if for every triple (x, y, z) ∈ X3, with x �= z, and for every finite subset S of X,
at least one element g ∈ G exists such that (1) g(x) = y and (2) g(z) /∈ S.

Proposition 2. Let X be a topological space and assume that H = {h1, . . . , hn}
is a permutant for a subgroup G of Homeo(X). If G is versatile, then H = {id}.
Proof. It is sufficient to prove that if H contains an element h �= id, then G is
not versatile. We can assume that h ≡ h1. Since h1 is different from the identity,
a point x̄ ∈ X exists such that h1(x̄) �= x̄. Let us consider the triple (h1(x̄), x̄, x̄)
and the set S = {h−1

1 (x̄), . . . , h−1
n (x̄)}. Suppose that g ∈ G satisfies Property

(1) with respect to the previous triple, that is g(h1(x̄)) = x̄. Since the conjugacy
action of g on H is a permutation, we can find an element h2 ∈ H such that
h2 = g ◦h1 ◦g−1, so that h2(g(x̄)) = g(h1(x̄)) = x̄ and hence g(x̄) = h−1

2 (x̄) ∈ S.
Therefore, g does not satisfy Property (2), for z = x̄. Hence we can conclude
that no g ∈ G exists verifying both Properties (1) and (2), i.e. G is not versatile.

Remark 7. Definition 4 immediately implies that if G,G′ are two subgroups of
Homeo(X), G ⊆ G′ and G is versatile, then also the group G′ is versatile. For
example, it is easy to prove that the group G of the isometries of the real plane is
versatile. It follows that every group G′ of self-homeomorphisms of R2 containing
the isometries of the real plane is versatile. As a consequence of Proposition 2,
every permutant for G′ is trivial.

6 Conclusions

In this paper we have illustrated a new method for the construction of group
equivariant non-expansive operators by means of permutants, exploiting the alge-
braic properties of the invariance group. The procedure enables us to manage in
a quite simple way Abelian groups, but our examples show that we can find per-
mutants, and hence GENEOs, even in a non-commutative setting. The main goal
of our study is to expand our knowledge about the topological space F(Φ,G),
possibly reaching a good approximation of this space and, consequently, a good
approximation of the pseudo-natural distance dG by means of Theorem 1. The
more operators we know, the more information we get about the structure of
F(Φ,G), and this fact justifies the search for new methods to build GENEOs.
Many questions remain open. In particular, a deeper study of the concept of per-
mutant seems necessary, establishing conditions for the existence of non-trivial



272 F. Camporesi et al.

permutants and introducing constructive methods to build them. Furthermore,
an extension of our approach to operators from a pair (Φ,G) to a different pair
(Ψ,H) seems worth of further investigation. Finally, we should check if the idea
described in this paper about getting GENEOs by a finite average based on
the use of permutants could be generalized to “infinite averages” (and hence
integrals) based on “infinite permutants”.
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INdAM (Italy).
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Abstract. We discuss the possibility of applying stochastic approaches to core
modeling by using tools of topology. The study demonstrates the prospects of
applying topological characteristics for the description of the core and the search
for its analogs. Moreover application of topological characteristics (for example,
in conjunction with machine learning methods) in the long term will make it
possible to obtain petrophysical properties of the core samples without carrying
out expensive and long-term filtration experiments.

Keywords: Topological characteristics � Betti numbers � Digital core
Geological modeling

Nowadays the process of oil fields exploitation needs a continuous information support.
This is especially necessary in the context of the emphasis shift in the development,
planning and monitoring of oil and gas fields on very highly dissected and low-
permeability reservoirs.

More accurate estimation of economic efficiency and optimal placement of pro-
duction wells are possible if we have geological picture of the oil field. This means that
mathematical measure of the geological modeling of such objects is needed.

These estimation processes include a geological and hydrodynamic modeling.
Adjustment of models includes:

• static well data – logging curves, core analysis, drilling data etc.;
• dynamic data – well flow, bottomhole pressure etc.

In practice, the adjustment of models occurs iteratively – by the numerical simu-
lation of series of direct resource-intensive tasks. The speed of such adjustment
depends on geological model quality. To measure quality of such model, a mathe-
matical method is needed to describe its “heterogeneity” and “internal complexity”. It
is necessary to find a proper cell size, variogram radius, experimental data correlation
etc.
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Similar problems also exist in the digital modeling of core samples – rock samples
extracted from the well. In modern practice, there are some tools for measuring of the
heterogeneity of such models [1]:

• construction of dissect’s maps;
• spectral modeling of logging curves.

However, these methods do not provide numerical characteristics (metric, measure)
of a constructed 3-D model. In [2, 3] it was proposed to consider topological char-
acteristics of these models. Here we use this approach to study digital models of
geological core sample. The topological characteristics of core samples are compared
with the topological characteristics of geological models.

1 Topological Characteristics of Three-Dimensional Digital
Solid Body Models

Topological characteristics of three-dimensional digital solid body models in the study
are defined with the same mathematical apparatus as in [3]. These models represent
ordered sets of elementary cubes – cubic complexes. The solid bodies are not topo-
logically equivalent if their Betti numbers b0, b1 and b2 are different. The meanings of
these topological characteristics are follows:

• b0 is the number of connected components;
• b1 is the number of handles;
• b2 is the number of holes (cavities).

In this paper, two elementary cubes are considered to belong to the same linear
component only in case of intersecting each other by a joint face. Intersecting by a joint
vertex or edge does not make them belong to the same linear component.

If we start from a solid cube, remove k holes from its interior and attach l handles to
the cube we obtain the body X for which b0 = 1, b1 = l, b2 = k.

Calculation of the Betti numbers for these cubic complexes was implemented via
the numerical algorithm from [3].

2 Digital Core Model Analysis

2.1 Digital Core Model Description

The digital core model is a model obtained as a result of computer tomography.
Method is based on computer-processed combinations of many X-ray measure-

ments taken from various angles to produce cross-sectional images of a scanned object,
allowing to see inside the object without destruction [4]. Today, computed tomography
is an evolving method for studying the petrographic properties of rocks. The X-ray
tomography method allows to solve a huge number of geological problems, such as
modeling cavities (fracture, caverns, pores), calculating the porosity, studying rock
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heterogeneity, analysis of reservoir properties, measurement as core’s volumes as all its
voids and solids.

X-ray tomography has been used in oil industry since 80-s years [5]. The first
studies has been conducted in Australia, USA, and Great Britain [6].

The result of the X-ray tomography of a core sample is a set of grayscale snapshots
representing corresponding virtual sections [7]. Each snapshot point shows its radio-
density. A combination of these grayscale snapshots is used then to generate 3-
dimensional radiodensity distribution of the sample in the volume [8].

2.2 Digital Core Model Creation Process

A core sample with a diameter of 46 mm and 7.8 mm high was used in the study.
Tomography snapshots are taken with 0.025 mm interval for inline and crossline

sections and with 0.004 mm interval for vertical sections.
After the tomography scan, the result was stored in the SEG-Y format, commonly

used to encode the results of seismic studies. This format is convenient for further
analysis, because it permits to import the results in the form of voxels: a three-
dimensional array, where each element corresponds to the value of the radiodensity
(see Hounsfield scale [9]).

The value of radiodensity was taken in conventional units of radiodensity - certain
number given by the device for computed tomography.

The core sample was imported into the Petrel (Schlumberger’s oil engineering
software package) (see Fig. 1). SEG-Y format is also useful to show virtual cross-
sections of a digital via Petrel (see Fig. 2).

2.3 Digital Core Model Processing

Three 3D cube-samples with the size of 100 � 100 � 100 voxels are cut from the core
model (Fig. 2). The principle of “indicator formalism” is applied to the radiodensity
values contained in voxels of cut cubes [10]. The range of voxel values is linearly mapped

Fig. 1. Terrigenous core sample – 3D view of the sample (vertical axe is scaled).
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to the segment [0, 1], so that the smallest of the radiodensity values is mapped to 0, the
largest value is set to 1. These values are hereinafter referred to as “normalized
radiodensity”.

These cube-samples are transformed to a.grdecl format to evaluate their topological
characteristics and to a.vtk format to visualize them using the Paraview software.

To calculate the model’s topological characteristics, it is necessary to classify
voxels - to divide them according to the “skeleton of the rock” - “void”. Voxels,
marked as “skeleton of the rock”, are then considered equivalent to elementary cubes
from item 1.

The built-in material classifier of the tomography apparatus is not used in the study.
For our purpose, we used an excursion parameter a, the value of which varies from 0 to
1 [3] (Fig. 3).

Fig. 2. Terrigenous core sample inline cross-section (vertical axe is scaled).

Fig. 3. Voxel cubes cut from the digital core model to calculating topological invariants
(clockwise - 1st, 2nd and 3rd cube).

276 R. R. Gilmanov et al.



The application of the excursion parameter a to the voxel model generates a cubic
complex, where an elementary cube is a voxel whose normalized radiodensity value is
greater than a (Fig. 4).

Histograms of the normalized radiodensity distribution for core samples show that
the number of voxels with values greater than 0.6 for all samples is smaller than other
values. It was expected that the topological characteristics obtained with these values of
the excursion parameter will be negligibly small (Fig. 5).

Fig. 4. An example of a core model separation of the “rock skeleton” - “void” for the first voxel
cube cut from the digital core model (clockwise, the excursion parameter is 0, 0.2, 0.3, 0.4).

Fig. 5. Histograms of the normalized radiodensity distribution for core samples (clockwise - 1st,
2nd and 3rd cube).
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That is because if the excursion parameter is greater than 0.6, voxels marked as
“rock skeleton” belong to local consolidations with the highest density values (Fig. 6).

Also these histograms show the difference between second cube dispersion:

D2nd cube ¼ 2:86 � 10�3 ð1Þ

and first, and third cube dispersion:

D1st cube ¼ D3rd cube ¼ 2:15 � 10�3 ð2Þ

2.4 Topological Characteristics of Digital Core Models Evaluation

Topological characteristics of three-dimensional digital core models in the paper are
evaluated similarly to topological characteristics of digital geological models in [3]. As
expected from histograms (Fig. 5), the topological characteristics barely change if the
excursion parameter is greater than 0.6. That is because the topological characteristics
are close to constant while the excursion parameter is increasing (Fig. 7).

The calculated Betti numbers allow to consider digital core models as realizations
of random fields – the same way as stochastic digital geological models [3]. It is shown
on a 3-D plot of topological characteristics which axes are b0, b1, and b2, and the
parameter is the excursion (Fig. 8). Shape of the obtained “curves” for the first and the
third cube is similar to a “curve”, obtained for the Gaussian variogram realization of a
geological random field (Fig. 9).

Fig. 6. Local consolidations inside the digital core sample.
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Analogously for the second cube - shape of the obtained “curve” is similar to a
“curve”, obtained for the exponential variogram realization of a geological random
field (Fig. 9).

In both cases variogram radiuses are little in comparison of linear size of a model:
variogram radius does not exceed 2% of linear size of a model. It shows a high
compartmentalization of these models.

The differences obtained in these “curves” shape indicate an internal core hetero-
geneity. This difference in the inner complexity of the second cube from the first and
third can be caused by an acid treatment carried out on this core sample.

Fig. 7. Relationship between the Betti numbers and the excursion parameter (clockwise - 1st,
2nd and 3rd cube).
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Fig. 9. Realization of a geological random field with a Gaussian (left) and exponential (right)
variograms.

Fig. 8. Topological characteristics in the Betti number axes (clockwise – digital geological
model with a Gaussian variogram, digital geological model with an exponential variogram,
digital core).
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3 Conclusion

Analysis of topological characteristics of digital core models allows to:

• find regions of internal core heterogeneity;
• consider digital core models as realizations of digital geological stochastic models.

That is how a developed geostatistics methodology can be used in digital core
analysis.

The inner complexity and the Betti numbers dependencies for digital core models
are going to be researched with a larger amount of cut cubes. The assessment by a
specialist is required in terms of their inner structure - porosity, the presence of cracks
and caverns.
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Abstract. This is the report of a preliminary study, in which a new
coding of persistence diagrams and two relevance feedback methods,
designed for use with persistent homology, are combined. The coding
consists in substituting persistence diagrams with complex polynomials;
these are “shortened”, in the sense that only the first few coefficients are
used. The relevance feedback methods play on the user’s feedback for
changing the impact of the different filtering functions in determining
the output.

Keywords: Persistence diagram · Elementary symmetric function
Projected gradient

1 Introduction

The interaction between a medical doctor and a smart machine must respect
at least two requirements: Fast action and good integration with the human
operator. As far as mere morphology is concerned, deep learning has already
reached performances comparable with the ones of a dermatologist [6]. In real
practice, the number of (hidden or evident, formal or intuitive) parameters in a
diagnostic task is so high, that a good synthesis in short times is, at least for the
moment, the field of a human expert; the machine can anyway offer a reliable,
stable, powerful assistance. It is necessary that the medical doctor understands
what’s going on in his/her interaction with the machine: This is a primary issue
in the design of “explainable” AI systems [15]. A way out of the “black box”
frustration is to accept a feedback from the user, so that the system adapts more
and more to his/her viewpoint.
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This is the case of a system currently developed by Ca-Mi srl, an Italian
company producing biomedical devices, in collaboration with the Universities
of Bologna and Parma and with the Romagna Institute for Study and Cure of
Tumors (IRST). The machine acquires the image of a dermatological lesion and
retrieves a set of most similar images out of a database with sure diagnoses.
The similarity is assessed by a relatively recent geometric-topological technique:
Persistent homology. This tool is very effective above all on data of natural
origin [8], but the main tool for classification and (dis)similarity assessment—the
bottleneck distance between persistence diagrams—is computationally heavy.
We are then experimenting a different coding of the same information contained
in a persistence diagram, through a complex polynomial; the coding is then
“shortened” in that we just use the first few coefficients, so that comparison and
search becomes much faster; it appears that these first coefficients contain most
of the relevant information.

While the first experiments are very promising [10], there is still a wide gap
between what the system and the doctor see as “similar”. Therefore it is an
active area of research, to study a relevance feedback method for drawing the
machine’s formalization of similarity near the doctor’s skilled view.

In this paper we present a preliminary study on a small public database
(PH2) of nevi and melanomas; our goal is to combine two relevance feedback
methods expressly designed for persistent homology, with a new coding of one
of its main tools, persistence diagrams.

Content Based Image retrieval (CBIR) is a ripe and challenging research area
[11]. Apart from annotation-based systems, much of the success of CBIR is tied
with the use of histograms (of colours, directions, etc.). Topological descriptors
have entered the game but are not yet fully employed [19]. On the other hand,
we are aware of the incredible flourishing of Deep Learning in the areas of image
understanding and of medical diagnosis; our interest in the techniques proposed
here depends on the needs to work with a rather limited database, and to be
able to control step-by-step how the system adapts to the user. Still we plan, as
a future step, to combine persistent homology with Deep Learning—as several
researchers already do—by feeding a neural net with persistence diagrams. There
are at least two reasons for wishing such a development: The importance of the
user’s viewpoint (or taste, or goal) formalized by the choice of filtering functions;
and the fact that whatever the kind of input, persistence diagrams have always
the same structure, so that a learning network trained on persistence diagrams
becomes immediately a much more versatile tool. A step in this direction has
already been done [14].

2 Persistent Homology

Persistent homology is a branch of computational topology, of remarkable success
in shape analysis and pattern recognition. Its key idea is to analyze data through
filtering functions, i.e. continuous functions f defined on a suitable topological
space X with values e.g. in R (but sometimes in R

n or in a circle). Given a pair
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(X, f), with f : X → R continuous, for each u ∈ R the sublevel set Xu is the set
of elements of X whose value through f is less than or equal to u.

For each Xu one can compute the homology modules Hr(Xu), vector spaces
which summarize the presence of “voids” of dimension r, with r ∈ N (connected
components in the case r = 0) and their relations. As there exist various homol-
ogy theories, some additional hypotheses might be requested on f depending on
the choice of the homology.

Of course, if u < v then Xu ⊆ Xv. There corresponds a linear map ιr(u,v) :
Hr(Xu) → Hr(Xv). On Δ+ = {(u, v) ∈ R

2 |u < v} we can then define the
r-Persistent Betti Number (r-PBN) function

βr
(X,f) : Δ+ → Z

(u, v) �→ dim Im(ιr(u,v))

All information carried by r-PBN’s is condensed in some points (dubbed proper
cornerpoints) and some half-lines (cornerlines); cornerlines are actually thought
of as cornerpoints at infinity. Cornerpoints (proper and at infinity) build what
is called the persistence diagram relative to dimension r. Figure 1 shows a letter
“M” as space X, ordinate as function f on the left, its 0-PBN function at the
center and the corresponding persistence diagram on the right.

Fig. 1. Letter M, its 0-PBM function and the corresponding persistence diagram, rel-
ative to filtering function ordinate.

Remark 1. The theory also contemplates a multiplicity for cornerpoints (proper
and at infinity); multiplicity higher than one is generally due to symmetries.
We don’t care about it in the present research, since all cornerpoints in our
experiments have multiplicity one, as usual in diagrams coming from natural
images.

Classification and retrieval of persistence diagrams (and consequently of the
object they represent) is usually performed by the following distance, where
persistence diagrams are completed by all points on the “diagonal” Δ = {(u, v) ∈
R |u = v}.



Shortened persistent homology for a biomedical retrieval system 285

Definition 1. Bottleneck (or matching) distance.
Let Dk and D′

k be two persistence diagrams with a finite number of cornerpoints,
the bottleneck distance dB(Dk,D′

k) is defined as

dB(Dk,D′
k) = min

σ
max
P∈Dk

d̂(P, σ(P ))

where σ varies among all the bijections between Dk and D′
k and

d̂((u, v), (u′, v′)) = min
{

max {|u − u′|, |v − v′|} ,max
{

v − u

2
,
v′ − u′

2

}}

given (u, v) ∈ Dk and (u′, v′) ∈ D′
k.

For homology theory one can consult any text on algebraic topology, e.g.
[13]. For persistent homology, two good references are [4,5].

3 Symmetric Functions of Warped Persistence Diagrams

There are two main difficulties in comparing persistence diagrams. One is the
fact that the diagonal Δ has a special role: For a persistence diagram, the diag-
onal Δ is a sort of “blown up” point, in the sense that points close to it are
seen as close to each other by the bottleneck distance; moreover cornerpoints
close to Δ generally represent noise, and it would be desirable to diminish their
contribution. A second difficulty consists in the coding of a set of points in the
plane, in a form suited for comparison and processing: E.g. an intuitive coding
like making a 2M vector out of a set of M points is highly unstable and is not the
solution to the problem of avoiding the permutations required by the bottleneck
distance; a distance computed component by component might be very far from
the optimal one. In [1]—which also contains a comparison with the bottleneck
distance— we have tried to overcome both difficulties.

Following [3,9], we have faced the first problem by two different transforma-
tions T (designed by Barbara Di Fabio) and R which “warp” the plane, so that
all Δ is sent to (0, 0), seen here as the complex number zero (Fig. 2):

T : Δ̄+ → C, T (u, v) = v−u
2 (cos(α) − sin(α) + i(cos(α) + sin(α)))

where α =
√

u2 + v2.

R : Δ̄+ → C, R(u, v) = v−u√
2

(cos(θ) + i sin(θ))

where θ = π(u + v).

The main ideas behind T and R are: For the reasons mentioned at the begin-
ning of this section, cornerpoints close to Δ ought to be considered close to each
other. Therefore T and R (and other maps under study) take Δ to zero. Moreover
they wrap the strip adjacent to Δ around zero itself, so that the contributions
of noise cornerpoints should balance away in Viète’s symmetric functions. We
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Fig. 2. The action of transformations T (left) and R (right) on some segments (above).

Fig. 3. A persistence diagram (above) and its images through T (left) and R.
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are still looking for the best wrapping function. Both T and R are continuous
maps. See Fig. 3 for a persistent diagram and its two images through T and R.

As for the second problem, following an idea of Claudia Landi [3,9] we decided
to encode each (transformed) persistence diagram D as the polynomial having
the complex numbers, images of the cornerpoints, as roots. We can then design
distances built on the pairs of coefficients of equal position in the polynomials
representing two diagrams, avoiding a combinatorial explosion. Actually, for a
given diagram we form the vector having as components the elementary symmet-
ric functions of the transformed cornerpoints (which, through Viète’s formulas,
equal the coefficients of the polynomial up to the sign) [16, Sect. IV.8]. So, the
first component of the vector is the sum of all those numbers, the second one is
the sum of all pairwise products, and so on. In order to take also cornerpoints
at infinity into account, we have performed the following substitution. Given a
cornerpoint at infinity (i.e. a cornerline) with abscissa w of a persistence diagram
D, we substitute it with the point

(
w,max{v | (u, v) is a proper cornerpoint of D})

Remark 2. Since cornerpoints near Δ generally represent noise, the two trans-
formations were designed to wrap them around zero, so that the symmetric
functions be scarcely affected by them. To this goal, transformation R fits bet-
ter in our case, since our filtering functions (hence the cornerpoint coordinates)
are bounded between 0 and 1.

For a fixed filtering function, for a fixed transformation (T or R), the same
elementary symmetric function computed on two persistence diagrams may show
a difference of several orders of magnitude, when there are many cornerpoints.
This might consistently alter the comparisons, so we actually formed, for each
persistence diagram D, the complex vector aD whose i-th component aD(i) is
the i-th root of the i-th elementary symmetric function of the transformed cor-
nerpoints, divided by the number of cornerpoints. As an example, these are the
(approximated) real parts of the first 10 symmetric functions for images IMD251
and IMD423, fitering function “Light intensity 2”, transformation T :

IMD251:

(2E-1, -5.9E-1, 8.3E-2, 6.8E-2, -3.4E-2, 7.6E-3, -1E-3, 8.4E-5, -1E-6, -8.5E-7)

IMD423:

(7.1, -1.9E+2, -1.4E+3, 2.3E+3, 4.1E+4, 6E+4, -3.5E+5, -1.1E+6, 6.3E+5, 7.2E+6)

which, by taking the i-th root of the ith symmetric function, become:
IMD251:

(2E-1, -7.7E-1, 4.4E-1, 5.1E-1, -5.1E-1, 4.4E-1, -3.7E-1, 3.1E-1, -2.2E-1, -2.6E-1)

IMD423:

(7.1, -1.4E+1, -1.1E+1, 6.9, 8.4, 6.2, -6.2, -5.7, 4.4, 4.9)

and division by the number of cornerpoints (here 257 and 1408 respectively)
yields:
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IMD251:

(7.6E-4, -3E-3, 1.6E-3, 2E-3, -2E-3, 1.7E-3, -1.4E-3, 1.2E-3, -8.3E-4, -9.6E-4)

IMD423:

(5.1E-3, -9.7E-3, -8E-3, 4.9E-3, 5.9E-3, 4.4E-3, -4.4E-3, -4.1E-3, 3.1E-3, 3.4E-3)

whose differences finally make sense.

The advantage of using the vectors aD instead of the original diagrams is
that one can directly design a distance between complex vectors component-by-
component (e.g. the L1 distance we used), instead of considering all bijections
between cornerpoint sets. Still, the computation of all the elementary symmetric
functions would be too time consuming, so we performed in [1] some experiments
by reducing the computation to the first k components, k ∈ {5, 10, 20, 50}, a
small number compared with the hundreds of cornerpoints commonly found in
the persistence diagrams of the examined images. Classification and retrieval
of dermatological images using such “shortened” vectors was quite satisfactory
with a dramatic time reduction.

4 Modifying Distances

One of the major advantages of persistent homology is its modularity: By chang-
ing filtering function we change point of view on the shape of the objects under
study and on the comparison criteria. Therefore the same data can be trans-
formed into several pairs (X, f), and for each pair we obtain a distance reflecting
the features of X captured by filtering function f . Both for classification and for
retrieval, we need a single distance, so we have to blend the distances we have
into one. There are two rather natural choices for that: either the maximum or
the arithmetic average.

Maximum is the initial choice of [12]. An ongoing research, by some of the
authors of the present paper, prefers the average instead [17]; this agrees with
the idea of cooperation of the different filtering functions (like in [2,7]), versus
one of them prevailing. We make the “neutral” choice of equal weights in the
starting average for initializing the subsequent optimization process. As hinted
in the Introduction, the research is aimed at enhancing a device of acquisition
and retrieval of dermatological images. The concept of “similarity” is (and has to
remain!) highly subjective in the medical domain: We want to adapt the system
to the physician, not the other way around. This can be done by modifying the
weights of the different distances when building a single distance, to approximate
the (pseudo)distance δ representing the dissimilarity as perceived by the user.

Our setting is: We have a set X = {x1, . . . , xN} of objects (in our case
dermatological images) and J descriptors d(1), . . . , d(J) which give rise to an
initial distance DIN between the objects in X. In our study, DIN is one of these
two:

DMAX = max{d(1), . . . , d(J)}, DAV G =
d(1) + · · · + d(J)

J
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Given a query q (i.e. an acquired image), the system retrieves the L objects
closest to q with respect to DIN , i.e. an L-tuple Xq = (xi1 , . . . , xiL) such that
DIN (q, xi1) ≤ · · · ≤ DIN (q, xiL). The user is shown these objects and expresses
his/her relevance feedback by assessing the perceived dissimilarities as numbers
δ(q, xi1), . . . , δ(q, xiL).

While the Multilevel Relevance Feedback (MLRF) method proposed in [12]
starts from DMAX , then rescales the distances d(i) and takes the maximum,
our Least Squares Relevance Feedback (LSRF) scheme start from DAV G and
computes a new distance DOUT as

DOUT =
J∑

j=1

λjd
(j), λj ≥ 0

by minimizing the objective function

g(λ) = ‖dλ − δ‖22
i.e. by looking for λ = argmin‖dλ−δ‖22, where the t-th row of matrix d is formed
by the distances d(j)(q, xit), λ is the column matrix of the λj and δ is the column
matrix formed by δ(q, xit) for t = 1, . . . , L and j = 1, . . . , J .

Since this minimization problem might have multiple solutions, the vector
of weights λj in DOUT is obtained by iterating the Projected Gradient method.
DOUT is the best possible distance approximating the user’s similarity distance
δ from the given data in a least-square sense. More details on this procedure will
be given in an article to come.

5 Experimental Results

As a preliminary study, we have tried to combine the modularity of persistent
homology with the fast computation of the short vectors of symmetric functions
of the transformed cornerpoints, with the adapting weights of relevance feedback.

We experimented with a small public database, PH2 [18], containing 8-bit
RGB, 768 × 560 pixels images of 80 common nevi, 80 atypical nevi, and 40
melanomas. We used 19 distances: 8 coming from simple morphological param-
eters, 11 coming from as many filtering functions; see Table 1 for a description
of these features [1,10]. It should be mentioned that the 11 distances coming
from persistent homology already yield very good results, but the simple (and
very fast computable) ones, obtained from morphological parameters, refine the
general performance. For each image, we built the 11 persistence diagrams, per-
formed one of the transformations T and R (see Sect. 3), and computed the 11
corresponding vectors, limited to length k = 20.

In normal operation, the user will give his/her feedback as follows. For j =
1, . . . , L, the user is asked to assign a similarity judgement (where 0 stands for
“dissimilar” and 1 for “similar”) to the pair (q, xij ) with respect to three different
aspects of the skin lesion (boundary/shape, colours, texture). This results in a
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Table 1. Features.

Persistence features Morphological features

Light intensity Colour histogram

Blue Form factor

Green Haralick’s circularity

Red Asymmetry

Excess blue Ellipticity

Excess green Eccentricity

Excess red Diameter

Light intensity 2 Colour entropy

Boundary light intensity

Boundary

Boundary 2

similarity vote vij in the range {0, 1, 2, 3} which is transformed into δ(q, xij ) by
the following formula:
δ(q, xij ) = max

{
0, DIN (q, xi1) +

4(3−vij
)−1

10

(
DIN (q, xi1) − DIN (q, xiL)

)}
The formula assigns the values of δ in such a way that if the similarity vote
vij is maximal (3/3), then the corresponding δ is lower than the lowest value
of the distances of the database images from the query and, conversely, if vij is
minimal, then δ is higher then the distance of the image which is farthest from
it.

We finally retrieve again the L closest objects according to the modified
distance (see Sect. 4).

Table 2. Sums of scores with the two considered methods of relevance feedback.

With DMAX MLRF Difference With DAV G LSRF Difference

Transf. T 1694 1776 82 1729 1856 127

Transf. R 1869 1762 73 1735 1857 122

In the present research L = 10 and the retrieval is performed by the “leave
one out” scheme. Not having a real relevance feedback by a physician, we assign
a retrieved image the maximal similarity vote v = 3 if it shares the same histo-
logical diagnosis of the query, and the minimal similarity vote v = 0 otherwise.

Assessment of the retrieval is performed by counting how many, of the
retrieved lesions, have the same diagnosis of the query before and after the
feedback. This is summarized in Table 2 by summing these scores for all images
of the database as queries, starting from DMAX and then applying the MLRF
scheme, starting from DAV G and applying our LSRF method.



Shortened persistent homology for a biomedical retrieval system 291

As we can see, transformations R and T yield similar results. DAV G performs
better than DMAX and LSRF produces a better improvement than MLRF.

6 Conclusions

We have compared—on a small public database of nevi and melanomas—two
relevance feedback methods, conceived for a retrieval system based on persis-
tent homology, combined with a computation reduction based on elementary
symmetric functions of warped persistence diagrams. A weighted average of dis-
tances, with weights obtained by a standard optimization method, seems to
perform better. The experiment will be extended to larger databases and with
real feedback from expert dermatologists.

Acknowledgment. We wish to thank all the Reviewers for the very detailed and
useful comments.
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Abstract. Explainable AI is not a new field. Since at least the early
exploitation of C.S. Pierce’s abductive reasoning in expert systems of
the 1980s, there were reasoning architectures to support an explanation
function for complex AI systems, including applications in medical diag-
nosis, complex multi-component design, and reasoning about the real
world. So explainability is at least as old as early AI, and a natural conse-
quence of the design of AI systems. While early expert systems consisted
of handcrafted knowledge bases that enabled reasoning over narrowly
well-defined domains (e.g., INTERNIST, MYCIN), such systems had no
learning capabilities and had only primitive uncertainty handling. But
the evolution of formal reasoning architectures to incorporate principled
probabilistic reasoning helped address the capture and use of uncertain
knowledge.

There has been recent and relatively rapid success of AI/machine
learning solutions arises from neural network architectures. A new gen-
eration of neural methods now scale to exploit the practical applicability
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of statistical and algebraic learning approaches in arbitrarily high dimen-
sional spaces. But despite their huge successes, largely in problems which
can be cast as classification problems, their effectiveness is still limited by
their un-debuggability, and their inability to “explain” their decisions in
a human understandable and reconstructable way. So while AlphaGo or
DeepStack can crush the best humans at Go or Poker, neither program
has any internal model of its task; its representations defy interpretation
by humans, there is no mechanism to explain their actions and behaviour,
and furthermore, there is no obvious instructional value . . . the high per-
formance systems can not help humans improve.

Even when we understand the underlying mathematical scaffolding
of current machine learning architectures, it is often impossible to get
insight into the internal working of the models; we need explicit model-
ing and reasoning tools to explain how and why a result was achieved.
We also know that a significant challenge for future AI is contextual
adaptation, i.e., systems that incrementally help to construct explana-
tory models for solving real-world problems. Here it would be beneficial
not to exclude human expertise, but to augment human intelligence with
artificial intelligence.

Keywords: Artificial intelligence · Machine learning · Explainability
Explainable AI

1 Introduction

Artificial intelligence (AI) and machine learning (ML) have recently been highly
successful in many practical applications (e.g., speech recognition, face recog-
nition, autonomous driving, recommender systems, image classification, natural
language processing, automated diagnosis, . . . ), particularly when components
of those practical problems can be articulated as data classification problems.
Deep learning approaches, including the more sophisticated reinforcement learn-
ing architectures, exceed human performance in many areas [6,17,18,24].

However, an enormous problem is that deep learning methods turn out to be
uninterpretable “black boxes,” which create serious challenges, including that
of interpreting a predictive result when it may be confirmed as incorrect. For
example, consider Fig. 1, which presents an example from the Nature review by
LeCun, Bengio, and Hinton [15]. The figure incorrectly labels an image of a dog
lying on a floor and half hidden under a bed as “A dog sitting on a hardwood
floor.” To be sure, the coverage of their image classification/prediction model is
impressive, as is the learned coupling of language labels. But the reality is that
the dog is not sitting.

The first problem is the naive but popular remedy about how to debug the
predictive classifier to correct the error: augment the original labeled training set
with more carefully crafted inputs to distinguish, say, a sitting from a laying dog
might improve the incorrect output. This may or may not correct the problem,
and doesn’t address the resource challenge of recreating the original learned
model.
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Fig. 1. Segment of an example from LeCun, Bengio, Hinton, Science [15]

The transparency challenge gets much more complex when the output pre-
dictions are not obviously wrong. Consider medical or legal reasoning, where
one typically seeks not just an answer or output (e.g., a diagnostic prediction of
prostate cancer would require some kind of explanation or structuring of evidence
used to support such a prediction). In short, false positives can be disastrous.

Briefly, the representational and computational challenge is about how to
construct more explicit models of what is learned, in order to support explicit
computation that produces a model-based explanation of a predicted output.

However, this is one of the historical challenges of AI: what are appropriate
representations of knowledge that demonstrate some veracity with the domain
being captured? What reasoning mechanisms offer the basis for conveying a
computed inference in terms of that model?

The reality of practical applications of AI and ML in sensitive areas (such as
the medical domain) reveals an inability of deep learned systems to communicate
effectively with their users. So emerges the urgent need to make results and
machine decisions transparent, understandable and explainable [9–11]. The big
advantage of such systems would include not only explainability, but deeper
understanding and replicability [8]. Most of all, this would increase acceptance
and trust, which is mandatory in safety-critical systems [12], and desirable in
many applications (e.g., in medical robotics [19], Ambient Assisted Living [23],
Enterprise decision making [4], etc.). First steps have been taken towards making
these systems understandable to their users, by providing textual and visual
explanations [13,22] (see Figs. 2 and 3).

2 Current State-of-the-Art

Explaining decisions is an integral part of human communication, understand-
ing, and learning, and humans naturally provide both deictic (pointing) and
textual modalities in a typical explanation. The challenge is to build deep learn-
ing models that are also able to explain their decisions with similar fluency in
both visual and textual modalities (see Fig. 2). Previous machine learning meth-
ods for explanation were able to provide a text-only explanation conditioned on
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an image in context of a task, or were able to visualize active intermediate units
in a deep network performing a task, but were unable to provide explanatory
text grounded in an image.

Fig. 2. The goal is to generate explanations that are both image relevant and class
relevant. In contrast, descriptions are image relevant, but not necessarily class relevant,
and definitions are class relevant but not necessarily image relevant.

Fig. 3. A joint classification and explanation model [7]. Visual features are extracted
using a fine-grained classifier before sentence generation; unlike other sentence genera-
tion models, condition sentence generation on the predicted class label. A discriminative
loss function encourages generated sentences to include class specific attributes.

Existing approaches for deep visual recognition are generally opaque and
do not output any justification text; contemporary vision-language models can
describe image content but fail to take into account class-discriminative image
aspects which justify visual predictions.

Hendriks et al. [7] propose a new model (see Fig. 3) that focuses on the dis-
criminating properties of the visible object, jointly predicts a class label, and
explains why the predicted label is appropriate for the image. The idea relies on
a loss function based on sampling and reinforcement learning, which learns to
generate sentences that realize a global sentence property, such as class speci-
ficity. This produces a fine-grained bird species classification dataset, and shows
that an ability to generate explanations which are not only consistent with an
image but also more discriminative than descriptions produced by existing cap-
tioning methods.

Although, deep models that are both effective and explainable are desirable
in many settings, prior explainable models have been unimodal, offering either
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Fig. 4. Left: ACT-X qualitative results: For each image the PJ-X model provides an
answer and a justification, and points to the evidence for that justification. Right:
VQA-X qualitative results: For each image the PJ-X model provides an answer and a
justification, and points to the evidence for that justification.

image-based visualization of attention weights or text-based generation of post-
hoc justifications. Park et al. [21] propose a multimodal approach to explanation,
and argue that the two modalities provide complementary explanatory strengths.

Two new datasets are created to define and evaluate this task, and use a
model which can provide joint textual rationale generation and attention visu-
alization (see Fig. 4). These datasets define visual and textual justifications of a
classification decision for activity recognition tasks (ACT-X) and for visual ques-
tion answering tasks (VQA-X). They quantitatively show that training with the
textual explanations not only yields better textual justification models, but also
better localizes the evidence that supports the decision.

Qualitative cases also show both where visual explanation is more insightful
than textual explanation, and vice versa, supporting the hypothesis that mul-
timodal explanation models offer significant benefits over unimodal approaches.
This model identifies visual evidence important for understanding each human
activity. For example to classify “mowing lawn” in the top row of Fig. 4 the
model focuses both on the person, who is on the grass, as well as the lawn
mower. This model can also differentiate between similar activities based on the
context, e.g.“mountain biking” or “road biking.”

Similarly, when asked “Is this a zoo?” the explanation model is able to discuss
what the concept of “zoo” represents, i.e., “animals in an enclosure.” When
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determining whether the water is calm, which requires attention to specific image
regions, the textual justification discusses foam on the waves.

Visually, this attention model is able to point to important visual evidence.
For example in the top row of Fig. 2, for the question “Is this a zoo?” the visual
explanation focuses on the field in one case, and on the fence in another.

There are also other approaches to explanation that formulate heuristics for
creating what have been called “Deep Visual Explanation” [1]. For example, in
the application to debugging image classification learned models, we can create a
heat map filter to explain where in an image a classification decision was made.
There are an arbitrary number of methods to identify differences in learned
variable distributions to create such maps; one such is to compute a Kullback-
Leibler (KL) divergence gradient, experiments with which are described in [2],
and illustrated in (see Fig. 5). In that figure, the divergence for each input image
and the standard VGG image classification predictor is rendered as a heat map,
to provide a visual explanation of which portion of an image was used in the
classification.

Fig. 5. Explaining the decisions made by the VGG-16 (park bench, street sign, racket,
cockatoo, traffic light and chihuahua), our approach highlights the most discriminative
region in the image.

3 Conclusion and Future Outlook

We may think of an explanation in general as a filter on facts in a context [3]. An
effective explanation helps the explainer cross a cognitive valley, allowing them to
update their understanding and beliefs [4]. AI is becoming an increasingly ubiq-
uitous co-pilot for human decision making. So AI learning systems will require
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Fig. 6. Explainable AI with Deep Tensor and a knowledge graph
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explicit attention to the construction of problem domain models and companion
reasoning mechanisms which support general explainability.

Figure 6 provides one example of how we might bridge the gaps between
digital inference and human understanding. Deep Tensor [16] is a deep neural
network that is especially suited to datasets with meaningful graph-like proper-
ties. The domains of biology, chemistry, medicine, and drug design offer many
such datasets where the interactions between various entities (mutations, genes,
drugs, disease) can be encoded using graphs. Let’s consider a Deep Tensor net-
work that learns to identify biological interaction paths that lead to disease. As
part of this process, the network identifies inference factors that significantly
influenced the final classification result. These influence factors are then used
to filter a knowledge graph constructed from publicly available medical research
corpora. In addition, the resulting interaction paths are further constrained by
known logical constraints of the domain, biology in this case. As a result, the
classification result is presented (explained) to the human user as an annotated
interaction path, with annotations on each edge linking to specific medical texts
that provide supporting evidence.

Explanation in AI systems is considered to be critical across all areas where
machine learning is used. There are examples which combine multiple archi-
tectures, e.g., combining logic-based system with classic stochastic systems to
derive human-understandable semantic explanations [14]. Another example is in
the case of transfer learning [20], where learning complex behaviours from small
volumes of data is also in strong needs of explanation of efficient, robust and
scalable transferability [5].

Acknowledgements. The authors thanks their colleagues from local and interna-
tional institutions for their valuable feedback, remarks and critics on this introduction
to the MAKE-Explainable-AI workshop.
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Abstract. Convolutional Neural Networks (CNNs) lack an explanation
capability in the form of propositional rules. In this work we define
a simple CNN architecture having a unique convolutional layer, then
a Max-Pool layer followed by a full connected layer. Rule extraction
is performed after the Max-Pool layer with the use of the Discretized
Interpretable Multi Layer Perceptron (DIMLP). The antecedents of the
extracted rules represent responses of convolutional filters, which are dif-
ficult to understand. However, we show in a sentiment analysis problem
that from these “meaningless” values it is possible to obtain rules that
represent relevant words in the antecedents. The experiments illustrate
several examples of rules that represent n-grams.

Keywords: Convolutional Neural Networks · Rule extraction
Sentiment analysis

1 Introduction

A natural way to explain neural network responses is by means of propositional
rules [8]. Andrews et al. introduced a taxonomy to characterize all rule extraction
techniques [1]. Diederich and Dillon presented a rule extraction study on the
classification of four emotions from SVMs [6]. Extracting rules in Sentiment
Analysis (SA) is very challenging with thousands of words represented in the
inputs [6]. As a consequence Diederich and Dillon restricted their study to only
200 inputs and 914 samples. Bologna and Hayashi used the Quantized Support
Vector Machine to generate rules explaining Tweets’ sentiment polarities [4]. In
this work we propose a model to generate rules from a Convolutional Neural
Network architecture (CNN) that is trained with a dataset related to SA. To
the best of our knowledge this problem has not been tackled.

Since Convolutional Neural Networks (CNNs) started to be broadly used
less than ten years ago, very few works have proposed to determine the acquired
knowledge in these models. Several authors proposed to interpret CNNs in the
neighborhood of the instances. As an example, Ribeiro et al. presented LIME
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whose purpose is to learn an interpretable model in the local region close to
an input instance [13]. Koh et al. determined the training instances that are
the most important for the prediction [10]. Finally, Zhou et al. presented CAM
whose purpose is to determine discriminative image regions using the average
pooling of CNNs [14].

This work illustrates rule extraction from a CNN architecture shaped by
an input layer representing sentences of word embeddings [11], a convolutional
layer with filters, and max-pooling layer followed by a fully connected layer.
After the training phase, the fully connected layer is replaced by a Discretized
Interpretable Multi Layer Perceptron (DIMLP) [2] that allows us to extract rules.
This subnetwork approximates the fully connected part of the original CNN to
any desired precision. Nevertheless, the antecedents of the extracted rules rep-
resent maximal responses of convolutional filters, which can not be understood
directly. Thankfully, it is possible to go back to the words that are relevant in the
decision-making process. Specifically, these words are structured into n-grams,
that depend on the size of the convolutional filters. In the following sections we
first describe the used model, then we present the experiments, followed by the
conclusion.

2 The Interpretable CNN Architecture

The CNN architecture used here is similar to those typically used in SA problems
[9]. Before rule extraction, we train a CNN having only a fully connected layer
between the last two layers of neurons. Then, we perform rule extraction by
replacing these last two layers of neurons by a special subnetwork that can be
translated into symbolic rules [2]. Hence, after training the modified CNN for
rule extraction has two components:

– a CNN without the fully connected layer;
– a DIMLP with only a hidden layer that approximates the CNN fully con-

nected layer.

Rules generated from the DIMLP component are related to filter thresholds in
the convolutional layer of the CNN. From these values relevant words represented
in the input layer can be determined. More details are given in the following
paragraphs.

2.1 The CNN Subnetwork

Our CNN subnetwork is quite similar to that proposed in [5,9]. A smaller rep-
resentation of the adopted CNN architecture is described in Fig. 1. The inputs
are words represented by word embeddings of dimensionality d = 300, calcu-
lated with word2vec [11]. Here, the maximal number of words in a sentence is
equal to s = 59, thus the size of an instance in the left part of Fig. 1 is equal to
17700(= 59 ∗ 300). Then, an instance is convolved with filters of different size.
Specifically, for each filter we define a filtering matrix of size f ·d, with f = 1, 2, 3,
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corresponding to the number of words on which it operates. After convolution
we apply a Relu function (Relu(x) = Max(0, x)), which is non-linear. For each
filter, the result of the convolution provides a vector of size s − f + 1. After-
ward, the max-pooling operator is applied and the maximal value is retained,
independently of where it is located in a sentence. All the max-pooling units
are concatenated (right most layer in Fig. 1) and then follows a fully connected
layer. In the output layer, a Softmax activation function is used. Specifically, for
N ai scalars it calculates an N-dimensional vector with values between 0 and 1.
It is given as:

Si =
exp(ai)

∑N
k=1 exp(ak)

; ∀i ∈ 1 . . . N. (1)

We use the Lasagne Library Package [7] to train our CNNs. The training phase is
achieved with the Cross-Entropy loss function. After learning the fully connected
layer, which is not represented in Fig. 1 is replaced by a DIMLP subnetwork
having two layers of weights, with the second being equal to the fully connected
layer of the CNN.

2.2 The DIMLP Subnetwork

DIMLP differs from standard Multi Layer Perceptrons in the connectivity
between the input layer and the first hidden layer. Specifically, any hidden neu-
ron receives only a connection from an input neuron and the bias neuron, as
shown in Fig. 2. After the first hidden layer, neurons are fully connected. Note
that very often DIMLPs are defined with two hidden layers; the number of neu-
rons in the first hidden layer being equal to the number of input neurons. The
key idea behind rule extraction from DIMLPs is the precise localization of axis-
parallel discriminative hyperplanes. In other words, the input space is split into
hyper-rectangles representing propositional rules. Specifically, the first hidden
layer creates for each input variable a number of axis-parallel hyperplanes that
are effective or not, depending on the weight values of the neurons above the
first hidden layer. More details on the rule extraction algorithm can be found in
[3].

The activation function in the output layer of a standard DIMLP [2] is a
sigmoid function given as

σ(x) =
1

1 + exp(−x)
. (2)

However, here since the CNN is trained with a Softmax function in the output
layer, we replace the sigmoid by it. In the first hidden layer the activation func-
tion is a staircase function S(x) with Q stairs that approximate the Identity
function I(x) = x; ∀x ∈ (Rmin..Rmax), with two constants Rmin and Rmax.

S(x) = Rmin, if x ≤ Rmin; (3)
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Fig. 1. The CNN subnetwork has an input layer with data provided as word embed-
dings; these word vectors are represented horizontally, while sentences are represented
vertically. Then follows a convolutional layer with filters of different size. The con-
volution of the input with filters provides one-dimensional vectors (represented verti-
cally). Finally, the “max” function reduces the size of these vectors that are finally
concatanated (last layer on the right). The fully connected layer is not represented.

Fig. 2. A DIMLP network creating two discriminative hyperplanes. The activation
function of neurons h1 and h2 is a step function, while for output neuron y1 it is a
sigmoid.
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Rmin represents the abscissa of the first stair. By default Rmin = 0.

S(x) = Rmax, if x ≥ Rmax; (4)

Rmax represents the abscissa of the last stair. By default Rmax = 1. Between
Rmin and Rmax S(x) is given as

S(x) = I(Rmin +
[

q · x − Rmin

Rmax − Rmin

]

(
Rmax − Rmin

q
)). (5)

Square brackets indicate the integer part function and q = 1, . . . Q. The step
function t(x) is a particular case of the staircase function with only one step:

t(x) =
{

1 if x > 0;
0 otherwise. (6)

The approximation of the Identity function by a staircase function depends
on the number of stairs. The larger the number of stairs the better the approx-
imation. Note that the step/staircase activation function makes it possible to
precisely locate possible discriminative hyperplanes.

As an example, in Fig. 2 assuming two different classes, the first is being
selected when y1 > σ(0) = 0.5 (black circle) and the second with y1 ≤ σ(0) = 0.5
(white squares). Hence, two possible hyperplane splits are located in −w10/w1

and −w20/w2, respectively. As a result, the extracted unordered rules are:

– (x1 < −w10/w1) → square
– (x2 < −w20/w2) → square
– (x1 ≥ −w10/w1) and (x2 ≥ −w20/w2) → circle

2.3 From Meaningless Rules to Meaningful Rules

Each antecedent extracted from the max-pooling-layer is given as a < t, or a ≥ t;
t being a filter threshold involving in the input layer a number of activated words.
Specifically, these words correspond to bigrams and trigrams when the filter size
in the convolutional layer is equal to two or three, respectively. In practice, filters
of size equal to one are convolved with all possible single words. Then with the
obtained values, we retain all the single words that make true a rule antecedent
related to the max-pool-layer. This is repeated for filters of size two with respect
to bigrams and so on with other filter sizes.

Generally, the condition expressed in a rule antecedent is true with more than
one n-gram; thus a rule antecedent which is true for the DIMLP subnetwork
implies a disjunction of one or more n-grams represented in the input layer (one
or more n-grams connected by a logical or). Nevertheless, with the use of the
“Max” function a unique n-gram becomes dominant (the one with the highest
activation) and cancels the others.

Disjunctions of n-grams related to a rule antecedent extracted from the max-
pooling-layer involving thousands of words could be considered too numerous.
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However, in practice these words are not necessarily encountered, especially
for rules activated by a small number of examples. These words will be use-
ful for determining possible contradictions, such as the simultaneous presence
of words/n-grams that are clearly of positive polarity and others of negative
polarity.

3 Experiments

In the experiments we use a well-known binary classification problem describing
movie reviews with Tweets [12].1 The number of examples is equal to 10662,
with half of them belonging to the positive class. Note that the total number of
single words in the dataset is equal to 21426, while the total number of bigrams
is equal to 111590. Words are coded into vectors of word embeddings of size 300
[11]. Two CNN architectures were defined; one with 50 filters of size one and two
(f = 1, 2) and another with 40 filters of size one, two and three. Hence, the last
layer in Fig. 1 has 100 and 120 neurons, respectively. For deep learning training
we use Lasagne libraries, version 0.2 [7]. The loss function is the categorical
cross-entropy and the training parameters are:

– learning rate: 0.02;
– momentum: 0.9;
– dropout = 0.2;

From the whole dataset we selected the first 10% of the samples of each class
as a testing set and the rest as training examples. Moreover, a subset of the
training set representing 10% of it was used as a tuning set for early-stopping.
Table 1 shows the results for the first CNN architecture. The first row of this
Table is related to the original CNN, while the other rows provide results of
the approximations obtained with the CNN-DIMLP combination by varying the
number of stairs in the staircase activation function. Columns from left to right
designate:

– train accuracy;
– predictive accuracy on the testing set;
– fidelity, which is the degree of matching between rules and the model;
– predictive accuracy of the rules;
– predictive accuracy of the rules when rules and model agree;
– number of extracted rules and total number of rule antecedents.

Note that these rules involve filter responses in the antecedents from which n-
grams are determined (cf. Sect. 2.3). Table 2 presents the results obtained with
the second CNN architecture.

The best predictive accuracy of rules was obtained with the second architec-
ture, which takes into account trigrams. Note however that accuracy performance
in this work is not a priority, since our purpose is to demonstrate how to generate

1 Available at: http://www.cs.cornell.edu/people/pabo/movie-review-data/.

http://www.cs.cornell.edu/people/pabo/movie-review-data/
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Table 1. Results obtained with the fist CNN architecture including filters of size one
and two, involving unigrams and bigrams. In the DIMLP subnetwork the number of
stairs of the staircase activation function is varied from 20 to 200.

Train Acc. Test Acc. Fidelity Test Acc. (r1) Test Acc. (r2) #Rules/#Ant

CNN 81.5 74.6 – – – –

CNN (q=20) 81.2 74.0 93.6 72.9 75.0 747/6159

CNN (q=50) 81.5 74.0 94.8 74.3 75.5 636/5730

CNN (q=100) 81.4 74.1 95.3 73.0 74.7 669/5619

CNN (q=200) 81.4 74.5 95.8 73.4 75.0 562/5131

Table 2. Results obtained with the second CNN architecture including filters of size
one, two and three, involving unigrams, bigrams and trigrams.

Train Acc. Test Acc. Fidelity Test Acc. (r1) Test Acc. (r2) #Rules/#Ant

CNN 83.0 75.4 – – – –

CNN (q=20) 83.0 75.0 94.6 73.4 75.6 637/5633

CNN (q=50) 82.9 75.3 95.2 72.8 75.3 559/5065

CNN (q=100) 82.9 75.4 95.5 75.2 76.5 568/4885

CNN (q=200) 83.0 75.3 94.0 73.5 75.9 555/4798

meaningful propositional rules from CNNs. Overall, fidelity on the testing set is
above 90%, meaning that rules explain CNN responses in a large majority cases.

The antecedents of rules extracted from the DIMLP subnetwork involve long
lists of n-grams. Here we illustrate several rules extracted from the first architec-
ture with q = 200 (the one with the highest fidelity). Rules are ranked according
to their support with respect to the training set, which is the proportion of cov-
ered samples. Note that rules are not disjointed, which means that a sample can
activate more than a rule. The first rule has a support of 765 training samples
and 76 testing samples; it is given as:

– (f51 < 0.285) (f65 < 0.09) (f70 < 0.275) (f74 ≥ 0.185) (f87 < 0.305) (f99 <
0.06) Class = POSITIVE

Here, f designates maximal values of filters with respect to the max-pooling
layer. Indexes between one and 50 are related to single words, while those
between 51 and 100 correspond to bigrams. The accuracy of this rule is 93.9% on
the training set and 88.1% on the testing set. Antecedent f74 ≥ 0.185 involves
the presence of at least one bigram in a list of 1218 possible bigrams. Generally,
the possible bigrams are not necessarily encountered in the tweets activating a
rule. By negating all other antecedents of this rule we obtain a list of 12730
bigrams that are required to be absent.

We illustrate a number of sentences with possible bigrams including the dom-
inant bigram, represented in bold and related to the rule shown above. Note that
three consecutive words in bold represent two consecutive bigrams:

1. offers that rare combination of entertainment and education.
2. a thoughtful, provocative, insistently humanizing film.
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3. a masterful film from a master filmmaker, unique in its deceptive grimness,
compelling in its fatalist worldview.

4. cantet perfectly captures the hotel lobbies, two-lane highways, and roadside
cafes that permeate vincent’s days.

5. the film makes a strong case for the importance of the musicians in creating the
motown sound.

6. a compelling coming-of-age drama about the arduous journey of a sensitive
young girl through a series of foster homes and a fierce struggle to pull free from
her dangerous and domineering mother’s hold over her.

7. this delicately observed story, deeply felt and masterfully stylized, is a tri-
umph for its maverick director.

8. a portrait of alienation so perfect, it will certainly succeed in alienating most
viewers.

9. it’s sincere to a fault, but, unfortunately, not very compelling or much fun.

The first eight tweets are correctly classified and we can clearly recognize
words of positive polarity. The two tweets at the end of the list are classified
as positive, whereas their class is negative. The last tweet is wrongly classified,
because “not” before “very compelling” has been ignored. Regarding the ninth
tweet, “so perfect” contributes without any doubt to a positive polarity; then, at
the end of the sentence “alienating” contributes to its true negative classification,
but it is not considered at all by the rule.

Rule number 17 is given as:

– (f7 < 0.315) (f39 < 0.295) (f54 ≥ 0.05) (f65 < 0.12) (f75 < 0.25) (f83 <
0.13) (f95 ≥ 0.135) (f96 ≥ 0.16) Class = POSITIVE

It has a support of 404 samples in the training set and 47 samples in the testing
set with an accuracy of 91.6% and 83.0%, respectively. The presence of one or
more bigrams is imposed by f54, f95, and f96; it contains 8266 elements. Ninety-
six single words must be absent; they are related to f7, and f39. Moreover, 6307
mandatory absent bigrams depends on f65, f75, and f83. Ten tweets with their
possible bigrams including the dominant bigram are shown here; the last two
tweets are wrongly classified:

1. an utterly compelling ‘who wrote it’ in which the reputation of the most
famous author who ever lived comes into question.

2. between the drama of cube? s personal revelations regarding what the shop means
in the big picture, iconic characters gambol fluidly through the story, with charm-
ing results.

3. it’s an old story, but a lively script, sharp acting and partially animated
interludes make just a kiss seem minty fresh.

4. this is simply the most fun you’ll ever have with a documentary!
5. one of the best, most understated performances of [jack nicholson’s] career.
6. tadpole is a sophisticated, funny and good-natured treat, slight but a

pleasure.
7. a smart, sweet and playful romantic comedy.
8. mr . parker has brilliantly updated his source and grasped its essence, compos-

ing a sorrowful and hilarious tone poem about alienated labor, or an absur-
dist workplace sitcom.
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9. beautifully filmed and well acted. . . but admittedly problematic in its narra-
tive specifics.

10. one of the oddest and most inexplicable sequels in movie history.

The following list illustrate negative tweets correctly classified by a rule reach-
ing an accuracy of 100% on the testing set:

1. it’s an 88-min highlight reel that’s 86min too long.
2. such an incomprehensible mess that it feels less like bad cinema than like being

stuck in a dark pit having a nightmare about bad cinema.
3. during the tuxedo’s 90min of screen time, there isn’t one true ’chan moment’.
4. the script becomes lifeless and falls apart like a cheap lawn chair.
5. the script falls back on too many tried-and-true shenanigans that hardly dis-

tinguish it from the next teen comedy.
6. a close-to-solid espionage thriller with the misfortune of being released a few

decades too late.

Finally, we show another example of negative tweets correctly classified by
another rule yielding predictive accuracy equal to 100%:

1. maybe leblanc thought, “hey, the movie about the baseball-playing monkey was
worse.”

2. a muddled limp biscuit of a movie, a vampire soap opera that doesn’t make
much sense even on its own terms.

3. the script becomes lifeless and falls apart like a cheap lawn chair.
4. a baffling subplot involving smuggling drugs inside danish cows falls flat, and if

you’re going to alter the bard’s ending, you’d better have a good alternative.
5. given the fact that virtually no one is bound to show up at theatres for it, the

project should have been made for the tube.
6. jonathan parker’s bartleby should have been the be-all-end-all of the modern-

office anomie films.

4 Conclusion

We presented a model that allowed us to extract rules of high fidelity from a
typical trained CNN architecture for Sentiment Analysis. Rule extraction was
first applied to the layer before the output layer and then relevant words were
determined from convolutional filters thresholds. Generated rules are described
by disjunctions of n-grams that must be present or conjunctions of n-grams
that must be absent. Moreover, extracted n-grams do not depend on particu-
lar positions in sentences. In the experiments, several examples of tweets with
discriminatory bigrams that explained CNN responses were illustrated. These
discriminatory words are important, as they can be used to understand how
correct/wrong classifications are obtained by the classifier.
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Abstract. The transparent AI initiative has ignited several academic
and industrial endeavors and produced some impressive technologies and
results thus far. Many state-of-the-art methods provide explanations that
mostly target the needs of AI engineers. However, there is very little work
on providing explanations that support the needs of business owners,
software developers, and consumers who all play significant roles in the
service development and use cycle. By considering the overall context
in which an explanation is presented, including the role played by the
human-in-the-loop, we can hope to craft effective explanations. In this
paper, we introduce the notion of the “cognitive value” of an explanation
and describe its role in providing effective explanations within a given
context. Specifically, we consider the scenario of a business owner seeking
to improve sales of their product, and compare explanations provided by
some existing interpretable machine learning algorithms (random forests,
scalable Bayesian Rules, causal models) in terms of the cognitive value
they offer to the business owner. We hope that our work will foster future
research in the field of transparent AI to incorporate the cognitive value
of explanations in crafting and evaluating explanations.

Keywords: Explanations · AI · Cognitive value · Business owner
Causal modeling

1 Introduction

Consumers, policymakers, and technologists are becoming increasingly con-
cerned about AI as a ‘black-box’ technology. In order to engender trust in
the user and facilitate comfortable interactions, it has become increasingly
important to create AI systems that can explain their decisions to their users.
Across a variety of fields, from healthcare to education to law enforcement
and policy making, there exists a need for explaining the decisions of AI sys-
tems. In response to this, both the scientific and industrial communities have
shown a growing interest in making AI technologies more transparent. The new
European General Data Protection Regulation, the U.S. Defense Advanced
Research Projects Agency’s XAI program [1], and institutional initiatives to
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ensure the safe development of AI such as those of the Future of Life Institute,
are a few of the many business, research, and regulatory incentives being created
to make AI systems more transparent.

Many state-of-the-art methods provide explanations that mostly target the
needs of AI engineers [10,11,13]. In other words, explanations assume some
domain knowledge, or are generated for people with domain expertise. As the
use of AI becomes widespread, there is an increasing need for creating AI sys-
tems that can explain their decisions to a large community of users who are
not necessarily domain experts. These users could include software engineers,
business owners, and end-users. By considering the overall context in which an
explanation is presented, including the role played by the human-in-the-loop, we
can hope to craft effective explanations.

1.1 Cognitive Value of an Explanation

The role of explanations and the way they should be structured is not new
and dates back to the time of Aristotle [25]. The authors in [25] highlight the
functions of explanations. They mention that explanations should accommodate
novel information in the context of prior beliefs, and do so in a way that fosters
generalization. Furthermore, researchers have also studied if certain structures
of an explanation are inherently more appealing than others [26]. The authors in
[23] state that explanations are social in that they are meant to transfer knowl-
edge, presented as part of a conversation or interaction and are thus presented
relative to the explainer’s beliefs about the user’s (i.e., explainee’s) beliefs.

We posit that an explanation is a filter on facts, and is presented and con-
sumed as part of a larger context. Here, fundamental aspects of the context
include: the entity presenting the explanation (“explainer”), the entity consum-
ing the explanation (“explainee”), the content of the explanation itself, where
the explanation is being presented, amongst others.

Let’s first understand the role of the explainee as it is the most crucial element
of an explanation’s context. As discussed earlier, a wide variety of users are now
interested in understanding the decisions of AI systems. There are at least four
distinct kinds of users [3,4].

– AI Engineers: These are generally people who have knowledge about the
mathematical theories and principles of various AI models. These people are
interested in explanations of a functional nature, e.g. the effects of various
hyperparameters on the performance of the network or methods that can be
used for model debugging.

– Software Developers and/or Integrators: These are application builders who
make software solutions. These users often make use of off-the-shelf AI mod-
ules, and integrate them with various software components. Developers are
interested in explanation methods that allow them to seamlessly integrate
various AI module into the use cases of their interest.

– Business Owners: These people are usually stakeholders who own the ser-
vice and are interested in commercialization. The owner is concerned with
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explainability aspects that can elucidate ways in which the application can
be improved to increase financial gains, to justify predictions in order to aid
in product design and people management, etc.

– End-Users: These are consumers of the AI service. These people are interested
in understanding why certain recommendations were made, how they can use
the information provided by the AI, how the recommendations will benefit
them, etc.

As described above, users expect certain “cognitive values” from the explana-
tions of AI systems. The term cognitive value can be best explained via examples.
Some users may primarily expect explanations to account for personal values
(e.g., privacy, safety, etc.) in the recommendations made by AI systems. In this
case, the cognitive value of the explanation is to engender trust in the user. Some
other users may largely expect explanations to be elucidating functional aspects
of the AI models such as accuracy, speed and robustness; here the cognitive
value of explanation is in aiding troubleshooting and/or design. Some users may
expect explanations to help them understand the AI’s recommendation and aid
them in analysis; in this case the cognitive value of explanation is in educating
the user and help them take an appropriate action. Based on the task, any of
the aforementioned cognitive values may be important to any of the user-types
described. There could be many more cognitive values, but we believe that trust,
troubleshooting, design, education and action are the most important cognitive
values.

Thus, it becomes important to evaluate explanations based on their cognitive
value in a given context. As an example, consider a business executive who wants
to understand how to improve sales of the company. So, the operational goals of
the explanation is largely in aiding action (i.e., the AI should help the business
executive in specifying the steps that need to be taken in order to improve sales)
and in education (i.e., the AI should inform the executive of the factors that
determine sales, etc.). Consider some hypothetical explanations generated by an
AI system as listed below.

– Factors X and Y are the most important factors in determining sales.
– Factors X and Y are the most important factors in determining sales, when-

ever X > 5 and Y < 4, the sales is 90%.
– Factors X and Y are the most important factors responsible for sales in the

past. Changing X to X+10 will improve the sales by 5%.

At a high-level, all of the aforementioned explanations look reasonable. Let us
delve a little deeper. Suppose X was the amount of the product and Y was
the location of the sale. Now, in explanation 2, the phrase “Y < 4” does not
convey a semantic meaning to the business owner. To the AI engineer, it may be
still meaningful as the model might have mapped various locations to numbers.
However, the business owner is not aware about this encoding. Even if she was
made aware of what the individual numbers denoted (such as if the location is
NYC, Tokyo, or Hamburg), as the number of such choices increases, the cognitive
burden on the business owner increases and does not aid in educating him/her
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or aiding in their action of how they can improve sales. Although explanation 1
provides semantically relevant information, it does not help the business owner
in providing actionable insights in improving the sales. Explanation 3 not only
educates the business owner in terms of the most important factors for improving
sales, but more importantly also aids in action by suggesting how the sales can
be improved.

The contributions of the paper are as follows: First, to the best of our knowl-
edge, our work is the first to introduce the notion of “cognitive value” of an expla-
nation and elaborate on the role of cognitive values in providing explanations
to various kinds of users. Second, we compare three state-of-the-art explanation
methods namely Scalable Bayesian Rule Lists [7], Random Forests, and Causal
models [5] in terms of their cognitive value to the business owner. In particular,
through a case study of a car dealer who is wanting to improve car sales, we
show how causal models designed for explaining issues concerning fairness and
discrimination [5] can be modified to provide explanations of cognitive value to
this car dealer. Third, we discuss the merits and shortcomings of each of the
aforementioned methods. We hope that our work will foster future research in
the field of transparent AI to incorporate the cognitive value of explanations in
evaluating the AI-generated explanations.

The rest of the paper is organized as follows. An overview of related work
is provided in Sect. 2. The case study and the dataset is described in Sect. 3.
Section 4 provides background on causal models, scalable bayesian rule lists and
random forest algorithms. It also includes a description of how the causal model
proposed in [5] for detecting discrimination can be leveraged to provide expla-
nations of cognitive value. The types of explanations obtained from the three
models are summarized in Sect. 5. A discussion of the relative merits and short-
comings of the explanations obtained by each of the aforementioned methods is
also provided in Sect. 5. Conclusions are provided in Sect. 6.

2 Related Work

The new European General Data Protection Regulation (GDPR and ISO/IEC
27001) and the U.S. Defense Advanced Research Projects Agency’s XAI pro-
gram [1] are probably the most important initiatives towards transparent AI.
As a result, several academic as well as industrial groups are looking to address
issues concerning AI transparency. Subsequently, a series of workshops, industrial
meetings and discussion panels related to the area have taken place contributing
to some impressive results.

Most of the work in the area is oriented towards the AI engineer and is
technical. For example, in [10], the authors highlight the regions in an image
that were most important to the AI in classifying it. However, such explanations
are not useful to an end-user in either understanding the AI’s decision or in
debugging the model [14]. In [19], the authors discuss the main factors used by
the AI system in arriving at a certain decision and also discuss how changing
a factor changes the decision. This kind of explanation helps in debugging for
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the AI engineers. Researchers are also expanding the scope of explanations to
AI agents by proposing frameworks wherein an AI agent explains its behavior
to its supervisor [27]. The authors in [28] propose a model agnostic explanation
framework and has been instrumental in several subsequent research efforts.
There are several other impressive works across various fields catered towards
helping the AI engineers [11,13,15,16,29–32,38,40]. A nice summary concerning
explainability from an AI engineer’s perspective is provided in [22,34].

More recently, there have been efforts in understanding the human inter-
pretability of AI systems. The authors in [24] provide a taxonomy for human
interpretability of AI systems. A nice non-AI engineer perspective regarding
explanations of AI system is provided in [23]. The authors in [17] studied how
explanations are related to user trust. They conducted a user study on healthcare
professionals in AI-assisted clinical decision systems to validate their hypotheses.
A nice perspective of user-centered explanations is provided in [18]. The author
emphasizes the need for persuasive explanations. The authors in [21,36] explore
the notion of interactivity from the lens of the user. With growing interest in
the concept of interpretability, various measures for quantifying interpretability
have also been proposed in [39–41].

The closest to our work is perhaps [20] wherein the authors discuss how
humans understand explanations from machine learning systems through a user-
study. The metrics used to measure human interpretability are those concerning
explanation length, number of concepts used in the explanation, and the number
of repeated terms. Interpretability is measured in terms of the time to response
and the accuracy of the response. Our measure is on the cognitive value an
explanation offers as opposed to time to response or other such quantitative
measures.

3 Case Study and Dataset

Our focus is on non-AI engineers. As a case study, we consider a scenario involv-
ing a business owner. Specifically, we consider a car dealer who wants to improve
the sales of the cars. Thus, this user will benefit from knowing the steps that need
to be taken in order to increase the sales of the cars. Thus, the cognitive value an
explanation offers in this scenario should be in guiding towards an appropriate
action and justifying the same.

We consider the car evaluation dataset [28,42,43] for our analysis, obtained
from the UCI Machine learning repository. Although relatively an old dataset,
it is appropriate for the problem at hand. The dataset is a collection of six
attributes of cars as listed in Table 1. In the original dataset, the output
attributes are “acceptable”,“unacceptable”, “good”, and“very good”. For the
specific case study considered, we map acceptance to sales. For evaluation pur-
poses, we map probability of acceptability to probability of selling the car and
probability of unacceptability to probability of not being able to sell the car.
There are 1728 instances in the dataset. The car dealer is interested in knowing
what changes need to be done i.e., what factors of the cars need to be changed
in order to improve sales.
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Table 1. Description of input variables in the car evaluation dataset.

Input variable Values

Buying price vhigh, high, med, low

Price of the maintenance vhigh, high, med, low

Number of doors 2, 3, 4, 5 more

Persons capacity in terms of persons to carry 2, 4, more

Size of luggage boot small, med, big

Estimated safety of the car low, med, high

4 Background

We consider three state-of-the-art algorithms for comparing the cognitive value
they offer in the context of the aforementioned case study. We consider Random
forests [8] as this model is one of the earliest interpretable models. We also
consider two recent models scalable Bayesian rules [7] proposed in 2017, and
causal models [5] proposed in 2018. For completeness, we provide some basic
background about these models in the context of interpretability.

4.1 Random Forests

Random forests are a class of ensemble learning methods for classification and
regression tasks [8]. The training algorithm for random forests applies the general
technique of bootstrap aggregating, or bagging, to tree learners. Given a training
set X = x1, ..., xn with labels Y = y1, ..., yn, bagging repeatedly (B times) selects
a random sample with replacement of the training set and fits trees to these
samples, i.e.,

For b = 1, ..., B:

1. Sample, with replacement, n training examples from X, Y; call these Xb, Yb.
2. Train a classification or regression tree fb on Xb, Yb.

After training, predictions for unseen samples x’s can be made by averaging the
predictions from all the individual regression trees on x’s or by taking a majority
vote in the case of classification trees.

When considering a decision tree, for each decision that a tree (or a forest)
makes there is a path (or paths) from the root of the tree to the leaf, consisting
of a series of decisions, guarded by a particular feature, each of which contribute
to the final predictions. The decision function returns the probability value at
the leaf nodes of the tree and the importance of individual input variables can
be captured in terms of various metrics such as the Gini impurity.

4.2 Scalable Bayesian Rule Lists (SBRL)

SBRLs are a competitor for decision tree and rule learning algorithms in terms of
accuracy, interpretability, and computational speed [7]. Decision tree algorithms
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are constructed using greedy splitting from the top down. They also use greedy
pruning of nodes. They do not globally optimize any function, instead they
are composed entirely of local optimization heuristics. If the algorithm makes a
mistake in the splitting near the top of the tree, it is difficult to undo it, and
consequently the trees become long and uninterpretable, unless they are heavily
pruned, in which case accuracy suffers [7]. SBRLs overcome these shortcomings
of decision trees.

Bayesian Rule Lists is an associative classification method, in the sense that
the antecedents are first mined from the database, and then the set of rules and
their order are learned. The rule mining step is fast, and there are fast parallel
implementations available. The training set is (xi, yi)

n
i , where the xi ∈ X encode

features, and yi are labels, which are generally either 0 or 1. The antecedents
are conditions on the x that are either true or false. For instance, an antecedent
could be: if x is a patient, antecedent aj is true when the value of x is greater
than 60 years and x has diabetes, otherwise false. Scalable Bayesian Rule Lists
maximizes the posterior distribution of the Bayesian Rule Lists algorithm by
using a Markov Chain Monte Carlo method. We refer interested readers to [7]
for greater details related to the working of the algorithm.

4.3 Causal Models

Causal models are amenable towards providing explanations as they naturally
uncover the cause-effect relationship [37]. Before describing how causal models
can be used to elicit explanations, we list some basic definitions used.

Terminologies: A structural causal model (SCM) M is a tuple h = [U, V, F,
P (U)i] where: U is a set of exogenous (unobserved) variables, which are deter-
mined by factors outside of the model; V is a set V1, ..., Vn of endogenous
(observed) variables that are determined by variables in the model; F is a set of
structural functions f1, ..., fn where each fi is a process by which Vi is assigned
a value vi; P (u) is a distribution over the exogenous variables U [5].

Each SCM M is associated with a causal diagram G, which is a directed
acyclic graph where nodes correspond to the endogenous variables (V) and the
directed edges denote the functional relationships. An intervention, denoted by
do(X = x) [9], represents a model manipulation where the values of a set of vari-
ables X are set fixed to x regardless of how their values are ordinarily determined
(fx). The counterfactual distribution is represented by P (YX=x = y) denotes the
causal effect of the intervention do(X = x) on the outcome Y , where the coun-
terfactual variable YX=x (Yx, for short) denotes the potential response of Y to
intervention do(X = x). We will consistently use the abbreviation P (yx) for the
probabilities P (YX=x = y), so does P (y|x) = P (Y = y|X = x).

For our analysis, we consider a standard model provided in [5] as depicted in
Fig. 1. We wish to determine the effect of X on Y (say X = safety and Y = car
sales). In this context, X would be the input factor and Y would be the output
factor. There could be other factors Z and W affecting sales as shown in Fig. 1.
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Fig. 1. Structural Causal Model considered for our analysis.

Here the factor Z is a common cause and is often referred to as a confounder.
The factor W is called a mediator, because X could have a causal effect on Y
through W .

There are three types of causal effects defined with respect to Fig. 1. The
direct effect is modeled by the direct causal path X → Y in Fig. 1. Indirect effect
is modeled by the path X → W → Y and spurious effect is jointly modeled by
the paths Z → X and Z → Y .

For each SCM, one can obtain the direct, indirect and spurious effects of X
on Y . In particular, the authors in [5] define the concepts of counterfactual direct
effect, counterfactual indirect effect and counterfactual spurious effects in order
to estimate the discover discrimination and argue that by disentangling each of
the causal effects, it can be ascertained whether there was genuine discrimination
or not. The direct, (D.E.) indirect (I.E.) and spurious (S.E.) causal effects of
changing the various factors on the output can be obtained from the following
equations as provided in [5]. For more elaborate details, we refer readers to [5].

D.Ex0,x1(y|x) =
∑

z,w

((P (y|x1, w, z) − P (y|x0, w, z))P (w|x0, z)P (z|x) (1)

I.Ex0,x1(y|x) =
∑

z,w

(P (y|x0, w, z)(P (w|x1, z) − P (w|x0, z))P (z|x) (2)

S.Ex0,x1(y) =
∑

z,w

(P (y|x0, w, z)P (w|x0, z(P (z|x1) − P (z|x0)) (3)

4.4 Adaptation of Causal Models to Provide Cognitive Value

Although the purpose of the authors of [5] was to explain discrimination, it is
straightforward to extend this to obtain explanations that can offer cognitive val-
ues. Below, we describe the steps that need to be followed to obtain explanations
of cognitive value.
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1 Estimate the counterfactual direct effects for all possible combinations of SCMs
for a given input X and output Y .

2 Repeat Step 1 for all possible choice of input factors X.
3 For each choice of input factor, generate textual statements highlighting the

differential probability in output (e.g. differential probability in selling car) for
change in the value of the input factor (e.g. changing the safety of the car from
low to high).

4 The factors corresponding to highest differential probabilities offer the most
cognitive value (i.e. to increase sales) to the user (e.g. a car dealer).

Put in other words, we consider all possible SCMs for the choice of factors
[X,Z,W ] as input, mediator and confounder. Note, for the standard model con-
sidered, only one confounder and one mediator is allowed. For the car evaluation
dataset, we consider 4 factors for each SCM. Let us understand the above process
for the car evaluation dataset.

Let us understand the usability of the aforementioned algorithm for the case
study considered. We are interested in explaining how to improve the sales to
the business owner (who is the car dealer in this example). So, the factor Y
corresponds to sales. Suppose, X = safety and Y = sale. In the model shown
in Fig. 1, one possibility could be W = number of persons and Z could be
maintenance. This means, safety could affect car sales through the factor number
of persons, and the factor maintenance could be a confounder affecting both
safety and sales. Another possibility could be that W = maintenance and Z
could be number of persons. In this case, the factor number of persons is a
confounder and affects both sales and safety, and maintenance is a mediator.

Let us first consider the case wherein X is safety, Z is maintenance and let
W be number of persons. Putting this in the standard model of Fig. 1 and using
Eq. 1, we can estimate the counterfactual direct effect of safety on sales. The con-
cept of counterfactual direct effect can be best understood through an example.
Suppose there is a car with low safety. All other factors unchanged, if the factor
safety alone were to be changed to high, then the quantity “counterfactual direct
effect” can provide a measure of the improvement in sales for this factor change.
Please note, in reality, since all the cars are manufactured, none of the factors
can be changed. But, for the time being, assume an imaginary car whose factors
can be changed. In that scenario, if the safety of the imaginary car were to be
high, then one can ascertain if that change in safety contributes to rise or fall
of sales and by how much. Knowing this differential sales probability will help
in future design of such cars for the car dealer. Thus, it provides the cognitive
value in taking appropriate action to the car dealer. We compute counterfactual
direct effect for all possible choices of input factors X. Since the output factor
is the sales, we conclude that factors with the highest magnitude of the counter-
factual direct effect are the most important ones for the car dealer in improving
the sales.
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5 Dataset Analysis and Results

In this section, we state the results obtained from each of the three methods
discussed in Sect. 4. We compare the three methods in terms of their cognitive
value to the car dealer.

5.1 Results from Random Forests

The algorithm returns the probability value of sales for individual cars. In addi-
tion, variable importance scores in terms of mean decreasing impurity is provided
that explains the importance of individual factors (i.e. safety, number of persons,
etc.) in determining the sale of a car. Table 2 lists the variable importance scores
in terms of mean decreasing Gini.

Table 2. Results from random forest algorithm.

Input factor Importance

Buying price 92.15

Price of the maintenance 97.36

Number of doors 27.86

Persons capacity in terms of persons to carry 178.52

Size of luggage boot 51.19

Estimated safety of the car 215.87

It is apparent from the above table that safety and number of persons that
can be accommodated are the most important factors in determining the sales of
the cars. This information can certainly educate the car dealer about the most
important factors that determine the sales.

5.2 SBRL

Let us next consider the result from scalable Bayes Rules List. As stated earlier,
it is in the form of “if-then” associative rules. The results for the car evaluation
dataset is as follows. Please note, the phrase‘positive probability’ refers to the
sale of the car. The rule numbers are generated by the algorithm and simply
refer to the condition mentioned beside it in text. For example, rule [105] refers
to the condition ‘number of persons = 2’.

If [persons=2] (rule[105]) then positive probability = 0.00173010
else if [safety=low] (rule[124]) then positive probability = 0.00259067
else if [doors=2,lug-boot=small] (rule[31]) then positive probability = 0.28787879
else if [buying=med,safety=high] (rule[22]) then positive probability=0.98888889
else if [buying=low] (rule[16]) then positive probability = 0.94382022
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else if [maint=vhigh,lug-boot=small] (rule[94]) then positive probability =
0.03125000
else if [buying=med] (rule[25]) then positive probability = 0.84523810
else if [lug-boot=small,safety=med] (rule[68]) then positive probability =
0.02631579
else if [maint=vhigh] (rule[98]) then positive probability = 0.01515152
else if [lug-boot=med,safety=med] (rule[64]) then positive probability =
0.52000000
else if [buying=high] (rule[10]) then positive probability = 0.98913043
else if [maint=high] (rule[77]) then positive probability = 0.03125000

Thus, SBRLs provide various conditions and state the probability of sales
under that condition. Thus, if the number of persons is 2, the probability of
sales is 0.1%.

5.3 Causal Models

Table 3 provides a summary of the results obtained from the causal model
described in Sect. 4.4.

The results summarized in Table 3 can be understood via examples. As an
instance, consider the first row corresponding to safety. The result of that row
states - “All other factors unchanged, if the safety of the car is changed from low
to high, there will be 36.36% improvement in sales.” The next row corresponding
to safety reads thus: “All other factors unchanged, if the safety of the car is
changed from high to low, there will be 50% drop in sales.”. A positive value
of differential probability indicates that there will improvement in sales upon
changing the corresponding input factor (e.g. sales) in the stated manner (i.e.
from low to high safety). A negative differential probability corresponds to a
drop in sales.

Table 3. Results from causal explanation.

Input factor Real car Imaginary car Differential probabilities (expressed as %)
in selling Real car- selling Imaginary car

Safety Low High +36.36%

Safety High Low −50%

Number of persons 2 4 +32.34%

Number of persons 4 2 −43%

Maintenance High Low +2.5%

Maintenance Low High −10%

Table 3 re-iterates the result of random forest. It can be noted that safety and
number of persons are the most important factors in determining sales. Note,
Table 3 highlights the most important factors in improving sales and hence some
factors (e.g. lug-boot) are omitted from the table.
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5.4 Discussion

In this section, we discuss the merits and de-merits of all the three methods from
the perspective of cognitive value the respective explanations offer to the users

Random Forest: The random forest educates the car dealer about the most
important factors responsible for car sales in a relative manner. The significance
of absolute values of the importance scores is not clear as their range is unknown.
Furthermore, knowing the factor importance scores does not help the car dealer
in understanding what needs to be done in order to improve the sales. The result
may thus only educate the car dealer in knowing the most important factors
affecting sales, but it is unclear as to how those factors need to be changed in
order to improve sales.

SBRLs: There are many if-else statements in the explanation provided by
SBRLs. The specific conditions are chosen automatically by the algorithm and
can consist of multiple conditions that may be difficult for the user to interpret.
Even if one parses for the ones with highest positive probabilities (implying
sales of cars), it neither conveys semantically relevant information nor provides
actionable insights to the car dealer. For example, the highest probability of
0.989 corresponds to the rule “if buying = high”. Does this mean cars with high
buying price sell more? If true, it does not seem practically very true or com-
pelling. Even assuming that it is true, it does not provide actionable insights to
the car owner. By how much can the price be increased to achieve a certain sales
target? Such kind of information is lacking in this model’s result.

Causal Models: Unlike random forest which could not ascertain how those
factors are important and in particular how the car dealer should change those
to improve sales, the explanation from the causal model provides actionable
insights to the car dealer in improving sales. Furthermore, the results from the
causal model is semantically meaningful and practically relevant.

Table 4. Comparison of results: RF denotes random forests, CM denotes causal models,
SBRL denotes Scalable Bayesian Rule Lists

Method Educates the user Provides actionable
insights to the user

Easy to comprehend

RF Provides relative
importance of
factors in sales

No Range of variable
importance is not clear

SBRL Informs about sales
under certain
conditions

No Several conditions to parse

CM Provides relative
importance of
factors in sales

Explains how the sales
can be improved

Yes
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Although the explanations based on causal modeling offers cognitive value to
the users, it comes at a price. Specifically, one has to try with different structural
assumptions. For a non-domain expert, this can really be time consuming. Also,
the causal explanation formula works best for binary data. While this is good in
providing instance level explanations (local explanations), it may not be easy to
derive global explanations.

Table 4 provides a comparison of the three methods in terms of their cognitive
value to the car dealer.

6 Conclusions

We introduced the concept of “cognitive value” of explanations of AI systems to
users. We considered the scenario of a business owner seeking to improve sales
of their product and compared explanations provided by some state-of-the-art
AI methods in terms of the cognitive value they offer to the business owner.
Specifically, we studied random forest, scalable bayesian rule lists and causal
explanations towards this end. For the context considered, causal explanations
provided the best cognitive value in terms of providing the business owner with
actionable insights in improving his/her sales. We hope our work will foster
future research in the field of transparent AI to incorporate the cognitive value
of explanations in assessing explanations.
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Abstract. The literature lacks definitions for quantitative measures of
model interpretability for automatic model selection to achieve high
accuracy and interpretability, hence we define inherent model inter-
pretability. We extend the work of Lipton et al. and Liu et al. from
qualitative and subjective concepts of model interpretability to objec-
tive criteria and quantitative measures. We also develop another new
measure called simplicity of sensitivity and illustrate prior, initial and
posterior measurement. Measures are tested and validated with some
measures recommended for use. It is demonstrated that high accuracy
and high interpretability are jointly achievable with little to no sacrifice
in either.

Keywords: Model interpretability · Model transparency
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1 Introduction

For machine learning (ML) models, data and results, there is a demand for
transparency, ease of understanding and explanations [24] to satisfy a citizen’s
“right to explanation” in the European Union [20] and to meet health care
requirements for justification and explanation [7,22].

Without quantitative measures of transparency and understandability, doc-
tors (or users) will select models which maximize accuracy but may unnecessar-
ily or unintentionally neglect or sacrifice transparency and understandability, or
they will choose models in an ad hoc manner to try and meet all criteria. We
refer to the transparency and understandability of models as inherent model
interpretability—defined further in Sect. 3.

We propose criteria and measures of inherent model interpretability to help
a doctor select ML models (Table 1 steps 1 and 2) which are more transparent
and understandable, in a quantitative and objective manner. More transparent
models can offer additional views of results (Table 1 step 3) for interpretation.
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Table 1. Measures of inherent model interpretability facilitate model selection (bold
text) in steps 1 and 2.

Step Task Basis for task

1 The doctor selects candidate models
for learning and testing based on...

Data types and distributions,
Inherent model interpretability
(transparency of model)

2 The machine learns model weights for
optimal accuracy with various
parameters. The doctor selects the
model to use based on...

Accuracy, Inherent model
interpretability (transparency of
model and understandability of
results)

3 The doctor uses the model to classify new
data. The doctor understands and
interprets the result and model based on...

Theory, Views of results,
Additional views of results

4 The doctor explains the result and model
to a patient or peer based on...

Selected interpretations, Theory

Our measures facilitate the inclusion of better models as candidates and the
selection of better models for use.

Some of our proposed measures are specific to support vector machines
(SVM), as one popular ML method. We perform experiments to validate the
SVM measures against a set of propositions and evaluate their utility by con-
cordance or matched pair agreement.

Notably, the proposed measures do not provide an interpretation or expla-
nation. They also do not indicate how useful or meaningful a model is in the
context of data. For example, a model that always classifies patient data as
belonging to the positive class is very understandable (interpretable). We can
easily construct the explanation of the model and result—all patients are classi-
fied as positive—but that does not mean that the model is useful, meaningful,
appropriate, or unbiased. Accuracy and common sense address the latter issues.
The proposed measures only indicate how understandable a model is, i.e., how
likely we are able to provide an interpretation, as the necessary basis for subse-
quent explanation.

Making ML more interpretable facilitates its use in health care because there
is a perception that ML is a black box [31] lacking interpretability which inhibits
its use. Greater use is important because for a good number of health care
problems and data, ML methods offer better accuracy in classification [12,15,41]
than common alternatives among statistical methods, decision trees and rule-
based methods and instance-based methods. Interpretable ML also facilitates
research on models and model fit.
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Fig. 1. A model consists of a learning method, SVM in this case, and all of its associ-
ated parts as depicted above. Most machine learning and statistical models (or classi-
fiers) have an underlying continuous output that most accurately describes the model’s
behaviour.

2 Notation

A machine learning task begins with data in a matrix X consisting of N instances
xi which are vectors, each containing n features.

X = [x1, x2, . . . , xN ]T xi ∈ R
n (1)

Entry xi,j in the matrix is the jth feature of instance xi. We assume real-
valued features converting any atomic data type to reals as needed (AppendixA).

A supervised learning task also has N targets (or outcomes) in a vector y
which are binary in classification,

y = [y1, y2, . . . , yN ]T yi ∈ {−1, +1} (2)

or continuous in regression:

y = [y1, y2, . . . , yN ]T yi ∈ R (3)

In binary classification there are N+ instances in the positive class and N−

instances in the negative class.
We refer to a posterior model (e.g., Fig. 1), or simply model, as a

learning method (e.g., SVM, neural networks) with all of its associated learn-
ing/estimation functions (e.g., kernels and transfer functions), hyperparameters,
structure (e.g., layers, connections, components in a composite kernel), con-
straints and learned model weights, in the context of specific data. A model
only learns from, and has meaning in, the context of specific data.

We refer to an initial model as a model in the context of specific data with
initial model weights prior to learning/iteration.

We refer to a family of models, or a prior model, as the set of models
possible when hyperparameters are variables (not specified)—e.g., SVM with a
Gaussian RBF kernel with unspecified box constraint and kernel width.
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Fig. 2. We measure inherent model interpretability at several points (dashed arrows)
in the process of machine learning and/or statistical learning (partially derived from
[25]). Note: some steps may not apply to some methods and models.

The prior, initial and posterior models are available at different points in the
process of machine learning and/or statistical learning process (Fig. 2).

Other notation is introduced in the context of discussion.

3 Inherent Model Interpretability Concept and Measures

We propose the concept of inherent model interpretability as distinguished from
an individual’s understanding and we propose two measures for any learning
method or model with numeric inputs.

Feynman said that if we understand a concept we must be able to describe it
at a freshman level, which often requires simplification or reduction, otherwise
we don’t really understand it [21]. Badii et al. express that complexity is closely
related to understanding and that understanding comes from accurate models
which use condensed information or reduction schemes [4]. Miller indicates that
selection is a key attribute of explanations [38]. Hence, we posit that the simpler
a model is, the easier it is to understand, interpret and describe, with all other
aspects of the model being equal. This leads to the following general measure.

3.1 A General Measure of Inherent Model Interpretability

As stated above, the simpler a model is, the more interpretable it is, inherently.
Formally, we propose the following definition.

Definition 1. Inherent model interpretability (or understandability) U , is a
measure with range [0, 1] based on either: a measure of model transparency T
in the same range, the inverse of semi-infinite model complexity H∞, or the
inverse of finite model complexity Hb, respectively as follows:



Measures of Model Interpretability for Model Selection 333

U =

⎧
⎪⎪⎨

⎪⎪⎩

T (i) T ∈ [0, 1]
1

1+(H∞−a) (ii) H∞ ∈ [a, ∞) a ∈ R
+; a < ∞

1 −
(

Hb−a
b−a

)
(iii)Hb ∈ [a, b] a, b ∈ R

+; a, b < ∞
(4)

where:

– H∞ and Hb are measures of model complexity based on parts [4] in the cate-
gories of information, entropy, code length or dimension [33],

– inherent indicates that the measure is independent of an individual, e.g., their
specific learning and forgetting curves [44], and

– the multiplicative inverse [29] in (4)ii or additive inverse [57] in (4)iii are
applied as needed for absolute or relative measure respectively according to
the comparison required. The relative measure is preferred where applicable
since it is more intuitive and interpretable (not shown).

• e.g., to compare a set of models where the range [a, b] is known to encom-
pass them all, a relative measure (iii) is fine, however, to compare them
to any future model where the maximum b is not known, use an absolute
measure (ii), i.e., let b = ∞.

The separation of model interpretability into at least two parts, one part that
is inherent to the model (and data) and another part that depends on the indi-
vidual, aligns with the functionally-grounded approach [17].

In order to use this general measure, one must further define T , H∞ or Hb, as
we do in subsequent sections. We note also that measurement may be performed
prior to, initially at, or posterior to, optimizing the model weights (Fig. 2).

3.2 A New Measure: Simplicity of Output Sensitivity

We consider the continuous underlying output of a classifier (e.g., Fig. 1) to be
the most accurate representation of a classifier’s behaviour. It is available most
learning classifiers, in machine learning or statistical learning, such as, neural
networks, SVM, logistic regression and naive bayes. It is also facilitated by most
implementations, e.g., for SVM it is available in Matlab, R, Python, SPSS, Weka,
libsvm and Orange, where the output may be the probability of the positive class
or a non-probabilistic value, e.g., “classification score”.

Some measure or analyze a classifier’s behaviour based on its binary output
instead [46]—this approach lacks fine-grained behavioural information. Others
measure classifier behaviour by modeling its responses with a separate expla-
nation model that provides a continuous output [5,46]—this post hoc approach
may not meet untested legal, assurance or business requirements.

We use the underlying continuous output, and the logic similar to the previ-
ous measure to posit that:

If a model is uniformly sensitive in its output to changing values in input
features and instances, then its sensitivity is simple to describe, understand and
interpret (as one value). Conversely, a model that is differently sensitive to
each feature and instance is more difficult to describe, understand and interpret,
in those terms or from that perspective. Formally, we propose the following
definition:
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Definition 2. The simplicity of output sensitivity UHs is a measure of inherent
model interpretability. It describes the simplicity of the sensitivity of the model’s
continuous output (e.g., Fig. 1) to changes in input. It is specified as the inverse
of Shannon entropy Hs with a finite range (4)iii, repeated below:

UHs = 1 −
(

Hs

Hmax

)

Hs ∈ [0, Hmax] (5)

Hs = −
∑

i

fi (s) log fi (s) , i = 1 . . . Ns (6)

Hmax = −
|s|∑

i=1

1
|s| log

1
|s| (7)

where s is the set of sensitivities Sj,q of the model’s continuous output ŷc (the
value which is underlying for a classifier) to small changes ε = (0.1) · 3σ in each
input instance j, one feature q at a time,

s = {Sj,q} (8)

Sj,q =
ŷc

(
xj + εq

) − ŷc
(
xj − εq

)

2ε
(9)

εq = [. . . 0 ε 0 . . .]T ε in qth cell

and where Ns is the number of bins according to standard binning methods for
histograms [18,47,53].

We use entropy to measure the global complexity of sensitivities across the
space for input data. In the literature, entropy has been applied quite differ-
ently to measure the information loss of perturbed features, to indicate their
influence—we use entropy instead to measure the complexity of influence with
perturbed features.

Our measure uses a first-order central difference (first derivative approxima-
tion) as a standard and easy to understand approach to sensitivity that does
not require knowing or differentiating the model’s formulas. We can generalize
this idea to second and third-order differences/derivatives, and so on, like the
derivatives in deep Taylor decomposition [39]—but the latter requires a model’s
formulas and derivatives. Whereas [39] examines the local behaviours of a model,
we do that and compute the complexity of the values.

We treat the entries Sj,q as a set or random variable s (8) because we are mea-
suring model interpretability overall, across features and instances, not within a
feature nor within an instance.

We note that instead of Shannon entropy, it may be possible to apply other
types of entropy, such as Renyi entropy, Tsallis entropy, effective entropy or total
information [19,45,56] and/or Kullback-Leibler (K-L) divergence [14], however
such a change would require validation. Prior to this study we experimented
with discrete Kullback-Leibler (K-L) divergence as implemented by four mea-
sures in the ITK toolkit [54,55], as an alternative to Shannon entropy, however,
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our experimental results with K-L divergence did not sufficiently match our
expectations, so we focused on Shannon entropy as a more popular and credible
measure.

We also implemented differential entropy [14], which is the continuous ver-
sion of entropy and is defined as the K-L divergence from a uniform probability
density function (pdf) to the pdf of interest, but put that aside based on the pre-
viously mentioned K-L divergence results and also because it was more compute
intensive as it required a kernel density estimate.

Finally we note that the sensitivity portion of our measure (i.e., entropy
aspect aside) differs from how other authors compute sensitivity globally across
both instances and features [27].

4 Criteria for Model Transparency and a Measure
for SVM

We identify criteria for model transparency from the literature (Table 2) for
any model, and propose new criteria in most cases, which are objective, not
subjective, and thus suitable for a (quantitative) measure of model transparency.

We apply the proposed criteria (Table 2) for any model, to create a measure
specific to kernel methods or support vector machines (SVM).

We use the seven proposed criteria for inherent prior model interpretability
(Sect. 4) to define 6 Dirac (binary) measures for SVM (Table 3) meeting each
criterion without overlap, except for criterion d (since all SVM kernels are gen-
eralized linear models).
We define an overall measure as follows:

Ǔ∂ = 1/6 (∂essep + ∂fin + ∂eM + ∂× + ∂uni + ∂adm)

Table 2. We identify criteria for model interpretability in the literature and translate
these into proposed criteria which are objective rather than subjective.

Term Criteria in the literature ID Proposed criteria

Interpretable [34]

Decomposable [30]

Each calculation has an intuitive

explanation [30]

(a) The feature space is known/explicit

(b) The feature space has a finite

number of dimensions

Inputs are interpretable, not

anonymous or highly-engineered [30].

Generalized additive models are

interpretable [34]

(c) The model is generalized additive

w itha known/explicit basis/shape

functions

Generalized linear models are

interpretable [34]. The contributions

of individual features in the model,

are understandable [34]

(d) The model is generalized linear [34]

(e) The model is multiplicative, e.g.,

probabilistic, with known/explicit

basis/shape functions

N/A (f) Model parts are uniform in function

Transparent

algorithm [30]

The training algorithm converges to

a unique solution [30]

(g) Model weights are learned by convex

optimization or direct computation
aNote: Unlike functions of a single variable, basis/shape functions are only available if the kernel is separable.
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A benefit of this measure is that while independent of the data, it requires
little computation and it informs model selection prior to optimization.

Table 3. For kernel methods, e.g., SVM, we propose the following Dirac (binary) mea-
sures ∂ of model transparency T . Let XT be the space of transparent features derived
from simple transforms of the original features X which are not highly engineered: i.e.,
given data X = {x}, let XT =

{
x, −x, 1

x
, log (x) , tanh (x) , min (ctop, x) , max (cbottom, x)

}
.

Name of measure
and criterion met

Symbol for
measure

Conditions for measure to be true

Explicit symmetric
separable (a)

∂essep k (x, z) = φ (x) φ (z) , φ known
xi, zi ∈ X0, X0 ⊆ XT, φ ∈ F , φ : Rn → R

Finite (b) ∂fin dim (F ) < ∞
Explicit Mercer (c) ∂eM k (x, z) = φ (x)T φ (z) .

=
∑

q

φq (xq) φq (zq) , φq known

xi, zi ∈ X0, X0 ⊆ XT, φq ∈ F , φq : R → R

Explicit
multiplicative (e)

∂× k (x, z) =
∏

q

φq (xq) φq (zq) , φq known

xi, zi ∈ X0, X0 ⊆ XT, φq ∈ F , φq : R → R

Uniform (f) ∂uni φq known and uniform
e.g., (c) or (e) with φq = φ ∀q

Admissible (g) ∂adm k is positive definite (p.d.) [37]
or k is conditionally p.d. (c.p.d.) [8]

5 Creating More Measures Specific to SVM

In this section we propose measures specific to SVM.

Support Vectors: In SVM, a subset of the patients in the data set are key
to defining the model. They are known as support vectors since they support
the definition of the model’s class boundary and decision surface. For example,
the decision regarding whether a patient has a disease or not, is determined by
a subset of patients, e.g., 5 out of 200 patients, the model learned/picked as
positive and negative examples of disease.

The more support vectors there are, the more complex the model is, with all
other things being equal: Hsv = sv. SVM models have at least three support vec-
tors in general—at least two to define the line, curve, hyperplane or surface that
is the class boundary, and at least one to define the margin, so sv ≥ 3, sv ∈N.

To select a model for one data set, or to compare results between two data
sets, we know the maximum number of patients N , so sv ≤ N , and we apply
(4)iii to obtain a relative measure, Usv,r. Or to obtain an absolute measure Usv,a,
to compare against any current or future data set, we assume N = ∞ and apply
(4)ii.
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Degrees of Freedom: Akaike includes all method and kernel hyperparame-
ters and weights as among the degrees of freedom [50]. We calculate the prior
complexity measure Ȟdof with three terms comprised of: the number of SVM
hyperparameters, e.g., 1 for C, the number of kernel hyperparameters, e.g., 1 for
the kernel width for a Gaussian RBF kernel, the number of independent inputs,
e.g., 1 for a Gaussian RBF kernel or stationary kernel, 2 otherwise. We calculate
the posterior complexity measure Hdof with an additional term for the support
vectors and apply the general measure for model interpretability.

Ȟdof = ˇdof = dSVM hyp + dkernel hyp + dinput

Hdof = dof = dSVM hyp + dkernel hyp + dinput + sv

Relevant Dimensionality Estimate: The relevant dimensionality estimate
(rde) [9] provides a way to measure the complexity of the SVM feature space
induced by a kernel. There are two complexity measures HrdeT and HrdeL corre-
sponding to two rde methods: the two-component model and the leave-one-out
method, respectively.

6 Validation of Measures

We validate our proposed measures with sanity checks on formulas (not shown)
and by agreement with propositions that describe our expectations and knowl-
edge about model complexity and interpretability.

We create propositions based on expected relationships between measures,
and check/test the propositions with a statement P and its inverse P−1 such as
the following,

P: ˇdof 1 ≤ ˇdof 2
usually→ U∗

rde1 ≥ U∗
rde2 (10)

P−1: ˇdof 1 > ˇdof 2
usually→ U∗

rde1 < U∗
rde2 (11)

where
usually→ is a notation that means “implies the majority of the time”. For

brevity P−1 is implied but not shown in statements that follow. We measure
how much our results agree with these propositions using either Kendall’s W
coefficient of rank correlation [26] or matched pair agreement [48], where the
latter is applied to control for confounding factors.

If a proposition is robust, then the percentage of the concordance coefficient
or matched pair agreement indicates how correct and useful the measure is, from
that perspective. A measure has some utility, if it is correct the majority of the
time, for different models/kernels and data sets, with a confidence interval that
does not include 50%.

We validate our propositions using two types of experiments (#1 and #2
as below). We run each experiment five times on each of three data sets from
the University of California at Irvine repository: the Statlog Heart, Hepatitis
and Bupa Liver data sets. Missing data in the Hepatitis data set are imputed
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with Stata, taking one of three multiple imputations with Monte Carlo Markov
Chains. Bupa Liver is used with the common target [36] rather than the clinically
meaningful target.

– Experiment Type #1: For each of 90 points chosen randomly in the hyperpa-
rameter space, we choose a pair of models, matched pairs [48], that differ by
one hyperparameter/dof that is fixed in one and free in the other, and check
propositions as the percentage truth of the propositions. We use 3 pairs of
kernels that differ by a single dof, e.g., a polynomial kernel of varying degree
versus a linear kernel, a Gaussian RBF kernel with/without a fixed kernel
width and a Mercer sigmoid kernel [11] with/without a fixed horizontal shift.

– Experiment Type #2: From the experiment type #1 we identify three points
in the hyperparameter space which perform well for each kernel. For each
of 3 fixed points, we choose 30 values of C equally spaced (as logarithms)
throughout the range from 10−3 to 106 and check propositions as the concor-
dance of the left-hand side with the right-hand side in the propositions, using
Kendall’s W coefficient of concordance. If the right-hand side should have
opposite rank to the left-hand side then we apply a negative to the measure
on the right-hand side for concordance to measure agreement of rank. We use
the following kernels: linear, polynomial, Gaussian RBF and Mercer sigmoid
kernel [11].

6.1 Propositions

Proposition 1. The majority of the time we expect that a model with less
degrees of freedom ˇdof 1, with all other things being equal when compared to
another model with ˇdof 2, will be simpler and have a relevant dimensionality
estimate (rde) [9] that is less than or equal to the other model and therefore be
more interpretable/understandable (U∗

rde):

1a : ˇdof 1 ≤ ˇdof 2
usually→ rde1 ≤ rde2 (12)

1b : ˇdof 1 ≤ ˇdof 2
usually→ U∗

rde1 ≥ U∗
rde2 (13)

This applies to rde with the two-component model (rdeT) and the leave-one-
out method (rdeL).

Proposition 2. In SVM, the hyperparameter C is called the box constraint or
cost of error. Authors have remarked [49, Remark 7.31] that C is not an intuitive
parameter, although it has a lower bound for use C ≥ 1

N and its behaviour
suggests C

.= 1
νN , where ν is a proportion of support vectors. We therefore expect

that a model with a higher value C1 versus a second model with C2 will have
less support vectors (sv) and consequently be more interpretable/understandable
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(UHs):

2a : C1 ≥ C2
usually→ sv1 ≤ sv2 (14)

2b : sv1 ≤ sv2
usually→ UHs1 ≥ UHs2 (15)

2c : C1 > C2
usually→ Usv,a1 ≥ Usv,a2 (16)

2d : C1 > C2
usually→ UHs1 ≥ UHs2 (17)

This applies to simplicity of sensitivity UHs with any binning method.

Our experiment uses three binning methods: Scott UHsc, Freedman-Diaconis
UHfd and Sturges UHst.

Proposition 3. The majority of the time we expect that, if a prior measure is
useful, then it reflects the same rankings as the posterior measure,

3 : U∗
Hs1 ≤ U∗

Hs2
usually→ UHs1 ≤ UHs2 (18)

Proposition 4. We expect that the linear kernel is the simplest of all kernels
with greater transparency than other kernels such as the polynomial, Gaussian
RBF kernel, sigmoid and Mercer sigmoid kernels, whereby,

4 : isLinear (k1) > isLinear (k2) → Ǔ∂1 > Ǔ∂2 (19)

7 Results

We summarize the results of our validation tests (Tables 4 and 5) as follows: we
recommend Ǔ∂ and Usv as good measures. We find that U∗

rdeT , U∗
rdeL and UHst

are measures which are of limited use, because they may be wrong one third of the
time when providing guidance on decisions. UHsc and UHfd are not distinguished
from chance by our propositions and are therefore not recommended. If UHst is
validated to a greater degree in the future, then the initial measure U∗

Hst has been
shown to be a good proxy for it, incurring some loss of information (Table 5).

Our proposed measure of kernel transparency Ǔ∂ , a prior measure, scored
100% agreement. This is a good measure that may be used a priori, but it is
high-level and not specific to the match between a model and data. No surprises
or complexities arose regarding the attributes of kernels.

The general measure based on the number of support vectors, Usv, scored
81 ± 2.3% agreement—this is a good measure.

Our proposed simplicity of sensitivity measure with Sturges binning UHst

scored 64 ± 3.2% and 62 ± 3.5%, which is of limited use—we are interested in
agreement that is sufficiently greater than chance (50%), enough to be reliable.

The same measure with Scott binning (UHsc), however, is barely distin-
guishable from chance in one test, and not distinguishable in another, and with
Freedman-Diaconis binning (UHfd) it is not distinguishable from chance in both
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tests. We recommend further validation to examine the role of confounding fac-
tors such as kernel width/scale along with C per [6,16].

If the simplicity of sensitivity measure UHst can be validated to a greater
degree in the future, then the initial measure U∗

Hst which scores 80±3.2% agree-
ment with it, may be used in its place to avoid optimization, or to gain an initial
estimate prior to optimization.

The general measure based on the relevant dimensionality of the feature
space, U∗

rdeT and U∗
rdeL scored 62± 5.0% and 59± 5.2% agreement, respectively.

These are of some use. We did not include Braun’s noise estimate, which in
hindsight should improve the measure.

8 Application

We apply model interpretability to results in a toy problem. When we select
results for maximum accuracy with the Gaussian RBF kernel, we find that the
top result in our sorted list of results achieves 100% accuracy (rounded to no
decimal places) with 51 support vectors, while the second best result also achieves
100% accuracy with 40 support vectors and the fifth best result according to the
list also achieves 100% accuracy with 25 support vectors.

Selecting results for maximum interpretability Usv,r, we find the top result
uses 9 support vectors for 99% accuracy and the fourth best result uses 10
support vectors for the same accuracy.

We plot the results (Fig. 3) of accuracy versus interpretability Usv,r (above
80% in each) and find that there are many results which are highly accurate and
highly interpretable, i.e., above 96% in both. These results indicate that there
is not a trade-off between accuracy and model interpretability based on support
vectors in this data set.

We also plot the results of accuracy versus interpretability Usv,r for other
data sets (Figs. 4 and 5) and it is clear that there is no trend in all points
showing a trade-off between accuracy and model interpretability, although this

Table 4. The results from propositions using experiment type #2 validate the support
vector measure Usv and simplicity of sensitivity measure with Sturges binning UHst.
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Table 5. The results from propositions using experiment #1 validate the relevant
dimensionality measures rdeT and rdeL, the initial model interpretability measures
based on relevant dimensionality U∗

rdeT and U∗
rdeL, the use of prior measures of sim-

plicity of sensitivity as proxies for posterior measures, and the measure of kernel trans-
parency Ǔ∂ .

Table 6. Result for Ǔ∂ confirm that the linear kernel is more transparent than other
kernels.

trend may be present at the pareto front. A trade-off trend would show as an
inverse correlation, a trend line running from the top left to the bottom right—
instead, high interpretability is consistently achievable with high accuracy, i.e.,
there are points toward the top right of a bounding box for all points.

9 Related Work

Lipton [30] provides a good taxonomy for model interpretability with con-
cepts falling into two broad categories: transparency (the opposite of a black
box) and post-hoc interpretability.

Post-hoc interpretability involves an explanatory model separate from the
predictive model, or visuals that transform data where the transformation is also
a separate explanatory model. Liang [28] cautions against explaining a black box
predictive model with another black box explanatory model.
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Fig. 3. In classification for the toy problem, there are many results with high accuracy
and high model interpretability, with almost no sacrifice in the latter for maximum
accuracy.

Fig. 4. In classification with the Hepatitis data set there is a less than 5% sacrifice in
interpretability for the highest accuracy.

Fig. 5. In classification with Statlog Heart data there are points with high accuracy
and interpretability, with minimal sacrifice, 1% and 2%, respectively.



Measures of Model Interpretability for Model Selection 343

Riberio et al. [46] create an external local linear model to approximate
the prediction model in a post-hoc approach called LIME. They jointly optimize
accuracy and model complexity but they do not elucidate much about model
complexity as in our work. LIME perturbs features in a separate binary repre-
sentation of features, which sometimes map to non-local features in the original
space of data. In their examples they use the binary model output, only referring
in passing to the possibility of using a continuous output for classifiers, as we do.

Transparency, on the other hand, focuses on the predictive model itself,
and has three aspects: decomposability, simulatability and algorithmic trans-
parency [30].

Decomposability refers to being able to see and understand the parts of the
model of the model, e.g., kernels and parameters and the parts of the data, i.e.,
features and instances—and how they contribute to a result from the predictive
model. Some authors refer to the output from decomposition as an interpreta-
tion, e.g., initial understanding, separate from an explanation [24,39] that may
require analysis, selection or perhaps synthesis. Miller adds that explanations
are selected and social [38].

Since the social and synthesis tasks are more suitable to a person than a
computer—it is reasonable for our work to focus on inherent measures of inter-
pretability, rather than explanations.

[34] express that some types of models are more intelligible (i.e., decompos-
able) than others. We include categories for generalized linear and generalized
additive models in our measures as a result of their work.

Simulatability, as another aspect of transparency, refers to a model that a person
can mentally simulate or manually compute in reasonable time [30] and is corre-
lated, for example, with the number of features in a linear model, or the depth of
the tree in a decision tree. Model complexity is implied Lipton’s examples but
the term is not invoked although other authors refer to it [10,35,42].

Ockham’s razor, also called the principle of parsimony [50], is a well known
principle related to model complexity. Regarding models, it says that among
sufficient explanations (e.g., equally accurate1 models), the simplest2 should be
preferred. A quick note on sufficiency: for multiple equally accurate models, none
are necessary, because any one of them is sufficient. Model accuracy is sought
first, then simplicity. Using our proposed measure one can search for the model
with highest interpretability among equally accurate models.

Backhaus et al. propose a quantitative measure of model interpretability
[3]—but that is for a different meaning or definition—the ability for a model to
interpret data, with relevance in relevance vector machines as the context.

Related to our work, sensitivity analysis of model outputs (SAMO)
[2,23] describe how sensitive a model output is to a change in feature values, one
at a time—which is the approach of our proposed general measure.
1 Where accuracy cannot be distinguished with statistical significance.
2 [Sober] refers to [Akaike]’s definition of the simplest model as the model with the

least degrees of freedom, i.e., least number of (independent) coefficients.
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In variance-based sensitivity analysis, Sobol [51] finds the variance in the out-
put explained by an input feature. Liu et al. [32] performs entropy-based sensi-
tivity analysis, called global response probabilistic sensitivity analysis (GRPSA),
to find the influence of input features—where entropy is used to compute the
effect as information loss. Lemaire et al. [27] apply sensitivity analysis but their
perturbations are non-local and could easily create points outside of any known
clusters of instances and true states of nature. Poulin et al. [43] provides effective
visualization and analysis tools but for SVM they only apply their method to
linear SVM and its binary output.

Automatic model selection methods have been proposed for accuracy [1,
40]—these are based on rules computed from many data sets. The rule-based
approach is brittle in comparison to our measures, since it only works with a
fixed set of candidate kernels.

10 Conclusions

We developed and validated measures for inherent model interpretability to
enable automatic model selection and ongoing research. Two measures are rec-
ommended: our proposed kernel transparency measure Ǔ∂ which is an inexpen-
sive prior measure, and a posterior measure based on support vectors Usv. Three
other measures, U∗

rdeT , U∗
rdeL and UHst were found to be of limited use but may

be further validated by future work.
We also contributed ideas as a foundation for these measures: the concept

of inherent model interpretability, a general measure, a simplicity of sensitivity
measure, and measurement of interpretability at different points in the learning
process, i.e., via prior, initial and posterior models.

We applied our measure to model selection and demonstrated that choosing
a model based on a sorted list of accuracy alone can result in models with sub-
stantively less inherent model interpretability despite the consistent availability
of models with high accuracy and high interpretability in multiple data sets.
The notion of a trade-off between accuracy and interpretability does not hold
for these data sets.

A Appendix: Treating Features of Any Atomic Data
Type as Continuous

Assuming that we are not given a fixed pre-trained model, but can instead the
machine learning method and model, we can select one that handles continuous
values, and we can treat features of any atomic data type (defined below) as
continuous. This treatment requires three steps—and most of the content in
these steps are standard practice, with a few exceptions denoted by an asterix*.
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Table 7. Atomic data types are based on Steven’s scales of measurement

Atomic data type Steven’s scale Summary of key attributes

Continuous Discrete Ordered Fixed zero

Real Ratio � � �
Integer Ratio � � �
Datetime Interval � �
Date Interval � �
Ordinal Ordinal � �
Binary Nominal �
Nominal Nominal �

We define atomic data types (Table 7) as the following set of data types
which are fundamental building blocks for all electronic data3: reals, integers,
datetimes, dates, ordinals, binary and nominals. These atomic data types are
based on Steven’s scales of measurement [52], but are specified at a level that is
more interpretable and useful.

Although binary values may also be considered nominals, we identify them
separately because there are methods in the literature specific to binary data
(e.g., for imputation and similarity measurement) and the data type is specifi-
cally defined in programming languages, machine learning platforms, database
schema and data extraction tools.

1. Treat missing data. Assuming data are missing completely at random
(MCAR) do the following, otherwise refer to [58].
(a) Impute missing data for reals, integers, datetimes, dates and ordinals,

using whichever method meets requirements—e.g., multiple imputation
with Monte Carlo Markov chain, expectation maximization, hot-deck
imputation or mean imputation.

(b) Impute missing data for nominals using the mode, i.e., the most frequent
level.

(c) Impute missing binary data with a method that will produce continu-
ous values and which is appropriate for binary distributions—e.g., mul-
tiple imputation or expectation maximization. We refer to the output as
continuously-imputed binary data.

2. Convert nominals to binary indicators, one for each level.
3. Center and normalize data

(a) For continuously-imputed binary data, bottom-code and top-code the
data to the limits, then min-max normalize the data to the range [–1,
+1] for SVM or [0, 1] for neural networks and logistic regression.

3 E.g., a combination of atomic data types can make up a complex data type—e.g.,
a combination of letters or symbols (nominals) make up a string as a complex data
type.
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(b) For binary data, min-max normalize the data to the set {–1, +1} for
SVM or {0, 1} for neural networks and logistic regression. This data will
be treated as reals by the methods/models, but {–1, +1} makes more
sensible use of the symmetric kernel geometry in SVM than {0, 1}.

(c) For all other data types, center and normalize each feature using z-score
normalization (or scalar variations based on 2 or 3 sigma instead of 1
sigma).

Now all of the data are ready to be treated as reals by the methods/models.
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55. Szabó, Z., Póczos, B., Lőrincz, A.: Separation theorem for independent subspace
analysis and its consequences. Pattern Recognit. 45, 1782–1791 (2012)

56. Tsallis, C.: Possible generalization of Boltzmann-Gibbs statistics. J. Stat. Phys.
52(1), 479–487 (1988)

57. Tussy, A., Gustafson, R.: Elementary Algebra. Nelson Education (2012)
58. Donders, A.R.T., Van Der Heijden, G.J.M.G., Stijnen, T., Moons, K.G.M.: A gentle

introduction to imputation of missing values. J. clin. epidemiol. 59(10), 1087–1091
(2006). Elsevier



Regular Inference on Artificial
Neural Networks

Franz Mayr(B) and Sergio Yovine(B)

Universidad ORT Uruguay, Montevideo, Uruguay
{mayr,yovine}@ort.edu.uy

Abstract. This paper explores the general problem of explaining the
behavior of artificial neural networks (ANN). The goal is to construct
a representation which enhances human understanding of an ANN as a
sequence classifier, with the purpose of providing insight on the ratio-
nale behind the classification of a sequence as positive or negative, but
also to enable performing further analyses, such as automata-theoretic
formal verification. In particular, a probabilistic algorithm for construct-
ing a deterministic finite automaton which is approximately correct with
respect to an artificial neural network is proposed.
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1 Introduction

The purpose of explainable artificial intelligence is to come up with artifacts
capable of producing intelligent outcomes together with appropriate rational-
izations of them. It means that besides delivering best possible model perfor-
mance metrics (e.g., accuracy) and computational performance metrics (e.g.,
algorithmic complexity), they must provide adequate and convincing reasons for
effectively justifying the judgment in a human-understandable way.

Artificial neural networks (ANN) are the state-of-the-art method for many
fields in the area of artificial intelligence [20]. However, ANN are considered to be
a rather obscure model [21], meaning that understanding the specifics that were
taken into consideration by the model to make a decision is not a trivial task.
Human understanding of the model is crucial in fields such as medicine [18], risk
assessment [4], or intrusion detection [33]. From the point of view of explaining
the rationale of an outcome, an important issue is that ANN lack an explicit
and constructive characterization of their embedded decision-making strategy.

This limitation of ANN explanatory capabilities motivated a large amount
of research work aiming at improving ANN explainability. Several approaches
to tackle this issue have been identified [10,14]. In particular, [14] character-
izes the black-box model explanation problem. It consists in providing a human-
understandable model which is able to mimic the behavior of the ANN. In [10],
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the problem of processing explanation is defined. This approach seeks answering
why a given input leads the ANN to produce a particular outcome. Another
approach consists in allowing a human actor to interact with the learning pro-
cess. This human-in-the-loop method of addressing explainability, called glass
box interactive machine-learning approach, is presented in [19].

In this paper we follow a black-box model and processing explanation app-
roach for ANN. We are interested in studying explainability in the context of
ANN trained to solve sequence classification problems [32,34], which appear in
many application domains. In the past few years several classes of ANN, such as
Recurrent Neural Networks (RNN), e.g., Long-Short Term Memory (LSTM) [17],
have been successfully applied for such matter [6,8,22,27,28,30,31,35].

We restrict the study to binary classification. This problem is a case of lan-
guage membership, where the language of the ANN is the set of sequences classi-
fied as positive by the network. The trained ANN hides a model of such sequences
which it uses to predict whether a given input sequence belongs to the language.
If the language from which the training samples have been drawn is known, the
question is how well the ANN learned it [8,9,26]. Another, may be more realistic
situation occurs when the target language is unknown. In this case, the question
to answer becomes what is the language learned by the ANN, or more precisely,
whether it could be characterized operationally instead of denotationally.

Typically, these questions are addressed by looking at the accuracy of the net-
work on a given test set. However, it has been observed that networks trained
with millions of samples which exhibit 100% accuracy on very large develop-
ment test sets could still incorrectly classify random sequences [12,31]. Thus,
exact convergence on a set of sequences, whatever its size, does not ensure the
language of the network is the same as the target language. Hence, in both cases,
the question remains whether the language recognized by the network could be
explained, even approximately, in some other, comprehensible, way.

The goal of this paper is to provide means for extracting a constructive
representation of the model hidden inside the ANN. To the best of our knowledge,
all previous works devoted to model and processing explanation for ANN are
either white-box, that is, they look into and/or make assumptions about the
network’s structure and state, or they are focused on extracting decision trees
or rules. The reader is referred to [3,10,14] for recent surveys on this topic.

Now, when it comes to operationally explain the dynamical system that
produces sequences of events, rules and trees are not expressive enough. In
this case, a widely used formalism are automata [13]. This model provides a
language-independent mathematical support for studying dynamical systems
whose behavior could be understood as sequences corresponding to words of
a regular language. In the automata-theoretic approach, when the system under
analysis is a black box, that is, its internal structure (composed of states and
transitions) is unknown, the general problem of constructing an automaton that
behaves as the black box is called identification or regular inference [16].

Many times it is not theoretically or practically feasible to solve this problem
precisely, in which case, it needs to be solved approximately. That is, rather than
exactly identifying the automaton inside the black box, we attempt to find an
automaton which is a reasonable approximation with some confidence.
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The Probably Approximately Correct (PAC) framework [29] is a general
approach to solve problems like the one we are considering here. A learner, which
attempts to identify the hidden machine inside the black box, can interact with
a teacher, which has the ability to answer queries about the unknown machine
to be learned. For this, the teacher uses an oracle which draws positive and
negative samples with some probability distribution. There are several specific
problem instances and algorithms to solve them, depending on the assumptions
that are made regarding how the behavior of the black box is observed, what
questions could be asked, how the answers to these questions could be used to
build an automaton, etc. The reader is referred to [2,16] for a thorough review.

In this context, two general settings can be distinguished, namely passive or
active learning. The former consists in learning a language from a set of given
(chosen by the teacher) positive and/or negative examples [25]. It has been shown
in [11] that this problem is NP-complete. In the latter, the learner is given the
ability to draw examples and to ask membership queries to the teacher. A well
known algorithm in this category is Angluin’s L∗ [1]. L∗ is polynomial on the
number of states of the minimal deterministic finite automaton (DFA) and the
maximum length of any sequence exhibited by the teacher.

The relationship between automata and ANN has been thoroughly studied:
[26] presents mechanisms for programming an ANN that can correctly classify
strings of arbitrary length belonging to a given regular language; [9] discuss an
algorithm for extracting the finite state automaton of second-order recurrent
neural networks; [31] look at this problem in a white-box setting. Therefore,
according to [14], a black-box model explanation approach, that is, using regular
inference algorithms that do not rely on the ANN structure and weights is a
problem that has not been addressed so far.

Of course, one may argue that an automaton could be directly learned from
the dataset used to train the network. However, this approach has several draw-
backs. First, passive learning is NP-complete [11]. Second, it has been shown
that ANN such as LSTM, are much better learners, as they learn faster and
generalize better. Besides, they are able to learn languages beyond regular ones.
Third, the training dataset may not be available, in which case the only way to
construct an explanation is to query the ANN.

The contribution of this work is an adaptation of Angluin’s L∗ algorithm
that outputs a DFA which approximately behaves like an input ANN whose
actual structure is completely unknown. This means that whenever a sequence
is recognized by the DFA constructed by the algorithm, it will most likely be
classified as positive by the ANN, and vice versa. We stress the fact that our
algorithm is completely agnostic of the structure of the ANN.

Outline. In Sect. 2 we precisely present the problem we are going to address and
the method used for solving it. In Sect. 3 we discuss the proposed algorithm and
a variation of the general PAC framework to analyze its behavior. In Sect. 4 we
present the experimental results carried out on several examples which validate
the theoretical analyses. In Sect. 5 we compare and contrast our approach with
related works. Finally we present the conclusions and future work.
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2 Preliminaries

2.1 Problem Statement

Let of U ⊆ Σ∗ be some unknown language over an alphabet Σ of symbols, and
S ⊆ Σ∗ be a sample set such that it contains positive and negative sequences of
U . That is, there are sequences in S which belong to U and others that do not.

The language of an ANN N , denoted L(N ), is the set of sequences classified
as positive by N . Suppose N is obtained by training it with a sample set S,
and then used to predict whether a sequence u ∈ Σ∗ does belong to U . In other
words, the unknown language U is considered to be somehow approximated by
L(N ), that is, with high probability x ∈ L(N) ⇐⇒ x ∈ U .

But, what is the actual language L(N ) learned by N ? Is it a regular language?
That is, could it be expressed by a deterministic finite automaton? Is it possible
to approximate it somehow with a regular language? The interest of having
an automaton-based, either precise or approximated, characterization of L(N ),
allows to explain the answers of N , while providing insight on the unknown
language U . This approach enhances human understanding because of the visual
representation but also because it enables performing further analyses, such as
automata-theoretic formal verification [5].

2.2 Probably Approximately Correct (PAC) Learning

In order to study the questions above, we resort to Valiant’s PAC-learning frame-
work [2,29]. Since we are interested in learning languages, we restrict ourselves
to briefly describing the PAC-learning setting for languages.

Let D be an unknown distribution over Σ∗ and L1,L2 ⊆ Σ∗. The symmetric
difference between L1 and L2, denoted L1 ⊕ L2, is the set of sequences that
belong to only one of the languages, that is, L1 ⊕ L2 = L1 \ L2 ∪ L2 \ L1.

The prediction error of L1 with respect to L2 is the probability of a sequence
to belong to their symmetric difference, denoted PD(L1 ⊕ L2). Given ε ∈ (0, 1),
we say that L1 is ε-approximately correct with respect to L2 if PD (L1 ⊕ L2) < ε.

The oracle EXD(L1) draws an example sequence x ∈ Σ∗ following distribu-
tion D, and tags it as positive or negative according to whether it belongs to L1

or not. Calls to EX are independent of each other.
A PAC-learning algorithm takes as input an approximation parameter ε ∈

(0, 1), a confidence parameter δ ∈ (0, 1), target language Lt and oracle EXD(Lt),
and if it terminates, it outputs a language Lo such that Lo is ε-approximately
correct with respect to Lt with probability at least 1 − δ.

A PAC-learning algorithm can also be equipped with an approximate equiv-
alence test EQ which checks a candidate output Lo against the target language
Lt using a sufficiently large sample of tagged sequences S generated by EX. If
the sample is such that for every x ∈ S, x ∈ Lt ⇐⇒ x ∈ Lo, the algorithm
successfully stops and outputs Lo. Otherwise, it picks any sequence in S ∩ (Lo ⊕
Lt) as counterexample and continues.
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The algorithm may also be allowed to call directly a membership oracle MQ,
such that MQ(x,Lt) is true if and only if x ∈ Lt. Notice that the EX oracle
may also call MQ to tag sequences.

A distribution-free algorithm is one that works for every D. Hereinafter, we
will focus on distribution-free algorithms, so we will omit D.

2.3 L∗

L∗ [1] learns regular languages, or equivalently, deterministic finite automata
(DFA). Given a DFA A, we use L(A) to denote its language, that is, the set of
sequences accepted by A. We denote At and Ao the target and output automata,
respectively. The symmetric difference between Ao and At, denoted Ao ⊕ At, is
defined as Lo ⊕ Lt. We say that Ao ε-approximates At if Lo ε-approximates Lt.

L∗ uses EQ and MQ. Each time EQ is called, it must draw a sample of a
size large enough to ensure a total confidence of the algorithm of at least 1 − δ.
That is, whenever the statistical test is passed, it is possible to conclude that
the candidate output is ε-approximately correct with confidence at least 1 − δ.

Say EQ is called at iteration i. In order to guarantee the aforementioned
property, a sample Si of size ri is drawn, where:

ri =
⌈

1
ε

(i ln 2 − ln δ)
⌉

(1)

This ensures that the probability of the output automaton Ao not being ε-
approximately correct with respect to At when all sequences in a sample pass
the EQ test, i.e., Si ∩ (Ao ⊕ At) = ∅, is at most δ, that is:

∑
i>0

P(Si ∩ (Ao ⊕ At) = ∅ | P(Ao ⊕ At) > ε) <
∑
i>0

(1 − ε)ri <
∑
i>0

2−iδ < δ

Remark. It is worth noticing that from the point of view of statistical hypothesis
testing, a sample Si that passes the test, gives a confidence of at least 1 − 2−iδ.

3 PAC-Learning for ANN

We address the following problem: given a ANN N , is it possible to build a DFA
A, such that L(A) is ε-approximately correct with respect to L(N)?

3.1 Basic Idea

The basic idea to solve this problem is to use L∗ as follows. The MQ oracle
consists in querying N itself. The EQ oracle consists in drawing a sample set
Si with size ri as defined in Eq. (1) and checking whether N and the candidate
automaton Ai completely agree in Si, that is, Si ∩ (Ai ⊕ N ) is empty.

The results reviewed in the previous section entail that if L∗ terminates, it
will output a DFA A which is an ε-approximation of N with probability at least
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1 − δ. Moreover, L∗ is proven to terminate provided L(N ) is a regular language.
However, since ANN are strictly more expressive than DFA [23], there is no
guarantee that L∗ will eventually terminate; it may not exist a DFA A with the
same language as N . In other words, there is no upper bound nN such that L∗

will terminate in at most nN iterations for every target ANN N . Therefore, it
may happen that for every i the call to EQ fails, that is, Si ∩ (Ai ⊕ N ) 
= ∅.

3.2 Bounded-L∗

To cope with this situation, we resort to imposing a bound to the number of iter-
ations of L∗. Obviously, a direct way of doing it would be to just fix an arbitrary
upper bound to the number of iterations. Instead, we propose to constrain the
maximum number of states of the automaton to be learned and to restrict the
length of the sequences used to call MQ. The latter is usually called the query
length. Typically, these two measures are used to determine the complexity of a
PAC-learning algorithm [15].

3.2.1 Algorithm
Similarly to the description presented in [16] the algorithm Bounded-
L∗ (Algorithm 1) can be described as follows:

Algorithm 1. Bounded-L∗

Input : MaxQueryLength, MaxStates, ε, δ
Output: DFA A

1 Lstar-Initialise;
2 repeat
3 while OT is not closed or not consistent do
4 if OT is not closed then
5 OT, QueryLengthExceeded ← Lstar-Close(OT);
6 end
7 if OT is not consistent then
8 OT, QueryLengthExceeded ← Lstar-Consistent(OT);
9 end

10 end
11 if not QueryLengthExceeded then
12 LastProposedAutomaton ← Lstar-BuildAutomaton(OT);
13 Answer ← EQ(LastProposedAutomaton);
14 MaxStatesExceeded ←

STATES(LastProposedAutomaton)>MaxStates;
15 if Answer 
= Yes and not MaxStatesExceeded then
16 OT ← Lstar-UseEQ(OT, Answer);
17 end
18 end
19 BoundReached ← QueryLengthExceeded or MaxStatesExceeded;
20 until Answer = Yes or BoundReached ;
21 return LastProposedAutomaton;
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The observation table OT is initialised by Lstar-Initialise in the same manner
that it is for L∗. This step consists in building the structure of the observation
table OT as proposed by Angluin. Then the construction of hypotheses begins.

If OT is not closed an extra row is added by the Lstar-Close procedure. If
OT is inconsistent, an extra column is added by the Lstar-Consistent proce-
dure. Both procedures call MQ to fill the holes in the observation table. The
length of these queries may exceed the maximum query length, in which case
the QueryLengthExceeded flag is set to true.

When the table is closed and consistent, and in the case that the query
length was not exceeded, an equivalence query EQ is made and the automaton
number of states is compared to the maximum number of states bound. If EQ
is unsuccessful and the maximum number of states was not reached, new rows
are added by Lstar-UseEQ, using the counterexample contained in Answer.

Finally, if the hypothesis passes the test or one of the bounds was reached,
the algorithm stops and returns the last proposed automaton.

3.2.2 Analysis
Bounded-L∗ will either terminate with a successful EQ or when a bound (either
the maximum number of states or query length) is exceeded. In the former
case, the output automaton A is proven to be an ε-approximation of N with
probability at least 1 − δ by Angluin’s results. In the latter case, the output A
of the algorithm will be the last automaton proposed by the learner. A may not
be an ε-approximation with confidence at least 1 − δ, because A failed to pass
the last statistical equivalence test EQ. However, the result of such test carries
statistical value about the relationship between A and N . The question is, what
could indeed be said about this automaton?

Assume at iteration i EQ fails and the number of states of Ai is greater than
or equal to the maximum number of states, or at the next iteration i + 1, MQ
fails because the maximum query length is exceeded. This means that Ai and
N disagree in, say, k > 0, of the ri sequences of Si. In other words, there are k
sequences in Si which indeed belong to the symmetric difference Ai ⊕ N .

Confidence Parameter. Let p ∈ (0, 1) be the actual probability of a sequence to
be in Ai ⊕ N and Kri

the random variable defined as the number of sequences
in Ai ⊕ N in a sample of size ri. Then, the probability of Kri

= k is:

P(Kri
= k) =

(
ri

k

)
(1 − p)ri−kpk

Let us first set as our hypothesis that Ai is an ε-approximation of N . Can we
accept this hypothesis when Kri

= k with confidence at least 1 − δ′, for some
δ′ ∈ (0, 1)? In other words, is there a δ′ such that the probability of Kri

= k is
smaller than δ′ when p > ε? Suppose p > ε. Then, it follows that:

P(Kri
= k | p > ε) =

(
ri

k

)
(1 − p)ri−kpk <

(
ri

k

)
(1 − ε)ri−k <

(
ri

k

)
e−ε(ri−k)
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Fig. 1. Values of δ∗
i in log scale as function of ri, k ∈ [1, 9], i ∈ [3, 70)

Therefore, if the following condition holds(
ri

k

)
e−ε(ri−k) < δ′ (2)

we have that P(Kri
= k, p > ε) < δ′. That is, the probability of incorrectly

accepting the hypothesis with k discrepancies in sample Si of size ri is smaller
than δ′. Then, we could accept the hypothesis with a confidence of at least 1−δ′.

The left-hand-side term in condition (2) gives us a lower bound δ∗
i for the

confidence parameter such that we could accept the hypothesis with probability
at least 1 − δ′, for every δ′ > δ∗

i :

δ∗
i =

(
ri

k

)
e−ε(ri−k) (3)

A major problem, however, is that δ∗
i may be greater than 1, and so no δ′ ∈ (0, 1)

exists, or it may be just too large, compared to the desired δ, to provide an
acceptable level of confidence for the test.

Figure 1 shows δ∗, in log scale, for ε = 0.05, k ∈ [1, 9] and ri computed using
Eq. (1), and compares it with a desired δ = 0.05. We see that as k increases,
larger values of ri, or equivalently, more iterations, are needed to get a value of
δ∗
i smaller than δ (horizontal line). Actually, for fixed k and ε ∈ (0, 1), δ∗

i tends
to 0 as ri tends to ∞. In other words, there is a large enough sample size for
which it is possible to make δ∗

i smaller than any desired confidence parameter δ.

Approximation Parameter. An alternative would be to look at the approximation
parameter ε, rather than the confidence parameter δ. In this case, we set as our
hypothesis that Ai is an ε′-approximation of N , for some ε′ ∈ (0, 1). Is the
probability of accepting this hypothesis with the test tolerating k discrepancies,
when the hypothesis is actually false, smaller than δ? That is, we are asking
whether the following condition holds for ε′:
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Fig. 2. Values of ε∗
i as function of ri, k ∈ [1, 9], i ∈ [3, 70)

P(Kri
= k | p > ε′) <

(
ri

k

)
e−ε′(ri−k) < δ

Now, we could determine a lower bound ε∗
i , such that this condition holds for

every ε′ > ε∗
i , in which case we could conclude that Ai is an ε′-approximation of

N , with confidence at least 1 − δ. Provided ri − k 
= 0, we have:

ε∗
i =

1
ri − k

(
ln

(
ri

k

)
− ln δ

)

Figure 2 shows ε∗
i for δ = 0.05, k ∈ [1, 9] and ri computed using Eq. (1), and

compares it with a desired ε = 0.05. We see that as k increases, larger samples,
i.e., more iterations, are needed to get a value smaller than ε (horizontal line).
Nevertheless, for fixed k and δ ∈ (0, 1), ε∗

i tends to 0 as ri tends to ∞. In other
words, there is a large enough sample size for which it is possible to make ε∗

smaller than any desired approximation parameter ε.

Number of Discrepancies and Sample Size. Actually, we could also search for
the largest number k∗ of discrepancies which the EQ test could cope with for
given ε, δ and whichever sample size r, or the smallest sample size r∗ for fixed
ε, δ and number of discrepancies k, independently of the number i of iterations.

The values k∗ and r∗ could be obtained by solving the following equation for
k and r, respectively:

ln
(

r

k

)
− ε ln(r − k) − ln δ = 0 (4)

Figure 3 plots the relationship between k ∈ [1, 9], ri computed using Eq. (1), and
r∗(k), where r∗(k) denotes the value of r∗ for the given k. Each point in the
vertical dotted segments corresponds to a value of sample size ri. For a given
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Fig. 3. Comparison between ri, r∗ and k

value of k, we plot all values of ri up to the first one which becomes greater than
r∗(k). For each value of k, the value of r∗(k) is shown in numbers.

Whenever ri is greater than r∗(k), if EQ yields k discrepancies at iteration
i then Ai could be accepted as being ε-approximately correct with respect to N
with confidence at least 1−δ. For values of ri smaller than r∗(k), EQ must yield
a number of discrepancies smaller than k for the automaton to be accepted as
ε-approximately correct.

The diagonal line in Fig. 3 is a linear regression that shows the evolution of
r∗ as a function of k. Notice that the value of r∗ seems to increase linearly with
k. However, if we look at the increments, we observe that this is not the case.
As Fig. 4 shows, they most likely exhibit a log-like growth.

Sample Size Revisited. The previous observations suggest that it could be pos-
sible to cope with an a-priori given number k of acceptable discrepancies in the
EQ test by taking larger samples. This could be done by revisiting the formula
(1) to compute sample sizes by introducing k as parameter of the algorithm.

Following Angluin’s approach, let us take δi to be 2−iδ. We want to ensure:

P(Kri
= k | P(Ao ⊕ At) > ε) <

(
ri

k

)
e−ε(ri−k) < 2−iδ

Hence, the smallest such ri is:

ri = arg min
r∈N

{
ln

(
r

k

)
− ε(r − k) + i ln 2 − ln δ < 0

}
(5)

Notice that for k = 0, this gives the same sample size as in Eq. (1).
Now, with sample size ri, we can ensure a total confidence of 1 − δ:

∑
i>0

P(Kri
= k | P(Ao ⊕ At) > ε) <

∑
i>0

2−iδ < δ
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Fig. 4. Increments of r∗ as function of k

Although computing the sample size at each iteration using Eq. (5) does allow
to cope with up to a given number of discrepancies k in the EQ test, it does
not ensure termination. Moreover, solving Eq. (5) is computationally expensive,
and changing the EQ test so as to accepting at most k divergences in a set of
ri samples guarantees the same confidence and approximation as passing the
standard zero-divergence test proposed in PAC. Hence, in this work we compute
ri as in Eq. (1). Then, we analyze the values of ε∗

i that result after stopping
Bounded-L∗ when a complexity constraint has been reached, and compare them
with ε and measured errors on a test set.

Remark. One could argue that this analysis may be replaced by running the
algorithm with less restrictive bounds. The main issue here is that the target
concept (the language of the ANN) may not be in the hypothesis space (regular
languages). Thus, there is no guarantee a hypothesis exists for which the PAC
condition holds for whichever ε and δ. So, even if the user fixed looser parameters,
there is no guarantee the algorithm ends up producing a PAC-conforming DFA.

4 Experimental Results

We implemented Bounded-L∗ and applied it to several examples. In the exper-
iments we used LSTM networks. Two-phase early stopping was used to train
the LSTM, with an 80–20% random split for train-test of a randomly generated
dataset. For evaluating the percentage of sample sequences in the symmetric dif-
ference we used 20 randomly generated datasets. The LSTM were trained with
sample datasets from known automata as a way of validating the approach. How-
ever it is important to remark that in real application scenarios such automata
are unknown, or the dataset may not come from a regular language.

Example 1. Let us consider the language (a + b)∗a + λ, with Σ = {a, b} and λ
being the empty sequence (Fig. 5a). We performed 100 runs of the algorithm with
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different values for the ε and δ parameters. For each run Bounded-L∗ terminated
normally and obtained a DFA that was an ε-approximation of the neural network
with confidence at least 1 − δ. Actually, every learned automata was equivalent
to the original automaton and had no differences in the evaluation of the test
datasets with regards to the neural network. �

Fig. 5. Automata examples

The previous experiment illustrates that when the neural network is well
trained, meaning that it exhibits zero error with respect to all test datasets,
the learner will, with high probability, learn the original automaton, which is
unknown to both teacher and learner. This case would be the equivalent to
using the automaton as the MQ oracle, falling in the setting of PAC based L∗.
This situation rarely happens in reality, as neural networks, or any model, are
never trained to perfectly fit the data. Therefore we are interested in testing the
approach with neural networks that do not perfectly characterize the data.

Example 2. Consider the DFA shown in Fig. 5b, borrowed from [26]. The training
set contained 160K sequences of variable length up to a maximum length of
10. The error measured on another randomly generated sample test set of 16K
sequences between the trained LSTM and the DFA was 0.4296. That is, the
LSTM does not perform very well: what language did it actually learn?

Bounded-L∗ was executed 20 times with ε = δ = 0.05 and a bound of 10 on
the number of states. All runs reached the bound and the automaton of the last
iteration was the one with smallest error of all iterations.

Figure 6 summarizes the results obtained. It can be observed that for each
run of the experiment, not always the same automaton is reached due to the
random nature of the EQ oracle sample picking. In the 20 runs, 6 different DFA
were produced, identified with letters a to f , with a number of states between
11 and 13 (indicated in parenthesis).

For the each automaton, the measured error on the test set is obviously
the same. However, ε∗

i and δ∗
i may differ, because they depend on the number of

iterations and on the number of discrepancies on the randomly generated sample
sets used by oracle EQ in each case. This is depicted in the figure with a boxplot
of the ε∗

i values for each automaton produced. It is important to notice that the
percentage of sequences in the symmetric difference (measured error) between
each learned automaton and the neural network, measured on a set of randomly
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Fig. 6. Measured error, ε, and ε∗
i for Example 2

generated sample test sets, is always below the calculated ε∗
i value. It means

that the measured empirical errors are consistent with the theoretical values. It
is interesting to observe that the measured error was smaller than ε. �

Example 3. This example presents the results obtained with an LSTM trained
with a different dataset with positive and negative sequences of the same automa-
ton as the previous example. In this case, the measured error was 0.3346.

We ran Bounded-L∗ 20 times with ε = δ = 0.05, and a maximum query length
of 12. All runs reached the bound. Figure 8 summarizes the results obtained. The
experiment produced 11 different DFA, named with letters from a to k, with sizes
between 4 and 27 number of states (indicated in parenthesis). Figure 7 shows the
12-state automaton with smallest error. All automata exhibited measured errors
smaller or equal than ε�

i . In contrast, they were all above the proposed ε. For

Fig. 7. 12-state automaton with smallest error
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Fig. 8. Measured error, ε, and ε∗
i of Example 3

automata h (12 states) and j (24 states), measured errors are slightly smaller
than the respective minimum ε∗

i values.
Notice that this experiment shows higher variance in the number of automata,

number of automaton states, and ε� values than the previous one. �

Example 4. We study here the Alternating Bit Protocol (Fig. 9). The LSTM
measured error was 0.2473. We ran Bounded-L∗ with ε = δ = 0.05, and a
maximum query length of 5.

Fig. 9. Alternating bit protocol automaton

Two different automata were obtained, named a and b, with 2 and 4 states
respectively (Fig. 11). All runs that produced a reached the bound. This is
explained in Fig. 10 where the boxplot for a is above ε. On the other hand,
almost all runs that produced b completed without reaching the bound. Never-
theless, in all cases where the bound was reached, the sample size was big enough
to guarantee ε� to be smaller than ε. Overall, the empirical error measures were
consistent with the theoretical values. �
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Fig. 10. Measured error, ε, and ε∗
i of Example 4

Fig. 11. Generated automata for ABP

Example 5. We consider here an adaptation of the e-commerce website presented
in [24] (Fig. 12). The labels are explained in the following table:

os: open session ds: destroy session

gAP: get available product eSC: empty shopping cart

gSC: get shopping cart aPSC: add product to shopping cart

bPSC: buy products in shopping cart
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Fig. 12. Model of the e-commerce example adaptation

The training set contained 44K sequences up to a maximum length of 16.
The test set contained 16K sequences. The measured error of the ANN on the
test set was 0.0000625. We ran Bounded-L∗ with ε = δ = 0.05, a maximum
query length of 16 and a bound of 10 on the number of states. Figure 13 shows
the experimental results.

Fig. 13. Measured error, ε, and ε∗
i of Example 5

Figure 14 shows one of the learned automata. It helps interpreting the behav-
ior of the network. For example, given oS, gAP, aPSC, aPSC, bPSC, the output
of the network is 1, meaning that the sequence is a valid sequence given the con-
cept the network was trained to learn. Besides, this sequence also accepted by the
automaton, yielding a traceable way of interpreting the result of the network.
Moreover, for the input sequence oS, gAP, aPSC, gSC, eSC, gAP, gAP, bPSC,
we find that the network outputs 1. However, this sequence is not accepted by
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Fig. 14. One of the learned models of the e-commerce example adaptation

the automaton (like the majority of the learned models). This highlights that
the network misses an important property of the e-commerce site workflow: it is
not possible to buy products when the shopping cart is empty. �

Remark. The variance on the outcomes produced by Bounded-L∗ for the same
input ANN could be explained by representational, statistical and computational
issues [7]. The first occurs because the language of the network may not be in
the hypothesis space, due to the fact that ANN are strictly more expressive than
DFA. The second and third are consequences of the sampling performed by EQ
and the policy used to choose the counter-example.

5 Related Work

A thorough review of the state of the art in explainable AI is presented in [10,14].
To the best of our knowledge, the closest related works to ours are the follow-

ing. The approaches discussed in [3] are devoted to extracting decision trees and
rules for specific classes of multi-layer feed-forward ANN. Besides, such models
are less expressive than DFA. Approaches that aim at extracting DFA are white
box, that is, they rely on knowing the internal structure of the ANN. For instance,
[9] deals with second-order RNN. The algorithm developed in [31] proposes an
equivalence query based on the comparison of the proposed hypotheses with an
abstract representation of the RNN that is obtained through an exploration of
its internal state.

Work on regular inference [15] focused on studying the learnability of different
classes of automata but none was applied to extracting them from ANN.

None of these works provide means for black-box model explanation in the
context of ANN. Moreover, our approach using PAC regular inference is com-
pletely agnostic of the model.

6 Conclusions

We presented an active PAC-learning algorithm for learning automata that are
approximately correct with respect to neural networks. Our algorithm is a variant
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of Angluin’s L∗ where a bound on the number of states or the query length is
set to guarantee termination in application domains where the language to be
learned may not be a regular one. We also studied the error and confidence of the
hypotheses obtained when the algorithm stops by reaching a complexity bound.

The experimental evaluation of our implementation showed that the app-
roach is able to infer automata that are reasonable approximations of the target
models with high confidence, even if the output model does not pass the usual
0-divergence EQ statistical test of the PAC framework. These evaluations also
provided empirical evidence that the method exhibits high variability in the
proposed output models. This is a key concern to be addressed in future work.
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