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1 Extended Abstract

Distributed systems are becoming more and more pervasive in our lives, making
their correctness crucial. Unfortunately, distributed systems are notoriously hard
to get right and verify. Due to the infinite state space (e.g., unbounded number
of nodes and messages) and the complexity of the protocols used, verification of
such systems is both undecidable and hard in practice.

Numerous works have considered the problem of automatically verifying dis-
tributed and parameterized systems, e.g., [1,9,10,17,18,20,23,24,26,38]. Full
automation is extremely appealing. Unfortunately, automatic techniques are
bound to fail in some cases due to the undecidability of the problem. Some impose
restrictions on the verified systems (e.g., [26]), some may diverge (e.g., [24]) and
some may report false alarms (e.g., [2]). Moreover, such techniques often suf-
fer from scalability issues and from an unpredictable performance. As a result,
most efforts towards verifying real-world systems use relatively little automa-
tion [19,25,31].

In contrast, deductive verification approaches let a user annotate the verified
system with inductive invariants and pre/post specifications, and reduce the
verification problem to the problem of proving the validity of the corresponding
verification conditions. Tools for doing so vary in their expressiveness and level of
automation. Some (e.g., [6,12,13,22,33,34]) check the verification conditions by
decision procedures, but are limited in their expressivity. Others (e.g., [29]) use
undecidable logics and semi-decision procedures, e.g., as provided by satisfiabil-
ity modulo theories (SMT) solvers (e.g., Z3 [11], CVC4 [4], OpenSMT2 [21],
Yices [14]), or by first-order solvers (e.g., Vampire [40], iProver [27]). Tools
based on semi-decision procedures might fail to discharge the verification condi-
tions either by non-terminating or by yielding inconclusive answers. Similarly to
automatic verification approaches, they also suffer from an unpredictable per-
formance: They might work well on some programs, but diverge when a small
change is performed. This is sometimes referred to as a butterfly effect [30]. When
this happens, it is often extremely difficult to discover, let alone remedy, the root
cause of failure in the complex chain of reasoning produced by the algorithm.

Proof assistants such as Coq [5] and Isabelle/HOL [35] offer great expres-
sivity, but require the user to write the proof (possibly exploiting various tac-
tics), while mechanically validating every step in the proof. Verification using
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proof assistants is extremely labor intensive and requires tremendous efforts
even by expert users (e.g., approx. 10 lines of proof were required per line of
code in [42,43]). Thus, it is hard to deploy this method to verify complicated
systems.

In summary, all of these approaches either (i) handle limited classes of sys-
tems, (ii) employ sound but incomplete automatic reasoning which reports too
many false alarms, (iii) use semi-algorithms that tend to be fragile, unpredictable
and often diverge, or (iv) require too much manual effort, relying on expertise
in logic and verification.

Approach. We propose to overcome the shortcomings of existing approaches
by using an interactive verification methodology that divides the verification
problem into tasks that are well suited for automation and can be solved by
decision procedures, and tasks that are best done by a human, and finds a
suitable mode of interaction between the human and the machine.

This methodology is based on the conjecture that users usually have high
level knowledge of the functionality of the code and interactions between dif-
ferent parts of the program. On the other hand, algorithmic techniques can be
effective in reasoning about corner cases missed by the user. The key to success
is to exploit these fortes when defining the roles of the user and the automated
analysis, and to provide the suitable interface between them.

“One thing all programmers have in common is that they enjoy working
with machines; so let’s keep them in the loop. Some tasks are best done
by machine, while others are best done by human insight; and a properly
designed system will find the right balance.” — D. Knuth

We argue that letting a user convey her intuition to an automated analysis,
and making sure that automation is restricted to decidable problems, will make
the verification process more efficient and predictable, and will allow to balance
between automation and expressivity.

An attempt at applying this methodology is implemented in Ivy [37]. In
this work, we developed an interactive procedure for verifying safety properties
of distributed protocols, where the verification conditions are expressed using
decidable logic, allowing to check their validity completely automatically with
decision procedures, and where the user’s creativity guides the construction of
the proper annotations. This is achieved by graphically displaying states that
violate the verification conditions and letting the user select the relevant parts of
the state according to which the annotations (inductive invariants) are updated.
We elaborate on this approach in the sequel. We start with some background.

Decidable reasoning in Ivy. Ivy is a verification system based on decidable logic.
Decidability greatly improves the predictability of proof automation, resulting in
a more practical verification approach. Furthermore, it facilitates an interactive
process, where the user may modify the invariants used for verification based on
counterexamples.
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Ivy supports several decidable fragments of first-order logic, of which [37]
uses the Effectively PRopositional fragment (EPR). EPR [39] is a fragment
of first-order logic where the vocabulary is restricted to constant and relation
symbols,1 and the quantifier prefix is restricted to ∃∗∀∗ in prenex normal form.2

Satisfiability of EPR formulas is decidable [32] and supported by existing SMT
solvers such as Z3 [11] and first-order logic provers such as iProver [27]. Moreover,
EPR has the finite-model property, which means that every satisfiable formula
has a finite model.

EPR is a relatively weak logic, but, perhaps surprisingly, it turns out to
be suitable for modeling and verifying interesting systems, including software
defined networks [3], heap manipulating programs [16,22], and, as we do in this
work, distributed protocols [36,37,41]. We refer the interested reader to the
aforementioned works for more details on modeling systems and their properties
using EPR.

Safety verification. Safety properties specify bad behaviors that should never be
encountered in any run of a system. An example of a bad behavior is the elec-
tion of more than one leader in a leader election protocol. Safety properties are
essential requirements that, when violated, might incur catastrophical outcomes.

One of the most useful techniques for proving safety of infinite-state sys-
tems already advocated by Floyd [15] is based on inductive invariants. Inductive
invariants are an adaptation of the mathematical concept of “induction hypothe-
sis” to the domain of programs. Technically, an inductive invariant I is a property
of the system that (i) holds initially (initiation), (ii) implies the safety property
(safety), and (iii) is preserved by every step of the system, namely if the system
makes a step from any configuration that satisfies I, it reaches a configuration
that satisfies I as well (consecution). If an inductive invariant exists, the system
is safe. Thus, safety verification reduces to inferring inductive invariants. Sim-
ilarly to mathematical proofs by induction, the most challenging and creative
task in deductive verification of safety properties is coming up with the inductive
invariants.

Example 1. As a concrete example, consider a simple distributed protocol for
leader election in a ring [8]. The protocol assumes a ring of unbounded size.
Every node has a unique ID with a total order on the IDs. Thus, electing a
leader can be done by a decentralized extrema-finding protocol. The protocol
works by sending messages in the ring in one direction: Each node announces
its ID to its immediate neighbor. A node only forwards messages with higher ID
than its own ID. When a node receives a message with its own ID, it declares
itself as a leader. The safety property of interest here is that no more than one
leader is elected. To verify the protocol means to verify that this property holds
in every instance of nodes that run the protocol.
1 It is straightforward to extend EPR to allow stratified function symbols, i.e., function

symbols that do not create cycles among sorts (e.g., if there is a function symbol
from sort A to sort B, then no function symbol from sort B to sort A is allowed).

2 In particular, EPR does not allow the use of arithmetic operations.
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In this example, the safety property itself is not inductive. For example, in a
configuration where one leader is already elected but there is a pending message
to some other node with its own ID, the property will be violated in the next
step, hence violating the consecution requirement. Such a configuration is not
reachable from the initial configuration of the protocol (where no leader is elected
and no message is pending), but the safety property itself is not strong enough
to exclude it. In order to exclude the counterexample to induction and make
the candidate invariant inductive, it needs to be strengthened by adding (1) a
conjecture saying that a message can reach a node with the same ID only if this
ID is maximal — this conjecture will exclude the scenario described above, (2) a
conjecture saying that the leader has the highest ID, and (3) a conjecture saying
that messages cannot bypass nodes with higher IDs.

Verification conditions. We express protocols using a transition relation formula,
denoted Tr(V,V ′), where V is the vocabulary V used to describe the protocol’s
state, and V ′ is its copy used to represent the post-state of a transition. Initial
state conditions, safety properties and inductive invariants are also specified
via formulas, Init(V), P(V) and Inv(V), respectively, over V. Checking whether
Inv satisfies initiation, consecution and safety, then corresponds to checking the
validity of the following verification conditions:

initiation Init(V) → Inv(V)
safety Inv(V) → P(V)
consecution Inv(V) ∧ Tr(V,V ′) → Inv(V ′)

which in turn corresponds to checking the unsatisfiability of the following for-
mulas that encode violations of the requirements:

violation of initiation Init(V) ∧ ¬Inv(V)
violation of safety Inv(V) ∧ ¬P(V)
violation of consecution Inv(V) ∧ Tr(V,V ′) ∧ ¬Inv(V ′)

If Tr , Init and ¬P are EPR formulas and Inv is universally quantified, then
these formulas fall into the decidable EPR fragment. Indeed, this is the case
in the leader election example. If one of the formulas is satisfiable (i.e., the
corresponding requirement does not hold), then a finite satisfying model exists
(due to EPR’s finite model property). For example, if consecution is violated,
then a finite counterexample to induction is found – a state that satisfies Inv
but has an outgoing transition to a state that violates it.

Inference of universally quantified inductive invariants via interactive generaliza-
tion. In [37], we propose an interactive technique for inferring inductive invari-
ants in the form of universally quantified formulas that is able to discover the
inductive invariant of Example 1. The approach, implemented in Ivy, is based
on iterative strengthening.

Iterative strengthening starts from a candidate inductive invariant, e.g.,
the safety property, and strengthens it iteratively until it becomes inductive.
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Strengthening in Ivy is based on counterexamples to induction: a counterex-
ample to induction s is excluded by conjoining the candidate invariant with a
new conjecture that generalizes s into a set of excluded states. Generalization
is crucial for the success of the approach. First, the conjecture obtained by gen-
eralization must not exclude any reachable state (otherwise, it would not be
an invariant). In addition, it needs to be provable by induction with the given
language of inductive invariants (otherwise, no further strengthening would turn
the invariant into one that is also inductive). Finding a good generalization is
extremely difficult to automate, and is a key reason for failure of many automatic
techniques.

Therefore, Ivy uses an interactive generalization process, where the user con-
trols the generalization, but is assisted by the tool. Ivy interacts with the user
based on a graphical representation of concrete counterexamples to induction,
taking advantage of the finite-model property of EPR formulas, as well as of the
model-theoretic notion of a diagram.

The diagram [7] of a finite state (first-order structure) s, denoted Diag(s),
is an existentially quantified cube (conjunction of literals) that is satisfied by
a state s′ if and only if s′ contains s as a substructure (where a substructure
of s′ is a structure obtained by restricting the domain of s′ to some subset
and projecting all interpretations to the remaining elements in the domain).
As such, the negation of the diagram of s is a universally quantified clause that
“excludes” s as well as any structure that contains it as a substructure, providing
a natural generalization scheme. Additional generalization can be obtained by
omitting from Diag(s) some of the literals describing s (equivalently, omitting
some “features” from s). These observations were used in [24] as part of an
automatic invariant inference algorithm.

Ivy uses the diagram as a means to alternate between counterexamples to
induction (which are natural for the user to look at) and universally quanti-
fied clauses that exclude them. Namely, when the consecution check fails, the
user is presented with a minimal finite counterexample to induction, displayed
graphically. The user responds by determining whether the counterexample to
induction is reachable. If it is, then the inductive invariant is too strong and needs
to weakened. If it is not reachable, the invariant can be strengthened to exclude
it. In the latter case, the user hides some of the features of the counterexample
to induction (e.g., the interpretation of some relation symbol) that she judges
to be irrelevant to unreachability (i.e., such that the state remains unreachable
with any valuation of these features). In this way, she uses her intuition to focus
on the part of the state that really needs to be excluded. The feature selection is
performed via a graphical interface. Ivy then computes the diagram of the gen-
eralized state, and transforms it into a universally quantified clause (conjecture)
that excludes the generalized state and all the states that extend it. It offers the
user several additional checks, such as bounded model checking to help verify
that the new conjecture does not exclude any reachable state, and additional
generalization via interpolation based on the bounded model checking check. All
of these checks are implemented using decision procedures (relying on EPR’s
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decidability). In this way, the user controls the generalization process, and is
assisted by predictable automation.

Ivy was successfully used to infer invariants for several distributed protocols
which are beyond reach of automatic verification algorithms, demonstrating the
effectiveness of EPR and the interaction based on counterexamples to induction.
Moreover, under the assumption that the user identifies the “correct” features,
we are able to bound the complexity of the approach by means of the size of a
target invariant.

We note that while the interactive generalization technique is restricted to
generating universally quantified inductive invariants, Ivy’s graphical interface
is useful also in cases where the inductive invariant is more complex. In such
cases, Ivy provides counterexamples to induction, and updating the inductive
invariant to eliminate them is done entirely by the user. This approach has also
proven itself most effective, e.g., in verifying the Paxos consensus protocol [28]
and several of its variants [36].

Conclusion. We propose a verification methodology that aims to balance
between automation, expressivity and predictability by properly dividing the
verification task between the human and the machine. Ivy realizes this method-
ology by letting the tool check inductiveness of a given candidate inductive
invariant using decidable logic, and letting the user update the inductive invari-
ant based on graphically displayed counterexamples to induction. For universally
quantified inductive invariants, the latter is also done interactively via a process
of interactive generalization. It is left to future work to investigate these ideas
with respect to other logics, other inference algorithms (more sophisticated than
iterative strengthening), and other interaction modes.

Acknowledgement. This publication is part of a project that has received funding
from the European Research Council (ERC) under the European Union’s Horizon 2020
research and innovation programme (grant agreement No [759102-SVIS]). The research
was partially supported by Len Blavatnik and the Blavatnik Family foundation, the
Blavatnik Interdisciplinary Cyber Research Center, Tel Aviv University, and the United
States-Israel Binational Science Foundation (BSF) grants No. 2016260 and 2012259.

References
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