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Abstract. This work concerns a study in the Natural Language Process-
ing field aiming to recognise personality traits in Portuguese written text.
To this end, we first built a corpus of Facebook status updates labelled
with the personality traits of their authors, from which we trained a
number of computational models of personality recognition. The mod-
els include a range of alternatives ranging from a standard approach
relying on lexical knowledge from the LIWC dictionary and others, to
purely text-based methods such as bag of words, word embeddings and
others. Results suggest that word embedding models slightly outperform
the alternatives under consideration, with the advantage of not requiring
any language-specific lexical resources.
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1 Introduction

The increasing complexity of computer systems has been accompanied by the
development of ever more sophisticated human-machine communication meth-
ods. Current systems are capable of interpreting and reproducing a wide range
of human behaviour, including emotions and feelings. These temporary manifes-
tations of character are however heavily influenced by a stable set of patterns
of human behaviour that are largely foreseeable. These patterns - or traits -
constitutes what is generally understood as human personality [1].

The computational recognition of human personality is at the heart of the
design of the so-called intelligent systems, and will be the focus of the present
work as well. Fundamental personality traits may be recognised through a range
of methods proposed in the Psychology field. Among these, the most popular are
those based on the lexical hypothesis, which establishes that personality traits
are observable in the words that we use to communicate. This approach has been
refined from an initial survey of 4,500 traits identified in the 1930s to produce,
independently and simultaneously in several studies, a stable framework known
as the Big Five model of human personality [2].

The Big Five model comprises five key dimensions (or traits) - Openness to
experience, Conscientiousness, Extraversion, Agreeableness and Neuroticism -
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which are widely accepted as an adequate basis for the representation of human
personality [3]. From a computational perspective, the Big Five model is cen-
tral to human-computer interaction studies in general and, given its linguistic
motivation, it makes also a suitable theoretical basis for Natural Language Pro-
cessing (NLP) research. Knowing an individual’s personality traits (e.g., from
their social network updates) enables the production of personalised content in
many ways, including the presentation of more appealing website or the gener-
ation of targeted advertisement, among many other possible applications.

Based on these observations, this paper presents a study of automatic Big
Five personality recognition for the Brazilian Portuguese language. More specif-
ically, we built a corpus of Facebook text labelled with personality information,
and designed a number of experiments involving alternative text representations
and supervised machine learning methods to recognise each of the Big Five traits.
In doing so, our goal was to determine which representation and method would
provide best results for our target language and domain.

The reminder of this article is organised as follows. Section 2 introduces a
number of basics concepts related to the Big Five model and personality inven-
tories, and briefly discusses the related work on Big Five recognition from text.
Section 3 presents our current work, comprising the corpus construction and
the experiments that were conducted. Section 4 presents our results, and Sect. 5
draws a number of conclusions and discusses further studies.

2 Related Work

The Big Five personality model [2] comprises five fundamental dimensions of
human personality: Openness to experience, Conscientiousness, Extraversion,
Agreeableness and Neuroticism. Each of the five dimensions is modelled as a
scalar value representing the degree to which an individual expresses a given
personality trait or not. Thus, for example, a high value for Extraversion indi-
cates an extrovert individual, whereas a low value for this dimension indicates
an introvert.

Big Five personality dimensions may be estimated by many well-known meth-
ods proposed in the Psychology field, being the most popular the use of inven-
tories of personality such as the 44-item Big Five inventory - or BFI - that has
become popular in Computer Science studies as well. The BFI was originally
developed for the English language, but it was subsequently replicated in dozens
of other languages, including Brazilian Portuguese. In particular, the study in
[3] validated a Brazilian Portuguese version of the BFI called IGFP-5 by pre-
senting a factorial analysis involving a sample of 5,089 respondents from the five
regions of Brazil. This inventory will also be adopted in the present study, as
discussed in Sect. 3.

The computational recognition of personality from text tends to follow a tra-
ditional methodology of supervised [4] or semi-supervised [5] machine learning.
The task may be modelled as a classification problem (e.g., deciding whether
an individual is a introvert or not), as a regression problem (e.g., determining
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the scalar value of a dimension of personality), or as a ranking problem (e.g.,
ordering a set of individuals according to a dimension of interest.)

One of the first large-scale initiatives to recognise personality traits for the
English language was the work in [6]. This consisted of an experiment involving
2,263 essays written by 1,200 students who completed a personality inventory,
but it was limited to the lower and upper ends of the scale for Extraversion and
Neuroticism. Essay words were grouped into four categories of well-defined psy-
chological meaning: function (articles, prepositions, etc.), cohesion (demonstra-
tives etc.), evaluation (terms that evaluate the validity, likelihood, acceptance,
etc.) and judgement (terms that express the author’s attitude in relation to con-
tent.) The texts were represented by the frequencies of each category, and the
binary classes Extraversion and Neuroticism were classified using SVMs, with a
maximum accuracy of 58%.

In [7], an extended version of the same set of texts and inventories from [6] was
considered. In this approach, learning features consisted of 88 word categories
provided by the psycholinguistic dictionary LIWC (Linguistic Inquiry and Word
Count) [8] and 26 attributes provided by the MRC (Medical Research Council)
database [9] composed of 150,837 lexical items. An experiment was carried out
to discriminate between the upper and lower ends of the Big Five dimensions,
with maximum accuracy ranging from 50%–62% when using SVMs.

Studies as in [6,7] are based on word counts provided by psycholinguistic
lexical resources. By contrast, studies as in [4,10] rely solely on the text itself
by making use of n-grams models. In these studies, the objective was also to
discriminate between individuals scores for four of the five dimensions of per-
sonality (except Openness to experience.) In both cases, Naive-Bayes and SVM
classification were attempted. In [4] a set of 71 blogs was considered, with accu-
racy ranging from 45% (random) to 100% depending on the order of the n-gram
model and class. In [10], the same experiment was repeated using a set of 1,672
blogs, with a maximum accuracy of 65%.

Finally, a note on NLP resources. Clearly, the computational problem of
personality recognition from text is well developed for the English language.
By making use of large scale resources such as the myPersonality corpus [11],
the field has even experienced a number of dedicated scientific events in recent
years, including the PAN-CLEF shared tasks series. In the case of the Portuguese
language, by contrast, there is no obvious equivalent for the purpose of Big Five
personality recognition, and we are not aware of any existing systems that may
be regarded as a baseline.

3 Current Work

Given the lack of data and baseline systems for personality recognition in Brazil-
ian Portuguese, we devised an exploratory study in which we first build a suitable
corpus, and then we investigate a range of computational methods for the task.
This study is described in the next sections.
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3.1 Objectives

The objective of the present study is to develop supervised models of human per-
sonality recognition from Brazilian Facebook status updates, and to determine
which of these models are more suitable for the task. In particular, we would like
to investigate recent methods for text representation - namely, those based on
word embeddings - as a possible alternative to standard personality recognition
based on language-dependent psycholinguistic knowledge.

3.2 Data Acquisition

The computational models under discussion were built from a Facebook corpus
labelled with Big Five information obtained from self-report IGFP-5 personality
inventories [3]. To this end, a Facebook application was developed. The appli-
cation requests users to fill in the 44 items of the IGFP-5 inventory as proposed
in [12], and from which the five dimensions of personality are computed.

In addition to providing the personality inventories, the application simul-
taneously collects the user’s status updates upon consent. Once the personality
inventory is completed, a result page displayed details about the user’s personal-
ity, and a brief explanation of each trait. The purpose of this page was however
merely illustrative, that is, aiming to offer some kind of reward to the partici-
pant as a mean to possibly motivate them to further disseminate the Facebook
application to their social circle.

As discussed in [7], the accuracy of this form of self-assessment is admit-
tedly lower than third-party evaluation (i.e., performed by Psychology experts.)
However, due to the costs of a large-scale professional evaluation of this kind,
self-assessment remains the most common method in the field [6,7], and may
be considered sufficient for the purposes of the present (exploratory) study as
well.

We obtained data from 1,039 participants to create a corpus that is, to the
best of our knowledge, the largest data set of this kind for the Brazilian Por-
tuguese language. The corpus - hereby called b5-post - contains 2.2 million words
in total, and it was subject to a number of pre-processing, spell-checking and
normalisation procedures to be described elsewhere.

3.3 Computational Models

We follow a great deal of previous studies such as [4–7] in that we model per-
sonality recognition as five independent binary classification tasks, that is, one
for each personality dimension of the Big Five model. This decision is motivated
both by the type of application intended (i.e., we would like to recognise per-
sonality traits exclusively from text, and not from other already known traits),
and also by the fact that the personality factors of the Big Five model are, by
definition, highly independent [2].

In our models, individuals are classified as either positive or negative for
each Big Five dimension based on the mean personality score for that class.
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Table 1 presents the number and proportion of positive and negative individuals
(or classification instances) in the corpus.

Table 1. Positive and negative learning instances

Class Positive Negative Mean

Extraversion 412 52.9% 366 47.1% 3.15

Agreeableness 406 52.1% 372 47.9% 3.54

Conscientiousness 381 48.9% 397 51.1% 3.25

Neuroticism 389 50.0% 389 50.0% 3.17

Openness to exp. 408 52.4% 370 47.6% 3.78

As a means to provide an overview of possible strategies for personality recog-
nition from text, we envisaged a range of models based on Random Forest clas-
sification with different text representations. These models are complemented
by an alternative that makes use of long short-term memory neural networks
(LSTMs). In the case of Random Forest, we use 10-fold cross validation over
the entire dataset. In the case of the LSTMs models, the corpus was split into
training (70%) and test (30%) subsets.

We carried out dozens of experiments involving alternative text represen-
tations and machine learning algorithms. For brevity, however, the present
discussion will be limited to six of the best-performing alternatives and rele-
vant baseline models, hereby called BoW, Psycholinguistics, word2vec-cbow-600,
word2vec-skip-600, doc2vec and LSTM-600. Details are provided as follows.

– BoW: A bag-of-words model retaining 22,612 terms after lemmatisation.
– Psycholinguistics: LIWC-BR word counts [13] and psycholinguistic prop-

erties for Brazilian Portuguese [14]. LIWC categories include words that indi-
cate emotions, social relations, cognitive processes, etc. Psycholinguistic prop-
erties include word age of acquisition, concreteness, etc.

– word2vec-cbow-600: A word2vec cbow model [15] of size 600, trained from
a corpus of 50k tweets [16] using the vector component-wise average with the
text corpus in lower case.

– word2vec-skip-600: A word2vec skip-gram model [15] of size 600, with the
same features as the above cbow model.

– doc2vec: A doc2vec model [17] in which a document is defined as the set of
all Facebook status updates written by each participant.

– LSTM-600: A Keras embedding model of size 600 built from the b5-post
corpus, with combination provided by the LSTM hidden layers.

4 Results

The six models - and a Majority class baseline - were applied to the recognition of
the five personality dimensions, resulting in 35 binary classifiers. Table 2 reports
mean F1 scores for each model and class (i.e., each personality trait.)
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Table 2. Mean F1 scores results

Model EXT AGR CON NEU OPE

Majority baseline 0.33 0.34 0.33 0.32 0.34

BoW 0.60 0.53 0.57 0.53 0.55

Psycholinguistics 0.61 0.53 0.57 0.54 0.53

word2vec-cbow-600 0.61 0.56 0.58 0.55 0.59

word2vec-skip-600 0.61 0.55 0.59 0.55 0.57

doc2vec 0.60 0.58 0.57 0.55 0.55

LSTM-600 0.58 0.53 0.45 0.54 0.59

Based on these results, a number of observations are warranted. First, we
notice that no single model is capable of providing the best results for all five
classes. This may suggest that not all personality traits are equally accessible
from text (or at least not in our domain.) Second, we notice that the Majority
baseline and BoW never outperform the other models. This may suggest that
the use of word embeddings is indeed a suitable approach to the task.

Looking at the classes individually, we notice that Extraversion results are
slightly superior to those observed for the other classes, a result that has already
been suggested in previous studies devoted to the English language [7]. As
for the other classes, we notice that best results are divided between various
methods, with a small advantage for the CBOW architecture.

5 Discussion

This article presented an exploratory study on the computational problem of
human personality recognition from social network texts in the Brazilian Por-
tuguese language. A corpus of texts labelled with personality information was
collected, and subsequently used as training data for a range of supervised
machine learning models of personality recognition.

Results suggest that different personality traits may be more or less evident
from (Facebook) text, and that there is no single best-performing model for all
traits. Despite our relatively small dataset, we notice that models based on word
embeddings seem to outperform those based on lexical resources and, perhaps
more importantly, we notice that these methods do not require language-specific
resources such as psycholinguistic databases.

As future work, we consider improving the models based on word embeddings
by making use of deep neural networks such as our current LSTM model. Despite
the relatively weak results reported in our initial experiments, we believe that
further fine-tuning of the network hyper parameters may provide more significant
results in this regard.

The original b5-post corpus has been made publicly available for research, and
has been reused on a number of related projects. Details regarding the corpus
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are discussed in [18]. An experiment comparing personality recognition models
based on Facebook and other textual sources is presented in [19]. The corpus
has also been applied to the task of author profiling (i.e., for predicting author’s
gender, age group and others) in [20]. Finally, a pilot experiment investigating
alternative models of personality appeared in [21].
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