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Preface

We have already experienced three major industrial revolutions since the 18th century.
These revolutions brought innovation in productivity for industry, the public, and
individuals. Surprisingly, another new industrial revolution, the fourth one, has been
rapidly approaching us in every sector of industry. Key components of the fourth
industrial revolution include big data analysis, artificial intelligence, and virtual and
augmented reality. These components also had a huge impact on the manufacturing
sector and research on production management. Therefore, the 2018 Advances in
Production Management Systems Conference played a leading role in the academic
field. The core of our contributions strive to realize smart production management for
data-driven, intelligent, collaborative, and sustainable manufacturing. Our topics of
interest include Global Supply Chain, Knowledge-Based Production Management,
Collaborative Networks, Sustainability and Production Management, Industry 4.0, and
Smart City.

We welcomed leading experts from academia, industry, and research institutes from
all over the world to the 2018 Advances in Production Management Systems Con-
ference in Seoul, Korea, to exchange ideas, concepts, theories, and experiences. A large
international panel of experts reviewed all the papers and selected the best ones to be
included in these conference proceedings. In this collection of papers, the authors
provide their perspectives along with their concepts and solutions for the challenges
that industrial companies are confronted with, to offer great opportunities, new tech-
nologies, collaboration, and developments.

The proceedings are organized in two parts:

– Production Management for Data-Driven, Intelligent, Collaborative, and Sustain-
able Manufacturing (Volume 1)

– Smart Manufacturing for Industry 4.0 (Volume 2)

We hope that our readers will discover valuable new ideas and insights in these
proceedings. The conference was supported by the International Federation of Infor-
mation Processing (IFIP) and was organized by the IFIP Working Group 5.7 on
Advances in Production Management Systems, the Korean Institute of Industrial
Engineers (KIIE), and the Institute for Industrial Systems Innovation at Seoul National
University. We would like to thank all contributors for their research and for their
willingness to share ideas and results. We are also indebted to the members of the IFIP
Working Group 5.7, the Program Committee members, and Organizing Committee
members for their support in the review of the papers. Finally, we appreciate the
generous support from both the Korean Federation of Science and Technology



Societies (KOFST) grant funded by the Korean government and Korea Land and
Housing Corporation.

August 2018 Ilkyeong Moon
Gyu M. Lee
Jinwoo Park

Dimitris Kiritsis
Gregor von Cieminski
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Abstract. Selection of optimal route among available choices in the presence
of various factors has been a prime focus in logistics. In this paper, Analytical
Hierarchy Process (AHP) is used for selection of optimum route among avail-
able options for revere logistics of electronics scrap from Pakistan to the
industry using End of Life (EOL) products as there raw material. The main
objective of this study is to find out the optimal reverse logistic path for elec-
tronic scrap considering: cost of transportation, time of transportation, volume of
goods to be transported, nature of goods (refurbished, recyclable or scrap), and
financial value of the goods being transported. Recently developed China
Pakistan Economic Corridor named as CPEC is also considered among available
routes which are being analyzed. The results show that CPEC is the best pos-
sible route. In addition, the proposed mechanism also provides hierarchical list
for the possible route preferences which helps in finding an alternate in case the
best/better route isn’t available due to some unavoidable factors.

Keywords: Reverse logistics � Supply chain
China Pakistan Economic Corridor (CPEC)
Analytical Hierarchy Process (AHP)

1 Introduction

Logistics management has established to be a key factor in supply chains. Realization
of customers’ value has increased the role of reverse logistics (RL) as it can play a key
role in customers’ satisfaction. RL has not only been used by companies for returning
of goods for the purpose of recycling/remanufacturing but also useful in warranty
claims and rejections.

Over past few decades, the World is digitized and use of electronic gadgets has
increased exponentially. This development has given birth to an anti-climactic waste
element known as electronic scrap [1]. The most interesting thing that differentiate such
type of scrap from other industrial scrap is that it consists of hazardous but expensive
metals. The recovery of these metal can be useful. Pakistan being more close to china
and a good consumer market for electronic appliances and gadgets is facing
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environmental issues [2]. In China, there are various facilities that can recycle this
electronic scrap and reuse it as raw material, thereby, saving cost and making envi-
ronment clean. China is the major producer of electronic products so it is also largest
user of all raw and auxiliary materials in the electronic industry [3, 4]. In this way,
China is responsible for almost 70% of the electronic waste. Chinese goods are sup-
plied using different trade routes. CPEC is the latest development in one-belt-one-road
initiative. This is indeed the shortest way, however, mostly used for downstream
transportation of goods. There is a huge potential to use this route for upstream
transportation of electronic wastes, back to China [5].

In this paper, optimal reverse logistics route is determined for electronic scrap using
AHP. Reverse logistics is upstream movement of products that can be due to warranty
claim, repair, reclaimed or remanufactured. In few cases, parts of products are reused to
save cost. Concept of disposable, especially, for electronic scrap is a major issue being
faced by many countries. Pakistan being a developing country is facing this issue at
highest possible level as it has become a dumping state for used electronics from all
over the world (USA, EUROPE, and GULF). Cheaper Chinese products are another
source of huge amount of Electronic waste. This paper focuses on finding optimal route
for transportation of these products to proper disposed-off destinations for maximum
gain.

2 Literature Review

Return type in reverse logistics is important because it shows interest of the repairing,
refurbishing or remanufacturing industry. Obsolete market (ebay.com, taobao.com etc.)
resell huge amount of used, obsolete parts and their buyer are present all over the
world. Major return types categories are: (i) end of life, (ii) end of use, and (iii) reusable
returns [6]. End of life return (EOL) is the equipment and machinery used up to a
specified time and dispose either at end of documented life or when there is an up
gradation to latest versions [4]. End of use return is used when instead of buying
machinery or equipment some companies prefer to get it on lease or rent and after
specified period they need to be returned, e.g., construction industry [7, 8]. Reusable
items are reusable parts of the scrapped machinery is scrapped [9]. Recovery of parts
started right from where the machinery is scrapped. The requirements of the firms are
usually different. For instance, those who are interested in metallic scrap are not
bothered about electrical items. Those interested in instrumentation don’t consider
metallic scrap. Another important aspect is condition of the items which includes both
working and cosmetic conditions [1].

Secondary markets for used products are subdivisions of the primary market and
are intertwined. Pakistan can be termed as secondary market as for as electronics items
are concerned. Used laptops, industrial products, control and instrumentation is largely
being imported as scrap for saving cost of imports [7]. When collection is made at
primary market and buyer is spread all over the world then secondary market is needed.
The secondary market sell this scrap at a reasonably good price [6].

Reverse logistics lacks due attention in extant body of literature. More research
work is required to solve problems related to reverse logistics [10]. The general
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processes associated with reverse logistics are described as follows. Collection: The
process of collecting used products at fixed locations for further processing is called
collection. This includes purchasing of scrap, plant, machinery, and parts [11].
Inspection/separation: Process comprising segregation of goods and their classification
as reusable, repairable, reclaimable etc. This helps us in assigning next destination to
the products. At this stage: separation, disassembly, testing and then storage is carried
out. Scrap is shredded and compressed to less volume for transportation ease [11]. Re-
processing: The process of making a used product reusable, it can be in the form of:
repair, part replacement, remanufacturing of parts, reassembly etc. [12]. Disposal:
Finally, few products cannot be used due to less market value or huge maintenance cost
(more than new in some cases) and need to be disposed. Disposal may include
transportation, land filling and burning etc., keeping in view environmental safety
regulations [13, 14]. Re-distribution: The process of transporting the recovered or
repaired goods to its users is called re-distribution. This may include sales, trans-
portation and storage activities [15, 16].

Reverse logistics is upstream movement of goods from end users to OEM [17].
Srivastava [18] defined reverse logistics as a process to plan, implement, and control
the flow of returned products in order to recover value [19]. In short, reverse logistics is
a process of returning products from the end user to supplier. The return can be because
of warranty, incorrect delivery, end-of-lease or end-of-life [20].

The core activity of reverse logistics is collection of end of life products, faulty
products, and scrap from market. Electronic products have huge number of users so
collection of these items is complex as compare to the collection of equipment and
machinery. Currently, majority of electronic products are being recovered by con-
ventional means and repair/cannibalization industry is the largest source of electronic
scrap collection from end users. As per environmental protection agency (EPA),
“Professionals approximate a recovery of 24 kg (50 lb) of gold, 250 kg (550 lb) of
silver, 9 kg (20 lb) of palladium, and more than 9,000 kg (20,000 lb) of copper from
reprocessing 1 million cell phones” [19, 20].

The amount of gold which can be recovered from one metric ton electronic scrap of
personal computers is more than 17 ton of gold ore. In 1998, United States recovered
an equivalent amount of gold from electronic scrap to the amount recovered from 2
million metric tons (Mt) of gold ore and waste [21, 22].

Effect on environment due to electronic industry is huge as compare to other
household products. A study conducted by United Nation Organization (UNO) estab-
lished that the making of a computer and display screen takes at least 240 kg
(530 pounds) of fossil fuels, 22 kg (48 pounds) of chemicals and 1.5 tons of water
which is more than the weight of a rhinoceros or a car [23]. Recycling process of used
aluminum saves 90% of energy required to mine fresh aluminum.

For a successful model of reverse logistics, it is necessary that there is a proper
system of collection and upstream transportation. An algorithm that saves time and cost
should be employed for the success of the model. The same can be studied from
courier/cargo services being used in e-commerce and online shopping [24]. Electronic
waste has many materials which are costly (such as silver, gold) and also hazardous
material for the environment (lead, tin etc.). The purpose is to recover all these

Reverse Logistics Route Selection Using AHP 5



materials to protect environment as well as to reduce cost of future products [25].
Recovering precious metals like Gold, Silver etc. is cheaper and environmental friendly
[23, 26].

3 Methodology

The scope of reverse logistics isn’t limited to get back defected and warranty products.
Rather the aim green supply chain in reverse logistics is to deal with disposal of
products and protect environment from hazardous chemicals during product disposal
[27]. Hierarchy of reverse logistics for electronics waste is: (i) reuse, (ii) remanufacture,
(iii) recycle, and (iv) disposal [28]. However, this hierarchy isn’t fixed for all types of
products and may vary accordingly.

China Pakistan Economic Corridor (CPEC)
CPEC is a roadmap of regional linkage, the benefit of which is not only limited to
China and Pakistan. The development of geographical connections have upgraded
road, rail and air transportation system with recurrent and free exchanges of growth and
contact. As a result, the exchange rate has been increased in terms of education,
knowledge, culture, and business, resulting in peace, harmony, and development.

Figure 1 shows various international routes those can be used as an option for
reverse logistics of electronics scrap from Pakistan. Indeed, we have five available
routes, which are named Route 1 to Route 5. We will assign different weights to these
routes based on decision parameters. The five decision parameters selected to conduct
this study are [31, 32]: (i) cost of Transportation, (ii) transportation time, (iii) volume of
goods, (iv) nature of goods (Refurbished, Recyclable or Scrap), and (v) financial value
of goods.

Assigning suitable weights, which are learned from the view of expert and litera-
ture, we may estimate preference value of the routes [33, 34]. AHP is used to carry out
analysis. AHP is useful and requires to draw a diagram by connecting dependent and
independent nodes as shown in Fig. 2. The next step is to assign relative weights to the
routes which are either based on data or experts’ opinion.

Fig. 1. Possible routes
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4 Results and Discussion

Five factors have been considered in making decision using AHP to analyze different
transportation routes. The weights/factors are provided by past data and opinion of the
experts. The value for each routes using proposed AHP based mechanism is given in
Table 1.

Here, we can see that value of Route 1 (CPEC Route) is highest. CPEC has various
advantages and drawbacks as compare to other routes. One major drawback is that the
products might have to travel more in China main land than in Pakistan. However,
China is planning to develop western region which is close to Pakistan.

Transportation cost and time are two major factors that give edge to CPEC over
other routes. In case of other routes, the volume of goods being reverse transported may
be large as those routes are well established. However, time and transportation cost of
CPEC is much lower than other routes [29, 30]. With maturity of the CPEC system and
increase in forward logistics, the amount and types of the products available for reverse
logistics will further increase which ultimately, increases the benefits of reverse
logistics through CPEC.

Similarly, the weights of decision factors are tabulated below that are received after
analysis using AHP. These are actually the advantages that CPEC provides for different

Fig. 2. Value of different routes for reverse logistics

Table 1. Ranking weights of decisions

Sr. # Alternative Calculated weight

1 Route 1 (Green) 0.2242
2 Route 2 0.2120
3 Route 3 0.1927
4 Route 4 0.1867
5 Route 5 0.1843
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decision parameters. With the development of western part of China, these decision
parameters will be having higher values, i.e. become more advantageous.

From Table 2, it is clear that volume of goods and cost of transportation have equal
value. It means that CPEC with current assigned weights and decision parameters give
equal importance to cost and weight. The more is the weight, more will be the
transportation cost but in some situations this is not true. For bigger volume of goods
and less weights, we ignore weights and cost is calculated based on volume. The table
also explains that how closely different decision parameters are linked with each other.

The same model can be applied if we have more options of routes with different
decision parameters. The decision parameters can vary based on type of goods to be
transported. We can also use AHP-TOPSIS mixed approach for the calculation of
preferred routes hierarchy. If available supply tracks for competitive market are
unpredictable, the most feasible strategy to mitigate risk is to hold “emergency stock”.
However, if there exists a reliable path among available supply tracks to serve a
competitive market, the superior risk mitigation strategy would be the economic (least
costly) one.

5 Conclusions and Recommendations

This study addressed the design of a resilient supply chain network that targets to find
out optimal route among the available options considering: (i) cost of transportation,
(ii) time of transportation, (iii) volume of goods to be transported, (iv) nature of goods
(refurbished, recyclable or scrap), and (v) financial value of goods to be transported.
The main focus is to minimize the cost of transportation and time required for trans-
portation. This study not only provide us an optimal path but also present results in
such an order that all given options can be used in case of any unexpected situation.
AHP is just an evaluation tool and the inputs or decision tables which compare different
factors with each other are truly derived from past data and experts’ opinion. As for
CPEC, we don’t have any past data, experts’ opinions are used as input to find best
possible solution.

The reverse and green logistics will help Pakistan to get rid of electronic waste in
most productive way. In different cities of Pakistan, people are already working on
electronic wastes and trying to recover as many components as they can. These

Table 2. Ranking weights of the elements in first intermediate layers

Sr. # Alternative Calculated weight

1 Volume of goods 0.2632
2 Cost of transportation 0.2632
3 Asset value 0.2105
4 Time of transportation 0.1579
5 Nature of goods 0.1053

8 F. Mushtaq et al.



recovered components are precious metals like gold, aluminum and other super con-
ductor elements. Pull out electronic component market is very popular in Pakistan. This
is another use of electronic scrap to recover good quality and cheaper electronic
components.

The future of the world is moving towards electric vehicles (Computer on the
wheels) and we are heading towards a huge amount of waste in the form of electronic
gadgets and, especially, batteries being used in cars and other similar vehicles like
electric bikes etc. So a special study for reverse logistics of batteries will not only help
us in getting rid of scraps but cost saving as well. Another extension of this research
can be AHP-TOPSIS based methodology considering additional factors. This will
increase validity of results and interdependency of results can be verified.

References

1. Kersten, W., Blecker, T., Ringle, C.M.: Sustainability in logistics and supply chain
management. In: Proceedings of the Hamburg International Conference of Logistics (HICL).
epubli (2015)

2. Olariu, I.: Conceptual issues regarding reverse logistics. Stud. Sci. Res. Econ. Ed. 18, 326–
331 (2013)

3. Ni, H.-G., Zeng, E.Y.: Law Enforcement and Global Collaboration are the Keys to
Containing E-Waste Tsunami in China. ACS Publications (2009)

4. Kahhat, R., Kim, J., Xu, M., Allenby, B., Williams, E., Zhang, P.: Exploring e-waste
management systems in the United States. Res. Conserv. Recycl. 52(7), 955–964 (2008)

5. Ninlawan, C., Seksan, P., Tossapol, K., Pilada, W.: The implementation of green supply
chain management practices in electronics industry. In: Proceedings of the International
Multiconference of Engineers and Computer Scientists (2010)

6. Sarkis, J.: How green is the supply chain? Practice and research. Graduate School of
Management/Clark University, Worchester, pp. 1–40 (1999)

7. Wang, M., Liu, J., Wang, H., Cheung, W.K., Xie, X.: On-demand e-supply chain
integration: a multi-agent constraint-based approach. Expert Syst. Appl. 34(4), 2683–2692
(2008)

8. Stock, J.R.: Development and implementation of reverse logistics programs. In: Annual
Conference Proceedings, Council of Logistics Management (1998)

9. Kumar, N., Chatterjee, A.: Reverse supply chain: completing the supply chain loop. In:
Cognizant 20-20 Insights (2011)

10. Baldé, C.: The global e-waste monitor 2014: quantities, flows and resources (2015)
11. Yang, H., et al.: The impact of customer returns in a supply chain with a common retailer.

Eur. J. Oper. Res. 256(1), 139–150 (2017)
12. Xu, S., Liu, Y., Chen, M.: Optimisation of partial collaborative transportation scheduling in

supply chain management with 3PL using ACO. Expert Syst. Appl. 71, 173–191 (2017)
13. Sauer, P.C., Seuring, S.: Sustainable supply chain management for minerals. J. Clean. Prod.

151, 235–249 (2017)
14. Ali, M.M., Babai, M.Z., Boylan, J.E., Syntetos, A.A.: Supply chain forecasting when

information is not shared. Eur. J. Oper. Res. 260(3), 984–994 (2017)
15. Sheu, J.B., Kundu, T.: Forecasting time-varying logistics distribution flows in the One Belt-

One Road strategic context. Transp. Res. Part E: Logist. Transp. Rev. (2017)

Reverse Logistics Route Selection Using AHP 9



16. Aljazzar, S.M., Jaber, M.Y., Moussawi-Haidar, L.: Coordination of a three-level supply
chain (supplier–manufacturer–retailer) with permissible delay in payments and price
discounts. Appl. Math. Model. 48, 289–302 (2017)

17. Rogers, D.S., Tibben-Lembke, R.: An examination of reverse logistics practices. J. Bus.
Logist. 22(2), 129–148 (2001)

18. Marulanda, J.M., Srivastava, A.: Carrier density and effective mass calculations in carbon
nanotubes. Physica Status Solidi (b) 245(11), 2558–2562 (2008)

19. Yuksel, H.: An analytical hierarchy process decision model for e-waste collection center
location selection. In: Computers & Industrial Engineering, CIE 2009 (2009)

20. Zhang, Y., Feng, Y.: A selection approach of reverse logistics provider based on fuzzy
AHP. In: Fourth International Conference on Fuzzy Systems and Knowledge Discovery
(2007)

21. Nnorom, I.C., Osibanjo, O.: Electronic waste (e-waste): material flows and management
practices in Nigeria. Waste Manag. 28(8), 1472–1479 (2008)

22. Lipan, F., Govindan, K., Chunfa, L.: Strategic planning: design and coordination for dual-
recycling channel reverse supply chain considering consumer behavior. Eur. J. Oper. Res.
260(2), 601–612 (2017)

23. Schwarzer, S., De Bono, A., Giuliani, G., Kluser, S., Peduzzi, P.: E-waste, the hidden side of
IT equipment’s manufacturing and use (2005)

24. Pochampally, K.K., Gupta, S.M.: A business-mapping approach to multi-criteria group
selection of collection centers and recovery facilities. In: IEEE International Symposium on
Electronics and the Environment (2004)

25. Streicher-Porte, M., Widmer, R., Jain, A., Bader, H.P., Scheidegger, R., Kytzia, S.: Key
drivers of the e-waste recycling system: assessing and modelling e-waste processing in the
informal sector in Delhi. Environ. Impact Assess. Rev. 25(5), 472–491 (2005)

26. Babazadeh, R.: Optimal design and planning of biodiesel supply chain considering non-
edible feedstock. Renew. Sustain. Energy Rev. 75, 1089–1100 (2017)

27. Wu, X., Zhou, Y.: The optimal reverse channel choice under supply chain competition. Eur.
J. Oper. Res. 259(1), 63–66 (2017)

28. Chung, H., Lee, E.: Asymmetric relationships with symmetric suppliers: strategic choice of
supply chain price leadership in a competitive market. Eur. J. Oper. Res. 259(2), 564–575
(2017)

29. Chen, J., Liang, L., Yao, D.Q., Sun, S.: Price and quality decisions in dual-channel supply
chains. Eur. J. Oper. Res. 259(3), 935–948 (2017)

30. Rezapour, S., Farahani, R.Z., Pourakbar, M.: Resilient supply chain network design under
competition: a case study. Eur. J. Oper. Res. 259(3), 1017–1035 (2017)

31. Tostivint, C., de Veron, S., Jan, O., Lanctuit, H., Hutton, Z.V., Loubière, M.: Measuring
food waste in a dairy supply chain in Pakistan. J. Clean. Prod. 145, 221–231 (2017)

32. Feitó-Cespón, M., Sarache, W., Piedra-Jimenez, F., Cespón-Castro, R.: Redesign of a
sustainable reverse supply chain under uncertainty: a case study. J. Clean. Prod. 151, 206–
217 (2017)

33. Fahimnia, B., Jabbarzadeh, A., Ghavamifar, A., Bell, M.: Supply chain design for efficient
and effective blood supply in disasters. Int. J. Prod. Econ. 183, 700–709 (2017)

34. Chowdhury, M.M.H., Quaddus, M.: Supply chain resilience: conceptualization and scale
development using dynamic capability theory. Int. J. Prod. Econ. 188, 185–204 (2017)

10 F. Mushtaq et al.



Digital Lean Cyber-Physical Production
Systems: The Emergence of Digital Lean

Manufacturing and the Significance of Digital
Waste

David Romero1(&), Paolo Gaiardelli2, Daryl Powell3,
Thorsten Wuest4, and Matthias Thürer5

1 Tecnológico de Monterrey, Monterrey, Mexico
david.romero.diaz@gmail.com
2 University of Bergamo, Bergamo, Italy
paolo.gaiardelli@unibg.it

3 Norwegian University of Science and Technology, Trondheim, Norway
daryl.j.powell@ntnu.no

4 West Virginia University, Morgantown, USA
thwuest@mail.wvu.edu

5 Jinan University, Guangzhou, China
matthiasthurer@workloadcontrol.com

Abstract. This paper explores the emergence of the next cyber/digital frontier
for lean manufacturing practices. It focuses on (a) the new capabilities of
information and operational technologies (ITs/OTs) for proactively detecting and
eliminating potential ‘physical waste’ in production processes, preventing its
manifestation in the real world through powerful virtual models and simulations
as well as real-time performance monitoring systems based on advanced data
analytics, and (b) on identifying and eliminating ‘digital waste’ that may come
into existence in the cyber world due to the non-use (e.g. lost digital opportu-
nities) and/or over-use (e.g. abused digital capabilities) of new digital/smart
manufacturing technologies.
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1 Introduction

Lean Manufacturing (LM) is a systematic approach to waste minimization within a
production system [1]. Lean is a toolbox that assists in the identification and elimi-
nation of waste. By eliminating waste, quality improves while production time and cost
are reduced [1]. Seven forms of waste have traditionally existed within the real
“physical” world of lean: defects, overproduction, waiting, transportation, inventory,
motion and over-processing, plus a recent one: not-utilizing talent [2]. These 7 + 1
traditional physical waste types can nowadays be better identified and eliminated
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through new Digital/Smart Manufacturing (D/SM) technologies [3, 4] (e.g. Big Data,
Industrial Internet of Things (IIoT) and Advanced Analytics) as mechanical/physical
production systems evolve into Cyber-Physical Production Systems (CPPSs) [5]. Here,
established lean methods gain a new digitally-enabled edge [4, 6], hereby referred to as
“Digital Lean Manufacturing (DLM)”.

While the principles of traditional lean manufacturing will remain valid, DLM will
(a) facilitate the application of these principles, and (b) enhance its scope and direction.
For instance, DLM will the introduce new capabilities of information and operational
technologies, such as powerful virtual models and simulations as well as real-time
performance monitoring systems based on advanced data analytics that have the ability
to proactively detect and eliminate ‘traditional’ physical waste in (physical) production
processes.

However, new forms of digital waste may come into existence in the virtual/digital
“cyber” world due to the new “cyber-physical” nature of production systems. There-
fore, DLM will require new techniques for identifying and eliminating digital waste
that may come into existence in the cyber world due to, for example, the non-use (e.g.
lost digital opportunities) and/or over-use (e.g. abused digital capabilities) of new
D/SM technologies. In this context, digital waste will be defined as any non-value
adding digital activity to women/men, materials, machines, methods and measurements
(5 M) in the Digital Lean Enterprise. This includes, for example, the creation of
redundant and/or unnecessary data that is collected, managed, transmitted or stored for
no tactical, operational or strategic reasons. In this case, these artefacts create unwanted
and wasteful data congestion in a decision-making process [7]. On this premises, this
‘position paper’ explores the emergence of the next cyber/digital frontier for lean
manufacturing practices, introducing a first definition of digital waste, and providing a
typology for it in order to support the elimination of physical waste and at the same
time the avoidance and the prevention of digital waste in the digital lean smart factory.

2 The Emergence of Digital Lean Manufacturing

Digital technologies have given rise to a new era of lean manufacturing, which extends
the lean philosophy to the cyber world (e.g. lean automation [5] manifested as Jidoka
& Heijunka 4.0 systems [8]); for example by making ‘physical-to-digital’ conversions,
known as ‘digital transformations’ or ‘digitalization’, of value adding activities in order
to pursue new digital manufacturing levers to eventually realize higher productivity
levels, higher quality, optimized resources usage and increased production throughput.

DLM builds on new data acquisition, data integration, data processing and data
visualization capabilities [9] to create different descriptive, predictive and prescriptive
analytics applications [10] to detect, fix, predict and prevent unstable process param-
eters and/or avoid quality issues inside defined tolerance ranges that may lead to any
type of waste within the cyber-and physical-worlds. Hence, Digital Lean CPPSs will
aim to support the operation of digital lean smart factories towards (near) zero physical
and digital waste. This will be achieved, for example, by a synchronized production
environment [11] (viz. digital twins [12]) between virtual models and simulations
representing the virtual factory [13] that will help to design, engineer, verify and
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validate waste-free production operations in the cyber world before their release and
ramp-up in the real factory. Digital Lean CPPSs will also help to monitor real-time
performance in the physical world in order to assess whether production operations are
actually being performed at their highest possible productivity level and quality stan-
dard, as planned, or if there remain opportunities for improvement (Kaizen).

Moreover, when adopting D/SM technologies to ‘digitize-to-connect’ and pursue
vertical and horizontal factory big data integration [14] will contribute to minimize
waste in the process of creating digital lean capabilities such as: (a) data visibility (e.g.
new generation Andon systems and digital dashboards), (b) information transparency
(e.g. real-time production monitoring and communication systems), and (c) (critical)
events forecasting (e.g. predictability charts for continues improvement) of production
operations conducted by humans, machines and computer systems on the shopfloor.

3 The Meaning of Digital Waste

Waste has traditionally been defined by the lean community as ‘any non-value adding
activity’ [15, 16]. However, according to the Merriam-Webster’s online dictionary
definition, waste can also mean: “the loss of something valuable that occurs because
too much of it is being used or because it is being used in a way that is not necessary or
effective; an action or use that results in the unnecessary loss of something valuable; a
situation in which something valuable is not being used or is being used in a way that is
not appropriate or effective”. This etymological meaning is of great importance for the
definition of ‘digital waste’ in DLM, since it highlights the need to consider two types
of digital waste: (i) passive digital waste due to missing digital opportunities to unlock
the power of (existing) data, and (ii) active digital waste as a result of a data rich
manufacturing environment that lacks from the proper information management
approaches to derive the right amount of information to be provided at the right time to
the right person, machine or information system for decision-making (knowledge).

The next sub-sections will exemplify: How a – digital lean philosophy – and D/SM
technologies can contribute to reduce waste in the physical world through
virtual/digital assisting means as well as How passive digital waste can be avoided and
How active digital waste can be prevented. These examples may work independently or
together in order to reduce or eliminate one or more types and forms of physical and
digital waste.

3.1 Eliminating Defects Waste: Digital Quality Management Lever

Digital Quality Management (DQM) refers to the semi-automated or automated digital
governance of cyber-physical production assets like smart products, smart operators
and smart machines, aimed at offering real-time tracking and reporting of such intel-
ligent assets performance towards compliance with predefined quality standards and
proactively alerting in case of potential deviations from them to prevent quality
problems (viz. defects) before they materialize.
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Eliminating Physical Waste. New technologies, such as IIoT and cloud storage,
provide real-time data (as well as easy access to historical data) from the shopfloor of
the digital lean smart factory. This triggered the evolution of QM from ‘sampling-based
measurements’ to a ‘full coverage’ of wo/men and machines operations in a production
system. This new data lake environment on the shopfloor, combined with real-time data
analytics and Advanced Process Control (APC)|Statistical Process Control (SPC)
systems, has enabled the possibility for real-time error corrections in operations to
minimize rework and scrap (waste) – towards zero defects. For example, (a) real-time
monitoring and performance management of machine operations that allow for man-
ufacturing processes self-adjustments to keep a quality threshold (e.g. 100% First Pass
Yield - FPY) or (b) real-time tracking of operator actions in assembly sequences based
on ‘context-aware wearable computing’ by recognizing the operator’s actions/
movements [17] and/or ‘mixed reality (i.e. Augmented & Virtual Reality) assistance
systems’ [18] by showing virtual assembly instructions directly in the operator’s field
of view (e.g. 100% Complete & Accurate tasks - % C&A). Both approaches act as a
kind of digital poka-yoke system.

Avoiding Passive Digital Waste. Advancements in electronic data processing and
interchange, (enterprise) information systems and data itself have long played an
important role in manufacturing operational excellence (viz. product quality, process
efficiency, assets and human reliability). Hence, passive digital waste in this context
may refer to the potential loss of DLM opportunities by ‘quality engineers’ if not
upgrading their traditional quality control methods to new available techniques based
onMachine Learning (ML) [10] for advanced (big) data analytics. For example, the use
of a neural network to learn from historical quality control data to identify defects and
predict quality deviations with a high degree of accuracy, avoiding waste due to false
defect detection.

Preventing Active Digital Waste. At the same time that QM becomes digitized and
data-driven, more data will be created, processed and consumed on the shopfloor. This
will require more storage, computer processing power and network bandwidth as well
as the (human) talent provision (e.g. setup, integration and maintenance of IT/OT
systems) to support DQM. In this sense, emerging ‘digital - quality engineers’ will need
to pursue a smart data vision rather than a big data vision, aiming always to turn big
data into actionable smart data with real-business value through its application to a
business process to create insights and support in-the-moment/rapid decision-making
(e.g. defects real-time detection). [19] have defined four categories of waste (digital)
data to be managed, in this case in a DQM business process: (a) unintentional data
created as a by-product of a process with no purpose, (b) used data that serves its
purpose for a period of time and then is no longer useful, (c) degraded data that has lost
its quality due to whatever reason and it is no longer useful, and (d) unwanted data that
was created, but never useful for any purpose.

3.2 Eliminating Overproduction: Digital Kanban Systems Lever

Digital Kanban Systems (DKSs) refer to real-time digital ‘pull’ signalling systems that
use a mix of digital technologies (e.g. smart tags, smart bins/boxes, smart dashboards
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and smart automation) to trigger the Just-In-Time (JIT) movement of materials and
electronic information (e-Kanban cards) within a digital lean smart factory in order to
eliminate overproduction by being responsive to the current demand instead of forecast.

Eliminating Physical Waste. DKSs can eliminate ‘overproduction’ through the
synchronisation between production and (raw) materials demand (of a specific item, in
specific quantities, to be delivered to a specific location (e.g. smart bin or smart
dashboard)) at a smart workstation, or even forecast such demand need by means of
advanced data analytics, to optimize material handling and transport time as well as the
time and effort needed for (e-)Kanban cards handling thanks to electronic real-time
communication (viz. faster signals transfer) through e-messaging and e-alerting (sub-)
systems between the workstation and its supplier(s).

Avoiding Passive Digital Waste. By not migrating to DKSs, electronic records of pull
requests, recipient timestamps and delivery acknowledgements will not be able to be
recorded, stored (historical data), traced and used to be analysed to reveal weak points
in the JIT management of a pull production process towards zero overproduction.

Preventing Active Digital Waste. Designing effective and efficient DKSs and their
corresponding e-Kanban cards for the digital lean smart factory will require an
emphasis on the engineering or re-engineering of input data systems (viz. smart tags
and/or smart bins), processing data systems (viz. ERP + MES) and output data systems
(viz. smart dashboards and smart automation (e.g. deliveries by AGVs/drones)) in order
to orchestrate material and information flows JIT between workstations, warehouse(s)
and intra-logistics activities and their associated information systems without syn-
chronisation problems that may not allow to achieve a real-time material and infor-
mation handling and transport system, and may cause overproduction.

3.3 Eliminating Waiting Waste: Cyber-Physical Systems Lever

Digital Lean CPPSs, or CPPSs-based Jidoka & Heijunka [8] production systems, refer
to autonomous and cooperative human, machine and product ‘smart entities’ that co-
create a networked socio-technical production environment, where all software, hard-
ware and humanware sub-systems can sense, actuate and interoperate. This is facili-
tated via human-machine interfaces (HMI/H2M) and machine-to-machine (M2M)
communication protocols, to enable vertical and horizontal value-added data flows for
the provision of a range of intelligent functions, services and features for the design and
engineering, warehouse and logistics, fabrication, assembly, quality and maintenance
digital lean smart factory departments.

Eliminating Physical Waste. The context-awareness capabilities of D Lean CPPSs
[20] enabled by means of smart sensors, actuators and adaptive controllers can allow
the smart control of the entire production processes in order to avoid waiting-times by
self-adapting (re-balancing) in real-time for maximum flexibility to manage excessive
demand fluctuations (Mura), and overburden of machine & operators capacities (Muri).

Avoiding Passive Digital Waste. Thanks to new CPPSs-based Heijunka systems, all
production resources (viz. wo/men, materials and machines) can be instrumented and
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networked in a social IIoT environment [21, 22] for supporting a ‘truly holistic’ pro-
duction scheduling or re-scheduling in real-time and just-in-sequence logic for
avoiding waste risk creation due to the lack of a systemic (re-)scheduling approach.

Preventing Active Digital Waste. When designing D Lean CPPSs environments,
‘digital lean engineers’ should avoid over-engineering the CPPS and adding unneeded
‘complexity’ to manufacturing, which may increase the potential of catastrophic, but
also incremental, failure of the system. Moreover, the design principles for Industry 4.0
and CPSs [23, 24] in general advocate for decentralised structures and for small and
simple-to-integrate modules (plug-and-play) in order to better manage their complexity
as well as the complexity of the overall system.

3.4 Eliminating Transportation Waste: AGVs, Drones and 3D Printing
Levers

Automated Guided Vehicle (AGV) Systems refer to material handling systems that use
programmed AGVs – such as carts, pallets, trays or forklifts – for the transport of
goods in order to support human-less intra-logistics activities at the digital lean smart
factory. In a complementary way, drones, also referred as unmanned aerial vehicles
(UAVs), aim to support other human-less intra-logistics activities such as visual
inventory counts and searching for goods based on ‘flying smart tag scanners’ as well
as acting as picking-and-delivery systems for goods located at the top levels of storage
or shelving racks of high-rise warehouses. On the other hand, 3D printing refers to
rapid/on-demand manufacturing technology that can allow the fast production of
needed items on-site.

Eliminating Physical Waste. By using 3D printing for the production of low volume
components on-site, reduction of transportation and even inventory waste can be
realized. Furthermore, by automating pick-up, transport and delivery tasks on the
shopfloor, operators can continue working at their workstations and conducting value-
adding activities thanks to the support of AGVs and smart conveyors. Similarly, high-
rise warehouses will benefit from the help of AGVs and drones as highly-efficient
searching, picking and delivery systems.

Avoiding Passive and Preventing Active Digital Waste. Different AGVs, drones and
3D printing solutions exist nowadays in the market at different maturity and capability
levels, therefore, proper benchmarking tools should be used to grade their performance
in industrial environments in order to guarantee investments that live-up to their ROI.

3.5 Eliminating Inventory Waste: Digital Warehouse Operations Lever

Digital Warehouse Operations (DWOs) refer to the automation of warehousing
activities with the support of auto-ID technologies, smart boxes, AGVs and real-time
inventory optimisation strategies to manage the ideal levels of raw materials, work-in-
progress (WIP) and finished product(s) inventories.
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Eliminating Physical Waste. DWOs automate ‘true JIT ordering’ on the basis of
stock reduction by the use of diverse sensors and smart bins/boxes to manage inventory
levels in collaboration with digital Kanban systems and e-billing services.

Avoiding Passive Digital Waste. Auto-ID technologies (e.g. RFID) can provide the
ability to automatically compare the characteristics of all raw materials received at the
warehouse based on ‘purchase order data’ in order to control for discrepancies that may
lead to inaccurate inventory keeping beyond simple units counting.

Preventing Active Digital Waste. When relying on ‘smart sensors’ for automated
inventory control, their appropriate selection, use and maintenance will be vital for
maximizing data accuracy and providing increased confidence in inventory reports.

3.6 Eliminating Motion Waste: New HMIs and Wearable Computing
Levers

Human-Machine Interfaces (HMIs) refer to computer systems/technologies endowed
with capabilities for enabling human-to-machine (H2 M) interactions by means of
data/information interpretation from various sensory and communication channels. In a
complementary way,Wearable Computing (WC) refers to a wearable computer capable
of sensing, storing and processing data that is incorporated into a person’s clothing.

Eliminating Physical Waste. Wearable Computing can enable the tracking of oper-
ators’ movements in order to build a spaghetti chart in real-time and provide motion
optimization functionality as well as support for better ergonomic postures and
movements to avoid injury. Correspondingly, smart workstations can be re-configured
on the basis of ergonomic requirements of the individual operator (e.g. working table
height and shelving unit reaching distance).

Avoiding Passive Digital Waste. New HMIs (e.g. voice control) can help operators to
become hands-free in certain activities/operations, helping them to reduce time and
motion when completing their tasks and therefore, improve their productivity.

Preventing Active Digital Waste. New HMIs and wearable computing can reduce
operator’s physical workload, but their usage should not contribute to increase his/her
cognitive workload due to complex human-machine interactions.

3.7 Eliminating Over-Processing Waste: Digital Mfg. Standards Lever

Digital Manufacturing Standards (DMSs) refer to the adoption of a ‘common lan-
guage’ for ensuring the reliable and efficient integration or interoperability of very
different systems, from visual management systems (interfaces) to electronic data
interchanges.

Eliminating Physical Waste. Visual management systems should always comply
with design standards in order to bring consistency and readability to visual monitors
and visual controls in order to avoid misinterpretations and wrong actions.
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Avoiding Passive and Preventing Active Digital Waste. Data interoperability stan-
dards (e.g. EDI) are a must in order to have a clear interpretation of the data shared
among systems and avoid wrong actions based on such data misinterpretation.

3.8 Eliminating Not-Utilizing Talent Waste: Digital Presence Lever

Digital Presence (DP) refers to the use of augmented reality smart glasses and other
hands-free wearable technology [17], including haptics, for ‘see-what-I-see’, ‘hear-
what-I-hear’ and even ‘feel-what-I-feel’ real-time communication for collaborative
problem-solving between remote operators and service engineers in the field.

Eliminating Physical Waste. DP can reduce downtimes and increase fix rates of new
or complex problems (e.g. troubleshooting) by enabling the possibility to tap into the
specialized expertise (talent) of any service engineer on-site anytime, anywhere.

Avoiding Passive Digital Waste. Trying DP first, may enable in some occasions the
possibility to get a faster diagnose and solution to a problem thanks to real-time two-
way audio, video and even kinetics communication between a remote operator and a
service engineer, eliminating or reducing the costly expenses of moving skilled service
engineers from site-to-site to troubleshoot.

Preventing Active Digital Waste. Advancements in DP related technologies have
enhanced MRO practices, nevertheless, each troubleshooting case must not disregard
the possibility of the need of the physical presence of the service engineer on-site.

4 Conclusions

Through the exploration of D/SM technologies supporting DLM practices, this position
paper provides an analysis of the different types of digital waste that may come into
existence in the cyber world due to lost digital opportunities and/or abused digital
capabilities of new digital/smart manufacturing technologies. The proposed approach
can be adopted to identify a set of rules, policies, standards and models to govern and
define which and how data is collected and managed to avoid the redundancy of
unnecessary datasets towards a development path to Digital Lean CPPSs, thus mini-
mizing digital waste in the digitalization process and improve digital lean value.
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Abstract. In industry, it is common to prioritize some orders over others. This
is done to reduce the lead time and waiting time of these prioritized orders,
hence the customer will get the order earlier than otherwise. However, whenever
an order is prioritized, the remaining orders are de-prioritized, and their lead
time and waiting time will increase. In industry, a rule of the thumb that no more
than 30% of the orders should be prioritized is often used. This paper will verify
this assumption using simulations for different conditions. It will show that this
rule of thumb is generally a valid approach. The paper will offer more detail on
the trade-off between prioritizing some orders and hence delaying other orders.

Keywords: Prioritization � Waiting time � Lead time

1 Introduction

The behavior of single-arrival single-server systems as shown in Fig. 1 is generally
well understood, and relevant to most industries [1]. If an actual system can be
observed, the lead time can easily be calculated using Little’s law [2].

If the system is understood in more abstract terms, the Kingman equation (also
known as Kingman formula or Kingman approximation) gives an approximation of the
waiting time of the orders for a single process based on its utilization and variance [3].
Other calculations and approximations exist like [4–6] or [7]. These equations are valid
over a wide range of assumptions and estimate the behavior of a steady state system
quite well.

In industry, it is common practice to prioritize some orders over others to reduce the
lead time and waiting time of the prioritized orders at the cost of an increased lead time
and waiting time of the non-prioritized orders. Examples include the food industry with
its limited product lifespan [8], maintenance tasks [9] or other resources [10], as well as
general throughput improvements [11]. It is important to note that as long as the
average system behavior does not change, the equations in [2–6] and [7] are still valid.
Even if some orders are prioritized and accelerated, the slowdown of the not-
accelerated orders will cause the overall system to keep a constant average lead time
and waiting time.

Take for example Little’s law [2]. Little’s law is “not influenced by the arrival
process distribution, the service distribution, the service order, or practically anything
else” [12]. As prioritization does nothing but change the “service order,” prioritization
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has no effect on the average lead time. It does, however, affect the distribution of this
lead time. As some orders are accelerated at the expense of others, the width of the
distribution of the lead times and waiting times will increase, even though the mean
remains unchanged.

Please also note that this paper uses orders as the item processed in the single-server
single-queue system. However, the wide application of this prioritization makes the
following simulations, discussions, and calculations equally valid for a system pro-
cessing parts (as for example a machine), customers (for example in a supermarket, a
hospital, or a call center), products (as for example a shipping warehouse), or many
other applications.

2 System Outline

The system simulated is a single-arrival single-server system as a simplification of
more complex production systems. The arrival times and service times are randomly
distributed. For the arrival times, we used an exponential distribution, as this is the
most commonly used distribution to model inter-arrival times [13, 14]. The service
times are modeled using a lognormal distribution, which is also commonly used for
service times [13, 15]. The exponential distribution has only one parameter, which was
used to adjust the mean value. The lognormal distribution has two parameters, hence
besides the mean, it is also possible to influence the standard deviation. During this
analysis, the standard deviation was set to be 25% of the mean value (i.e., the coef-
ficient of variation is 25% for the service times). This is within the range of common
values in the industry.

The utilization of the system has a major influence on the waiting time. Hence
different systems were simulated using different utilizations. Table 1 gives an overview
of the different settings to achieve different utilizations. Please note that the units of the
mean times are here only for a complete understanding of the set-up, but does not
influence the results. The lot size of arrivals and processing is both one. For simplicity,
we also did not model any set-up changes, breakdowns, or other interruptions.
Transport times were also assumed instantaneous.

During the simulations, we measured the mean waiting time for each order type as
well as the joint mean waiting time. We also measured the standard deviation of the
waiting time for order types A and B individually as well as jointly. The 95% confi-
dence interval of all of these was also determined. Each simulation experiment had a
duration of 120,000 min, representing 20,000 orders processed or around one year of
simulated time. Each simulation was repeated thirty-nine times to calculate the 95%
confidence interval. For details on the set-up, see [16].

Service
A B B A BBBB BArrival

Wai ng

Fig. 1. Illustration of a single-arrival single-queue single service system
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2.1 Un-prioritized Baseline System

As a baseline reference, we used a system without prioritization, using a simple first-
come-first-served approach for the arriving orders. The layout is shown in Fig. 1.

2.2 Prioritized System

The main part of the analysis is the prioritized system. Two different order types were
simulated, order type A and B. Order type A always has priority over order type B.
This is simulated by having two different waiting queues, both of which have an
independent first-in-first-out logic. Orders in the B queue are only processed if there are
no more orders waiting in the A queue. The service time for both order types is
identical and depending on the selected utilization as shown in Table 1 (Fig. 2).

The percentage of prioritized orders was modified from 0.1% to 99.9% as shown in
Table 2. The exponentially distributed inter-arrival times were adjusted accordingly to
maintain a joint mean inter-arrival rate of 6 min between orders. Combining the 11
different percentages A with the 5 different utilizations gives a total of 55 simulation
experiments in addition to the 5 utilizations of the baseline system.

3 Simulation Results

3.1 Baseline System

As expected and predicted by theory, the waiting time of the queue of the baseline
system was influenced by the utilization. The exponential relation is shown in Fig. 3.

Table 1. Overview of the mean inter-arrival times and service times to achieve different
utilizations

Utilization Mean inter-arrival time (min) Mean service time (min)

75% 6 4.50
80% 6 4.80
85% 6 5.10
90% 6 5.40
95% 6 5.70

Service

A

B B

A

BBBB
A

Arrival A

Arrival B
Wai ng A

Wai ng B

Priority A

Fig. 2. Illustration of a prioritized system with a double-arrival double-queue single-service
system
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For a utilization of 100%, the average waiting time would approach infinity. These
values serve as our baseline system.

3.2 Prioritized System

Figure 4 shows the behavior of the systems under different utilizations and percentages
of prioritized orders. For simplification, the percentage improvement of orders A and
the percentage worsening of orders B compared to the baseline waiting time from
Fig. 3 is shown. It is clearly visible that for low percentages of A, there is a substantial
benefit for orders A with an up to 90% reduction in waiting time without much
disadvantage for orders B. However, as the percentage of A increases, this benefit for A
shrinks, whereas the disadvantage for orders B becomes exponential, with the waiting
time being a multitude of the baseline.

Figure 5 shows the impact on the coefficient of variation of the waiting time. For
both orders A and B, this increases as the percentage of prioritized orders A increases.
Hence, not only does the average waiting time increase, but the range of the fluctua-
tions also increases. The full data including the confidence intervals can be found in
[16].

Table 2. Mean inter-arrival times for order A and B for different percentages of A

%A Mean inter-arrival time
A (min)

Mean inter-arrival time
B (min)

Joint mean inter-arrival
time (min)

0.1% 6000 6.006 6
10% 60 6.666 6
20% 30 7.5 6
30% 20 8.571 6
40% 15 10 6
50% 12 12 6
60% 10 15 6
70% 8.571 20 6
80% 7.5 30 6
90% 6.666 60 6
99.9% 6.006 6000 6
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Fig. 3. Waiting times in dependence of the utilization of the un-prioritized baseline system
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4 Conclusions

Overall, prioritizing important orders can have a significant benefit as long as it is done
in moderation. In industry, often a general rule of thumb is used, recommending to
prioritize no more than 30% of the workload. Since this number originates in industry,
there is no academic reference for this that we are aware of. While this rule is an
oversimplification, Fig. 4 shows that this is a workable assumption without having a
too much negative effect on the not-prioritized orders. However, this is not a hard cut
off, but rather a sliding scale, and prioritizing 35% or even 40% may also be possible,
although the benefit shrinks and the disadvantages grow. It boils down to the tradeoff
that has to be made between benefitting the prioritized products while disadvantaging
everything else.

However, prioritizing an excessive number of orders will diminish the effect of this
prioritization. The negative effect on the not-prioritized orders will multiply and
become significant. Even worse, the range of the fluctuations increases faster than the
mean waiting time. If the products are made to order (MTO), this means a prediction of
a delivery date will become more difficult, as the actual delivery dates become more
erratic. For a reasonable delivery performance, the promised delivery date now has to
be much later, as this not only has to include the mean but also a substantial share of the
outliers. If 95% of the true delivery dates should be within the estimate, the estimated
delivery date needs to be the 95th percentile of the actual delivery dates.

Similarly, for made-to-stock (MTS) items, if the waiting and process time would
always be constant, it would be sufficient to have one item in stock plus the coverage
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for the customer behavior. As the fluctuations of the waiting time and delivery time
increase, more stock is needed to cover for these fluctuations. Again, if a 95% delivery
performance is promised, there needs to be stock covering at least 95% of the shortest
waiting times and processing times in addition to the customer behavior.

Overall, prioritizing too many orders will drastically push the promised delivery
dates to the future (for MTO) or require significant increases in inventory (for MTS), or
have a significant negative impact on the delivery performance (for both cases).
Practitioners are strongly advised to prioritize no more than 30% of their order volume!
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Abstract. There are three main factors influencing the waiting time of a single-
arrival single-process system: the utilization, the fluctuation of the arrival, and
the fluctuation of the process time. The influence of these is not linear, and the
combination of these effects is worse than the individual sums. Different
approximations exist for this relation, the most popular one being probably the
Kingman equation. Now it is one thing to understand this in theory, but expe-
riencing this in practice makes it much easier to understand and will prepare
practitioners much better for its effect. This paper describes a quick and easy
game to have the practitioners experience the individual and combined effects of
both utilization and fluctuation.

Keywords: Kingman equation � Utilization � Variation � Waiting time

1 Introduction

In manufacturing, or actually in most processing systems, the waiting time for the
objects to be processed is often significant. In a supermarket, the waiting time of the
customer is relevant for customer satisfaction [1]. In manufacturing, the waiting time of
parts is a major contributor to the lead time. Most real live systems have a network of
multiple processes and parts with varying utilizations and fluctuations. Often, the
distribution of the inter-arrival time is the result of the output behavior of the preceding
processes. Such complex systems can be simulated, but their relations are often difficult
to grasp by humans and usually also difficult to analyze in queueing theory.

However, to understand the principles behind it, it is helpful to look in more detail
at single-arrival single-departure processes, also known as single-server queue. This is
often abbreviated as G/G/1 queue in Kendal’s notation, where the G stands for a
generally random distribution of the inter-arrival and service time, and 1 stands for a
single process or server [2]. Such a system is visualized in Fig. 1.

Exact solutions of the relation between arrivals, departures, and waiting time are
available for selected random distributions. Best known is the M/M/1 queue with
exponentially distributed inter-arrival and service times. The average waiting time E
(W) for a steady state system is a function of the parameter of the arrival distribution p
and the service distribution l as shown in Eq. (1) if the mean inter-arrival time exceeds
the mean process time [3].
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p
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For the general G/G/1 queue, there exist different approximations. The most
common one is the Kingman approximation as shown in Eq. (2). Here, p stands for the
utilization of the server (i.e., the mean arrival time lA divided by the mean service time
lS). CA and CS are the coefficients of variation (standard deviation divided by the
mean) of the arrival distribution and the service distribution [4].
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Please note that this is only an approximation, with the restrictions that it is only
valid for higher utilization, that the utilization is below 100%, and that the arrival and
service times need to be independently distributed. Other approximations exist like [5]
or [6], but for our purposes, the Kingman equation will suffice, especially since it
shows the main effects clearly.

1.1 Effect of Utilization

The effect of utilization on the waiting time is represented by the first part of Eq. (2).
As the utilization p approaches 100%, the waiting time approaches infinity. Please note
that this is not a linear effect. This is also graphically visualized in Fig. 2. Please note

Fig. 1. Illustration of the general G/G/1 queue with arrivals, waiting objects, and server

Fig. 2. Illustration of the general behavior of the effect of utilization and coefficient of variation
on the waiting time
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that the y-axis has intentionally no labels, as this would depend on a specific situation.
Please also note that the Kingman equation is not very accurate for low utilization.

1.2 Effect of Variance

The middle part of Eq. (2) represents the effect of the variance of the arrival and service
times. The increase of the waiting time is also not linear but squared to the coefficient
of variation. Figure 2 shows the effect of increasing the coefficient of variation of either
the arrival or departures in the lower line. The effect of increasing both arrival and
departure variation simultaneously is shown in the upper line, which is simply double
of the lower line.

1.3 Joint Effect of Utilization and Variance

Please note that the joint effect of utilization and variance is not the sum but the product
of the two individual effects. Hence, if both utilization and variance increase, the
waiting time will increase significantly more.

2 Game Objectives

It is one thing to know the Kingman equation in theory. It is something else to
experience this relation in practice. The exponential behavior of increasing either the
variation or the utilization, and especially the multiplicative behavior of a joint
increase, is hard to internalize for practitioners.

The target group is people who are working or will be working with process
systems. This includes shop floor supervisors, production planning staff, managers, and
students of engineering or management. The game aims to teach its participants the
severity of the problem of having both high utilization and high waiting time. During
the game, the participants will guess the magnitude of the change due to an increase in
utilization or variation. The resulting actual outcome usually far exceeds these esti-
mates, improving the learning experience.

3 Game Outline

The game is an extended version of the number game found in [7], which shows the
effect of utilization. In this original game, the effect of increasing utilization onto the
system is experienced using normal six-sided (D6) dice. This game extends the original
game to also show the effect of variation and the combined effect.

The game can be performed within thirty minutes and is hence a good warm-up for,
as an example, a full-day or multi-day training. The game can handle a wide range of
participants but ideally has around six to thirty participants split into groups of two. In
each group one person represents the arrival, the other represents the service.
Depending on the industry, these can be renamed as supplier and customer for man-
ufacturing, customer and check out for supermarket cash registers, etc. as needed. The
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randomness is represented by dice throws. To model different variations, dice with
different numbers are needed as shown in Fig. 3. The game will be explained using
four-sided, twelve-sided, and twenty-sided dice, abbreviated ad D4, D12, and D20, but

this can easily be adapted to other dice sizes. For each number, multiple dice are
needed throughout the game. Ideally, there is one dice available in each size per person,
but if there are not enough dice, one dice per team is also sufficient.

3.1 First Game: Baseline System

The game is played in a total of six games, each with twenty rounds between the arrival
and the service. In the first game, the player uses D4 dice. Since not everybody may be
familiar with the unusual shape of the dice, inform the participants that the number on
top is the number of the throw. In Fig. 3, this would be a 4. Both the arrival and the
service process throw the dice. The arrival adds 8 to the throw, and the service adds 10.
This is a D of 2. Since the average throw of a D4 is 2.5, this means that in each round,
10.5 items are arriving and 12.5 items can be processed. This gives an average uti-
lization of 84%.

If by chance more parts are arriving than can be serviced, the remaining parts are
the queue. This is written down on a data sheet as shown in Fig. 4 on the left. In the
first round, the service exceeded the arrival. In the second round, arrival threw a 4 and
service a 1, hence one item remained in the queue to be processed at the next round.
Since arrival and service threw 4 and 2 respectively, the queue remained at length 1.
Only in the fourth round was the service able to reduce the queue to zero again. This is
repeated for twenty rounds, and the sum, as well as the average of the queue length, is
calculated.

The expected outcome based on two hundred simulations is around 0.06 with a
standard deviation of also 0.06. The results of your game will, of course, be a different
number for each team, somewhere in that range. In the game, however, you do not
know the exact numbers but merely get a slightly different result from every team. The
results of every team are marked on a chart to convey an idea of the range of expected
results, and an estimated mean of the results is highlighted. Please be aware that the
numbers will become quite high as indicated in Fig. 4. Yet, adding a scale from the
beginning gives participants clues on the expected result and diminishes the learning
experience.

Fig. 3. Dice with different numbers. Top row from left to right D4, D6, D8, bottom row D10,
D12, and D20. D30 dice are also commercially available.
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3.2 Second Game: Increase Utilization

In the next round, we keep the D4 dice but reduce the D to 1. Arrival adds 8, but service
only adds 9. The expected utilization is now 91.3%. Repeating the twenty rounds will
result in an average queue length of 0.5 with a standard deviation of 0.5. Again the
results of the different teams are added to the chart.

3.3 Third Game: Increase Utilization to 100%

In the next game, we keep the D4 dice but reduce the D to 0. Both arrival and service
add 8. The expected utilization is now 100%. Before playing this game, the participants
should guess the expected outcome. Most will assume some linear relationship and
guess around 1, vastly underestimating the true outcome. In the long term this would
result in an infinite queue, but since in this game we play only twenty rounds, we
expect an average queue length of 3 with a standard deviation of 2.2. Emphasize the
nonlinear relationship by adding a curve through the tree means.

3.4 Fourth Game: Increase Variation by Using D12

In this game, we now use a D12 dice and add 4 to the arrival and 6 to the service. The D
is now again 2 as in the first game. The expected mean value of a D12 is 6.5, hence
there will be in average 10.5 parts arriving and 12.5 serviced. Please note that these
averages are identical with the first game, and the utilization is therefore also 84%.
Only the variation around the mean has increased. After twenty rounds again, the

Fig. 4. Datasheet for the dice game with the first column filled out on the left and expected mean
results for the six games with boxes for ± 1 standard deviations on the right
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results of the teams are added to a chart. The results are expected to have a mean of 3.2
with a standard deviation of 3.2.

3.5 Fifth Game: Increase Variation by Using D20

The fifth game uses a D20. To get the same average arrivals of 10.5 and service of 12.5
with a utilization of 84% as in game 1 and 4, we add nothing to the arrivals and 2 to the
service dice throw. Before playing the game, have the participants guess the expected
outcome. Most of them again would assume a linear relationship and vastly underes-
timate the actual results, which are expected to have a mean 7.6 with a standard
deviation of 6.06. Again, highlight the nonlinear relationship in the graph.

3.6 Sixth Game: Increase Variation to D20 and Utilization to 100%

In the last game, we combine the high variance with a high utilization. Both the arrival
and the service get a D20 dice and cannot add anything to their dice throw, giving a D
of 0 and hence a utilization of 100%. The participants should guess the expected
outcome. Again, the participants vastly underestimate the outcome due to the multi-
plicative relationship of the effects. The results are expected to have a mean of 15.9
with a standard deviation of 11.9.

4 Discussion

To emphasize the key learnings of the nonlinear effect of both the utilization and the
fluctuations and especially the multiplicative effect of both the game is closed with a
discussion and review round. The moderator should emphasize and point out this
nonlinear effect, and how the continuously larger numbers surprised the participants.
Depending on the mathematical skills of the group, the Kingman equation can be
introduced. Understanding this behavior is important for practitioners to define a
production system. Often, inexperienced planners plan for a utilization of 100% and
ignore the effect of variance. As a result, waiting times increase and therefore costs go
up.

5 Participants Experience and Outcomes

This quick exercise is usually a surprising eye-opener for the participants, as shown by
comments like “I never though it would get so high”. After the initial first game,
participants consistently underestimate the effect of the changes. The participants
usually assume a linear relation and underestimate the effect of the third game by
estimating a queue length of less than 1 instead of the actual 3. The fifth game is
usually only slightly underestimated with a predicted value of around 6 instead of the
actual 7.6. For the combined effect of the sixth game, participants merely add the two
effects and predict a queue of around 10, whereas the actual result is almost 16.
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6 Summary

The game lets the participants experience the nonlinear effects of utilization, variation,
and the nonlinear combination of both. Depending on the qualification of the partici-
pants, the Kingman equation may be introduced, but this is optional. We have played
this game with different groups on different continents and have obtained consistent
results of the participants being surprised by the magnitude of the effect. This game is a
good warm-up for many trainings in the field of process optimization or lean manu-
facturing. Datasheets and more statistics can be downloaded at http://www.
allaboutlean.com/dice-game-kingman-formula/.
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Abstract. Many companies are heavily investing resources to innovate faster
and smarter in order to gain or retain a competitive advantage. Nevertheless,
defining and deploying a sustainable innovation vision still represents a chal-
lenge to most companies, as a deep change of mindset is required to reflect
going beyond the design, development, production and distribution of new
products, to also consider their disposal, recycling or reuse, as part of their end-
to-end product life cycle. Therefore, this paper aims to: (1) highlight the rele-
vance of including lean and sustainability principles in the early design and
conceptualization phases, (2) explain how lean and sustainability can bring
benefits when applied as an integrated system considering three axes: the eco-
nomic, the social and the environmental, and (3) share a case study providing
insights of a successful application.

Keywords: Sustainability � Green � Lean � Innovation � Product development

1 Introduction

Ever since humans evolved from Hominidae, we have constantly been looking for new
products and services to evolve and solve day-to-day challenges. Companies, gov-
ernments and users continuously strive for innovative products to make our lives
simpler, more effective and easier. However, not many consider the effects such
products/services have through their lifecycle and their impact on the economy, society
and the environment. During the innovation process, products and services are
designed to satisfy customer needs, and lean and sustainability thinking are a vital part
of the process.

There are numerous successful and detailed examples of how companies have
applied lean to eliminate waste and decrease costs both in manufacturing and services
organizations. But only very few industrial cases show evidence of how lean and
sustainability are applied in industrial settings since the very early stages of the con-
ception of new products, thus taking into consideration the end-to-end life cycle.

The first thing that comes to mind when linking lean and sustainability is to
eliminate waste or use less resources such as energy to reduce costs. However,
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sustainable innovation brings much more than just economic benefits from waste
reduction, since it also focuses on the impact on the environment and society in an
integrated system.

2 Research Method

The Lean Analytics Association together with EPFL started the yearly Lean Product
Development Best Practices Discovery Project in 2015. Eighteen companies have
joined since, and company cases have been collaboratively developed, some of which
were published in a book [5]. Through this paper, the authors aim to answer the
following research questions:

1. How are lean innovation and sustainability interconnected?
2. Which best practices can be identified in the industry that could increase

awareness about the relevance of considering lean and sustainability when
developing new products?

The approach followed six main research steps. Firstly, the need was identified and
the research question specified. Secondly, the state-of-the-art literature review was
conducted. The literature review aimed to identify the lean and sustainability best
practices applied in innovation process. Thirdly, the questionnaire was developed and
interviews with the innovation leaders conducted. The interview answers were ana-
lyzed and documented to result in research publications. The last step aims to enable
the industry and academia to learn from the findings and innovate greener.

3 Lean and Sustainability

3.1 Lean Thinking

The lean concept observed and explored in Japanese companies was expanded to a
comprehensive philosophy by Womack and Jones [11]. In their book Lean thinking:
Banish waste and create wealth in your corporation, they defined the five principles of
lean thinking, as shown in Fig. 1.

Value Specify what creates value from the customerís 
perspective (new product)

The value stream Identify all the steps along the process chain

Flow Make the value process flow: eliminate waste

Pull Make only what is needed by the customer

Perfection/
Continuous
Improvement

Strive for perfection by continually attempting to 
produce exactly what the customer wants

Fig. 1. Five lean principles (adapted from [10])
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3.2 Lean Innovation

Lean innovation is the application of lean thinking to the End-to-End Innovation
process, as shown in Fig. 2. It focuses on value creation, the provision of a knowledge
environment and continuous improvement, which together encourage collaborative and
sustainable innovation [5].

Lean efforts have focused mostly towards production and other transactional pro-
cesses where waste was visible and savings in terms of cost were immediately
noticeable. Figure 3 illustrates the significantly higher influence of the product design
in comparison to the other phases. Therefore, if during the product design, the right
decisions are made regarding design, processes and sustainability and the correct
deliverables are forwarded, considerable waste will be avoided in the later stages and
the whole process will become more efficient. Not only the efficiency but also the
forecast of the entire product/service lifecycle with circular vision is determined at the
design stage.

By incorporating Design for Sustainability principles, lean innovation supports and
enables waste elimination through the entire value chain and it does not only bring
economic benefits to companies, but also to the environment and society. The human
factor and their skills are significant enablers towards lean and sustainable innovation.
To be able to address sustainability challenges and design products for a green future,
the employees in industry require training to develop a new mindset that enables them
to integrate into their daily operations not only the economic aspect but also the
environmental and social elements [4].

Fig. 2. Lean innovation and sustainability in the End-to-End innovation process
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3.3 Sustainability

Sustainability aims to develop and sustain the environmental, social and economic
circumstances that enable humans to co-exist with nature in “productive harmony” both
in the present and the future [1, 10]. A process where sustainability (environmental,
social and economic as shown in Fig. 4) considerations are integrated into company
systems from the idea generation through to research and development (R&D) and
commercialization, is called sustainable innovation. This applies to products, services
and technologies, as well as new business and organization models [2]. Furthermore,
the definition of social responsibility (SR) was established in 2010 through the ISO
26000 and is foundational to our methods [3]. The SR Principle “Respect for Stake-
holder Interests” is examined.

Fig. 3. Who casts the biggest shadow (adapted from [7])

Fig. 4. Aspects of sustainability (adapted from [8]; addition of ISO 26000)
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4 Lean Innovation Model Incorporating Sustainability
Aspect

The Lean Innovation Model was developed to provide as a structured guide to create an
integrated vision for the companies to start or continue their lean product development
journey [5]. It is a framework that incorporates four main building blocks: 1. Strategy
and Performance, 2. Skilled People and Collaboration, 3. Efficient Process and
Knowledge-based Environment, 4. Continuous Improvement and Change. Each
building block is represented by three enablers, giving a total of twelve enablers, as
represented in Table 1. The model integrates both the technical enablers, as well as the
“soft” aspects of skills, collaboration and leadership which are indispensable for a
successful implementation. One of the important enablers is also 7. Sustainable
Innovation Process.

A truly sustainable lean innovation process is supported by activities during the
whole End-to-end innovation phases. Table 2 outlines different innovation phases and
which sustainability focused activity areas contribute to each one of them.

Table 1. The lean innovation model [5]

1. Strategy and
performance

1. Customer value 3. Efficient process
and knowledge-based
environment

7. Sustainable innovation
process

2. Strategy and
leadership commitment

8. Lean thinking tools and
methods

3. Track
Performance

9. Co-create, share and reuse
knowledge

2. Skilled people and
collaboration

4. Human skills 4. Continuous
improvement
and change

10. Continuous improvement
system

5. Chief engineer 11. Internal and external
partnerships

6. Cross-functional
collaboration

12. Communicate, manage
and reward change

Table 2. Sustainable lean innovation phases and sustainability focus areas

Innovation phases Sustainability focus areas

Engagement - Stakeholder analysis and respect for stakeholder interests
Ideation - Considering stakeholder interests throughout the entire

product lifecycle: aiming to reduce CO2 footprint & any harm
end-to-end

Concept design - Reusing some of the components or disposed products
- Using recycled materials & reducing material use
- Assessing social impact on all stakeholders

(continued)
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During the Explore and Analyze phases of the Best Practices Discovery research
project carried annually by the Lean Analytics Association (LAA), lean innovation best
practices have been identified and documented. In the third building block of the Lean
Innovation Model, Efficient Process and Knowledge Based Environment, eleven best
practices were consolidated from the 18 companies, six of which were categorized as
“common” (well-known in the industrial innovation processes) and five as “emerging
practices” (identified in less than five companies) as illustrated in Fig. 5. As observed,
although the 18 interviewed companies have a clear product development process,
there is currently poor integration of a sustainability strategy in innovation. Only three
have so far integrated the sustainability vision into the product development practice.
Therefore, sustainable innovation is still considered as one emerging best practice in
lean innovation.

Table 2. (continued)

Innovation phases Sustainability focus areas

Prototype and final specs - Creating a product that will produce minimal waste
- Creating a product that will consume little energy
- Ensuring health and safety requirements for all stakeholders

Production - Reducing energy consumption and using renewable energy
- Considering workers as stakeholders
- Reducing production waste

Commercialization - Green marketing [9]
- Value-driven model elevates stakeholders/society
- Consumer awareness of all types of impact (includes
environment)

Delivery - Using green logistics and reducing the CO2 footprint
- Promoting local sourcing: engaging local stakeholders

After sales service - Promoting responsible use: repairs vs replacements
Disposal/Recycling/Reuse - Encouraging users and other relevant stakeholders to recycle,

safely dispose or reuse products

18
11

10
8 
8 

5 
4 

3 
3 

2 
1 

0 5 10 15

Product Development Process
Well Defined Toolbox

Frontloading
A3 Thinking

SBCE
VSM in PD 

Agile development
Sustaintability strategy
Reduced multitasking

Integration events
Concept paper

Number of companies that implemented the prac ce

COMMON

EMERGING

Fig. 5. Emerging and common best practices identified in the Efficient Process and Knowledge
Based Environment building block of the Lean Innovation model (N = 18) [5]
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The following section will provide more details about the practices of Interface,
since it is the strongest of the three identified companies that continuously pursues the
integration of its sustainability strategy into the innovation process.

5 Case Study: Interface Inc. - Implementing the Mission Zero
Strategy

Interface is the world’s largest manufacturer and marketer of modular carpet, head-
quartered in LaGrange, Georgia, USA. The company maintains its position among top
sustainability leaders as a result of the company’s focus on sustainability through its
Mission Zero strategy which is aligned with the people, process, product, place and
profits. Mission Zero was proposed under the leadership of Ray C. Anderson (1994)
and its focus is “to be the first company that, by its deeds, shows the entire industrial
world what sustainability is in all its dimensions: people, process, product, place and
profits—by 2020—and in doing so, to become restorative through the power of
influence” [6].

To accomplish this latter goal by 2020 and guide employees through the trans-
formation, Interface developed the Mount Sustainability framework. Seven Fronts of
Mount Sustainability were identified and placed on the mountain framework to remind
employees of the fronts through which the company needs to pass to reach the top of
the mountain before 2020 (Table 3).

Table 3. Interface Mount Sustainability‘s seven fronts and targets

Front 1: Eliminate
waste

Eliminate all forms of waste in every area of the business - $16
million in operational cost avoidance

Front 2: Benign
emissions

Eliminate toxic substances from products, vehicles and facilities -
$50 million inventory reduction

Front 3: Renewable
energy

Operate facilities with 100% renewable energy

Front 4: Closing the
loop

Redesign processes and products to close the technical loop using
recycled and bio-based materials
- Recycled and bio-based raw material content increased from
50% to 75%

Front 5: Efficient
transportation

Transport people and products efficiently to eliminate waste and
emissions - Reduce transportation costs by 30%

Front 6: Sensitizing
stakeholders

Create a culture that uses sustainability principles to improve the
lives and livelihood of all stakeholders
- Connect customers and vendors through Interface, positively
influencing both

Front 7: Redesign
commerce

Create a new business model that demonstrates and supports the
value of sustainability-based commerce - Disrupt competitors and
raise customer expectations in the industry. Sell 30% more at
15% higher margins
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The entire organization is committed to continuous improvement, and sustainability
became a common vision which is deeply embedded in employees’ behavior as part of
their day-to-day focus. As a consequence, two key projects have shown the positive
results and impact of Sustainable Innovation.

Net Works is a collaborative project between the Zoological Society of London,
Aquafl (yarn producer) and Interface. An innovative, cross-sector initiative, was
designed to tackle the growing environmental problem of discarded fishing nets in the
world’s coastal communities. Local fishermen in the Philippines usually discarded
fishing nets that got tangled whilst out in the sea. The nets polluted the sea water and
endangered the wildlife in the local area. The companies offer fishermen payment for
the waste fishing nets, if they are brought onshore. Fishing nets are then recycled to
produce yarn to be used for the production of new carpet tiles. Whilst benefiting the
society by providing income for fishermen, the initiative helps educate the local society
about the dangers of water pollution, and maintain the environment clean. Interface
fulfils Mission Zero’s goal to source 100% recycled materials for its carpet tiles. This
can be referred to Circular Economy, in which one sector recycles the waste from
another.

TacTiles® is Interface’s carpet tile installation system that integrates lean thinking
and sustainability to reduce waste and provide value to the customer. TacTiles are small
adhesive-backed squares that connect carpet tiles securely to form a floor that “floats”
for improved flexibility, easier replacement and long-term performance without per-
manent adhesion to the subfloor. TacTiles are a result of research and design using lean
and sustainability concepts to reduce the environmental footprint and waste generated
during the process, to save space and to cut transport costs compared to previously used
glue adhesives. TacTiles have been imitated and adopted across the industry as a good
practice of carpet tile installation, leading by example.

6 Conclusions

Although Lean and Sustainability have been applied in many organizations, their
integration to design and develop new products still represents a challenge. The sus-
tainable innovation approach will enable companies: (1) to develop new products and
services, while not only envisioning economic returns, but also integrating the impact
those innovations have on the environment and society, (2) to widen the scope, going
from the ideation phase to the recycling, reuse or disposal of all products, (3) to achieve
innovative leaps by taking all stakeholders into consideration. This paper provided
evidence of a successful industrial case, in which a carpet producing company has
defined and deployed a strategy that successfully integrates lean and sustainability
considering the end-to-end innovation process providing economic returns but also
impacting the environment and the society, taking care of the Earth’s resources for
future generations.
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Abstract. This paper considers an agricultural supply chain management to
find the best matching between farmers and retailers with contract according to
their preferences. It is important to construct the agricultural production system
to hold the win-win relationship considering transportation costs. Therefore, in
this paper, a mathematical programming problem is formulated to find the
optimal matching between farmers and retailers under several uncertainties. It is
generally difficult to obtain the best solution directly in terms of multiobjectivity
and uncertainty. Therefore, the flexible modeling and the efficient algorithm to
obtain these optimal solutions are also developed using a data-driven approach
using our proposed information system.

Keywords: Agricultural supply chain management
Mathematical programming � Data-driven approach

1 Introduction

For several years, Japanese farmers’ surroundings have been drastically changed.
Particularly, aging problem and globalization of food production are critical problems
to give some negative impacts to Japanese agriculture. Therefore, various solution
approaches to overcome these disadvantages are nowadays discussed. On the other
hand, by using recent Information and Communication Technology (ICT), Japanese
agriculture may have a big opportunity to change traditional system and to positively
construct a new advanced system.

In the standard Japanese agricultural system, agricultural products were sold from
farmers to a central wholesale market, to some suppliers, and finally sent to consumers.
In this traditional system, it is difficult for consumers to get to know detailed production
information of the purchased agricultural products. In addition, it is also difficult for
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farmers to get their sufficient returns sustainably. In terms of information sharing
between farmers and consumers, ICT-based agricultural systems are proposed all over
the world (Holzworth et al. [2], Janssen et al. [3], Wright et al. [5]). Furthermore, some
agricultural information systems dedicated to Japanese agriculture were also recently
developed. Particularly, Kashima et al. [4] proposed Farmer’s Information System
(FIS) to improve Japanese traditional agriculture by ICT in terms of sustainable agri-
cultural management. FIS can also adjust their farming schedule in a way that by the
time they grow agricultural products, and their products are actually sought upon by
consumers.

Thus, useful ICT-based agricultural systems have been proposed, but there are still
few studies of quantitative and qualitative analyses of the agricultural supply chain
management in terms of optimization. We [1] recently proposed a mathematical pro-
gramming problem on the FIS-based agricultural system in terms of environmental
load. However, our previous proposed model considered only minimizing the total
discarding volume. In addition, the preferences between farmers and retailers are also
not considered. In terms of sustainable development of Japanese agriculture, it is
generally important to consider that both each farmer maximizes the profit and the
retailers buy the needed high quality agricultural product to achieve the Win-Win
relationship among them. Furthermore, a transportation cost from the farmer to the
retailer is also one of the most important factors to maximize their profits. We could not
introduce the transportation cost into our previous model, and do the sensitivity
analysis directly. In order to achieve these objectives, we need to consider optimal
matching between farmers and retailers considering their preferences.

FIS can collect POS data of the agricultural product, and hence, it is also important
to formulate a sustainable agricultural supply chain with the optimal matching between
farmers and retailers as a mathematical programming problem and to apply the data-
driven approach based on FIS. Particularly, we consider that each farmer contracts to
the retailer. The contract is that production volume of the agricultural product at the
contract farmer is all shipped to the retailer, because farmer need not discard a large
quantity of unsold agricultural product. On the other hand, this contract is that the
burdens of retailers are increasing, and hence, in terms of risk aversion, the retailers
order the cultivated filed to the contracted farmer considering consumers’ demands.

From the above-mentioned, we extend our previous agricultural supply chain
model to the risk sharing and optimal matching problem by introducing contracts and
preferences of both farmers and retailers, and develop the efficient algorithm to obtain
the optimal ordering cultivate field at each contracted farm. By integrating this paper’s
mathematical approach into FIS, an advanced agricultural system with both theoretical
and practical evaluations can be constructed as an important application of this paper.
In addition, in this future advanced agricultural system, both farmers and retailers will
make grate efforts to raise preference levels, because to put the optimal matching each
other into practice is directly related to achieve their target profits.
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2 Mathematical Formulation

In terms of Win-Win relationship shown in Introduction, we focus on achieving each
target profit to set all retailers and farmers as much as possible. In the case that the risk
is considered as the total cost, the risk sharing is directly related to maximizing the total
profit considering the cost at all farmers and retailers. We assume that n retailers
purchase one agricultural product from m local farmers in terms of local production for
local consumption. In order to do modeling our agricultural supply chain model, we
assume the following situations.

– The production volume of the agricultural product at each farmer is given as a
random variable, and the actual production volume is all shipped to the contracted
retailers.

– Consumer’s demand at each retailer is also random variable.
– Unsold volume at each retailer is discarded. The discarding cost is paid by each

retailer.
– The decision variable is the cultivated field of the agricultural product at each

contracted farmer.

Furthermore, the following assumption is introduced to ensure the target profit of
each farmer.

– Each farmer initially sets the contract fee per cultivated field and minimum culti-
vated field considering the target profit.

– The objective is to maximize the total profit of all retailers satisfying the target profit
of each retailer through the multiperiod.

2.1 Notation of Parameters

(For contract farmers)
m: Total numbers of farmers.
Ĉi : Contract fee per cultivated field of the agricultural product at ith farmer. In this

paper, the contract fee is the same to all retailers.
Sij : Contract cultivated areas of the agricultural product from jth retailer to ith

farmer (decision variable).
Smini : Minimum cultivated areas of the agricultural product of kth quality at ith

farmer which is dependent on the contract fee. This parameter is initially set by
each farmer as well as setting parameter Ci : according to target profit.

Smaxi : Maximum cultivated areas of the agricultural product at ith farmer which is the
same as the total field owned by the ith farmer.

Qi : Amount of the agricultural product per cultivated area for ith farmer. In the
real-world agricultural system, Qi is dependent on current weather and climate
conditions, and hence, Qi is assumed to be a random variable with mean value
�Qi and variance r2i in this paper
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(For retailers of our proposed model)
n: Total number of retailers.
pj: Selling price of unit volume to the agricultural product at jth retailer.
sj: Shortage cost to the agricultural product at jth retailer.
bj: Discarding cost of unit unsold volume at jth retailer.
Dj: Consumers demand to the agricultural product at jth retailer which is assumed to

be a random variable with mean value �Dj and variable r̂2j .
gj: Target profit of jth retailer

(For contract and preference between farmers and retailers)
zij : 0-1 decision variable between ith farmer and jth retailer for the agricultural

product. In the case of contract, zij ¼ 1. Otherwise, zij ¼ 0.
Cij: Transportation cost by a truck from ith farmer to jth retailer regardless of

production volume. Cij is initially set as a constant value dependent on distance
between ith farmer and jth retailer. To simplify the following discussion, we
assume that production volume from ith farmer to jth retailer can be all packed
into the only one truck.

A: Set of possible all matching patterns between farmers and retailers, i.e.,
i; jð Þ 2 A, i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nð Þ.

Ap: Set of preference matching patterns between farmers and retailers. This means
that a retailer selects some farmers who want to buy the agricultural product and
the farmer also wants to contract. For instance, retailer 3 selects farmers 1, 2, 3
and 4, and farmers 1, 3 and 4 want to contract. In this case, 1; 3ð Þ; 3; 3ð Þ; 4; 3ð Þ 2
Ap and 2; 3ð Þ 62 Ap

Consequently, we decide the optimal decision of Sij and zij derived from contracts
between farmers and retailers under several uncertainties considering transportation
cost and their preferences.

2.2 Mathematical Modelling of Our Proposed Model

We formulate an FIS-based agricultural supply chain model. The best cases of our
proposed model are to achieve that all matchings between farmers and retailers are
included in Ap, and to maximize each total profit of all retailers.

To check the first case, we formulate the following mathematical programming
problem:

Maximize
P

i;jð Þ2Ap
zij

subject to Rj Sð Þ� gj; j ¼ 1; 2; . . .; nð Þ
Smini zij � Sij � Smaxi zij; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nð ÞPn

j¼1 Sij � Smaxi ; i ¼ 1; 2; . . .;mð Þ
Sij � 0; zij 2 0; 1f g; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nð Þ

ð1Þ

where Rj Sð Þ is the profit function of jth retailer formulated as follows:
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Rj Sð Þ ¼ pj
Pm
i¼1

QiSij �
Pm
i¼1

QiSij � Dj

� �þ� �
�Pm

i¼1
ĈSij �

Pm
i¼1

Cijzij

�sj Dj �
Pm
i¼1

QiSij

� �þ
�bj

Pm
i¼1

QiSij � Dj

� �þ ð2Þ

where x½ �þ¼ max x; 0f g. In problem (1), the first constraint is for each retailer, and the
second and third constraints are for each farmer. This problem is a 0-1 nonlinear and
stochastic programming problem, because it includes some max functions x½ �þ and
random demands and production volume, and hence, it is impossible to solve problem
(1) directly.

In the real-world situations to apply our proposed FIS, it is important to deal with
our proposed model efficiently as well as to obtain the optimal solution. Actually,
numerical datasets of demands and production volume can be collected by FIS.
Therefore, we introduce a data-driven approach called a scenario-based approach to our
proposed model. We consider the following S scenarios derived from FIS:

D ! ds ¼ d1s; d2s; . . .; dnSf g; Q ! qs ¼ q1s; q2s; . . .; qmsf g
Pr D ¼ ds

T
Q ¼ qsf g ¼ 1

S ; s ¼ 1; 2; . . .; Sð Þ ð3Þ

Using these scenario data and considering expected value of Rj Sð Þ, we equivalently
transform expected value E Rj Sð Þ� �

as follows:

E Rj Sð Þ� �
¼ 1

S pj
Pm

i¼1 qisSij � nijs
� 	�Pm

i¼1 ĈiSij þCijzij
� 	� sjgijs � bjnijs

� 	
;

nijs �
Pm

i¼1 qisSij � djs; nijs � 0; gijs � djs �
Pm

i¼1 qisSij; gijs � 0
ð4Þ

From transformation (4), problem (1) can be also transformed into a standard 0-1 linear
programming problem, and hence, it is not difficult to solve 0-1 linear programming
problems even if the number of decision variables is much increasing.

Furthermore, in the optimal solution, if all contracts between farmers and retailers
are included in Ap, it may be possible to improve the profit of each retailer. Therefore,
we consider the following auxiliary problem:

Maximize k

subject to E Rj Sð Þ� �� gj � k; j ¼ 1; 2; . . .; nð ÞP
i;jð Þ2Ap

zij ¼ z�

Smini zij � Sij � Smaxi zij; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nð ÞPn
j¼1 Sij � Smaxi ; i ¼ 1; 2; . . .;mð Þ

Sij � 0; zij 2 0; 1f g; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nð Þ

ð5Þ

where z� is the optimal value of problem (1). This problem is also transformed into a 0-
1 linear programming problem. Consequently, our proposed model with FIS will be
useful in terms of real-world application, because all mathematical programming
problems can be efficiently solved using optimization solvers.
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3 Numerical Example

We provide the following simple dataset with 4 farmers and 3 retailers. To simplify the
mathematical programming problem, shortage cost sj and discarding cost bj at all
retailers are the same as sj ¼ 10; bj ¼ 5, respectively. Furthermore, Ap is initially set as
{(1,1), (3, 1), (4, 1), (1, 2), (3, 2), (3, 3), (4, 3)} based on questionnaires among all
farmers and retailers.

From this optimal cultivated areas Sij as shown in Table 1, preferences between
farmers and retailers defined by Ap are held satisfying the target profits of all retailers.

4 Conclusion

This paper proposed mathematical modelling for agricultural supply chain management
under several uncertainty in terms of sustainability and preferences. Using the data-
driven approach based on FIS, the proposed problem is transformed into a 0-1 linear
programing problem. Therefore, it is possible to solve the large-scale problems using
our modelling and solution approach in the real-world agricultural system.
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Abstract. Factory-production activity is conducted based on production plans,
which will unavoidably have to be revised due to changes in the production
context. These changes should be considered when drafting production plans
because of the frequent occurrence of rush orders with short deadlines. Since
rush orders interrupt regular orders, we may consider that increased setup times,
lower production quantities, and increased specific-energy consumption will
accompany their addition.
We have previously supposed a management form that immediately adds rush

orders to the production line, and proposed expressions for calculating the
specific-energy consumption. Actual companies, looking to restrict increases in
setup times, may implement management where rush orders are accumulated
and added in time slots. However, in studies on formulae for calculating
specific-energy consumption that consider rush orders, we see no consideration
of management where the rush orders are added in time slots. Accordingly, this
study presents a pre-emptive evaluation method using specific-energy con-
sumption by formalising it for management where rush orders are added in time
slots.

Keywords: Rush order � Specific energy consumption
Production management

1 Introduction

Efficient energy use is becoming a vital issue in all fields. One concern in industry is the
reduction of energy consumed in production activities. Revisions to Japan’s Energy
Conservation Act stipulate the annual reduction of specific-energy consumption by at
least 1% [1]. In addition, following COP21 (United Nations Climate Change Confer-
ence) in December 2015, greenhouse-gas reduction targets have been released, and it is
now obligatory to establish measures for attaining these targets [2]. Accordingly, to
achieve a more energy-efficient industry, energy-management techniques are needed to
understand and analyse in detail how energy is consumed in production processes, and
to use energy efficiently [3, 4]. Thus, going forward, the industrial world is simulta-
neously considering productivity and energy-consumption amounts, and is seeking

© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
I. Moon et al. (Eds.): APMS 2018, IFIP AICT 535, pp. 50–57, 2018.
https://doi.org/10.1007/978-3-319-99704-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_7&amp;domain=pdf


both production planning using specific-energy consumption and pre-emptive evalu-
ation methods [5–13].

Factory-production activity is based on production plans. These plans will be
unavoidably revised because of the changes in production context that accompany
uneven operation times, the arrival of rush orders, etc. When drafting production plans,
changes in the production context should be considered. Rush orders with short
deadlines should especially be considered because of their frequent occurrence
[14, 15].

In particular, rush orders interrupt regular orders. When a rush order is added to the
production line, setup preparations are needed to set aside the regular order to attend to
the rush-order production, and again to return to the regular order. This leads to
increased setup times and delayed deliveries.

Trzyna et al. analysed production times for regular orders accompanied by added
rush orders [16]. Zhu et al. proposed a mixed-integer linear programming method for
minimising the total running time [17]. Other studies have proposed methods for
restricting delayed-delivery and setup time increases using production-scheduling
methods [18–22]. However, these studies focus on productivity when rush orders are
added, and do not assess the energy-consumption amounts.

Meanwhile, the present authors have proposed pre-emptive evaluation methods that
consider the energy-consumption amounts in addition to productivity [10–13]. In these
pre-emptive evaluation studies, expressions for calculating the specific-energy con-
sumption have been proposed. In particular, in one of our studies on calculating
specific-energy consumption while considering rush orders, we supposed and for-
malised a management form that immediately adds rush orders to the production line
[13].

We see that actual companies, looking to restrict increases in setup times, may
implement management forms where rush orders are added in certain time slots;
namely, rather than adding rush orders to the production line immediately, this man-
agement form will enter rush-order production after a certain period of time, once the
lot size is larger [23]. However, studies on formulae for calculating specific-energy
consumption that consider rush orders do not consider management where rush orders
are added in time slots.

Accordingly, this study presents a pre-emptive evaluation method that formalises
specific-energy consumption for management where rush orders are added in time
slots. Specifically, we suppose a management form where rush orders are not added
immediately to the production line; instead, time slots are set aside for building larger
lot sizes. Under this supposition, we derive the total time for each production facility
state, derive the total energy-consumption amount, and propose a formula for calcu-
lating the specific-energy consumption.
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2 Formalising the Specific-Energy Consumption

2.1 Specific-Energy Consumption

In industry, ‘specific-energy consumption’ has become an indicator for assessing the
production quantity versus the energy consumed during production [24]. In this study,
we define specific-energy consumption SEC as follows.

SEC ¼ E
P
; ð1Þ

where:

SEC is the specific energy consumption [kWs/product],
P is the total production quantity in the production line, and
E is the total energy consumption [kWs].

2.2 Preconditions

This study presumes the following conditions.

• The state of a production facility (herein, ‘facility’) will either be running, setup, or
idle.

• The facilities are linked in series.
• Rush orders appear according to a ‘generation interval’ GIRO [seconds/unit]; the

generation interval is fixed, irrespective of time.
• The total operation time T [seconds] is sufficient in duration.
• There are buffers prior to each facility, and the buffer capacity is unlimited.

2.3 Production Form in This Study

In this study, we suppose a management form where rush orders are added in time slots
[23]. Specifically, this is where rush orders are added into rush-order-addition time
slots, and their production interrupts the regular orders. Meanwhile, time slots not
allocated to rush-order additions (‘no-addition slots’) are slots during which rush orders
will be buffered (i.e. and not acted upon). Any rush orders that arrive during the no-
addition slots will be collectively entered into production at the start of the next rush-
order-addition time slot.

2.4 In-process Inventory Coefficient qk

We define the in-process inventory coefficient as the value of facility k’s production
quantity Pk over the total production quantity P. Here, we can express the production
quantity for each facility, using the total production quantity.
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qk ¼ Pk

P
; ð2Þ

where:

Superscript k is the ordinal number of the k-th facility in the production line,
qk is the coefficient of facility k’s in-process inventory, and
Pk is the production quantity of facility k.

2.5 Total Run-Time Tk
r for Facility k

Facility k’s production quantity Pk is the product of the facility’s throughput pkr and
running time Tk

r ; it can therefore be expressed as follows.

Tk
r ¼ Pk

pkr
¼ qkP

pkr
; ð3Þ

where:

Subscript r indicates that the facility is in its running state,
Tk
r is the total running-state time of facility k [seconds], and

pkr is the throughput in facility k [products/second].

2.6 Total Setup Time Tk
s for Facility k

The setup time Tk
s is the product of facility k’s per-work setup time SetUpk and its

production quantity Pk; it can therefore be expressed as follows. SetUpk is detailed later
in Sect. 2.8.

Tk
s ¼ Pk � SetUpk ¼ qkP� SetUpk; ð4Þ

where:

Subscript s indicates that the facility is in its setup state,
Tk
s is the total setup-state time of facility k [seconds], and

SetUpk is the per-work setup time of facility k [seconds/product].

2.7 Total Idle Time Tk
i for Facility K

The idle time is the total operating time T minus the running time and setup time;
accordingly, it may be expressed as follows.

Tk
i ¼ T� Tk

r � Tk
s ; ð5Þ

where:

Subscript i indicates that the facility is in its idle state, and
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Tk
i is the total idle-state time of facility k [seconds].

2.8 Specific-Energy Consumption SECk for Facility k

If we take the electricity consumption for each of the states of facility k to be ekr , e
k
s , and

eki , respectively, the energy consumption Ek in facility k is as follows.

Ek ¼ ekrT
k
r þ eksT

k
s þ eki T

k
i ; ð6Þ

where:

ekr is the electricity consumption per unit time in the running state of facility k,
eks is the electricity consumption per unit time in the setup state of facility k, and
eki is the electricity consumption per unit time in the idle state of facility k.

The specific-energy consumption for facility k; SECk, is as follows.

SECk ¼ Ek
�
P

¼ ekrT
k
r þ eksT

k
s þ eki T

k
i

� �� �
=P

¼ qk
ekr
pkr

þ eksSetUp
k

� �

þ eki
1
p
� qk

1
pkr

þ SetUpk
� �� �

;

ð7Þ

where:
p is the throughput for the entire production line [products/second].

Since throughput p is the minimum throughput value if facility k were to operate
independently, i.e. for pk0, it may be expressed as follows.

p ¼ min p10; p
2
0; ; ; ; p

k
0; ; ; ; p

n
0

� � ð8Þ

Here, pk0, the throughput from facility k, if it were to operate independently, is the
reciprocal value of the sum of the per-work setup time and the cycle time in facility k,
as shown in Formula (9).

pk0 ¼
1
pkr

þ SetUpk
� ��1

ð9Þ

The total setup time for facility k, Tk
s , is the sum total of the setup time for the

sections producing only rush orders, the setup time for sections producing both rush
orders and regular orders, and the setup time for sections producing only regular orders.
Accordingly, the per-work setup time SetUpk can be expressed as below in Formula
(10).
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SetUpk ¼ Tk
s

qkP

¼ kk

LS
þ Rt � lk þ vk

� �

qkp� tno-addition

þ 1� Rt
qkp� GIRO

� lk þ vk � LSRO
LS

kk
� �

� Rt
qkp� GIRO

� lk þ vk

tno-addition
þ LSRO � Ak

pkr � GIRO

� �
� lk þ vk � LSRO

LS
kk

� �

� Rt � LSRO
qkp� GIRO

� Ak � kk

LS

ð10Þ

where:

kk is the setup time between regular orders [seconds],
lk is the setup time from a regular order to a rush order [seconds],
mk is the setup time from a rush order to a regular order [seconds],
LS is the lot size of the regular order,
LSRO is the lot size of the rush order,

d is the number of times that rush orders are collated (i.e. number of time slots), and
tno-addition is the length of time during which rush orders are not added [seconds/day].

In this study, we assume d is same value as the number of days in the schedule.

Rt ¼ dtno-addition
T

ð11Þ

Here, when there are only rush-order-addition slots, i.e. when dtno-addition ¼ 0, then
Rt ¼ 0. This indicates that the company’s management form is to add rush orders to the
production line immediately.

We also define common term Ak as follows.

Ak ¼ 1þ lk

tno-addition
þ LSRO

pkr � GIRO
ð12Þ

Above, we proposed Formula (7) for calculating the specific-energy consumption,
as well as Formulae (10), (11), and (12) for calculating Formula (7)’s setup time per-
work SetUpk. We have therefore proposed a formula for calculating the specific-energy
consumption under a management form where rush orders are added in time slots.

3 Conclusion

In this study, we presented a pre-emptive evaluation method for simultaneously
assessing both the energy-consumption amount and productivity of a production
facility by proposing a formula for specific-energy consumption that considers rush
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orders. In particular, we proposed a formula for calculating the specific-energy con-
sumption that supposes a management form where rush orders are added in time slots.

In the future, we will verify the validity of our proposed formula by undertaking
case studies.
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Abstract. This paper reports on working findings in an action research-based
project, implementing a green kaizen pilot in a European pharmaceutical
manufacturing company. The aim of the study is to investigate how continuous
improvement initiatives with focus on environment originally developed for the
automotive manufacturing industry could apply to the pharmaceutical industry.
It also aspires to understand the enabling and hindering issues are for such
implementation. There are considerable similarities of implementing lean in
general in the two sectors, however, some key differences and challenges were
apparent when implementing this specific green kaizen method called Green
Performance Map. An implication for pharma practitioners implementing the
green kaizen method concerns how to improve working procedures and pro-
duction equipment to become more environmentally friendly amid high regu-
latory demands on process quality. Implementation challenges are discussed in
terms of fidelity, locus and extensiveness of lean practices implementation.

Keywords: Sustainable production � Continuous improvement
Green performance map

1 Introduction

Proponents of lean production posit that the principles and underlying practices of lean
should be applicable to any industry and any business process [1, 2]. However,
implementation in different industries could be at varying level of maturity. Some
researchers debate that European pharmaceutical manufacturers might not have the
readiness to implement lean practices [3]. It is argued that in these companies, lean
implementation is often employed as an isolated project-based solution rather than as a
holistic approach. However, this situation seems to be changing with tightening
requirements on the production performance in different industries; the pharmaceutical
business is no exception. This condition creates the necessary incentives at corporate
level to emphasize the implementation of a more integrated lean management system,
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rather than ad hoc lean initiatives. Besides, some pharmaceutical manufacturers are
embarking on initiatives that also respond to green or environmental issues.

Researchers recognise that green is a natural progression to lean and that contin-
uous improvements holistically applied in the organization could enable the achieve-
ment of reduced waste in both operational and environmental fronts [4, 5]. However
the lean-green agenda is yet far from being promoted despite the potential opportunities
for long term sustainable productivity. There is limited empirical base on how such
integrative approach can be implemented and whether a common platform of such
approach can be devised across different industries [4].

The green kaizen pilot presented in this paper was performed at a European
pharmaceutical manufacturing company, supported in operations by a global lean
management system developed during more than 15 years. The purpose of the pilot
was to investigate how a green kaizen method developed for discrete manufacturing,
(mainly in automotive sector), could be implemented in pharmaceutical industry as a
means to facilitate environmental improvements at all levels. The pilot comprised of
testing a green kaizen method called Green Performance Map (GPM) in practice within
two separate production lines. The implementation aspects are the focus of this study
and the two research questions set forth to answer in this paper are:

• RQ1: What are the implementation aspects of using a green kaizen method for
environmental improvements in pharmaceutical production?

• RQ2: How could the implementation of methods for environmental improvements
be facilitated in a pharmaceutical lean environment?

2 Frame of Reference

2.1 Lean – Implementation and Innovation

Lean production is by some regarded as an integrated socio-technical system with main
objective of eliminating waste [6] while others consider lean production as a concept
[7]. On the corporate level, the term lean is often used to signal the involvement of the
whole company and not only production. Regardless of the labelling, elimination of
waste is considered a fundamental component of the whole lean concept. This waste
elimination is achieved by reducing variabilities in internal processes as well as those
connecting with supplier, customer and other stakeholders. Lean is based on guiding
principles described as e.g. focus on people, a value driven process view, problem
solving, and long term thinking [1, 2]. These principles are translated into observable
operational practices, which can be bundled into consistent and interrelated practices.
Some bundles like total quality management, and total productive maintenance (TPM),
focus on internal processes while others address external connections [6]. The journey
towards a system aligned with the principles is driven by strategies like continuous
improvement (or kaizen) and teamwork.

Lean implementation is often path dependent and unique for an organization [8].
Therefore, undergoing a lean transformation process can be considered as a way of
diffusing innovative practices in the enterprise. In this view, lean practices implemented
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in an organization can be characterized in terms of fidelity and extensiveness [9].
Fidelity refers to the in-kind resemblance of the adopted practices to the features of
previous version of practices; that is, if the practices are implemented according to the
state-of-the-art, while extensiveness refers to the degree or extent of implementation of
the practice, compared to that of a previous version. As an additional dimension, locus
refers to the multitude of units or divisions in the organization that are part of the
implementation. This is important because silo-type lean implementation not only
undermines performance benefits, but also restricts diffusion of innovative practices.
For pharma, this is a relevant implementation aspect to consider due to regulatory
process standardization and approval.

2.2 Green Lean, and Green Performance Map

The global environmental and climate reality is pushing manufacturing companies to
take responsibility, driving towards sustainable and CO2-neutral operations. With the
recognized benefits of eliminating waste and pursuing continuous improvement, lean is
sometimes adopted to incorporate the environmental (green) actions. The potential
synergy between lean and sustainability has been a topic of recent research engagement
[10] and lean and green could e.g. be viewed in integration as strategies or management
systems [10, 11]. In some of the studies, performance indicators were also introduced
to capture environmental and social dimensions of sustainability [11, 12].

Corporate environmental management involves several similar elements as in lean
production [13]. Green production could be integrated with lean [13] but both suffer
from the similar implementation challenges such as how to engage personnel and to
manage team based improvement work. One approach mentioned is the adaptation of
different lean analysis tools such as environmental value stream map to support green
lean implementation. However, only a few tools are designed to support environ-
mentally focused continuous improvement practice. With this as a background, the
GPM [14] is a tool that was developed by a research team including two of the authors,
with the purpose of facilitating environmental improvement work in industry.

Most of the lean practices appear to support and improve environmental perfor-
mance of firms in different sectors. Starting with Toyota’s achievement of considerable
emissions reduction with green lean, similar improvement examples are reported for
food and drinks as well as retail sectors [5]. However, there are some challenges for
implementation. This argument seems to suggest that lean practices need not be strictly
implemented to enhance environmental performance. However, one may argue that the
benefits of a single practice should not undermine gains at an overall system level lean
implementation [8].

3 Methodology

A qualitative and action oriented systems approach was applied when performing the
pilot study with implementation of the GPM tool at the pharma case company. The
empirical data was collected over a period of 6 months through different techniques;
assessment survey conducted at the two lines (the respondents were the production
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team member, 12 in total), observations at the production lines (both as included in the
GPM structured 5-step procedure and as follow-up), individual interviews with selected
respondents and group interviews and discussions with the production operator teams
and the supportive team (lean manager, lean change agent, production engineers,
environmental expert and coordinators, energy experts and production leaders).

Data was also collected during a number of working and project meetings. The
pilots selected were two semi-automated production lines for pharma-products oper-
ating in two-shifts. The production processes were both quite similar to the character of
discrete manufacturing. The meetings, observations and interviews were documented
and stored in a common project directory. In addition, eleven student thesis projects
performed at the case study company during the past ten years were reviewed to get a
historical perspective of the company’s lean transformation progress. The review
served as a comparison to the pilot in identifying and comparing challenges when
working with continuous improvements and where green kaizen is emphasized.

4 Empirical Findings

With the need for accelerating operational excellence the case study company initiated
their lean transformation process during the early 2000. Preconditions like design of
production equipment and production engineering competence were emphasized and
operational tools like visual management, 5S and lean leadership were introduced.
During the first phase, management worked extensively with lean related questions
before it was transferred to the operator level. One production unit took the lead and
showed quite soon annual productivity improvements results. This progress of the
“lean front-runner” inspired other units at the site. Some, however, chose a reverse
implementation procedure emphasizing the operators and first line managers. With a
bottom-up approach, the implementation challenge was to maintain top managers’
interest. Despite the challenges faced, the lean journey continued and six years later, the
lean engagement on operator level was noticed also outside the company. Education
and lean training was key element for creating the operator engagement.

The case company visualized their production system as a house with a base of
“standardized work flow oriented leadership and teamwork”, the two pillars “right-
from-me” and “just-in-time” combined with goal principles related to “customer focus”
and “elimination of losses”. The classical PDCA cycle was used to follow continuous
improvements, and a set of performance priorities was determined as overall goal. At
the selected business unit, lean improvements are currently driven at team level by
working with daily visual management and weekly PDCA improvement meetings.
Besides, improvements are driven by implementing lean tools such as 5S combined
with good manufacturing practice (GMP) and TPM. The implementation of tools and
practices are often run as pilots before rolled-out on a broader scale. Environmental
aspects have been integrated in the kaizen initiative; however, no extensive attempts
have been made to highlight the environmental improvements specifically.

A green kaizen pilot was initiated in the case company to emphasize environmental
improvements, with the GPM tool implemented at operator team level (see Fig. 1). The
predefined 5 + 1 step procedure was followed and the input-output model was used for
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identification of a large number of environmental aspects. Measurement possibility,
“low hanging fruit” potential, and improvement performance vs effort on operator level
were the main motives for selecting five environmental aspects considered as waste and
prioritized for further improvement activities, see A–E:

(A) Use of Standardized Rubber Gloves: Gloves of a cleanliness level above the
requirements were used, implying individual extensive packaging. No material recy-
cling was collected, i.e. both packaging and gloves were thrown in mixed trash. Two
proposals came out of the green kaizen pilot: (1) to use a plastic recycling bin and (2) to
order gloves in multiple packaging. Implementation challenge: The teams were
reluctant to change packaging due to uncertainties regarding pharma standard.

(B) Amount of Cotton Gloves Used/Day Per Person: The standard, based on GMP,
demanded higher cleanliness gloves at the specific station compared to other stations.
The consumption of gloves was, however, almost three times as high as expected by
the standard. Implementation challenge: from a behavior perspective, consumption of
gloves was directly reduced to almost theoretical level as a result of the attention of the
pilot. The issues concerned how to identify the best way to measure the glove con-
sumption, and how to reduce the consumption while at the same time fulfilling the
pharma requirements of the specific station.

(C) Reuse of “Scrap”: A component often fell on the conveyer belt in one station
becoming scrap, although it was not contaminated. The severe waste this caused could
easily be eliminated by a small technical redesign. Implementation challenge: The

Fig. 1. The green performance map implemented [14] (Color figure online)
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pharma standard was an obstacle for making the redesign since the proposal had to go
through an extensive change procedure due to the tough pharma regulations.

Two additional environmental aspects were prioritized; (D) measuring the energy
consumption at one production station (by energy experts), and (E) reduction of
packaging material waste from one cell (on operator level at the production line).
Here, the implementation challenges had to do with resources and behavior rather than
pharma standards and regulations.

Environmental aspect A (solution 1) and B could be improved locally by the
operator team, while the rest required participation from support functions, and A2
additional involvement of suppliers reducing the tempo of the implementation. Solu-
tions to B, C and E had large duplication improvement potential since they were
generic and possible to implement within a number of production lines at the company.
The potential for making a broader successful implementation depended on lean
maturity, resources, and organizational support including management commitment.

In order to relate the environmental improvement maturity to the traditional kaizen,
an analysis of 11 lean kaizen projects conducted at the production site for a period of 10
years was made. Implementation challenges and enablers were identified, most lean
improvements not specifically considering green improvements.

The analysis indicated that the case company had a rather mature operational
improvement system. Team driven visual management and improvement work was
apparent and support functions worked in standardised ways with improvements. The
analysis indicated that the maturity has grown, showing fewer implementation issues
after ten years. This can be seen, e.g., by the contradicting observations (marked as C in
Table 1) in the pilot of issues which previously considered challenges of implemen-
tation. The major remaining challenges included perception of lack of time/resources
for improvement work, rigid documentation demands making it difficult to change
standard operating procedures (SOP), and insufficient inter-team cooperation.

Table 1. Implementation challenges and enablers found in empirical studies

Implementation aspects Pilot Papers (published 2007–2017)

1 2 3 4 5 6 7 8 9 10 11(i) Implementation challenges

Batch production A X
Lean leadership not fully implemented N X X X X
Standardised work not team driven S X X X X C
Regulation control of operation practice &
changes

A X X C

Lack of engagement, reluctance to participate C X X X X
Lack of resources to implement improvements A X X C X S
Lack of time/resources to follow up
improvements

A X X

Standardised work not followed/fully
implemented

N X X X

(continued)
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5 Discussion and Conclusion

The empirical findings indicated that the participants in the pilot had primary focus to
strictly follow business and corporate standards specific to the pharmaceutical industry.
Lack of willingness to question the standards was an obstacle for green kaizen actions.
Following standards and regulations is fundamental to pharmaceutical and value of
changes must be ensured. Investing time and resources to drive the change process to
assess and change the standard, was a general obstacle. This indirect calculation of the
reasonable “business case” is probably made intuitively by employees.

The regulatory requirements in pharmaceutical industry are extensive including
how the production processes should be operated at all steps dealing with the product
(value adding activities) and must be accurately communicated to the authorities;
similar regulatory patterns exist in other safety critical industries such as the airlines.
The requirements are detailed including also what type of equipment that will be used.
The regulatory process restrictions could become barrier for some lean and green
kaizen within pharma, as in food industry, for example. One conclusion is that it
becomes important to make really good business cases for each proposed change, i.e.

Table 1. (continued)

Implementation aspects Pilot Papers (published 2007–2017)

1 2 3 4 5 6 7 8 9 10 11(i) Implementation challenges

Deviation reporting and improvement proposal
not handled properly

S X X X C

Lack of support (OP-Maint/Tech) competence C X X S
Documentation requirements complicated S X X S
Insufficient co-operation between
teams/functions

S X X S

(ii) Implementation enablers X S
Focus on value creation/operations A X X X X
Quality focus A X X X X
Flow focus S X X X X X X
OEE, reporting system for deviations S X X X X X X X
Visual management A X X X X X X X X
Weekly Safety-Health-Environment meetings A X X X X
Engagement/teamwork A X P P X X X X
Use of lean analysis tools (VSM, SPC, 5Y etc.) A P P X X X X
Use of Lean implementation tools (5S, OP-M,
PDCA, SMED, etc.)

A P X X X X X

(Team driven) standardized work SOP C P P X X X
Team driven improvement meetings & projects S X X X X X X
Available time for improvement
implementation

S X X X

Note: (1) A = Apparent/evident, X = mentioned, C = contradicted, P = pilot implementation,
S = some occurrences/evidence, N = not observed; (2) green kaizen pilot performed in 2018

64 S. E. Birkie et al.



the costs should be worth the economic benefits of a change. Measuring and follow-up
of improvements might also push towards further challenging standards.

The empirical findings also indicate that lean implementation in the pharmaceutical
industry context is not that different from the manufacturing industry in terms of daily
lean practice routines. However, pharma is more focused on process and quality.
“Hunting waste” and optimizing the production flow is not as important as the delivery
of (extremely) high quality in pharmaceutical processes and products. The study
confirmed that the production part is often very small compared to product and process
development costs in the pharma business. These differences, along with path depen-
dent idiosyncrasies affect incentives for implementing lean in the two sectors.

When it comes to green initiatives, the lean practice bundles connecting with
external actors in the value chain could provide superior environmental improvement.
In terms of extensiveness, the lean implementation varies in the organization; some
practices and tools are exercised in general while others are implemented to a lesser
extent, possibly also due to individual differences of team leaders.

The innovativeness of lean implementation journey can be viewed in terms of
fidelity, locus and extensiveness [7]. In terms of fidelity, the lean practices implemented
in the case company appear to resemble those common in the automotive sector, which
has been forerunner in lean implementation. This is also valid at higher aggregation
levels as in practice bundles; this may not necessarily be a good thing considering that
lean (and green) journey is path dependent and tailoring to specific context is often
imperative. Even so, the case company has challenges to address and exploit some lean
principles. A strong extensiveness in implementation could be signalled by questioning
existing routines that neither add to fulfilment of regulatory requirements, nor con-
tribute to economic or other forms of value. The implementation of lean tools and
practices seemed to vary among different operation units (locus) in the case company.
Extant literature suggests that more benefits are likely to be gained from lean trans-
formation (with or without green issues) when such efforts cover processes on shop
floor and beyond. The challenges observed in the pilot and reported in earlier studies
suggest that further environmental improvement potential might have been masked
away-hinting the urgency to systematically address those challenges.
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Abstract. When a large-scale disaster occurs, a set of relief centers should be
determined to accommodate evacuees and a variety of multi-commodity should
be distributed to these relief centers to provide basic life support. Because the
multi-commodity distribution at peacetime may be imperfect and unbalanced,
the surplus commodities in some relief centers can be redistributed to other relief
centers with shortages, to make the effective and efficient use of these com-
modities. This multi-commodity redistribution problem is also an important
issue in the emergency management. Various uncertain elements include
transportation network, supply and demand, making this problem a big chal-
lenge. To handle this problem, a two-stage mixed-integer stochastic program-
ming model was proposed to facilitate this multi-commodity redistribution
process. In our model, we define the dissatisfaction cost based on the relief
center size, unmet demand and oversupply of commodity in the relief center.
Then, our objectives are to minimize the total dissatisfaction cost in the first
stage and minimize the total transportation time in the second stage, sequen-
tially. Finally, a randomly generated numerical instance is tested and compu-
tational results show that the proposed model can provide effective and efficient
decisions in the multi-commodity redistribution process.

Keywords: Humanitarian logistics
Two-stage mixed-integer stochastic programming � Multi-commodity
Redistribution

1 Introduction

In recent days, natural or man-made disasters of large scale have occurred more fre-
quently than ever. A large number of people are impacted significantly and a lot of
assets are damaged severely. Upon these disasters, rapid and effective responses to
these emergency events should be conducted. A set of relief centers should be deter-
mined to accommodate evacuees and a variety of multi-commodity should be dis-
tributed to these relief centers to provide basic life support there. However, relief
centers may have surplus commodities or shortages because of the imperfect multi-
commodity distribution at the peacetime. Hence, these surplus commodities should be
redistributed to others to make the effective and efficient use of these commodities.
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Generally, disaster response activities are divided into the four phases that come from
the “disaster cycle”: (a) mitigation, (b) preparedness, (c) response, (d) recovery (or
rehabilitation) [1]. In this study, our work mainly focuses on the multi-commodity
redistribution process, which belongs to the latter part of response phase.

At the beginning of the multi-commodity redistribution process, the quantities for
each kind of commodities are estimated and considered uncertain at relief centers. For
each kind of commodities, some relief centers may be considered as demand relief
centers while others are considered as supply relief centers. In addition to demand and
supply uncertainties, another uncertain element is the availability of transportation
network [2]. Tasks to redistribute surplus commodities to demand relief centers and to
deliver these commodities over the transportation network are very difficult to complete
under those uncertainties. Against the backdrop of uncertainties, the aim of this paper is
to present this multi-commodity redistribution problem with stochastic elements and
understand it using the mathematical programming.

Clark and Culkin [3] summarized three principles that were used to define
humanitarianism: humanity, impartiality and neutrality based on some earlier research
[4, 5]. In this study, the fairness in the multi-commodity redistribution process is taken
into account. In addition to the fairness, we introduce another principle, the timeliness,
because these commodities should be delivered as quickly as possible.

The rest of this paper is organized as follows. Section 2 reviews the previous
research that are related to stochastic programming models for both commodity dis-
tribution and redistribution. Section 3 provides a problem description of concern in this
study. A two-stage mixed-integer stochastic programming model is presented in
Sect. 4. The solution method is provided in Sect. 5. Then, a numerical analysis and
computational results are presented and discussed in Sect. 6. Finally, Sect. 7 concludes
this study with contributions and further directions.

2 Literature Review

Humanitarian logistics research has attracted growing attention as the human suffering
caused by disaster events continues to increase. We reviewed the prior studies about
disaster management that focus on the commodity distribution problem and paid
careful attention on how to handle uncertainty in the humanitarian logistics using
scenario-based approaches.

Many studies mainly surveyed on the treatment of uncertainty in humanitarian
logistics for disaster management [2, 6]. Several studies [1, 7–9] emphasized that a
suitable model for post-disaster humanitarian logistics should address human suffering,
at least through a proxy measure, instead of only focusing on the monetary objective of
commercial logistics. Various mathematical programming methods have been proposed
for analyzing the humanitarian logistics problems considering fairness and equity.

Stochastic programming models are widely used and have been successfully
applied to handle uncertain elements in humanitarian logistics. We reviewed some
stochastic programming models with a single commodity. Jia et al. [10] proposed
several models with solution approaches to determine facility locations of medical
suppliers in response to a large-scale emergency disaster, which addressed the demand
uncertainty and medical supply insufficiency.
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Humanitarian logistics usually involves multiple kinds of commodities and mul-
tiple stages of relief operations. Under these considerations, a number of multi-stage
and multi-commodity stochastic programming models has been developed to handle
humanitarian logistics problems. Rawls and Turnquist [11] presented a two-stage
stochastic mixed-integer programming model that provided a pre-positioning strategy
for hurricanes or other disaster threats considering uncertain demand. Noyan et al. [12]
developed a two-stage stochastic programming model that incorporated the hybrid
allocation policy to achieve high levels of accessibility and equity simultaneously,
while demand and network-related uncertainties were considered through a finite set of
scenarios. Zhou et al. [13] designed a multi-objective optimization model for a multi-
period dynamic emergency resource scheduling problem. The objectives were to
minimize unsatisfied demand of affected points with the purpose of satisfying the
demand of people in disaster areas, and to minimize the risk of choosing the damaged
road to guide the rescue team to select appropriate and efficient roads. Caunhye et al.
[14] proposed a two-stage location-routing model with recourse for integrated pre-
paredness and response planning under uncertainty, where the locations of warehouses
and their inventory levels were determined in the first stage, and transshipment
quantities, delivery quantities, and vehicle routes were determined for every scenario of
uncertain realization in the second stage.

These previous studies depict that multi-stage stochastics programming models can
handle uncertain elements efficiently in humanitarian logistics. And little research
concerning multi-commodity redistribution process has been conducted in the past.
Lubashevski et al. [15, 16] implemented the required redistribution of vital resources
between the affected and neighboring cities in the disaster area, which did not consider
uncertainty. In comparison with the previous models, we study the multi-commodity
redistribution process, considering three uncertain elements, which are transportation
network, supply and demand. This study proposes a two-stage mixed-integer stochastic
programming model for this multi-commodity redistribution problem. In the first stage,
the goal is to minimize the total dissatisfaction cost for all relief centers. In the second
stage, we try to minimize the total transportation time. The decisions at the second
stage are subject to the decisions in the first stage [17–20].

3 Problem Description

A transportation network which consists of a number of roads and relief centers is
considered in this study. A set of commodities has been delivered to these relief centers
before the disaster. Upon the disaster, surplus commodity at some relief centers needs
to be shipped to other relief centers to satisfy unmet demand. Due to the uncertainty in
disastrous situations, we do not know who will need how much of which commodities.
It makes the surplus and the demand at relief centers uncertain. In addition, the
availability of transportation network may be uncertain because the roads may be
damaged or destructed in the disaster area. A vehicle depot is the place to store multiple
types of vehicles, which are used to deliver these commodities between relief centers.

To take these uncertainties into account, we propose a two-stage mixed-integer
stochastic programming model based on a scenario-based approach. In the first stage,
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we capture the uncertainties in demand and supply by representing each of them in
terms of a number of discrete realizations of stochastic quantities that constitute distinct
scenarios. Here, a specific realization of an uncertain element is called a scenario. For
each kind of commodities in a demand or supply relief center, we have a set of
scenarios N. For a particular scenario n 2 N, there is a probability of occurrence pðnÞ,
such that p nð Þ[ 0 and

P
n2N p nð Þ ¼ 1. In the second stage, similarly, three trans-

portation network availabilities (scenarios) with different probabilities are considered.
According to the previous descriptions, some main assumptions are made.

(1) Both the levels of supply and demand for each kind of commodities are uncertain.
The supply and demand commodity quantities are consecutive integer numbers
(scenarios) with equivalent probabilities in each of relief centers.

(2) Roads can be damaged in different degrees, which leads to uncertain availability
of the transportation network.

(3) Types of vehicles have different capacities and speeds, which are allowed to
deliver mixed commodities. Each vehicle cannot be used more than once.

4 Stochastic Programming Model

The notations used in this model are as follows:

Sets

Set of stages, indexed by
R Set of relief centers

Set of supply relief centers, indexed by
D Set of demand relief centers, indexed by
E Set of commodities, indexed by e 2 E

Set of vehicle types, indexed by
N Set of scenarios, indexed by n 2 N

Deterministic parameters

ASmines The minimal quantity of commodity e should be transported out from relief center
s

ASmaxes The maximal quantity of commodity e can be transported out from relief center s
ADmin

ed The minimal quantity of commodity e should be transported to relief center d
ADmax

ed The maximal quantity of commodity e can be transported to relief center d
M A big positive number
ANl Available number of vehicle type l
We;Ve Weight and volume of commodity e
Clw;Clv Weight and volume capacities of vehicle type l
Zs; Zd The size of relief center s and d
Dsd Distance between relief centers s and d
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VSl Travel speed of vehicle type l
LUl Loading and unloading time of vehicle type l

Stochastic parameters

rsdðnÞ Availability of road between relief centers s and d in scenario n
psdðnÞ Probability of occurrence for rsdðnÞ
ocesðnÞ Outgoing quantity of commodity e at relief center s in scenario n
icedðnÞ Incoming quantity of commodity e at relief center d in scenario n
pedðnÞ Probability of occurrence for icedðnÞ
pesðnÞ Probability of occurrence for ocesðnÞ

Decision variables in the first stage

ades The expected amount of commodity e delivered in relief center s
ared The expected amount of commodity e received in relief center d

Decision variables in the second stage

we
sdðnÞ Amount of commodity e delivered from s to d in scenario n

nlesdðnÞ Number of vehicle type l used to deliver commodity e from s to d in scenario n

nlsdðnÞ Number of vehicle type l from s to d in scenario n

In the proposed model, the objective is to minimize the total dissatisfaction cost (W1)
plus the expected value of the second stage objective function (total transportation time).

MinW1 þEn½Q ared ; ad
e
s ; n

� �� ð1Þ

The completed formulation is given as the following two-stage mixed-integer
stochastic programming model. In the first stage (F1), for the set of scenarios, we
model the stochastic programming as a deterministic optimization problem, by
expressing the expected value W1 as follows:

ð2Þ

Subject to:

ð3Þ
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ð4Þ

ð5Þ

ð6Þ

ð7Þ

ð8Þ

ADmin
ed � aresd �ADmax

ed 8d 2 D; e 2 E: ð9Þ

ð10Þ

ð11Þ

The objective function (2) aims to minimize the total dissatisfaction cost consid-
ering the relief center size, unmet demand and oversupply of commodity in the relief
center. Constraint (3) guarantees the balance of outgoing and incoming for each kind of
commodities for all the relief centers. Constraint sets (4)–(7) guarantee that the dis-
satisfaction costs of relief center s and d are positive numbers. Constraints (8) and (9)
define the constraints of variables. Constraints (10) and (11) are auxiliary binary
variables. After that, we can solve the second stage problem after we obtain the
decision variables from the first stage [19]. So, the second stage problem

can be written as:

ð12Þ

Subject to:

ð13Þ
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ð14Þ

ð15Þ

ð16Þ

ð17Þ

ð18Þ

ð19Þ

ð20Þ

The objective function (12) is to minimize the total transportation time. Constraint
(13) ensures that the total incoming shipment from relief center s should be bigger than
or equal to the demand in relief center d. Constraint (14) ensures the total outgoing
shipment from relief center d cannot exceed the quantity of commodity in relief center
s. Constraint (15) guarantees the transportation balance between relief centers s and d.
Constraints (16) and (17) restrict that assigned vehicles should be able to deliver the
mixed commodities. Constraint (18) ensures that the total number of vehicles cannot
exceed the total available quantity. Constraints (19) and (20) are nonnegative con-
straints of variables.

5 Solution Method

Before we get the optimal solution of the second stage problem, we can calculate the
best upper bound W�

2. The upper bound W�
2 can be found by generating a feasible

solution using the model UP, where a vehicle carry only one kind commodity. The
upper bound model UP is written as:
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ð21Þ

Subject to:

ð13Þ�ð15Þ; ð20Þ: ð22Þ

ð23Þ

ð24Þ

ð25Þ

ð26Þ

where objective function (21) aims to minimize the total transportation time. Con-
straints (23) and (24) guarantee that the assigned vehicles are able to deliver com-
modity e. Constraint (25) restricts the available number of vehicles. Constraint (26) is
nonnegative constraint. However, decision variable nlsdðnÞ can be reduced by allowing
the vehicle to deliver mixed commodities. Then, the second stage problem can be re-
written as:

ð27Þ

Subject to:

ð18Þ and ð19Þ: ð28Þ

W2\W�
2: ð29Þ

ð30Þ
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ð31Þ

ð32Þ

ð33Þ

ð34Þ

where objective function (27) aims to minimize the total transportation time under the
upper boundW�

2 (29). Constraints (30) and (31) ensure the capability of vehicles cannot
exceed the upper bound of solution in model UP. Constraints (32) and (33) restrict that
assigned vehicles are able to deliver the mixed commodities. Constraint (34) is non-
negative constraint.

6 Numerical Analysis

To illustrate the effectiveness of the proposed solution approach, a numerical analysis is
carried out and related results are reported in this section. 10 relief centers, 4 kinds of
commodities (water, food, tents and medicine) and 2 vehicle types (small and big
vehicles) are considered. Relief center size is an integer number randomly generated in
the interval ½20; 50�. The minimal and maximal values that denote the quantities of
demand and supply commodity are integer numbers multiplied by 10 and drawn from
the intervals ½0; 5� and ½8; 12�, respectively. Each kind of commodities has two char-
acteristics which are weight and volume for per unit of commodity. Then, we have the
weights 1:5; 1:0; 1:5 and 1:0, and the volumes 1:0; 2:0; 2:0 and 2:0 for each kind of
commodities, respectively. Two vehicle types with different weight and volume
capacities are considered, which are 20 and 30, and 26 and 40 for small and big
vehicles, respectively. Besides, different loading and unloading time 3 and 5 are con-
sidered for the small and big vehicles respectively. And travel time is related to the
vehicle speeds, which are 0.2 and 0.125 for small and big vehicles, respectively. In this
instance, three different road availabilities in the transportation network are considered
with probabilities 0.5, 0.3 and 0.2, respectively. The distance pairs between relief
centers in each of availabilities (Dsd � rsd nð Þ) are random integer numbers generated
from the intervals ½5; 20�, ½20; 30� and ½30; 50�, respectively. In the first stage, the
possible supply commodity quantities are consecutive integer numbers from ASmines to
ASmaxes with probability 1=ðASmaxes � ASmines þ 1Þ, and the demand commodity quantities
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are also consecutive integer numbers from ADmin
ed to ADmax

ed with probability
1=ðADmax

ed � ADmin
ed þ 1Þ, respectively.

The main results for the first stage problem are provided in Fig. 1, which shows the
minimal and maximal quantities of commodities can be delivered, and minimal and
maximal quantities of commodities hope to be received. Besides, decision variables of
anticipated amount of delivered and received commodity for each relief centers are also
provided. Besides, for each kind of commodities, we can observe that the anticipated
amount of delivered commodity is closely related to parameters ASmines , ASmaxes and Zs.
Similarly, the anticipated amount of received commodity is closely related to param-
eters ADmin

ed , ADmax
ed and Zd .

After the decision variables are obtained in the first stage, we can make the optimal
set of the second stage decisions. The solution is summarized in Table 1 for the upper
bound model UP and the optimal model F 2. Besides, the results also reveal that a
higher objective function valueW�

2 is obtained in the upper bound model UP because of
each type of vehicles carrying only one kind commodity during the transportation
process. On the other hand, we can obtain a smaller objective function value W2 and a
better solution because we improve the vehicle utilization by
allowing vehicles to carry mixed commodities.

7 Conclusions

This study presents a two-stage mixed-integer stochastic programming model for the
multi-commodity redistribution problem. Three uncertain elements including supply,
demand and transportation network are introduced into the proposed model. Besides, a

Table 1. Solution strategies of upper bound model UP and second stage model F 2

ANl n Upper bound UP Optimal F 2

W�
2 Small vehicle Big vehicle W2 Small vehicle Big vehicle

50 Scenario 1 10752.4 49 32 10499.7 50 30
Scenario 2 49 32 50 30
Scenario 3 46 34 50 30
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Fig. 1. Optimal redistribution strategies in the first stage
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numerical analysis is applied to demonstrate the applicability of the solution method for
the proposed model. At the end, we can explore the problem of interests from the
following aspects in future studies. It is interesting to generate multi-commodity
redistribution planning considering multi-period process. Another future consideration
is to extend this work to the budget-based uncertain cases. These questions will be
considered in further research.
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Abstract. The majority of manufacturing systems in practice are constrained
by machine capacity and labour capacity. Consequently a broad literature on
Dual Resource Constrained (DRC) shops exists. However, to best of our
knowledge, no systematic review of the literature has been presented. Rather,
existing reviews follow an ad-hoc procedure for article selection. In response,
this study presents a systematic review of the literature concerned with DRC
operating issues, such as worker assignment and production planning and
control methods. Results highlight that, while early literature on dual resource
constraint job shops was mainly simulation based, recent literature tends
towards advanced scheduling mechanisms. This arguably introduces a bias
towards deterministic contexts. Moreover, most DRC literature focuses on shop
floor control decisions as labour assignment and dispatching. This neglects
higher-level planning and control methods, such as order release control.

Keywords: Dual resource constrained shop � Systematic literature review
Operations management

1 Introduction

A major aim of job shop research is to align workload and capacity. Most research
thereby assumes that capacity is a single variable. However, in practice most manu-
facturing systems are not only constrained by machine capacity, but also by labour
capacity [4]; machines need a worker and workers have to be assigned to the machines.
In addition, workers may possess different skills and be able to operate certain
machines at different speeds. This type of highly complex shop that is constraint by
machines and human resources is known as Dual Resource Constrained (DRC) job
shop in the literature.

A broad body of literature on DRC shops exists and, consequently, several reviews
have been presented [12, 25, 27]. However, existing reviews do not follow a systematic
procedure for article retrieval. Rather, a set of papers considered relevant by the authors
is discussed. In response, this study presents a systematic review of the literature on
DRC shops. The objective is twofold: first, to provide a comprehensive view of the
field; second, to update the latest review by [27].
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2 Method – Review of the Literature

This paper starts by asking: What is the current state-of-the-art of the literature on Dual
Resource Constrained (DRC) job shops? To answer this question a systematic review
of the literature was conducted. The bibliographic database used for sourcing the
articles was Scopus – due to its large coverage, e.g. compared to Web of Science, and
its accuracy in terms of citation counts, e.g. compared to Google Scholar. In order to
keep the number of articles reasonable and to ensure the quality of the sources, the
search was restricted to peer-reviewed articles. Scopus was queried in December 2017
using the term: ‘Dual Resource Constrained’. To keep results to a manageable number,
the search was restricted to the title, abstract, and keywords of papers. There was no
restriction on the year of publication or the journals considered (beyond being peer-
reviewed). For the search term 82 articles were retrieved. The original sample of 82
articles was further reduced by excluding apparently unrelated articles. Using several
channels for retrieving the full articles a total of 43 articles were obtained. Each of these
articles was carefully read and analyzed.

3 Results

[25] subdivided the literature into design issues, such as skill level of workers and
associated training, and operating issues, such as worker assignment and production
planning and control methods. There is only little research that focuses on the former,
mostly focussed on layout decisions. As most previous research, in this study we focus
on the operating level. The operating level seeks to align three elements: (i) the
workload (or demand), (ii) the machine capacity/capability and (iii) the worker
capacity/capability. Most research assumes that the machine capacity/capability is fixed
and focuses on the remaining two elements: the workload, which is controlled by
dispatching and order release rules, and worker assignment, which is driven by the
questions When? Where? and Who?. Another research stream combines the control of
the workload and worker assignment by advanced scheduling techniques. However,
this presupposes that demand and capacity availability is known in advance and thus
deterministic. The following three sections discuss these three aspects.

3.1 Control of the Workload

[3] assess the impact of four different job release rules (Immediate Release, Backward
Infinite Loading, Forward Finite Loading and Maximum Shop Load) and two dis-
patching rules (Modified Operation Due Date and Critical Ratio) on a DRC job
shop. The authors show that backward Infinite Loading and Forward Finite Loading
can improve performance compared to Immediate Release. Both release methods, three
levels of labour flexibility (modelled by labour efficiency matrices) and two labour
assignment rules were also considered by [23]. Results show no statistically significant
performance difference between both release methods. [22] later showed that the rel-
ative performance of five dispatching rules was not affected by labour flexibility (again
modelled by labour efficiency matrices). Finally, the general impact of demand
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variance was assessed by [9]. The authors show that any reduction of variance through
higher planning levels has the potential to dominate performance improvements
achievable at order release, dispatching and worker assignment.

3.2 Worker Assignment

[8] assess the impact of labour flexibility (this is the number of machines a worker can
operate) and compare its impact to staffing decisions, this is a general increase of labour
capacity. They highlight that both decisions, staffing and labour flexibility, should play
complementary roles. Later [7] assess different levels of flexibility across workers, i.e.
some workers being able to work on all machines and some workers only being able to
work on one machine. They show that having a small number of highly flexible
workers may be a better option than having all workers with average flexibility.
However these findings are in the context of perfectly interchangeable workers. A first
study to question the assumption of perfectly interchangeable workers was [2] who
introduced a labour efficiency matrix that determines the efficiency of a certain worker
at a certain machine. [2] investigated five “when” and seven “where” rules demon-
strating that a simple “where” rule that moves a worker to the station where the worker
is most efficient dominates all other where and when rules. So in addition to deciding
when a worker should be transferred and where the worker should be transferred to,
managers have to decide whom to transfer. This need to decide who to assign was later
emphasized by [5].

There are mainly two types of ‘when’ rules used in the literature, a ‘centralised’ rule
that transfers a worker each time a job is completed, and a ‘decentralised’ rule that
transfers a worker after completing all jobs (in process and queuing) at the current
station. The incorporation of future workload information into the ‘when’ rules did not
improve performance enough to impact manager’s decisions [10] On the other hand,
there exists a broad set of different ‘where’ rules. However, the literature typically
argues that the ‘where’ rule has less impact than the ‘when’ rule [27]. Meanwhile,
‘who’ rules are dominated by efficiency considerations.

Another important stream in the context of worker assignment, specifically in the
context of cross-trained workforces which may possess different skill levels, is learn-
ing. [21] assesses the impact of worker learning (in the form of throughput losses that
occur during the learning period), worker flexibility (number of stations a worker can
operate), and labour attrition (assuming an equal attrition rate across workers). [11]
investigate the interplay of learning and attrition (assuming an equal attrition rate across
workers), assessing the impact of loosing trained work force and having to train the
replacement. This research is extended by [14], which assessed the combined impact of
flexibility, staffing and learning (being learning modelled as a decrease in processing
with operator task repetition), and [15, 16] who also include forgetting assessing the
interplay of worker flexibility, forgetting rates, attrition rates and flexibility acquisition
policies. Using the same learning model [26] later assessed the impact of different part
life cycles (i.e. the frequency of changes in produced part types). Meanwhile, [28] used
a dual-phase learning and forgetting model (DPLFM) to assess the impact of task type
on the effectiveness of training and transfer policy.
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Finally, a transfer delay was considered by [20] and [24], who assess the interaction
of staffing level, distance between stations, buffer size between stations, coefficient of
variation and different assignment rules using agent based modelling.

3.3 Advanced Scheduling Techniques

The majority of studies discussed in the above two sections assume a stochastic
environment. This prohibits the use of scheduling. Rather some greedy heuristics need
to be applied. If, on the contrary, the DRC job shop is assumed to be deterministic
advanced scheduling techniques can be applied. Different techniques can be identified
in the literature. For example: [6] use genetic algorithms to solve the production
scheduling problem in DRC job shops; [1] dynamically select worker assignment and
dispatching rule employing artificial neural networks (as meta-models to reduce
computational complexity) and a fuzzy inference system (to cope with multiple per-
formance criteria); [18] use variable neighbourhood search; [17] use dynamic neigh-
bourhood search in a DRC job shop with interval processing times; [19] use a branch
population genetic algorithm; [30] use e knowledge-guided fruit fly optimization
algorithm; and, [29] use a hybrid discrete particle swarm optimization. Finally, [13]
present a mixed-integer linear programming model to solve the problem of allocating
one worker to n tasks (flexibility level) in m cycles within a constrained time period
taking into account fatigue and recovery.

4 Conclusion

The majority of manufacturing systems in practice are constrained by machine capacity
and labour capacity. Consequently a broad literature on Dual Resource Constrained
(DRC) shops exists. However, to best of our knowledge, no systematic review of the
literature has been presented. In response this paper started by asking: What is the
current state-of-the-art of the literature on Dual Resource Constrained (DRC) job
shops? The systematic review of the literature highlights that there is a tendency
towards advanced scheduling mechanisms in recent years. While early literature on
dual resource constraint job shops was mainly simulation based, recent literature tends
towards mathematical modelling. However, advanced scheduling mechanisms pre-
suppose a deterministic context. This study therefore calls for more research on DRC
shops in a stochastic context as typically for many small and medium sized make-to-
order companies that often produce a high variety of order at short notice. Another
important observation is the apparent lack of literature on higher-level planning and
control methods, such as order release control. Most literature focuses on shop floor
control decisions as labour assignment and dispatching. More research is therefore
needed that explores the impact of higher level planning and control decisions on DRC
performance.
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Abstract. Under hyper-competition customers expect to accept last-minute
changes in their orders. In such circumstances ETO manufacturing exhibits the
VUCA specificity and suffers from many issues like delays, excessive costs, low
quality etc. This paper examines operative controlling as a mean to facilitate
discovery and response to the changes and disturbances. The approach derives
from the phenomenological research and the reflection on theory and practice.
The solution uses an integrated model that represents all workflows subject to
changeable contexts and is based on three pillars: (i) run-time data extraction;
(ii) integrated representation of workflows; (iii) providing current information to
shareholders. The concept was validated by prototyping and a use-case.

Keywords: ETO manufacturing � VUCA � Operational control
Changeability

1 Introduction

Manufacturing industry is increasingly facing the requirement to deliver high variety of
customized products in very low volumes. Under hyper-competition customers are
reluctant to compromise product long delivery and specifications, but rather expect to
accept even at last minute changes in their orders. Thus, the context of engineering-to-
order (ETO) tends towards the VUCA (volatility-uncertainty-complexity-ambiguity)
specificity [1]. It can be summarized as follows [2]:

1. Customer-order specifics penetrates backward the activities of value stream; this
happens in a variable way: from parent to child orders and within singular orders;

2. Parallel engineering, purchasing, subcontracting and manufacturing is a must;
purchasing or even manufacturing must be started before products and processes are
fully engineered; cross-functional and cross-processual dependencies are multiple,
complex and elusive; despite this orders, products, processes, costs and quotations
have to be parametrized right at the first time;

3. Frequent changes in customer order specifications occur; they are often missed or
misinterpreted and hard to track; together with the processual complexity of pro-
duction support, this causes frequent errors that are difficult to discover; altogether
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the state of affairs becomes vague; sharing current engineering and operational data,
both internally and with subcontractors, becomes very difficult.

In such conditions, engineering, production planning and control (PPC), purchasing
and quality assurance, require more effort and time and are less robust. The causes are
the need to multiple re-work and reliance on incomplete or Small Data. Thus, the
outputs of these activities (process plans, material and time standards, schedules,
quality specifications, etc.) are less accurate, often fault and late. The failures, starting
from customer order specification until delivery and installment of products, are hard to
discover because the legacy systems (CRM, CAD, PLC, CAE, ERP, MES) provide a
limited visibility across functions and processes. Analyzing effects and responses to the
changes and distortions, like announcing them, is difficult. Ultimately the compliance
with specifications, punctuality, quality, productivity and costs are deteriorated. The
perpetual change in customer orders significantly enhances the VUCA features.

The aim of this paper is to explore the potential of operative controlling as a means
to deal with the change along execution of customer orders and the side-negative
effects. The targeted management functions are quick exposure of change and early
warning of threats. Another important function is facilitating the development of
responses to the emerging issues. The approach derives from phenomenological
research and existing knowledge, including theories of: ETO manufacturing [3–7], PPC
[8–10] and operations research [11]. The solution aims at overall visibility and applies
integrated model of customer orders fulfillment which enables the control of all
workflows affected by the emerging change and disruptions. The framework is built on
three pillars: (i) run-time data extraction, whether from legacy systems or dedicated
means; (ii) augmenting reality subjected to decision making through cross-functional
and cross-processual representation of all workflows related; (iii) continuous dissem-
ination of information about changes and their likely consequences.

Basically the tool based on this model is intended as an overlay to legacy systems,
using their data. It can be also developed into an independent solution using dedicated
data sources. The model should be used by relevant organizational routines. The
solution was validated by a use case supported by a developed prototype software tool.

2 Literature

The key concept of ETO is customer order decoupling point (CODP), which was
originally defined as the earliest point in a process where a product is designed for a
specific customer [12]. This way the material flow along supply chain could be divided
into two sub-processes: pre- and post-CODP. The latter requires individualized control
of orders and pegging abilities, while the former may be based on replenishment. An
extensive review of literature, which considers the supply chain context of ETO [3],
suggests a spectrum of generic strategies including: integration [13], information
management [8], re-engineering, time-compression and flexibility. Although all these
strategies can to a certain extent support the ETO/VUCA context, a direct aid is given
only by the information management strategy [8]. Some authors differentiate the
engineering changes in ETO environment [14] and analyze their impact on material
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flows throughout the entire order fulfilment process [6]. Also the need for early
warning of risks is suggested, like the approaches to identify their symptoms [15].

The need to differ perspectives in ETO by decoupling engineering and manufac-
turing was suggested in [4]. This approach has been extended by recognizing decision
domains and degrees of CODP penetration [16, 17], dynamics of CODP location [5],
and distinction of resource and process related decoupling [16].

The literature assesses the use of existing PPC methods and systems for ETO
manufacturing [8, 9]. In general, poor match is pointed out between the specificity of
ETO (dynamics, uncertainty, complexity) and its needs for the decision support, with
the abilities of MRP/ERP [5]. Some authors even suggest uselessness of MRP/ERP for
the ETO manufacturing [8, 17]. They indicate such shortcomings as [8]: (i) inability to
cope with incomplete or uncertain information at the early stage of order execution;
(ii) non-suitability of capacity planning for ETO; (iii) inability to operate non-physical
processes. Actually some ERP systems are equipped with functions that reduce these
shortcomings. The critic does not consider the often needed traceability of parent or
child orders. For this purpose many systems offer the indented tracking and pegging.

Heterogenous approaches to production planning are also hybridized (e.g. the
project approach and the overall framework of PPC [9]). What MRP/ERP systems are
not able to effectively operate is the horizontal integration through linking of planned
workflows and items. Thus, the support to cross-functional and cross-process coordi-
nation of customer orders is not possible. Also the correspondence of cycle times (lead
times) and workloads (rough processing times) is an Achilles heel of MRP/ERP.

The interest in the applicability of MES systems to ETO context is limited. MES
systems generally focus on the field. They are not directly affected by the CODP-
related type of manufacturing, but rather by the approach to shop-floor control, the
complexity of material flows, the degree of automation and the layout of resources.
Arbitrating about suitability of MES systems for ETO manufacturing is risky because
of the diversity of conditioning. Hybridization is normally an imperative therein.

Some authors propose the frameworks for PPC in the ETO context. One of the
approaches is based on distinction of four decision categories: driving (why and when
flows are initiated), differentiation (uniqueness of flows), delimitation (triggering flows)
and maintaining transparency of workflows using basic BOMs [17]. Process and
resource decoupling is applied and various lead-time contexts, i.e. types (internal vs.
external, adapt, delivery and supply) and their relating. Another framework learns from
the particular VUCA aspects of ETO, the rules of PPC, and the structuring of ETO
manufacturing (identifying the generic items of material flow control, and the pro-
duction phases) [8]. Following that four generic ‘production units’ are proposed:
conceptual design, product engineering, component manufacturing and assembly.

The need to hybridize production situations in information systems was also
examined, considering various factors such as [5, 9]: demand variability, disruptions,
and specific complexity factors. The framework proposed in [5] considers the following
‘hybridizations’: (i) different types of manufacturing (ETO, etc.) in master production
schedule; (ii) merging ‘order requirements planning’, ‘project requirements planning’
and ‘project capacity planning’ with standard MRP functions; (iii) differently aggre-
gated product data; (iv) various generic data (routings, pricing structures and budgets).
Network planning is assumed as basis to scheduling, planning materials and capacity,
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monitoring progress and accounting costs. Another hybrid approach assumes integra-
tion of aggregate demand management with preliminary engineering by using the
standard MRP functions and project planning [9]. The customer changes are controlled
along the project planning and scheduling by using the pegging function. This way re-
costing, re-budgeting and re-quotation are enabled.

Despite the abundance of ETO literature, only few papers address the issues related
to the VUCA context and the use of controlling customer orders as a countermeasure
against the negative effects. Such aspects as customer change management, links of
activities in different functions or domain ambiguity, are considered to a limited extent,
if at all. Existing knowledge and solutions provide only limited support for the
ETO/VUCA context, especially in regard to the customer changes. Nevertheless, lit-
erature recognizes the need to apply multi-perspective viewing of the domain and
hybridize different production situations within the integrated functionalities of PPC.

3 Phenomenology of Change in Customer Orders

This section examines the phenomenology of changes in customer orders along their
execution. The aim is to develop a base for a suitable domain representation that could
be used by the controlling framework. The following functions of a firm may be
affected by the customer changes: sales, engineering, PPC, purchasing, manufacturing,
internal logistics and accounting. If the decoupling zone [4] goes beyond the bound-
aries of a focal organization, suppliers (subcontractors or partners) are external
stakeholders of the changes. The items subject to cascading changes are: (i) engineering
orders, items, workloads, cycles; related tasks or schedules; (ii) manufacturing items,
workloads, capacity loads, orders and schedules; (iii) purchasing items, orders and
schedules; (iv) costs, budgets; (v) quotations and due dates in customer orders.

The sequential view of customer order execution which shows the cascading of
changes is presented in Fig. 1. Lifelines represent organizational functions and provide
multi-perspective view of the domain. Sequential and causal dependencies can be both
considered. Another wave of changes is driven by faults and disruptions. Faults may
stay undiscovered for a long time. If not discovered they result in disruptions and
losses. The typical causes for them are miscommunications or mistaken actions and
items. Both disruptions and faults, like the cascading of customer change, require early
warning. The symptoms subjected to tracking are: (i) actual and likely delays or
speedups; (ii) missing or obsolete items (materials, work); (iii) under- or over-
utilization of capacity; (iv) excessive costs or exceeded budgets; (v) impossibilities
(e.g. assembly cannot be completed as input items are incorrect). The above concep-
tualization should be regarded as an adaptable reference, not as a rigid pattern. It
provides the basic setup to tailor digital tools to support the controlling of customer
orders. It also sets a reference to design organizational routines for the controlling.

Another factor of VUCA, which interacts with the cascading changes in customer
order specifications is the successive disaggregation (explosion) of items subject to
planning or execution, including: (i) product design; (ii) process plan; (iii) workloads
and capacity loads; (iv) material requirements; (v) schedules; (vi) costs and budgets.
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The third factor of VUCA in ETO is the dynamics of decoupling zones [17]. The
range of customer order penetration may vary over time: along product life-cycle, from
customer order to customer order, and from product to product. The fourth factor of
VUCA in ETO relates to the common use of resources (materials, capacities) by
different orders. Finally, industrial practices expose the role of holistic visibility, which
is weakly supported by the legacy systems that mostly focus on the material flows and
the capacity utilization. Consequently the ambiguity and uncertainty arise.

4 Integrated Model of Customer Order Fulfillment in ETO

This section outlines an integrated model of customer orders in ETO. The IT tool based
on this model should facilitate timely and adequate responses to the arising changes in
customer orders. The approach learns from the existing knowledge and recognizes the
VUCA factors identified in Sect. 3. It attempts to compromise three alternative ways to
the possible IT support: (i) overlaying legacy systems; (ii) hybridizing existing models,
systems or functionalities; (iii) applying entirely new approach. The first two approa-
ches apply BOM-like structures or layered networks to represent: products, require-
ments, bills of capacities, engineering and manufacturing processes, bills of costs and
budgets. The model applies ontological domain representation and follows the trans-
formational paradigm by recognizing: outputs (tasks), activities (transformations) and
resources [10]. The basic constituents are activities (Fig. 2).

Fig. 1. Cascading of changes in customer orders
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Basically, but not obligatorily, activities have inputs and outputs, and engage
resources. They are attributed with the parameters of workload, time, costs and
expense. Resources are attributed with the capacity and load profiles. Both can be
rolled up to aggregate resources or overall capacity factors. The basic mereology of
resources and activities presumes distributive parthood relationships, which enables
aggregation or decomposition, when needed and successively (in run-time mode). For
this purpose the models of aggregation and decomposition presented in [10] (see:
Figs. 34, 33) can be adapted, accordingly. Costs can be subjected to additive accu-
mulation, while expenses can be time-phased and rolled-up (additive forward accu-
mulation). Time-phasing may follow various rules, like offsetting (backward) and
forward timing. The early and late dates can be estimated, like the floats. The third
category of nodes is items. Items are linked by the mereological relationships. The
parthood relation is basically used to represent BOMs. It parallelizes the linked input
and output relations, i.e. in reference to activities executing the parthood relation. Items
are attributed with the values, which can be rolled up. Activities are also linked by the
dependence relations, e.g. time dependencies (finish-to-start (FS), etc.). Backward and
forward rollups of dates enable calculations of the early and late dates, as well as floats.

The proposed way of abstracting generalizes both, the distributive structures of bills
(BOMs etc.) and the networks used for scheduling. It can represent all items subject to
change in customer order specifications, which were identified in Sect. 3. It recognizes
the dynamics of decoupling zones and commonality of resources. It also enables to
follow the symptoms of threats that are subject to early warning, and to identify the
items affected by revealing events through tracking of dependencies. The proposed
model can be equally used by various functions of ETO manufacturing. Through
layering - by organizational functions - it supports cross-functional visibility. Layers
represent the state of affairs in functions, while cross-layer dependencies secure the
holistic view of operations. The viewing of layers is as follows. Manufacturing,
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logistics and planning views the related activities, resources and material items.
Engineering views the related activities, resources, and engineering or material data
items. Purchasing views the related activities, resources and material items. Accounting
views the costs and expense. Sales view their activities and the contract items.

To benefit from the model organizational routines are needed: (i) supervision of
data sourcing; (ii) monitoring symptoms subject to early warning; (iii) cascading
changes or disruptions; tracking of subsequent effects; (iv) re-engineering, re-work, re-
planning, re-purchasing, re-costing, re-budgeting, etc. Altogether the digital tools and
organizational routines can facilitate early warning of threats, as well as development
of appropriate responses to the changes in specifications of customer orders.

5 Case Study

A limited validation was performed based on a case study in KraussMaffei plant in
Sučany (Slovakia). The factory engineers and manufactures customized injection
moulding machines. The final assembly is takted (14 steps, each along one shift).
Electrical control cabinets are made through fixed-station assembling. Components are
fabricated, supplied or subcontracted. Such arrangement results in very simple struc-
turing of the decoupling zones. The factory exploits SAP ERP as well as Camos CPQ
(to customize, price and quote products). Both systems are integrated via Camos
Connect SAP interface. The case fully reflects the specificity of ETO manufacturing.

After analysis, a software tool was prototyped by adapting the proposed model. It is
an overlay to SAP and Camos. It implements timing calculations described in Sect. 4
[2]. The data extraction from legacy systems is applied accordingly. Although the
developed functions are basic, they can effectively facilitate early warning and enables
timely responses to the arising changes and deviations. Multi-perspective viewing of
the domain is provided. With this regard relevant organizational routines were also
shaped. Further details of the validation are presented in [2].

6 Summary and Further Work

Integrated controlling of customer orders based on multi-perspective conceptualization
of the decoupling zone was outlined in this paper. The layers of model represent key
functions of production affected by the ETO environment, including engineering,
planning, manufacturing, purchasing and logistics, and costing. The model entangles
processual interdependencies, including the vertical precedencies and horizontal
dependencies, as well as the influence relationships of effects that emerge due to
changes imposed by customers or errors. The approach enables cross-functional
transparency, which is crucial under the VUCA ETO conditioning. Operation of the
model is based on the run-time data extraction, as well as sharing of the latest infor-
mation and developed responses with all shareholders. The further work should focus
on adaptation of various PPC methods, further detailing and diversification, consid-
ering inter-organizational aspects. The development issues provide another challenge.
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Abstract. Customization in different flavors have been identified as an
important differentiator if low-cost competitiveness is not viable. To provide a
customer unique solution is however not the same as providing a solution that is
designed and individualized for a particular delivery to a customer. These two
cases are illustrations of how customer requirements may be fulfilled differently
depending on the match between stated requirements and the solution offered.
The range of solutions that can be offered is represented by a solution space
consisting of either predefined or postdefined solutions. Predefined refers to
solutions that are defined before commitment to a customer and postdefined
refers to solutions that are defined after commitment to a customer. Both cases
are constrained by a boundary of possible solutions but the postdefined solutions
provide opportunities for bounded innovation beyond what the predefined
solutions can provide. Combining the properties of the different solution spaces
provides not only an operational definition of customization but also supports in
identifying strategic opportunities for extending the solutions and types of
customizations a business provides.

Keywords: Customization � Solution space � Decoupling point

1 Introduction

Increased proliferation of demand has led to suppliers’ adoption of a variety of cus-
tomer driven production practices. Several research contributions have been made to
provide further understanding of these practices. Hoekstra and Romme [1] suggested
logistics structures based on decoupling points to illustrate how customer driven pro-
duction approaches can be classified. In this context the Configure-to-order (CTO) and
Engineer-to-order (ETO) systems diverge from other production approaches by being
comprised of customization activities that are driven by commitment to a customer
rather than driven by speculation.

Within the CTO-approach, the possible range of customized solutions is designed
or engineered before commitment to a specific customer, but then configured in
accordance to each customer’s needs once the customer order is received. Notably, the
customized solution is generated within the boundaries of the predefined configuration
possibilities. In this sense it differs from the ETO-approach. For ETO the engineering
activities are performed in line with each customer’s needs and there are in most cases
no predefined solutions or alternatives to select from when customizing. This should
however not be interpreted as that the customers freedom of choice is without
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constraints. ETO-companies have boundaries as to what orders they embark on too, but
the boundaries are operationalized differently.

In this research, the set of possible solutions when customizing is referred to as the
solution space that represent what can be offered by the supplier. The solution space is
decisive for the range of solutions that can be offered to the customer. Some suppliers
establish clear boundaries in advance as to what solutions they offer, allowing pro-
duction processes to be stable by decreasing product variety. Others benefit from not
having the solution space constrained and instead provide products fully tailored to
customers’ needs. Regardless of the position of the supplier on this matter, the solution
space is both an operational and strategic concern for suppliers offering customized
products. The purpose of this research is therefore to define solution spaces that
embrace different types of customization.

2 Methodology

The conceptual approach that this research is based on is derived from the researchers’
experiences from research projects focusing on customization related topics. The
research is conducted with an analytical conceptual approach, using logical relationship-
building rather than empirical data for theory development [2].

3 Categories of Flow Drivers

Customization is by definition based on customer requirements but the preconditions
for customization are established before commitment to a customer. This differentiation
is in line with the decoupling of speculation driven activities and commitment driven
activities provided by the customer order decoupling point (CODP) [1]. The CODP is a
time-based concept that is defined based on the relation between the time the customer
must wait for delivery to be performed and the total lead-time required to perform all
activities related to the delivery. Activities performed when the customer is waiting is
here referred to as commitment driven (CD) activities and activities that must be
performed in advance of committing to a customer is here referred to as speculation
driven (SD) activities. SD activities are based on expectations about future require-
ments that may not be perfectly in line with future customer requirements related to CD
activities. To cover for this difference the interface between SD and CD is usually
associated with a stock point that decouples the two types of flow: SD and CD. In
relation to customization it is obviously not suitable to combine customization with SD
since the actual customer requirements are not known at that instant in time. CD
activities are however well suited for customization but at the same time it does not
exclude the delivery of standardized products to customer order, i.e. CD. Even if
customization and CD are intimately connected there are several different types of
customizations that may be performed and this is related to the solution space of the
customized solutions.
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4 Categories of Solution Spaces

While a mass producer must identify the universal needs shared by its target customers,
a mass customizer instead identifies the idiosyncratic needs of their customers. By
doing this, the mass customizer can predefine alternative solutions that customers can
demand, and engineering activities (note that “engineering” here basically represents all
types of activities not related to the physical delivery, i.e. provisioning, of the product)
can in this way be SD. However, for customizers, where these engineering activities are
CD, the activity of identifying the needs of a customer is repeated for each individual
commitment. It becomes clear that there is a fundamental difference in defining solu-
tions where engineering activities are SD rather than being CD.

4.1 Predefined and Postdefined Solutions

To further distinguish SD solutions from CD solutions, the solutions relation to the
CODP can be considered. A solution that is SD is in this research referred to as a
predefined solution meaning that the customized solution is defined upstream from
(before) the CODP. It is a customization system where the possible solutions have been
clearly defined before the customer order is received. In contrast, a CD solution is here
referred to as a postdefined solution. Consequently, only downstream of (after) the
CODP does the solution become clearly defined and the constraints actuated.

For predefined solutions, customers need to keep their adaptations within the
confines of a set of established solutions or list of options. It limits the customer’s
freedom of choice but allows the supplier to establish stable processes for providing the
customization, enabling low-cost adjustments to the production process [3].

For postdefined solutions, the customer is less constrained. Here, the customer can
get response for truly individualized requirements as there are no predefined solutions
that the customer chooses from. However, while customers are free to make inquires
without any constraints, the suppliers always have some sort of boundary as to what
commitments they take on. The suppliers might for example turn down customer orders
that go far beyond their area of expertise.

4.2 Solution Spaces

Predefined and postdefined solutions can be further defined in terms of solution spaces.
The concept of “solution space” is used in for example optimization theory where it
refers to the set of all possible points that satisfy a problem’s constraints. The concept
has also been applied for innovation toolkits and mass customization, referring to the
set of possible solutions that a customer can choose from when a supplier provides
customizations. This application of the concept does however not portray a compre-
hensive understanding of the role of solution spaces for customization. To address this,
three types of solution spaces can be identified in relation to some key product delivery
strategies as illustrated in Fig. 1.

For standardized products or services, the solution space can be considered as
“collapsed” into one predefined solution (the grey dot in the small circle). No efforts are
made to offer customizations that corresponds to idiosyncratic needs of customers.
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Thus, the boundary as to what solutions that are offered coincides with the single
selectable alternative. This type of solution space is here referred to as a single-point
discrete solution space (SPDSS). Each individual product would then be represented as
a separate SPDSS. The actual delivery of the product can be based on inventory (make-
to-stock, MTS) or made to customer order (make-to-order, MTO) but, in any case only
one specific predefined solution is offered. Mass customization approaches have, on the
other hand, a solution space constituted by a set of predefined solutions that have been
established based on speculation of customers’ needs (the larger circle with several
discrete dots). It thus differs from SPDSS by predefining multiple solutions and that the
specific solution is configured based on customer requirements. Therefore, this type of
solution space is referred to as a multiple-point discrete solution space (MPDSS). This
case is in line with the assumptions of the product delivery strategy assemble-to-order
(ATO) or more specifically CTO. The complete set of predefined solutions thus result
in a de facto actual boundary of the solutions that can be offered. Postdefined solutions
can be associated with customizations that are individualized. The definition of the
solution is here driven by commitment, giving customers more freedom when cus-
tomizing at the expense of longer delivery lead time compared to predefined solutions.
The boundary of the customer’s freedom is less distinct than for mass customization
and standardization (i.e. where standardization basically represent mass production). It
can drive the supplier to occasionally go outside their comfort zone, take on chal-
lenging commitments and in that way expand their solution space, which is represented
by a potential boundary. This type of solution space is referred to as a continuous
solution space (CSS) and is usually associated with ETO.

As a SPDSS does not offer any customization possibilities, it is not included below.
Focus is directed towards MPDSS and CSS and how they require different measures to
be developed. The intention of developing the solution space for a case of MPDSS is to
further delineate what customizations the supplier can offer. To attain a refined
MPDSS, the supplier must have a good understanding of the product attributes of
which customers’ needs diverge [4]. Suppliers with a CSS are on the other hand
devoted to developing competence to understand customers’ needs and competence to
engineer products fulfilling those needs [5].

Fig. 1. Categories of solution spaces

98 N. Käkelä and J. Wikner



5 Solution Spaces and Customization

The different solution spaces, MPDSS and CSS, can be further delineated based on
being driven by speculation or by commitment as in Table 1. A MPDSS requires rules
that are established on speculation but used after the CODP. A CSS on the other hand
requires the competences of an engineer, designer or alike. These competences are
established based on speculation (SD) but are in fact used based on commitment (CD).

The full potential of MPDSS can only be reached if customized solutions can be
provided while maintaining stability in the production process. This would enable
customizations to be provided repeatedly while maintaining a cost-efficient system
allowing the customization to be provided at relatively low cost. Postdefined solutions
(CSS) are generally intended for less cost sensitive customer segments that require a
greater freedom of choice. It is a common assumption in the literature that postdefined
solutions (CSS) are delivered only once. However, in practice postdefined solutions can
be delivered more than once and this is usually not covered in the literature. In addition
to CD/SD for solution spaces, it is therefore also important to consider if there is one
delivery or multiple separated deliveries for each solution. Combining single delivery
and multiple deliveries with the three categories of solution spaces as in Table 2, it is
possible to identify five solution/delivery scenarios.

A predefined solution from SPDSS (mass production) of which there is only one
delivery is not applicable, as the risk would be too high to establish customization rules
on speculation for only one future delivery. Instead, the actual solution must be
delivered repeatedly, making it a standardized mass production MTS scenario (possibly
MTO if the volumes are low). A solution generated from a MPDSS implies a CTO-
production approach (sometimes also referred to as ATO). Such a solution sometimes
has the potential to be delivered for multiple commitments and accordingly, the pro-
duction approach can be divided into a single (CTO/S) or multiple delivery scenario
(CTO/M). The same goes for CSS, where postdefined solutions can be delivered for
both single (ETO/S) and multiple (ETO/M) deliveries.

Table 1. Solution spaces and flow drivers

MPDSS CSS

Speculation driven (SD) Establish rules Establish competences
Commitment driven (CD) Use rules Use competences

Table 2. Solution spaces and delivery scenarios

SPDSS MPDSS CSS

Single delivery (S) N/A CTO/S ETO/S
Multiple deliveries (M) MTS (MTO) CTO/M ETO/M
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6 Conclusions

To conclude, this research has identified different customization scenarios and
accounted for flow drivers, solution spaces, delivery scenarios and product delivery
strategies. Furthermore, it has introduced the notion of postdefined solutions which
corresponds to individualizations and stand in contrast to predefined solutions and mass
customization. The research has also identified three categories of solution spaces that
refer to the set of possible solutions for customization.

Three managerial implications have been identified. First, the notion of postdefined
solutions can give insights into the role of engineers in customization settings. Second,
the categories of solution spaces can contribute to the understanding of both operational
and strategic implications that customizations have on supplying suppliers. Third and
finally, the research addresses the importance of considering delivery scenarios for both
types of solution spaces. This has to a noticeable extent been overlooked in previous
customization research.

The research provides a foundation for various directions of further research. The
categories of solution spaces could be further refined to also cater for hybrid solutions
where a combination of predefined and postdefined solutions are offered. A second
avenue is to actually extend the delivery scenario aspect to not only cover multiple
deliveries for a single proposal but also involve the potential of multiple proposals
supporting a higher level of repetitiveness and its implications for improvement and
learning.
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Abstract. Increased competition for creating best business cases in the ETO
and capital goods industry forces companies to provide increased variety of
product configurations to match diverse operating conditions, while simultane-
ously reducing the cost of supply. The ETO and capital goods industry is further
characterized by rapid new technology introductions, constantly setting new
standards in product performance and by an external environment with fre-
quently shifting local regulations. To remain competitive in this volatile and
unpredictable situation, this paper suggests a conceptual framework enabling
companies to align new product development with sales order processes in a
step-wise approach using product configuration. This alignment supports a five-
stage approach in committing order specifications, thereby postponing config-
uration decisions according to the maturity of the sales order. Moreover, the
stage-wise postponement enables the management of product specifications on
different aggregation levels. The committed level of specifications, targets the
relevant decision-making processes in product configuration without needless
over-specification of the product. The stages are (1) qualifying a sales oppor-
tunity, (2) recommending an optimal solution, (3) signing the sales offer and
performing supply chain planning, (4) releasing the order for production and
completing customer specific design, (5) executing production, transportation
and service operations.

Keywords: Staged configuration � Conceptual framework � ETO
Capital goods

1 Introduction

Tendering and transparent bidding schemas increase competition in the Engineer-To-
Order (ETO) and capital good industry. This is the result of decreased sales prices,
greater expectations to product performance, as well as the demanded flexibility to
adapt product offerings to customer unique and diverse requirements. This forces
companies to quickly offer an increased number of variants early during new product
development, and provide engineered solutions outside the standard solution space to
match specific operating conditions and improve the customers’ business case [1].
Providing more product variants while reducing cost has been researched by numerous
scholars in the domain of mass customization. Mass customization is a business
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strategy enabling manufacturers to customize product offerings to individual customer
requirements at a cost near mass production [2]. In this context, business processes
must be robust towards product variety and directly linked to the information generated
through product selection, usually implemented using product configurators, as all
information used in the subsequent processes are derived from the configuration pro-
cess. In addition, the integration between configurators and the subsequent processes
can have great influence on the efficiency of these processes [3].

Although mass customization was originally intended for the consumer market, the
enablers of mass customization have gradually been applied in other markets as well,
including capital goods and ETO oriented markets [4]. However, since most traditional
configuration approaches are aimed at mass customization, they do not necessarily fit
the needs of ETO and capital goods companies [5]. For instance, in ETO companies,
product requirements may be gradually determined over time, implying that not all
variables can be decided in an early configuration process [6]. Furthermore, in ETO
supply chains, availability, sourcing, local regulations etc. may influence the config-
uration processes, which is also not supported in traditional product configurators [7].

To solve these challenges, Brunoe [8] developed the concept of multi-level con-
figuration to address the management of stage-wise postponing decisions in product
configuration for complex ETO business and manufacturing processes. Zeng [9]
introduced the concept of staged postponement of committing order specifications. The
concept supports a gradual commitment of product features and order attributes during
the order delivery process. This enables gradual decision making in the value chain
without creating excess and uncertain product information. Through a sales configu-
rator prototype, Kristianto et al. [6] suggest a concept for a system-level product
configurator for ETO supply chains, thereby stage-wise automating the connection
between the design of a global product structure, value chain processes, and ETO
design activities. Czarnecki et al. [10] propose the concept of stage configuration
through cardinality-based feature modelling. In this concept, feature models have
dedicated configuration choices, which specified, results in new feature models pre-
pared for further configuration until a finished variant is achieved.

The above-mentioned research deal with specific domains within complex ETO
product configuration and are thereby limited in terms of a consolidated concept, that
can be applied to manage and adapt product configuration in the ETO and capital goods
industry. Thus, the purpose of this paper is to address the research question; How can
product configuration decisions be divided into stages to increase the support of ETO
and capital goods business processes, thereby enabling stage configuration?

2 Method

To address the research question and thereby define the concept of stage configuration,
empirical requirements must be captured and organized to frame an abstract approach
for performing stage-wise product configuration in the ETO and capital goods industry.
To collect such requirements, this paper applies a requirement engineering method-
ology proposed by Pandey [11], in a Danish case company, see adapted methodology
in Fig. 1. The company produce capital goods for the energy sector with great diversity
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in market reach and the capability to configure a wide range of products to accom-
modate local regulations, diverse operating conditions, market fluctuation etc. The
company must further be flexible to react to individual customer requirements outside
the standard solution space.

To do so, the company wants to adapt a stage-wise approach to product configu-
ration, enabling the supply chain to operate on different specification levels according
to – the maturity of the sales order. Further, the company pursues this implementation
through the employment of the following main criteria; (1) step-wise committing
product specifications, (2) flexibility for adapting and changing product specifications,
(3) autonomous interlinkage between product configuration and supply chain pro-
cesses, (4) management of complex engineering knowledge, and (5) configuration of
non-standard solutions. Requirement engineering is a facilitated and systematic
approach, where subject matter experts join in face-to-face discussions with the pur-
pose of consolidating requirements towards a business initiative [11]. The business
initiative originates from the mentioned criteria. Subject matter experts are stake-
holders, which are either impacted by or will influence the new business initiative. In
this research, the discussions were divided into group discovery sessions with themes
defined by senior configuration specialists, senior supply chain specialists, and chief
specialists in product management, joined by different key stakeholders from the entire
organization.

3 Conceptual Framework for Stage Configuration

In Fig. 2, the framework for staged configuration proposed in this paper is illustrated.
The framework facilitates a stage-wise commitment of product specifications
throughout the sales order process, aligning it with stages in solution space modelling
for new product development. The left-hand side of the framework denotes the relevant
business processes and the x-axis denotes the time. At the top of Fig. 2, the stages of
solution space modelling, i.e. the development of product family models and imple-
mentation in a configuration system, are presented with corresponding gates for the
stage-gate approach to new product development [12]. At the bottom, the stages in the

Fig. 1. Requirement engineering using group discovery sessions
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sales order process are presented with timings for committing product specifications.
Both the stages in solution space modeling and the sales order process loop between
business processes until a “go” decision can be made. In each stage, information is
transferred to the configurator and distributed to be applied in later stages. The timing
of the sales order stages indicates when they can happen at the earliest.

3.1 Qualification Stage

The purpose of the qualification stage is to enable the user of the sales configurator to
explore and communicate with customers on opportunities to co-create a profitable
business case without having detailed knowledge of product specifications. Require-
ments to the product do not need to be translated to product functionalities by the
customer. Instead, the customer focus on defining the boundaries for the opportunity
and operating variables. Due to the high-level modelling of the solution space, the
qualification stage provides an agile and fast response to key stakeholders and cus-
tomers when competitiveness in tender rounds must be assessed and prioritized. Fur-
ther, an engagement from both the customer and the company can be accepted without
making any commitments, thereby using the configurator solely as a co-creation
platform. The business processes involved are (1) Sales evaluation: Sales engineers use
the configurator to access information provided from stage 0 and 1 in solution space
modelling. Through the configurator, sales opportunities can be evaluated and com-
municated with key accounts to further investigate the fit with market and account

Fig. 2. Stage configuration conceptual framework.
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strategies, and to clarify main risk through a risk assessment. (2) Value engineering:
When the objectives and requirements are defined for an opportunity, a preliminary
recommendation can be presented using the configurator. The recommendation is
based on main characteristics from the solution space, performance of the configura-
tion, cost and operating assumptions. Because the sales order process is in a very early
stage, this information is somewhat uncertain. There is uncertainty in the performance
of the product, the cost, and the variables defining the operating environment.
(3) Product offering: Based on the recommended configuration, sales engineers seek to
optimize scope and increase the value of the opportunity by offering a non-binding
business case or indicative offer, with a minimum acceptable contribution margin. By
assessing the offer, it should be considered if a solution outside the standard solution
space provides a better business case.

3.2 Recommendation Stage

From an initial business case assessment, the customer and the company can decide to
engage in further exploration of the optimal configuration, either by joining forces in
tendering rounds, suppling an end-customer, or through further negotiation in a tra-
ditional B2B sales process. At this stage, value engineers can calculate the optimal
configuration in detail by applying a more mature solution space, consisting of main
characteristics and constraints. In order to only include relevant configurations in the
calculations, the customer can further constrain the solution space by defining
requirements for acceptable performance measures, investments cost, local product
regulation etc. The cost of the recommended configuration is gathered from the
manufacturing footprint established in Sales and Operation Planning (S&OP) and
managed by supply chain planning. Not all product characteristics need to be com-
mitted in this stage. If a characteristic does not have a significant effect on product
performance, cost, or is crucial in securing capacity at vendors or production sites, it
can be postponed for later specification and thereby mitigate uncertainties.

The involved business processes are (1) Value engineering: In the recommendation
stage, the level of detail increases as the sales order process matures. At this stage, the
solution space is elaborated with additional standard and customer unique product
characteristics and functionalities. This enables value engineers to reduce uncertainty
and through the configurator perform simulations to optimize how multiple configu-
rations interact and operate, resulting in one final recommendation. (2) Product offer-
ing: Due to volatile and fluctuating market conditions, the customer is often
conservative in committing a complete configuration and will have to postpone some
specification decisions in order to preserve the possibility to adjust the configuration
according to both future technical development and changing local regulations.
However, because the optimal configuration was elicited in the value engineering
process, the customer can commit characteristics with high impact on performance and
cost, and postpone the specification of options and auxiliary systems to be decided in
the next stage, thereby mitigating future unforeseen restrictions and possibilities.
(3) Supply chain planning: The sales offer and the partly specified configuration will be
included in the sales forecast. From the forecast assessment, the sales forecast enters
S&OP. The output is a batch-based allocation of production on a regional level, with
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corresponding production slots, lead-times and committed product characteristics. The
indicative/binding configuration created in value engineering is part of the batch
allocation and subject to further processing and specification as the sales offer mature.
(4) Detailed specification and ETO: The recommendation proposed in the value
engineering process can deviate from the standard product program and recommend a
non-standard solution. If a non-standard solution is recommended, the company must
perform feasibility studies on alternative designs and create a compatible solution,
which fulfill general specifications. Based on the design, cost estimations must be
added to the non-binding offer.

3.3 Offering Stage

With an accepted configuration from the recommendation stage, consisting of com-
mitted main product characteristics, the purpose of the offering stage is to move the
sales offer towards an unconditional signed order through negotiations with the cus-
tomer. To do so, the customer must further configure the configuration to include more
characteristics and options. This must be performed to secure exact cost calculation,
detailed capacity allocations and lead time commitments. Although the configuration
must be specified in further details, characteristics and options with less influence on
product cost and performance can be step-wisely postponed throughout the supply
chain planning process. This postponement provides the customer with the flexibility to
commit options in a step-wise manner according to supply chain constraints on lead
times, inventory, and capacity.

The involved business processes are (1) Product offering: The configurable solution
space now includes options and technical system attributes. The technical attributes
define the product design to a level where it is possible to commit a final offer and a
signed contract. The final offer does not have to include all product characteristics, but
options requiring long lead-times must be committed together with main characteristics
to comply with delivery constraints. (2) Supply chain planning: Before the company
can sign an offer, decisions must be made regarding from where the product should be
sourced. This is performed as the first step in the Master Production Scheduling pro-
cess, where capacity slots occupied by the sales forecast is converted into sales orders
with actual configurations. Production is allocated to factories based on minimizing the
cost across the company´s delivery portfolio, while obeying lead time and inventory
constraints. (3) Detailed specification and ETO: Beside allocating production and
preparing capacity for the sales order, the design must be further matured in order to
commit the exact cost of the configuration into the offer. The information needed
contain 3D documentation of the main product structure, product and production
drawings, design documentations, and material creation.

3.4 Detailed Specification Stage

The purpose of the detailed specification stage is to enable the customer to postpone the
last product specification just in time before approval for production. By doing so, the
company can limit themselves to only maintain and create variants which are going to
be produced, including BoMs, design, and information enabling manufacturing.
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Timing is crucial in this stage, as a too late commitment will delay the delivery date.
The customer gains benefits in postponing product options just in time, and the
company gains benefits in avoiding managing frequent change to the configuration.

The involved business processes are (1) Supply chain planning: Following a signed
order, the detailed master planning activities have resulted in a preferred factory to
source from, with corresponding and adjusted lead-times. The lead-times trigger a
forced decision on whether the sales order should be approved for producing and
purchasing materials or it should be postponed e.g. due to non-fulfilled contractional
obligations. If the order is approved for production, a purchase requisition is generated
to the factory for purchasing the materials. The product must be completely specified
and configured before approving it for production. (2) Detailed specification and ETO:
Before approving the sales order for production, the final design including 3D docu-
mentations and design drawings must be finalized. To achieve this, the final product
variant is configured in the PLM system, generating the final related design and pro-
duction BoMs. The BoMs are added to the product modules, developed in stage 3 and
4, and transferred to the factories where the BoMs are selected for production.
(3) Production: When the sales order is approved for production, planned orders are
converted into production and purchasing orders, depending on the make/buy
setup. From these orders, the factory makes production scheduling and prepares the
necessary adjustment to routings for non-standard solutions, updating relevant infor-
mation in the Manufacturing Execution System.

3.5 Production Stage

(1) Production: It is not possible for the customer to make further specifications of the
product in the production stage. The production processes focus on executing pro-
duction and purchasing orders created in the detailed design stage. After completing
production, the product in stored as finished goods inventory and from there trans-
ported to the delivery destination. Documenting the specification as-produced enables
the possibility to create configuration transparency throughout the value chain.
(2) Distribution and service: The vendor selected for delivering the needed materials
also defines which spare parts should be managed in the service business. For capital
goods, which typically include service agreements, it is not favorable to divide the
purchase of the same material number on multiple vendors, because that may require
more inventory, different tooling, different interfaces to other components and exten-
sive complexity in planning regular maintenance. The vendor selection is also crucial
for configuring the transport solution and determining which transport equipment is
needed.

4 Conclusion and Future Work

In this paper, we present a conceptual framework for stage configuration. The frame-
work is created based on data from a case study performed at a large capital goods
company and is therefore specific to the setup of that company. The framework aligns
solution space modelling in stage-gate new product development, with sales order
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processes by using a product configurator to facilitate the information flow between the
two domains. Compared to previous research, this framework integrates the develop-
ment of ETO and standard product design with value chain processes using product
configuration, thereby enabling a stage-wise postponement of configuration decisions.
This is further managed under the conditions of long order horizons, with frequent
changes in product specifications, and extensive complexity in product architecture. By
applying this conceptual framework, companies will gain benefits from specification
flexibility, transparency in order uncertainties, and the capability to manage product
configurations without creating excess amounts of unnecessary information impacting
and demanding resources throughout the entire organization.

The framework is still conceptual and requires further research to investigate how
to operationalize each stage in different contexts and industries. We suggest that the
main topics of future research in stage configuration should focus on the following
questions: (1) How does decisions in both the sales order process and the solution space
modelling process impact each other? (2) How can partly and aggregated product
specifications be applied in detailed values chain processes? (3) How can a configurator
be applied to optimize the match between the operating environment and the recom-
mended solution? (4) How can solutions outside the standard solution space be an
integrated part of standard stage configuration?
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Abstract. The manufacturing execution systems (MES) is one of the key
elements consisting smart factory. It is responsible for shop floor control by
performing managing resources, dispatching production orders, executing pro-
duction orders, collecting production data, analyzing production performances,
and so on. Through these functionalities, the MES aims high productivity. The
dispatching in the MES helps these aims. The selection of job in manufacturing
execution systems (MES) is performed by dispatching rule. The dispatching rule
is composed of several factors affecting scheduling objective and constraint. In
most cases, the dispatching rule is expressed as the weighted sum of factors and
the weight moderates the relative importance among factors. To find optimal
weight configuration requires heavy calculation burden so that it cannot adapt
dynamic order changes. To solve this problem, one of machine learning algo-
rithms is used in this study. The multi-layer perceptron learns the best weight
configuration according to orders and predict the best weight configuration for
new orders. The proposed method is tested by field data and proved its
usefulness.

Keywords: Dispatching rule � Weight configuration � Multi-layer perceptron

1 Introduction

The manufacturing execution systems (MES) is one of the key elements consisting
smart factory. As a part of the smart factory on shop floor level, the MES performs
various roles such as managing resources, dispatching production orders, executing
production orders, collecting production data, analyzing production performances, and
so on. Through these functionalities, the MES aims to achieve high productivity and
reduced cycle-time. Especially, the dispatching and executing are closely related with
these aims. Therefore, lots of methodologies to improve the dispatching and execution
are developed and implemented into the MES.

The most common method to improve the dispatching is to use dispatching rules in
the selection of job for execution. The dispatching rule is a kind of construction
heuristic algorithm to achieve optimal scheduling. The dispatching rule priorities all the
possible jobs awaiting for processing in front of machine. Whenever a machine
becomes available, the dispatching rule calculates priorities of all the waiting jobs and
selects the highest priory job in order to process it. According to objectives and
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constraints of scheduling, the dispatching rule is composed of various factors and,
mostly, it is expressed as a weighted sum of these factors. The relative importance
among factors are coordinated by the weights which are multiplied to the factors. In
case that several factors are involved in the dispatching rule, it is difficult to find
appropriate weights since the relative importance among factors is vague. To find an
optimal weight configuration needs heavy calculation time. Moreover, the dynamically
changing orders make job selection for optimal scheduling complicate. The weight
configuration also should be modified according to the dynamic order changes. Hence,
it is necessary to develop a methodology to define proper weight configuration with
respect to orders.

To cover these problems, this study proposes a dynamic weight configuration
methodology according to orders using machine learning technology. In the proposed
methodology, the most appropriate weight configuration which can give the lowest
tardiness and the highest throughput can be decided whenever order information is
given. To do this, the simulation test to find the best weight configuration is performed
and the found best weight configuration depending on orders through simulation is
learned by the machine learning algorithm. Then, the machine learning algorithm
predicts and provides the best weight configuration for the given new orders without
simulation test. The proposed methodology is tested by the real manufacturing process
and proves its effectiveness.

2 State-of-the-Art

Regarding scheduling problems, many research works have proposed multi-attribute
dispatching rules. Korytkowski et al. (2013) proposed an ant colony optimization to
determine dynamic multi-attribute dispatching rules to maximize job shop system
performance. Yang et al. (2007) uses genetic algorithm to solve a multi-attribute
combinatorial dispatching (MACD) decision problem in a flow shop with multiple
processors (FSMP) environment. Rokni and Fayek (2010) applied fuzzy set theory in a
multi-criteria optimization framework for industrial shop scheduling.

The scheduling performance of multi-attribute dispatching rule depends on its
scaling factor values (Pfund et al. 2008). Jeong and Randhawa (2001) proposes multi-
attribute dispatching rules for automatic guided vehicle. In this work, three attributes
are included in the dispatching rule and additive waiting model is used to compute
weights. A neural network is also used to adjust weights reflecting changes in system.

The dispatching rule using multi attribute is widely used in the field. However, the
balance of relative importance remains difficult problem. Especially, the dynamic
weight configuration requires heavy calculation time so that it is required to relieve this
problem.

Dynamic Weight Configuration of Dispatching Rule Using Machine Learning 111



3 Multi-Layer Perceptron (MLP) for Weight Configuration

3.1 Dispatching Rule of Targeted Stage

The studied shop floor in this research produces the spark plug of automobile. The
manufacturing process of the spark plug is composed of several stages. During this
process, this study focuses on dispatching improvement at the assembly stage. The
assembly stage has parallel machines and the waited jobs in front of machines is
selected by the dispatching rule. The information required in the calculation of the
dispatching rule is collected by MES and transferred from ERP system. Then, the MES
calculates dispatching values of each waiting job, selects the best one, and guides
operators to work with the most appropriate job.

The dispatching rule used in this stage has six factors, which is expressed as
follows.

D ¼ w1f1 þw2f2 þw3f3 þw4f4 þw5f5 þw6f6 ð1Þ

Each factor from f1 to f6 is included in order to keep due date, make group with
same kind of jobs, give special priority to OEM job, avoid machine idle, follow specific
machine allocation, and better throughput. For each waiting job, the dispatching rule
value ‘D’ is calculated using Eq. (1) and the lowest value of job is selected to be
processed. The value of factors are extracted from order information and the monitored
data from MES. The weights from w1 to w2 plays important role to moderate the
relative importance among factors. Depending on the characteristics of orders, these
weights should be modified so as to assure the lower tardiness and high throughput.

3.2 Experimental Environment

For the development and test in this study, the simulation environment is developed
and used. The following figure shows developing environment (Fig. 1).

Fig. 1. Experimental architecture and data.
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The information of orders required for scheduling such as orders, work-in-process
(WIP), working schedule, and so on is collected and provided to simulation model. The
simulation model is made by Arena simulation software and simulates the whole
manufacturing process. The dispatching rule is implemented in the simulation model
and used whenever each machine becomes available in order to select job. The sim-
ulation module tests all the possible combinations of weight configuration with given
orders and, then, finds the best weight configuration. The best weight configuration
with respect to orders is learned by machine learning algorithm. The learned machine
learning algorithm is implemented to moderate weight configuration according to
orders in the field.

3.3 Experiment and Result

To train machine learning algorithm, the input and output should be defined. The input
of scheduling is defined by orders. The orders have various information such as product
ID, processing route, order date, due date, and so on. This information is converted as a
vector which has more than 270 elements. Depending the orders for scheduling, a new
vector is defined and each orders can be specified. The output is extracted from sim-
ulation module. Among, the tested possible weight configurations, the best weight
configuration giving lower tardiness and higher throughput is used as the output of
machine learning. For training, several pairs of input and output are prepared.

The used machine learning algorithm in this study is multi-layer perceptron (MLP).
The multi-layer perceptron is a class of feedforward artificial neural network and used
to distinguish non-linear data and is used for classification and regression. The MLP is
composed of several layers consisting of perceptrons. In this study, the MLP has 20
layers and the same number of perceptrons as input vector per each layer.

To conduct the experiment, we generate 2000 input and output sets. Among 2000
test data sets, 70% of data is used for training, 15% of them is used for validation, and
the rest is used for testing. The performance of the MLP model is expressed as root
mean square error (RMSE) between actual the best weight configuration by simulation
and the predicted weight configuration by MLP. The MLP in this study is coded and
tested using MATLAB 2017b.

The following table shows the experimental results.

As shown in Table 1, four kinds or training function are tested with the fixed MLP
structure. Bayesian regularization backpropagation as Model 2 shows the lowest
RMSE. However, this function generates the predicted weight configuration with large

Table 1. Performance comparison experiment depending on training function.

Model Training function RMSE Error max Error min

1 Levenberg-Marquardt backpropagation 0.192 1.163 0.046
2 Bayesian regularization backpropagation 0.133 1.961 0.071
3 Scaled conjugate gradient backpropagation 0.265 0.877 0.079
4 Resilient backpropagation 0.264 1.0054 0.065
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errors. The RMSE of Levenberg-Marquardt backpropagation as Model 1 has large error
than Model 2 but the number of prediction values with a large error value is less.

Figure 2 shows the error histogram change with respect to MLP structure. As errors
between real value and predicted value, the histogram which has more instances near
zero means better MLP structure. According to Fig. 2, MLP structures having layer 10
and 30 give worse prediction result than MLP with 20 layers. In addition, when the
layer is 30, the red circle shows that the RMSE of the training data becomes low. This
means that, as the layers of the Model get deeper, the over-fitting phenomenon occurs
so that the MLP is optimized for training data and does not predict test data well.

Fig. 2. Model performance comparison by layer (Color figure online)

Fig. 3. Comparison of model performance by number of data
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Figure 3 shows the effect of data used in machine learning. When the data is less,
the over-fitting occurs and the RMSE becomes worse. Hence, to get usable result, an
appropriate amount of data is needed.

4 Conclusion and Discussion

In many shop floor, the MES plays an important role to manage jobs. The dispatching
rule is one of key method to priority jobs and execute job in the MES. The dispatching
rule is composed of multiple factors and they are balanced by weights. In dynamic
order environment, the relative importance of factor should be adapted according
orders. In this study, we have proposed an intelligent methodology to configure weight
of dispatching rule. The proposed methodology uses multi-layer perceptron to learn the
best weight configuration. The training data for learning is generated by simulation
module. The experiments based on real field problem is performed and the effective-
ness of MLP is validated through experiments.
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Abstract. In recent years, many manufacturers have experienced an increased
demand for customized products and services, which requires the manufacturer
to simultaneously offer both standardized and customized products. Conse-
quently, several manufacturing strategies must be efficiently employed. These
companies do not express the same prerequisites as ‘pure’ ETO companies since
they need to be able to differentiate customized orders from standard orders, but
also be able to differentiate between the manufacturing dimension and the
engineering dimension of customization. Whereas standard orders can be pro-
cessed with a platform approach, the customized orders contain specific
requirements and information represented by ‘customer-order specific infor-
mation’ (COSI). This paper defines and presents competitive scenarios where
platform constraints are combined with COSI for efficient customizations.
Implications for the approach and a path forward is discussed.

Keywords: Customizations � ETO � Customer order specific information
Product platforms

1 Background

One of the main challenges of today’s manufacturing is to be able to be efficient and
contributing to high effectiveness, i.e. customer satisfaction [1] while being responsive
in order to comply with changing customer demand. Customer satisfaction is defined as
“the extent to which a product’s perceived performance matches a buyer’s expecta-
tions” [2]. All companies wish they could produce exactly what customers want when
they want it, since it would not only satisfy customers but also reduce cost [3] and
create competitive advantage [4]. The essential problem of customization is how to
produce a customized product within the company’s capabilities while maximizing
customer satisfaction [5] since going too far in customization would ruin efficiency but
on the other hand, being too rigid in customization would risk customer satisfaction [1].
The answer to this balance between customer satisfaction and supply chain efficiency is
often mass-customization or ‘assemble-to-order’ (ATO) strategy where standard
modules are assembled according to customer requirement.

Mass-customization is generally delivered through standardized products or
custom-assembly of modularized components or by product platforms [6] where the
view of customized products are that they “[…] are slight variations of standard
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configurations” [7] hence neglecting the product development aspect for providing
‘truly’ customized products [8]. Accordingly, not all products can be assembled to
order or completely be built on a modular concept, some customers require cus-
tomizations that affects the design of the product, and the products hence need to be
engineered-to-order (ETO). Hence, moving from an era of mass-production of stock
items to mass-customization of unique product; the engineer-to-order (ETO) approach
is gaining in importance and many companies are finding that the engineering effort
involved in the ETO typology is overwhelming their traditional systems [9].

Another issue not covered by literature but prominent at our business partners is
that many manufacturers have to handle multiple manufacturing strategies [10]
simultaneously; they might carry one line of high volume standard products (MTS),
one line of low volume standard products (MTO) while giving the customers the
possibility to adapt exiting products (CTO) or order pure customizations (ETO). These
companies do not have the same prerequisites as ‘pure’ ETO companies that tradi-
tionally manufacture capital goods with extremely low buying frequency such as
customized installations, airplanes or ships [11] since the function receiving the orders
need to be able to differentiate customized orders from standard orders. Customized
orders includes different information for each order and the customer requirements is
represented by the ‘customer-order specific information’ (COSI) [12, 13]. Furthermore,
they need to differentiate between the manufacturing dimension and the engineering
dimension of customization, in line with Rudberg and Wikner [14].

The purpose of this paper is to define competitive scenarios where platform con-
straints are combined with COSI freedom for efficient customizations.

2 Methodology

To fulfil the purpose of the paper, a multi-method approach is adopted. In line with
Hevner et al. [15] we build upon the design science method where the design cycle is
initiated with the development of a conceptual framework describing the relationship
between commonality and distinctiveness. The purpose of analytical conceptual
research is to add new insights into traditional problems through logical relationship
building. These studies usually employ case study examples to illustrate these con-
ceptualizations [16]. The next step in the design cycle will hence be to ‘assess’ the
framework using empirical data.

3 Theory

3.1 Manufacturing Situations

The point in the manufacturing flow when the customer order is received is referred to
as the customer order decoupling point (CODP) [10]. The CODP separates the
forecast-driven flow from the customer-order-driven flow in the supply chain (by
Käkelä and Wikner [17] referred to as separating speculation driven activities from
commitment driven activities). Hence the position of the CODP, results in different
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product–market situations or manufacturing situations. This is commonly referred to as
make-to-stock (MTS) assemble-to-order (ATO), make-to-order (MTO), and engineer-
to-order (ETO) [18]. ETO can be seen as a special case of MTO. In both cases all of the
production flow is driven by actual customer orders. However, in the ETO case both
the design and engineering activities are driven by customer orders, but these activities
are not a part of the production flow. In that sense it is possible to separate an engi-
neering dimension (ED) from the production dimension (PD) [19], see Fig. 1.

The term ETOED is used to depict the situation when a new product is designed and
engineered to order. On the other hand, the situation when a product is designed before
the company gets an actual customer order could be interpreted as if the product design
is already “in stock”. Thereby, this situation is termed “engineer-to-stock” (ETSED). In
this sense, a second dimension of decoupling points, referred to as the engineering
dimension, covering the continuum between ETOED and ETSED is defined.

Furthermore, only after the customer order is received, it is suitable to adapt the
product to customer requirements, i.e. to customize the product [20]. However, this
does not imply that everything that is manufactured after the CODP is by default
customized, but everything manufactured before the CODP should be standardized
[21].

3.2 Customization

According to Lampel and Mintzberg [22] there is a continuum of customization
strategies ranging from pure standardization via segmented standardization, customized
standardization, and tailored customization to pure customization, see Fig. 2.

Käkelä and Wikner [17] further define three categories of solution spaces where the
single-point discrete solutions space corresponds to MTS/MTO or mass-production, the
multiple-point discrete solutions space corresponds to ATO or mass-customization and
the continuous solutions space corresponds to ETO or individualization.

Production
Dimension

Engineering
Dim

ension

[ETSED, MTSPD][ETSED, ATOPD]

[ETSED, MTOPD]

[ATOED, MTOPD]

[ETOED, MTOPD]

Fig. 1. The two-dimensional CODP space, based on [19]
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3.3 Platforms

Robertson and Ulrich [6] argue that the platform approach is a way of achieving
successful mass-customization and define a platform as “the collection of assets that are
shared by a set of products”. These assets are divided into the four categories; com-
ponents, processes, knowledge and people and relationships. The challenge is to bal-
ance commonality and distinctiveness and still be competitive, which is also
emphasized by [23, 24] including competitiveness as a key element of platform
fundamentals.

3.4 Postponement

The concept of suspending differentiation activities until after the customer order is
received in order to increase certainty is referred to as postponement [25]. The concept
promotes that the differentiation of goods in terms of form, time, and place can be
postponed to as late as possible Yang et al. [26].

3.5 Combining Postponement, Positioning of the CODP,
and Customization

Gosling et al. [27] have further developed a framework by Yang and Burns [28],
combining manufacturing situations [10], different postponements strategies [25], and
different levels of customization [22] based on the operating processes of manufac-
turing (from design to distribution), see left side of Fig. 3.

Standard Customized

Pure standard Customized 
standardization

Segmented 
standardization

Pure 
customization

Tailored 
customization

Fig. 2. The customization spectrum, based on [22]

Fig. 3. Refining and unpacking the ETO supply chain, based on [22, 27, 28]
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The development focuses on the ETO-situation when the customer is allowed to
customize also the design phase. This phase is then broken down into nine ETO
subclasses, see right side of Fig. 3. The resulting framework in Fig. 4 illustrates a
spectrum of customization strategies, classifying different engineering decoupling
points (EDP) thus providing a basis for considering the level of customization and
standardization in design activities, as well as considering those activities that are
speculative and those that are performed to a specific customer order.

4 Results

By extending the EDP-framework and in line with [17], the ETO scenario can be
described as a continuous solution space where the customizations are individualized.

The customer order specific information (COSI) triangle in Fig. 5 hence represents
the competence needed to understanding and fulfilling the customer needs [29].

In order to define scenarios where platform constraints are combined with COSI
freedom for efficient customizations, five distinct scenarios are created, where scenario
1 represents the highest level of freedom and hence the unlimited possibilities for
customization. Scenario 5 on the other hand represents solutions or configurations
where pre-defined solutions spaces are used to fulfill the customer requirements
(Fig. 6).

Fig. 4. The EDP-framework, based on [27]
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5 Conclusion

A risk with using a product platform approach is the trade-off between commonality
and distinctiveness [6]. Examples from the car industry shows that lower-end models
can cannibalize on the higher-end models if the distinctiveness is not large enough [30]
while other examples show that if post-order COSI is incorporated into the platform,
then an incoherent platform will emerge. Thus, when the scenarios are validated with
support from empirical data, in line with [15], there should also be a train of thought
developed regarding the continuous management of both COSI and the platform.
Otherwise there is a risk of different company specific scenarios shifting towards either
end of the spectra. While both ends of the spectra may be hazardous for an ETO-
company in terms of either, a too wide product offer, diminishing efficiency or, a
slimmed down efficient production where products are made to standard but not desired
on the market. Therefore, the scenarios present an opportunity for ETO-companies to
assess the current product mix and, whether they are moving towards any of the ends of
the spectra. Moreover, it becomes important when regarding the employment of
multiple production strategies in order to cater to an array of customer segments and
still maintain efficiency.

Freedom

C
onstraints

100% 0%

100%0%
1 2 3 4 5

Platforms

COSI

Fig. 5. The freedom-constraints continuum for customized orders

1 2 3 4 5

Fig. 6. Scenarios combining platform constraints with COSI freedom for efficient customizations.
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5.1 Further Research

To classify and characterize customer orders for the different scenarios, empirical data
must be gathered for different ETO-oriented companies. Such data can also add
information on the suggested resolution of five (5) levels regarding the anticipated
number of scenarios. Additionally, on a longer horizon, in line with the previous
discussion a strategy should be developed regarding the management of the scenarios.
Further, it would be of interest to investigate if the suggested model is aligned with the
trade-offs presented by Gosling et al. [27], i.e. that lead times decrease from scenario
1–5 as well as the level of uncertainty from customer requirements.

The conceptual model presented in Fig. 5 suggests that the dependency between
COSI and the platform is linear. However, practitioners should be aware that in reality
the relation can be both steeper or flatter depending on the products offered.
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pering Game that is financed by the research environment SPARK at Jönköping University, the
Knowledge foundation, and the six participating companies.

References

1. Heikkilä, J.: From supply to demand chain management: efficiency and customer
satisfaction. J. Oper. Manag. 20(6), 747–767 (2002)

2. Kotler, P., Armstrong, G., Saunders, J., Wong, V.: Principles of Marketing, 3rd European
edn. Prentice Hall, London (2001)

3. Holweg, M., Pil, F.K.: Successful build-to-order strategies start with the customer. MIT
Sloan Manag. Rev. 43(1), 74 (2001)

4. Gosling, J., Naim, M.M.: Engineer-to-order supply chain management: a literature review
and research agenda. Int. J. Prod. Econ. 122(2), 741–754 (2009)

5. Du, X., Jiao, J., Tseng, M.M.: Understanding customer satisfaction in product customization.
Int. J. Adv. Manuf. Technol. 31(3–4), 396–406 (2006)

6. Robertson, D., Ulrich, K.: Planning for product platforms. Sloan Manag. Rev. 39(4), 19
(1998)

7. Ulrich, K.T., Eppinger, S.D.: Product Design and Development. McGraw-Hill, New York
City (2000)

8. Yassine, A., Kim, K.-C., Roemer, T., Holweg, M.: Investigating the role of IT in customized
product design. Prod. Plann. Control 15(4), 422–434 (2004)

9. Sackett, P.J., Maxwell, D.J., Lowenthal, P.L.: Customizing manufacturing strategy. Integr.
Manuf. Syst. 8(6), 359–364 (1997)

10. Hoekstra, S., Romme, J. (eds.): Integral Logistic Structures: Developing Customer-Oriented
Goods Flow. Industrial Press, New York (1992)

11. Konijnendijk, P.A.: Coordinating marketing and manufacturing in ETO companies. Int.
J. Prod. Econ. 37(1), 19–26 (1994)

12. Wortmann, J.C., Muntslag, D.R., Timmermans, P.J.M. (eds.): Customer-Driven Manufac-
turing. Chapman & Hall, London (1997)

13. Bäckstrand, J., Lennartsson, M.: The whispering game - project plan. Jönköping University,
Sweden (2016)

14. Rudberg, M., Wikner, J.: Mass customization in terms of the customer order decoupling
point. Prod. Plann. Control 15(4), 445–458 (2004)

122 J. Bäckstrand and M. Lennartsson



15. Hevner, A.R., March, S.T., Park, J., Ram, S.: Design science in information systems
research. MIS Q. 28(1), 75–105 (2004)

16. Wacker, J.G.: A definition of theory: research guidelines for different theory-building
research methods in operations management. J. Oper. Manag. 16(4), 361–385 (1998)

17. Käkelä, N., Wikner, J.: Defining solutions spaces for customizations. In: Moon, I., et al.
(eds.) APMS 2018. IFIP AICT, vol. 535, pp. 95–100. Springer, Cham (2018)

18. Sharman, G.: The rediscovery of logistics. Harv. Bus. Rev. 62(5), 71–79 (1984)
19. Wikner, J., Rudberg, M.: Integrating production and engineering perspectives on the

customer order decoupling point. Int. J. Oper. Prod. Manag. 25(7), 623–641 (2005)
20. Amaro, G., Hendry, L., Kingsman, B.: Competitive advantage, customisation and a new

taxonomy for non make-to-stock companies. Int. J. Oper. Prod. Manag. 19(4), 349–371
(1999)

21. Giesberts, P.M.J., van der Tang, L.: Dynamics of the customer order decoupling point:
impact on information systems for production control. Prod. Plann. Control 3(3), 300–313
(1992)

22. Lampel, J., Mintzberg, H.: Customizing customization. Sloan Manag. Rev. 38(1), 21–30
(1996)

23. Simpson, T.W., Siddique, Z., Jiao, R.J.: Product Platform and Product Family Design:
Methods and Applications. Springer, Heidelberg (2006). https://doi.org/10.1007/0-387-
29197-0

24. Meyer, M.H., Lehnerd, A.P.: The Power of Product Platforms. Simon and Schuster, New
York City (1997)

25. Pagh, J.D., Cooper, M.C.: Supply chain postponement and speculation strategies: how to
choose the right strategy. J. Bus. Logist. 19(2), 13–33 (1998)

26. Yang, B., Burns, N.D., Blackhouse, C.J.: Postponement: a review and an integrated
framework. Int. J. Oper. Prod. Manag. 24(5), 468–487 (2004)

27. Gosling, J., Hewlett, B., Naim, M.M.: Extending customer order penetration concepts to
engineering designs. Int. J. Oper. Prod. Manag. 37(4), 402–422 (2017)

28. Yang, B., Burns, N.: Implications of postponement for the supply chain. Int. J. Prod. Res. 41
(9), 2075–2090 (2003)

29. Engström, A., Wikner, J.: Identifying scenarios for ambidextrous learning in a decoupling
thinking context. In: Lödding, H., Riedel, R., Thoben, K.-D., von Cieminski, G., Kiritsis, D.
(eds.) APMS 2017. IAICT, vol. 514, pp. 320–327. Springer, Cham (2017). https://doi.org/
10.1007/978-3-319-66926-7_37

30. André, S.: Supporting the utilization of a platform approach in the engineer-to-order supplier
industry. Jönköping University, School of Engineering (2017)

Customizations vs. Platforms – A Conceptual Approach to COSI 123

http://dx.doi.org/10.1007/0-387-29197-0
http://dx.doi.org/10.1007/0-387-29197-0
http://dx.doi.org/10.1007/978-3-319-66926-7_37
http://dx.doi.org/10.1007/978-3-319-66926-7_37


Barriers and Success Factors for Continuous
Improvement Efforts in Complex ETO Firms

Emrah Arica(&), Kristoffer Magerøy,
and Marta Therese Mathisen Lall

Department of Economics and Technology Management,
SINTEF Technology and Society, Trondheim, Norway

emrah.arica@sintef.no

Abstract. This paper focuses on the factors that may influence the imple-
mentation of continuous improvement efforts, in an Engineer-to-Order
(ETO) manufacturing setting. In general, one-of-a-kind production nature and
temporary organizational structures of ETO firms may hinder the successful
implementation of continuous improvement programmes. This study investi-
gates this issue deeper through a single case study in a producer of offshore oil
platforms and outlines the barriers and success factors for continuous
improvement in ETO manufacturing.
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1 Introduction

Complex Engineer-to-Order (ETO) manufacturing is characterized by low volumes,
low standardization, high engineering complexity, long lead times, and temporary
project-based organizations [1]. This archetype of ETO products are the traditional
“one-of-a-kind” products such as construction of ships, oil platforms, and nuclear
plants [2]. High-cost countries have long been upholding a competitive advantage in
complex ETO businesses with their highly skilled work force and tradition of inno-
vating. Nevertheless, sustaining this competitive advantage is becoming more and more
challenging with the increasing ability of low-cost countries to produce complex ETO
products in lower costs. It has therefore become of vital importance to improve the cost
efficiency of the ETO production operations for high-cost countries.

The application of lean principles to complex ETO settings is therefore receiving a
significant attention in recent research studies [3]. One of the central principles of lean
phenomena is “continuous improvement” which can be defined as an ongoing and
systematic approach to perform improvements on products, services, and processes [4].
These improvements can be incremental or breakthrough. While research shows that
most corporate change programmes fail [5], complex ETO characteristics imply even
bigger challenges for continuous improvement programmes. One of a kind projects,
temporary organizations and project teams, price-oriented tendering and different types
of variabilities are some of the challenging characteristics of the complex ETO firms [6].
Besides the unique characteristics of the ETO industry, the human and organizational
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factors that are built in long tradition of ETO/one-of-a-kind production also play an
important role to hinder ETO companies for successful implementation of continuous
improvement programs. This paper focuses on investigating these characteristics and
factors, by posing the following research question: How do the characteristics of ETO
firms influence the successful implementation of continuous improvement efforts? The
paper is structured as follows. First, the research methodology is described, which is
followed by the description of the case company. The results of the case study are
presented in the next two sections: barriers and success factors of continuous
improvement. The paper is concluded by the discussion and future research.

2 Research Methodology

The literature is scarce and contains mainly too general information about continuous
improvement challenges for complex ETO firms. This issue necessitates conducting
field-based studies that can extract deeper insights from practice to literature. As such,
this study involves a single case study that is conducted to explore the barriers and
success factors for continuous improvement in ETO manufacturing. Qualitative case
studies enable generating deeper understanding of the phenomenon within its real-
world context and generate new knowledge and theory [7]. The case company is
selected from an ongoing industrial research project that focuses on developing a
company-specific production improvement programme for the company. The qualita-
tive data is mainly collected through semi-structured interviews with the following
participants from the company:

1. The leader of method and technology department that is responsible for developing
the detailed method for construction, and sequences of activities.

2. The responsible person for developing the main method and discipline methods for
construction.

3. The responsible person for strategy, development, and improvement projects within
construction.

Interview guide focused on collecting data about the continuous improvement
practices and projects. Collected data was analysed by using a coding and catego-
rization scheme that was based on the following four criteria: (i) concepts that was used
often, (ii) interesting and important information, (iii) the interviewee stated explicitly
that it was important, (iv) the information matches with the literature. Results of the
case study is summarized below in the following sections.

3 Description of the Case Company

The case company plan and execute demanding EPCI projects. EPCI is an abbreviation
for engineering, procurement, construction and installation, and is a common form of
contracting agreement within offshore construction. The case company is a contractor
of such projects which means they partly do the work through own labour and partly by
subcontracting. The company performs several EPCI projects in parallel, where each
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project is in a different phase. When it comes to design, engineering, and procurement
the company is dependent on an engineering partner doing most of it, while con-
struction involve a large number of subcontractors, suppliers, staffing companies as
well as own yard facilities, leaders and operators. These subcontractors also shift from
one project to another. Installation could be part of project agreements or as options
contracts. Hence, it is not only the product itself, the oil platform, that is highly
complex, the project organization and its value chain is also highly complex. There are
three types of continuous improvement projects performed in the company: (i) long-
term strategic projects, (ii) medium-term investment projects, (iii) short-term
improvement projects. Most of the projects are medium term investment projects
that lasts from two months to one year, with different degree of involvement from
departments. Continuous improvement projects consist of the following phases: ini-
tialize, investigate, design, implement, and execute the improvement. Each department
is responsible for its continuous improvement projects. Most improvement suggestions
are initiated top down from leaders. Leaders come up with improvement ideas, list
them, and prioritize them according to a standard procedure in a meeting.

4 Barriers for Continuous Improvement in ETO

Following barriers were identified through the case study.

The Project and Construction Take the Attention and Capacity: The ongoing project
and construction work may take most of the attention and capacity in the project. This
is highly understandable as construction is the process where complex customer
requirements are converted to an actual product and deals with strict deadlines. This
can lead to lack of capacity and focus allocated for improvements even though there is
a desire to perform improvements. Many obligatory works need to be done and pri-
oritized over improvements, such as work tasks, documentation, and human resource
management. Improvements give premises and savings over long term; however,
people are more concerned with their existing tasks. It can be difficult to show the
short-term premises of improvements.

Autonomous and Temporary Project Organization with Varying Competences and
Interests of People: Different projects involve different project teams, with autono-
mous structures in decision making. On one hand this approach is needed to make
timely and flexible decisions. On the other hand, the project teams have high authority
to adjust their way of working in accordance with the project needs, which brings
difficulties to transfer best practice from one project to another. In addition to this
factor, people have different competences and approaches that influence the success of
the project and improvements. This applies to all levels from project leaders down to
supervisors. Some individuals are very open for creating best practices, while some are
not so good at documenting their experiences and learnings. A common perception is
that “this project is different, improvements from other projects do not apply here”. As
in many project organisations, this issue results in valuable tacit knowledge, while
challenges exist for transferring it between projects.
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The Authority, Competence, and Culture of Management Team: There is a lot of
authority and power in project manager positions and those who hold such positions are
used to lead large projects with high degree of self-determination and skills. When
operations are not standardized, the project success is then even more dependent on
project manager’s personal skills. This may cause that some project managers are
reluctant to standardization, as considered by some of the other employees.

Complex Organizational Structure: Matrix organization with projects and discipline
departments aims at cross functional communication and flexibility to allocate
resources. However, this structure causes slower execution of improvement projects
and make communication more complicated. Process ownership is not straightforward.
It is not certain who gets involved in an improvement project, and who is responsible
for implementing the results in new projects. The outcome is that decisions must be
taken higher in the hierarchy than elsewhere needed.

Local Focus and Lack of Knowledge Sharing Across the Organization and Value
Chain: Many works with continuous improvement, however, some do it cross-
functional. Likewise, the capability of understanding thorough processes, sequences
and holistic thinking is difficult. It is easy to discuss single processes, but any dis-
cussion of the whole can meet resistance due to high complexity. An example of lack
of knowledge sharing within the case company is that the improvements carried out are
to a little extent mediated to project managers and bidding teams in early project
planning phases. If not communicated on early stages, the improvement will likely not
be implemented in the project.

Collaboration Model with Supply Chain Partners: Diverse types of collaboration
models with partners can make it difficult to perform improvements. This is also
dependent on the type of improvement. For example, in a joint venture model it can be
a substantial challenge to change the practices. The partner can decline the use of
resources and time if it is a considerable change.

5 Success Factors for Continuous Improvement in ETO

Based on the discussions with the case study participants, the following success factors
were identified.

Thorough Clarification of the Scope and Implementation of the Project: Experiences
from the earlier successful improvement projects indicate that people get better com-
mitted when they know more about the improvement and how it will contribute to their
everyday work. It is also suggested to take incremental improvement steps rather than
having big ambitions.

Culture for Organizational Support, Involvement, and Ownership: All the three
interviewees emphasized that people from construction shop floor should be involved in
the improvement projects, in a structured and systematic way. A possible approach to
realize this factor is to choose a representative from construction, who has the ownership
and responsibility of improvement projects at construction. The representative can
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improve the communication between departments, get feedbacks from parts, contribute
to decisions, improve the involvement of shop floor, and bring improvement ideas from
construction shop floor to the managerial levels. The shop floor people can see the
improvement potentials, working closer to the actual workplace. This approach can also
contribute to the engagement of the construction shop floor.

Prioritizing Process Improvement Before Technological Improvements: Most enter-
prises hurry into finding technological solutions for their process-related and man-
agerial problems. Prior to a technological improvement, a process improvement step
should be taken in a holistic manner. One of the most challenging issue in complex
ETO companies is the complex organizational structure with many disciplines,
departments, and groups of people that should cooperate and communicate effectively.
There is much to gain in streamlining the processes and value stream in such complex
organizational settings before looking at the appropriate technological support.

Training of Project Managers: The interviewees were agreed on that improvements
have a higher chance to succeed with managers that have the engagement for
improvement, innovations, and new technologies. Besides the process improvement
initiatives, leadership improvement initiatives, such as lessons learned for leaders,
should be established. The personal development programs for leaders should include
the continuous improvement topic.

Easy and Intuitive Communication of Improvements: In such project-oriented ETO
organizations, the project team has the authority to choose if they want to apply the
improvement suggestions from other projects, as stated earlier. However, such
improvement suggestions are usually written in project reports which is often overseen
due to lack of time. This fact necessitates easy and intuitive solutions to communicate
the improvement suggestions, such as providing a shortlist of lessons learned. The
project leaders should be followed up by going through the shortlist with them and
making them to take a deliberate choice to apply or not one by one. As such, the most
important improvements can be communicated directly.

Improvement Supporting Partnership Model with the Value Chain Actors: Contract
models with customers and partners should encourage improvement projects and
leverage them through the whole value chain.

6 Experiences from Previous Improvement Projects

This chapter provides experiences from two improvement projects, exemplifying some
of the barriers and success factors identified in the previous chapters. The first example
can be considered as successfully implemented, while the second one has failed in
terms of applying the improvement across the whole organization.

Improvement Project One – Developing an Operation Room for Monitoring and
Control of Operations: In one of the large construction projects, the method and
technology department has introduced a concept called operation room that aids the
monitoring, coordination, and control needs of the project. The leader of the
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improvement project involved the construction department effectively and provided
training about the operation room. There was a long planning process before the
improvement project started. The scope and responsibilities were clarified to everyone.
There was a reluctance from the people to implement it in the beginning, however
people became more and more engaged when they saw that it was aiding their daily
work tasks. The communication and feedback practices were facilitated among all
levels of management and shop floor. The improvement project has received good
feedback from people and were leveraged in the following projects. This case mainly
exemplifies the importance of involving all relevant parties, clarifying the scope of the
improvement, and intuitive communication.

Improvement Project Two – Improvement of the Work Instructions: In one of the
construction projects, the company found out that the work instructions should be
specified more to utilize the worker capacities better. This improvement project has
also involved all relevant parties from the company. The project resulted in a good
quality of work instructions. However, the instructions could not be implemented in
another construction project because the manager of the other project was sceptical
about the new instructions. The improved instructions were then used in another large
construction project as the manager of that project saw the necessity of the detailed
instructions. This case mainly exemplifies the impact of the project manager’s authority
and culture on implementation of improvements.

7 Conclusion

This paper discussed the barriers and success factors to perform continuous
improvement projects in complex ETO manufacturing, through a single case study.
While a single case study poses limitations in terms of the generalisability of these
findings, it also provides deeper understanding of the studied phenomena. Hence, the
results of this study should be considered to provide preliminary contributions to the
limited body of knowledge in continuous improvement in ETO firms, and to the
research question posed. Future research should focus on conducting more case studies
in relevant complex ETO environments to validate and enrich the findings of the study,
with the aim of increasing the success rate of the continuous improvement projects in
ETO firms.
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Abstract. Engineering changes (ECs) are part of any Engineer-to-order
(ETO) project. The engineering change management (ECM) literature pro-
vides various tools, methods and best practices, and this study investigates ECM
practices in the ETO production environment. Through two exploratory case
studies, we identify five main ECM challenges; EC impact analysis, EC data
management, internal and external collaboration and communication, and EC
post-implementation review. Both companies have implemented the main ECM
steps recommended in literature but there are considerable weaknesses in the
execution of the post-implementation review process. More ETO cases are
needed to confirm the findings and investigate how ECM tools and approaches
vary by different dimensions.

Keywords: Engineering change � Change management � Engineer-to-order

1 Introduction

Engineering changes (EC) will often occur throughout the entire product life-cycle of a
product [1]. ECs are modifications to structure, behaviour and function of a technical
artefact that have already been released during the design process [2, 3]. Such modi-
fications can be triggered by customers, suppliers, governmental bodies, a company’s
internal departments, and by market drivers such as technology. A single change often
causes a series of downstream changes across the company, from design and engi-
neering departments, to supply, procurement, manufacturing and post-manufacturing
stages. The implementation of engineering change management (ECM) is argued to
reduce negative impacts such as cost and time overruns [3]. ECM refers to the orga-
nization, control, and execution of ECs, and covers the entire product life cycle from
the selection of a concept to the wind-down of production and support [2]. The formal
ECM process usually consists of the following stages: identify change, assess its
impacts, implement change, and review the process [4]. For each of the stages, a
number of studies have been conducted to develop support tools and methods to
predict, evaluate, and control ECs [2]. Research has found that ECM varies by
industrial sector [5], suggesting that the application of tools, approaches and techniques
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vary by production volume (one-offs versus mass production), the degree of customer
involvement, the degree of internal and external uncertainty, and the inherent product
complexity.

In the engineer-to-order (ETO) production environment, a product is designed,
engineered and produced after a customer order has been received. Typical ETO
products include ships, offshore platforms and power generation plants. Each product is
typically unique and has a high level of complexity. In such production environments,
ECs are common and inevitable, and ETO companies must be able to accommodate
ECs throughout the project duration, even during physical production [6]. Efficient
management of ECs is therefore critical to meet targets for cost, quality and schedule.
The purpose of our study is therefore to perform an exploratory investigation into ECM
in the ETO production environment. Two case studies were used to address the fol-
lowing research questions: (1) how is ECM currently performed in typical ETO
companies?, and (2) what challenges do they face in their ECM? After a description of
our research methodology, the paper briefly introduces the ECM topic in general and
within the ETO production environment specifically. Then the main insights from the
case studies are described, before the paper concludes with some general discussion
and suggestions for further research.

2 Research Methodology

In order to investigate ECM practices and challenges in the ETO production envi-
ronment, an explorative case study was performed in two Norwegian ETO companies.
ECM literature was used to develop an interview guide. The questions were designed
firstly to map the ECM processes of the companies and secondly to identify challenges
of ECM in each stage of the ECM process. The questions covered the following ECM
topics: ECM procedures and activities, documentation, communication, responsibili-
ties, and strategies and techniques at each stage. The interview guide was used to
interview three representatives from Company A (two project managers and one
production planner) and two representatives from Company B (project managers). The
first author carried out all the interviews, and to the extent possible, the same questions
were asked to all the company representatives in order to increase the reliability of the
collected data. All interviews were recorded, transcribed and sent to the respective
interviewees for review and confirmation. In addition, documentation from the com-
panies’ quality systems was collected, including descriptions of change management
procedures, change order forms, and change evaluation sheets.

The NVivo software was used to store and analyse the case data. Descriptive codes
were assigned to data chunks to detect recurring patterns in the interviews and the
company documents [7]. A narrative description of the ECM processes was created, as
well as a tabular listing of ECM challenges in each company. The challenges include
both specific challenges mentioned by the company representatives in the interviews
and challenges identified by comparing company data to ECM literature, noting when
company processes, procedures, etc. deviated from practices suggested in literature.
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3 Engineering Change Management

A generalized model for ECM can be divided into four steps: identify change, assess its
impacts, implement change, and review the process [4]. At the identification stage, a
request for the change must be made and all necessary information about the change
needs to be captured. Next, the impact of the EC must be assessed and the EC approved
[4]. It is important to understand the effects of change propagation not only on engi-
neering drawings, but also on the downstream activities of production, supply and
procurement. The focus of previous research on EC propagation has mainly been on
the engineering phase, without proper consideration of implications for the physical
production phase or associated supply chain [8].

The implementation of an EC occurs immediately after it has been confirmed or it
can be phased out [9]. The EC should be communicated to the affected functions as
soon as possible and implemented by making the best use of resources [4]. One major
problem in EC implementation is to ensure that only the current documentation is
available to all functions and departments [10]. Finally, the EC should be reviewed to
see if the initial estimations were correct, and the knowledge that was gained during the
EC implementation process should be gathered and centrally stored for analysis and use
in future EC implementations [4].

In addition to the four steps of the ECM model, various management strategies and
techniques for efficient and effective ECM have been proposed. These strategies
include establishment of cross-functional EC boards or committees for evaluation and
approval of changes, establishment of formal change impact analysis, separate meetings
and prioritization rules and principles for change assessment, concurrent cross-
company change processes with data sharing, and monitoring and controlling of on-
going engineering changes (for more on this, see Storbjerg et al. [11]).

ECM is particularly challenging in the ETO production environment. ETO products
are produced in low volumes (often volumes of one), and have a deep and wide product
structure [12]. Customers are involved throughout design, engineering and manufac-
turing, and there are virtually no constraints on the customers with respect to incor-
porating their individual preferences [12], often resulting in a high number of ECs.
In ETO, design, engineering, manufacturing and procurement processes are often
carried out almost concurrently to adhere to the delivery schedule [13, 14]. In a make-
to-stock (MTS) production environment, the EC implementation process usually takes
place through a gradual product development process, where changes are accumulated
and realized in the next product version [9]. This method is not applicable in the ETO
environment, where ECs are introduced to the current customer order and cannot be
postponed to the next order. This means that ECs can affect components that have
already been manufactured, assembled, ordered from a supplier, or even delivered and
installed – potentially leading to rework, demolition and even scrapping.
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4 Findings from Case Studies

4.1 Introduction to Case Companies

Case company A is a Norwegian ship production company that produces offshore
support vessels (OSV) and has recently added cruise vessels to its portfolio. The
company acts as ship designer, shipyard, and main equipment supplier, and delivers
both highly customized and so-called catalogue vessels. For catalogue vessels, design
and most parts of the engineering is done before a specific customer is known. Cata-
logue vessels do not allow for ECs from customers so this study focused only on the
company’s customized vessel segment. The delivery time for customized vessel is on
average two years, and one project can experience tens or even hundreds of significant
ECs.

Case company B is located in Norway and belongs to a large international
industrial manufacturing firm. The company produces power electronic equipment such
as propulsion systems, uninterruptible power supply (UPS) systems, and low voltage
distribution systems. The product complexity and customization level varies, but all of
the products are customized to some extent. The delivery time varies from 16 to 24
week, and the amount of ECs is much lower than in Company A, usually not exceeding
10 ECs per project.

4.2 Company ECM Processes

Both the case companies use the ISO9000 standard to control the change management
system. The companies’ ECM procedures are described in their internal quality sys-
tems. In both companies, the ECM consists of the following steps: change identifica-
tion, change evaluation, change order request to customer and change implementation.
The EC process typically begins when the project manager is notified about a needed
change. In response to the change requests, project manager makes a rough estimation
of the EC. Depending on the size of the change and potential disciplines affected,
relevant project team representatives are brought in to work on the EC. The team might
consist of representatives from engineering, production, planning, and purchasing
departments. Each team representative assesses the change impacts in terms of mate-
rials and person-hours required. Based on the output from the project team, the project
manager creates a formal Change Order Request (COR) that is sent to the customer for
confirmation. The COR describes the change and consequences such as delivery time
and contract cost. Next, a dialogue with the customer takes place to achieve consent
and a deadline for customer response is specified in the COR. If the customer replies to
the COR after the deadline, the companies can re-evaluate it and send a revised version
with a new deadline. This is done because engineering, production and procurement
has progressed during this time, and the EC might therefore have bigger impacts than
initially estimated. After the COR is confirmed by the customer, the relevant depart-
ments are notified about the EC, and drawings, material lists and production plans are
updated in the respective IT systems.

The case companies apply the formal change process described above to large ECs
initiated by customers. ECs caused by internal mistakes and errors in engineering and
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production are typically fixed locally by the affected disciplines and are consequently
not documented as change orders.

4.3 Insights on Company ECM Challenges

EC Impact Analysis
It is important for a company to estimate the impacts of an EC on their activities in
order to make sure that there is enough time, materials and resources to implement the
change in question. Both case companies emphasized that the scope of a change has a
tendency to exceed what was agreed in the COR because the ECs incur bigger con-
sequences than initially estimated. There are several reasons for this kind of erroneous
EC impact estimations. Often, ECs are introduced after production has already started.
The impact of adding a part or a component to a product is relatively easy to estimate.
However, when an EC requires rework and demolition, estimation gets more com-
plicated. For example, adding a new pipe to the produced vessel is relatively easy to
calculate; it will consist of labour and material costs. However, if adding a new pipe
involves demolition of the work previously done by e.g. electricians and carpenters, the
calculation needs to include the amount of scrapped material and the person-hours used
for rework. Furthermore, in production it is often difficult to identify if delays occur due
to an EC or other disturbances, such as materials shortages and delivery delays.

An EC on one part of the product can propagate to other parts and components.
Engineers working on changes might overlook such propagations. When unaccounted
propagations pop up during production, experienced production workers are often able
to find new solutions and handle issues by themselves without involving engineers,
designers or managers. Although such production worker expertise is an advantage for
the company, if the information on production non-conformances is not communicated
upstream, it will be lost and not accounted for the next time a similar EC occurs.

Change impact assessment in both companies is based on the personal experience
and expertise of the project managers and the project teams. This means that experi-
enced managers are able to assess the impacts of ECs fairly well. However, practice has
shown that their assessments can also be incorrect, indicating that the project team
would likely benefit from access to support tools and methods for making more
accurate estimations.

EC Data Management
After an EC is confirmed, the relevant change documentation is updated, such as
engineering drawings, project plans and schedules, activity and components lists, and
production and purchasing plans. This documentation is updated in standalone IT
systems sequentially, which takes time. This can have considerable consequences in the
ETO production environment, where production is constantly progressing and the later
production is notified about change, the more rework it will require. We also found that
the engineering discipline coordinators in Company A do not have access to the IT
planning tools. The project activity lists are exported from the planning tool to Excel
spreadsheets. Each coordinator corrects the list according to the new EC. The planners
record the updated activity lists in the planning tool manually based on the Excel lists
from coordinators, leading to unnecessary information handling.
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In both companies, ECs caused by mistakes and errors in engineering and pro-
duction are fixed internally, and if they do not have influence on contractual specifi-
cations, they do not go through the formal ECM procedure. Hence, information about
internal ECs and their impacts is not documented and not available for future use. Even
though ECs caused by customer requirements are formally documented, information on
such ECs changes is also not easily accessible. The project manager and project team
use Excel spreadsheets and Word files to calculate impacts of ECs. These files are
stored locally on the project team’s PCs and are not centrally available.

Internal Collaboration and Communication
In both companies, there is usually informal communication between the team repre-
sentatives. Company A often holds separate meetings to discuss EC requests, while
Company B reviews changes as part of weekly status meetings. The project manager
decides who will be involved in the change impact assessment process. This means that
disciplines not involved in the process can receive late notification. Early notification to
production and purchasing about potential ECs would enable shifting production
activities to other parts of the product or postponing procurement of affected parts and
components to avoid rework and scrapping.

External Collaboration and Communication
Communication with customers and suppliers in the companies is mainly done through
e-mail and phone. Relationships with suppliers in the ETO production environment are
usually established for the duration of one project, so large investments in integrated IT
systems for communication does not make sense.

Some specific collaboration and communication problems were identified for
Company A since they often do not have a direct relationship with all of their suppliers.
For example, in one of the projects, the ship owner contracted Company A to design
the vessel and contracted another shipyard to build the vessel. The customer also
purchased the main engines before the project started. After the project started, the
contract with the engine supplier was transferred to the shipyard. Consequently,
Company A could only interact with the engine supplier through the shipyard to
receive technical specifications when ECs occurred. Such a line of communication can
delay information, leading to delays in the production and delivery of drawings.

Language barriers and lack of experience of external shipyards was also mentioned
as a challenge by Company A when working on ECs. Often, vessels are only designed
by Company A in one such project, the vessel was built by Chinese shipyard. When
engineering drawings were updated due customer initiated ECs, it took several weeks
to translate the drawings into Chinese. In addition, when design problems occurred
during construction, the shipyard employees did not have the skills to solve them
locally.

EC Post-implementation Review
The main purpose of the post-implementation review is to evaluate an EC after it has
been implemented, assess if the initial impact estimation was correct, identify mistakes
made at each ECM stage and prevent similar mistakes in the future. Both companies
indicated that they do not perform post-implementation reviews of ECs. They state that
it is very difficult to know the impact of an EC on production even after it has been
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implemented. Tracking the exact number of person-hours and materials used in pro-
duction for each ECs would require a lot of additional administrative work.

Summary of ECM Challenges in Case Companies
Table 1 summarises the challenges identified and described above.

5 Conclusions and Further Research

This study has provided some insights into ECM practices and challenges in the ETO
production environment. The exploratory study showed that both case companies have
implemented the main ECM steps recommended in literature into their formal ECM
processes. However, both cases showed considerable weaknesses in the execution of
the post-implementation review, where neither company is using available documen-
tation on historic ECs to predict, estimate or avoid future ECs. In addition, internally
generated ECs are not documented, thus the company cannot analyse their frequency,
nature and impact to learn and avoid similar problems in the future. The high reliance
on employees experience and expertise in the management of ECs further means that
the companies are highly vulnerable to employee turnover or absenteeism. In the
future, we will add more case studies to confirm the findings from the study. Further,
we plan to use the dimensions of Eckert et al. [5] to analyse the cases on differences in
ECM tools and approaches with regards to product complexity, degree of customer
involvement, degree of internal and external uncertainty, etc.

Table 1. ECM challenges in the case companies

ECM challenge Description Company

EC impact analysis EC impact analysis is mainly based on personal experience A, B
Difficulties in estimating impacts on production and supply
chain after production has started

A, B

EC data
management

Various standalone IT systems need to be updated to
implement an EC

A, B

Internal ECs are not documented as ECs A, B
Calculations of change impact estimations are not stored
centrally

A, B

Internal coord. and
comm.

Production and purchasing representatives are involved only
after an EC has been approved

A, B

External coord. and
comm.

Communication with customers and suppliers is done by e-
mail and phone

A, B

No direct communication with some suppliers A
Language barriers and lack of experience of third-party
suppliers

A

EC post-
implementation
review

No post-implementation review process A, B
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While challenges such as data management, collaboration, impact analysis, etc. are
common for all types of industries (as was shown in previous research), the propagation
of ECs to the manufacturing and procurement processes is especially important in the
ETO production environment. Hence, there is a need to study such propagations in more
detail, as well as develop appropriate ECM tools and techniques to support in the ECM
process.
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Abstract. Product-Service Systems (PSS) are one of the business innovation
drivers in terms of increasing the value for the customer and for the actors
involved in PSS provision. This paper reports on a framework for assessing the
economic value out of PSS provision considering a multi-actor perspective. The
originality of the proposed framework is twofold: enabling an attribution of the
costs (and revenues) to the actors involved in the value network, and considering
the peculiarities of the use phase in cost and revenue calculation, i.e. impact of
PSS contract duration and of the intensification of the product use through take-
back systems.
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1 Introduction

Manufacturing industry is increasingly shaped by fierce competition and demanding
customers. Subsequently, the focus on an attractive offering and on customer loyalty
took the lead over traditional price war. Product-Service Systems (PSS) are one of the
innovation drivers of the business in terms of increasing the value for the customer and
for the actors involved in PSS provision (Baines et al. 2007; Meier et al. 2010; Beuren
et al. 2013). A PSS can be seen as “a system of products, services, networks of players
and supporting infrastructure that continuously strives to be competitive, satisfy cus-
tomer…” (Goedkoop et al. 1999). The inherent PSS complexity requires a close col-
laboration among its stakeholders. This allows for properly defining the value transfer
scheme(s) throughout the PSS provider network and with regard to the final customer
(Beuren et al. 2013; Brehmer et al. 2018). Within such a process, each actor needs to
have a deep understanding of the value proposition (Baldassarre et al. 2017). Conse-
quently, PSS actors require an overview of the subsequent PSS potential benefits and
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risks, particularly in terms of costs and expected revenues for each of the value network
actors (Datta and Roy 2010; Estrada et al. 2017). This means that an assessment is
needed to be conducted in parallel with the iterative process of defining value
proposition scenarios (Medini et al. 2014; Baldassarre et al. 2017).

This paper reports on a framework for PSS economic value assessment considering
a multi-actor perspective. The originality of the proposed framework lies in enabling an
attribution of the costs (and revenues) to the actors involved in the value network, and
considering the peculiarities of the use phase in PSS economic assessment, i.e. impact
of PSS contract duration and of the intensification of the product use through take-back
systems. The remainder of the paper is organised as follows: Sect. 2 provides somes
insights into the literature related to PSS value network dimension and economic
assessment. Section 3 reports on a framework for PSS economic assessment. Section 4
reports on an illustrative example. A brief conclusion is presented in Sect. 5.

2 Multi-actor Economic Assessment of PSSs

While PSS offers are likely to maximize the value for both customer and provider, they
usually involve several actors, each supporting one or more phases of the product
and/or service life cycle (Meier et al. 2010; Cavalieri and Pezzotta 2012). Thus, the
value creation goes beyond a single company perspective and relies on a co-creation
process involving different stakeholders to meet customers’ demands while ensuring
satisfactory value for each of the stakeholders (Ramaswamy and Ozcan 2014; Bal-
dassarre et al. 2017; Smith and Wuest 2017). Authors such as Medini et al. (2014)
approached the various value transfer alternative schemes through the notion of sce-
nario. A scenario refers to an assignment of a set of activities to a set of actors to deliver
a given PSS. The scenarios are defined by the PSS actors based on a set of guidelines
easing the generation and filtering of the ideas (Andriankaja et al. 2018). Comple-
mentarily, Desai et al. (2017) use actors’ maps to visually represent PSS actors and
their interrelationships. Basically, an actors’ map uses input from the stakeholders
collected during workshops. Further research works about value capture and repre-
sentation in multi-stakeholders perspective can be found in (Brehmer et al. 2018).
Basically, these works contribute towards the definition of a common understanding of
how the value will be created and captured by each of the actors. However a com-
prehensive value assessment requires a multiperspective analysis of the value propo-
sition for each of the actors, and even iteratively testing the predefined scenarios
(Medini and Boucher 2016; Baldassarre et al. 2017).

From an economic perspective, the assessment of the value in PSSs (particularly
use oriented and result oriented (Tukker and Tischner 2006)) is hindered by several
challenges including the time dimension underpinning the integration of product and
service, the system view spanning across organization boundaries, the assessment
object (product, service, both, etc.), and the uncertainty associated with PSS perfor-
mance (Settanni et al. 2014; Estrada et al. 2017). In the literature on (use and result
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oriented) PSS costing, most of the publications fall under one of the following cate-
gories; conceptualization and review papers, and papers introducing (quantitative or
qualitative) costing models (Settanni et al. 2014; Medini et al. 2015; Medini and
Boucher 2016). In reference to the second stream, research works build on existing
methods such as Life Cycle Costing (LCC), Activity Based Costing (ABC), and Game
Theory, or extend the scope of existing approaches to bridge one or more of the PSS
costing challenges (Settanni et al. 2014).

Although several authors underlined the need for a cross-organization perspective
for assessing PSS economic value (relying on cost and revenue analysis), operational
frameworks attempting to address such a need are still scarce. Further on, the time
dimension is only partially addressed and the typical means for calculating costs relies
on cost inference or retrospective models (i.e. derive statistically relationships between
cost variables based on historical data) rather than attribution models (i.e. establish a
causal link between cost variables prior to the cost estimate) (Datta and Roy 2010;
Settanni et al. 2014).

3 A Framework for Systematic Economic Assessment
of PSS Configurations

This section reports on an operational framework for assessing different value network
configurations from an economical point view spanning over costs and revenues. The
framework follows the general steps of the Through Life Costing (TLC) methodology
(Settanni et al. 2014), uses Activity Based Costing (ABC) logic for calculating costs of
product and service related activities, allocates the costs and revenues to the value
network actors, and introduces an algorithmic approach to address PSS peculiarities
during its operation. The methodological guidance underpinning the framework as well
as the algorithmic approach for computing the indicators, are detailed in the following
paragraphs. We follow TLC general steps to describe our framework, namely, func-
tional unit identification, scope definition, knowledge elicitation and system visual-
ization, and cost modelling and calculation.

Functional unit is seen as a quantified performance of the delivery system in
fulfilling its identified function. Since the purpose of the current framework is to pro-
vide a systematic assessment without redefining the functional unit for each assessment
project, the contracts are assumed to represent a comprehensive vision of the quantified
performance. The contract is an agreement between two or more actors specifying
obligations of parties to each other (Meier et al. 2010). Within a PSS, several contracts
may occur: e.g. PSS contracts between a provider and customer, product and/or service
purchasing contracts between PSS provider and suppliers.

Scope definition aims to define the boundaries of the assessment, that is, the
actions performed and managed by people in organizations, the outcomes of the actions
and the relationships between them (Settanni et al. 2014). Scope definition is derived
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from answering following questions: What PSS offerings? What required activities for
PSS provision? Who is involved in the PSS?

Knowledge elicitation is based on collecting progressively and iteratively infor-
mation about PSS during the (re)definition of a given offering. This process is sup-
ported by questionnaires and face-to-face meetings. Figure 1 shows a simplified
overview of the cost elements that direct both the interviews and the visualisation.
Visualisation consists in instantiating the concepts of Fig. 1 depending on the context.
The instantiation refers to describing a given case study consistently with those con-
cepts. In this sense, the instances provide valuable insights for the subsequent cost
modelling step.

Cost and revenues modelling and calculation rely on one initial operation namely
contract assignment and 4 main iterative and parallel operations as follows: contract
management, contract services execution, contract material requirements calculation,
and component replacement. Contract assignment is the initial calculation operation
and it consists in assigning the available contracts (differentiated according to duration,
PSS type, included services) to a demand profile specifying the number of required
contracts by every single period throughout a given time horizon. Contract manage-
ment, contract services execution, contract material requirement calculation, and
component replacement are detailed in the following simplified 4 algorithms, which
provide only a brief overview of main variables, procedures and functions (variables
initialization is not presented).

Contract management is illustrated by Algorithm 1 which shows how contract
status is updated according to current simulation period and to its starting date and
duration; the way product are recovered upong contracts termination; and how the
revenues are generated for the provider. While Algorithm 1 allows for updating current
simulation period, Algorithms 2–4 are executed for each simulation period and for each
ongoing contract, and are triggered by Algorithm 1.

Fig. 1. Structure of cost elements
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Algorithm 1 – Contrats management  
while (current period < simulation periods) do

for each (contract assigned contracts) do 
if (contract start date + contract duration = current period) then 

contract ← closed contract
if (contract product age < product life time)

product stock ← product stock + contract product
else if (contract start date == current period) then

contract ← ongoing contract
if (contract PSS contracts ) then 

update provider revenues (contract rent) 
if (contract Product oriented PSS contracts ) then 

update provider revenues (product sales, service sales)
for each (contract 

update the age of the embeded products (product age, current period) 
current period ← current period +1 

Contract service execution operation is reported on in Algorithm 2, which presents
the way revenues and costs related to the service execution are taken into account and
allocated to the service provider and customer.

Algorithm 2 – Contract services execution
for each (contract ongoing contracts) do

if (ongoing contract services ≠ Ø) then  
for each (service ongoing contract services) do

while (execution number < service frequency) do
launch service related activities
update cost for ongoing service provider (activities costs)
if (service customer != service provider)  

update revenues for service provider (service sales) 
update costs for service customer (service provider revenues) 

executation number  ← executation number +1

Contract material requirements calculation is illustrated by Algorithm 3 which
shows how product provision is managed: the ‘new’ product is either taken from the
stock or produced upon calculating the material requirements based on the PSS con-
figuration (i.e. product quantity in the PSS), then the costs and revenues are generated
for the product provider. Costs supported by the customer are updated based on the
revenues of the provider.
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Algorithm 3 – Contract material requirements calculation 
for each (product ongoing contract) do 

if (product stock > raw requirement) then
product stock ← product stock - raw requirement

else 
net requirement ← raw requirement – product stock
launch provision activity (product, net requirement)
update costs for product provider

if (ongoing contract sales contracts) then 
update revenues for product provider (product selling price)
update costs for product customer (provider revenues) 

Component replacement process is described by Algorithm 4, where both com-
ponent and product are referred to by product. First, the remaining lifetime of the
product is calculated based on the product lifetime and age (updated following
Algorithm 1). Then the number of required replacements is derived from the remaining
lifetime and the duration of the simulation period. Replacement cost is then calculated
based on the number of replacements and unit costs. The subsequent step consists in
assigning the costs and revenues to the actors (service provider, product customer),
depending on wether the replacement is ensured by a service or not.

Cost updates mentioned in the above algorithms follow a bottom up procedure
flowing from activity costs identification up to cost assignment to the actors. First,
activity costs are calculated based on resources’ unit costs and quantities, if available,
or using activity unit cost provided by domain experts (aggregate value considering the
resources’ unit costs and quantities). The contribution of a given activity to the cost of a
given actor is derived from the unit activities’ costs and the required volume of the
product or service. The revenues are basically calculated based on the information
provided in the contract, in particular contract rent, selling price in case of product
oriented PSS, and service unit cost (cost for the customer).

Algorithm 4 – Components replacement
for each (product ongoing contract) do 

product remaining liftime ← product lifetime – product age 
if (product remaining lifetime < simulation period) then

replacement cost ← unit replacement cost × round up ( ) 

if (product replacement 
execute replacement service 
update costs for service provider (product replacement cost)
update revenues for service provider (product replacement cost) 
update costs for product customer (service provider revenues)

else
update costs for product customer (replacement cost)
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4 Illustrative Example

This section highlights briefly the operationality of the framework in terms of imple-
mentation and use. The framework is implemented into a software platform using the
PHP language. In the following, we report on the use of the platform in the context of a
PSS design project aiming to provide an industrial cleaning solution based on an
autonomous cleaning robot and a set of services. The actors involved are a solution
provider (A1), a battery system provider (A2), and a customer who is a big company in
the meat transformation sector (A3). The case study was performed by the time only a
prototype of the equipment is available. It is unit cost is estimated to around 100 k€.
Around nine services have been identified as appropriate by the project consortium and
have been included in the simulation. These services are classified into 4 main groups
which are depicted in Table 1.

Figure 2 presents some of the results generated in two different PSS scenario with
the same example. The two upper charts report on the evolution of cumulative costs
and revenues of each actor in a use oriented PSS scenario. While the two others relate
to a result oriented one. The results are shown for ten simulation periods, a period refers
to one year. The demand has been generated randomly with values ranging from five to
fifteen contracts a year, each of which is a 5 year contract.

A2 economic assessment is quite similar over the two situations as its main role
consists in selling a battery systems to A1 regardless of the PSS type. In reference to
A1, both the costs and revenues are higher in the result oriented scenario. However the
revenues increase is more significant than the costs increase, and the subsequent net-
profit is therefore higher. This is because in the result oriented scenario, A1 takes over
the cleaning activity and thus generates revenues out of it, in addition to the equipment
depreciation and maintenance services. For the customer (A3) only purchasing costs
are calculated as this is sufficient for him to assess the offerings. A3 costs increased
significantly between the two scenarios because in the use oriented scenario A3 ensures
the cleaning process and bears its related costs, while in the result oriented scenario, he
pays A1 for the full cleaning service. Thus, in order to evaluate the two scenarios from
A3 viewpoint, cleaning costs in the first scenario should also be considered, that is to
say, only the difference between cleaning costs supported by A3 in scenario 1 and
scenario 2 is required to compare these sceanrios.

Table 1. Service groups and cost estimates

Service group Cost estimates

Customer co-design 700€
Installation services 1200€
Equipment cleaning 400€
Maintenance 900€
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5 Conclusion

The proposed framework extends existing research works (e.g. TLC, ABC) through
enabling an attribution of the costs and revenues to the different actors involved in the
PSS value network and considering the peculiarities of the use phase, especially
product/component replacement and services included in the contract and which occur
throughout the contract duration (e.g. maintenance).

Within the limit of the current paper, only an illustration of the applicability of the
proposed approach has been provided. Further validation requires additional case
studies with detailed data about the PSS in order to further discuss and analyse the
results. A sensitivity analysis would also be very useful for assessing the robustness of
the results. More general improvements of the framework include taking into account
uncertainty and non-monetary metrics such as environmental ones.
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Abstract. Modularity is a well-known concept that has been widely applied in
both product and service design, respectively, for efficiently creating and
offering variety to serve heterogeneous customer demand. However, the appli-
cation of modularity in the design of a product-service system in which products
and services are integrated is less addressed in previous research, despite
servitization being a differentiating factor and promising strategy in many
manufacturing companies. Thus, the purpose of this paper is to review state-of-
the-art research on the development of modular product-service systems. The
literature review assesses development methods for modular product-service
systems proposed in previous research and categorizes these in regard to the
development steps proposed, the research method applied, focus of the product-
service systems, and the industry in which the research is conducted. Among
others, the literature review concludes that research tends to focus on modular
service development in the product-service system and the proposed method-
ologies for modular product-service system development mainly consists of four
generic steps. Based on the findings of the literature review, areas of interest for
future research are proposed.

Keywords: Modularity � Product-service system � Servitization
Literature review

1 Introduction

In today’s fiercely competitive global market, customers are increasingly expecting
offerings customized to their individual needs and preferences [1]. Manufacturing
companies are therefore subject to requirements of serving highly heterogeneous
demand as well as differentiating product offerings from competitors to stay compet-
itive. As a result, many manufacturing companies have transitioned from solely pro-
ducing and providing physical products towards implementing servitization strategies,
where services are added to products in order to increase revenue, the value provided to
customers and the customers’ dependency towards the company [2, 3]. However, with
the increased tendency towards customization, servitizing companies must develop
further to accommodate the diverse and personalized needs of the customers in an
efficient way. Consequently, customizing the product-service system (PSS) to
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accommodate these needs is pertinent. Though, in the attempt to fulfill the individu-
alized needs of customers, this often results in increased costs [1], which is undesirable.
One method to tackle the paradox of customization and low costs is through modu-
larization of the PSS [4, 5] in which the modular PSS is composed of standard modules,
that are combined to meet the individualized needs of the customers [6]. Literature on
modularity prescribes that companies can obtain benefits such as enhanced variety,
higher flexibility, cost reductions, reduction of system complexity and improvement in
product development time through modularity [7, 8]. Modularity has previously been
applied in software development [9], product development [8–10], production system
development [8, 9, 11–13], organization and supply chain development [8], and service
development [8, 9, 14]. Though, much research is directed towards either product
modularity or service modularity, whereas less research exists in relation to modularity
in a PSS environment [15] i.e. a modular architecture which covers both products and
services in a PSS. According to Ulrich and Eppinger [10], a property of a modular
architecture is that the interactions between modules are well-defined as opposed to an
integral architecture. Therefore, since PSSs consist of integrated products and services,
the development of a modular PSS should consider the mutual influencing factors
among products and services in a PSS [16] for which reason existing research on
developing product and service modularity, respectively, cannot be applied as they do
not consider the interaction between products and services in PSSs. Thus, this paper
seeks to investigate the scarce state-of-the-art literature in this field of research.

The paper is structured as follows: Sect. 2 presents the applied literature search
methodology, Sect. 3 reveals the findings of the literature review, Sect. 4 discusses the
findings of the literature review and research gaps are emphasized. Finally, Sect. 5
concludes on the findings of the research paper and proposes viable future research
directions.

2 Methodology

The objective of this paper is to review existing research on development of PSS
modularity. Therefore, a literature search protocol was developed to identify previous
research contributions relevant for the literature review. The search protocol is illus-
trated in Fig. 1.

To uncover relevant literature for the review, a systematic literature search has been
conducted. In the first phase of the literature search, four block search strings were
searched through five scientific databases delimited to the time span from 2008 until
present. If possible, the search was restricted to concerning abstract. Only peer-
reviewed as well as English-language articles were selected for further assessment. The
search engine results were excluded in two steps based on a qualitative screening of the
following criteria: (1) modularity in a PSS or servitization context should be the central
theme, and (2) development of a modular PSS should be in focus. In the first step of the
exclusion process, the papers were reviewed and excluded based on title and abstract.
In the second step, the papers, which passed the initial screening, were evaluated based
on a full text screening. The excluded papers primarily addressed service modularity in
service business and non-modular development of PSSs. The selected papers were
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afterwards subjected to a snowball approach both backward and forward in which the
references in the articles identified in the first phase (backward) and references to these
articles (forward) were screened. Firstly, the articles were assessed based on title and
abstract. If the articles passed this screening, the full text was screened for relevance.

3 Literature Review

The literature search protocol resulted in 10 articles applicable for this paper, which
were analyzed according to four parameters. Given that PSS is highly relevant in
industry, the objective with the first two parameters is to clarify whether modularity of
the PSS is equally relevant for all types of industries. Furthermore, it is desired to
investigate to what extent state-of-the-art is linked to relevance in industry and thereby
to what extent contributions from contextual understanding has been included in the
development phase of the research. Therefore, the first parameter (Research’s relation
to industry) assesses the integration between research and industry in the applied
research method, whereas the second parameter (Product/industry) assesses which
product(s) or industry the research has been (A) developed towards in general and
(B) validated on. To understand how modular PSSs are developed, steps in the pro-
posed modular PSS development methodologies in the reviewed literature are identi-
fied. The third parameter (Steps in proposed modular PSS development methodology)
therefore summarizes the main steps of the methods proposed for PSS modularity. This
analysis is supported by an analysis of tools related to the proposed steps. Due to
limited space, the results of this analysis have not been included in this paper. How-
ever, the list of tools related to the proposed methods for all reviewed articles can be
obtained by inquiry to the authors. To identify the scope in the PSS of the proposed
PSS development methodology and thereby identify whether the proposed develop-
ment methodology considers the integration between product and services in the PSS,
the focus in the PSS of the proposed method is assessed in the fourth parameter (Focus
in PSS). The results are recapitulated in Table 1. The findings of the analyses are
discussed in the next section.

Fig. 1. Literature search protocol
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Table 1. Results of the literature review

Ref. Research’s
relation to
industry

Product/industry (A) Full
paper, (B) Case study

Steps in proposed modular PSS
development methodology

Focus in
PSS

[6] Validated
in case
study

(A) None, (B) Power
transformer

1. Service module partitioning
“top-down”, 2. Physical module
partitioning “top-down”, 3.
Service module partitioning
“bottom-up”, 4. Establish the
modular platform of PSS

PSS
(product
and
services)

[17] Validated
in case
study

(A) Product with many parts
and advanced technologies,
(B) Air-material services

1. Value demands of customers,
2. Service modularity, 3. Service
configuration

Service
in PSS

[18] Validated
in case
study

(A) None, (B) Compressor
rotor

1. Service components
identification, 2. Correlation
analysis for service components,
3. Service module partition

Service
in PSS

[19] Validated
in case
study

(A) Complex machines,
(B) Machining manufacturer

1. Analysis of market and
customer requirements, 2.
Concept development, 3.
Establish optimal business
model, 4. Service module design,
5. Delivery and implement
service

Service
in PSS

[16] Validated
in case
study

(A) None, (B) Civil aircraft
manufacturer

1. Decompose functions of PSS
into functional modules, 2.
Simultaneous development of
product modularization and
service modularization based on
functional modules

PSS
(product
and
service)

[20] Validated
in case
study

(A) None, (B) Power
transformer

1. Collect service needs, 2.
Determine service demand
category, 3. Find solutions for
each service need and build
rough structure, 4. Configure and
plan principal solution, 5.
Service solution evaluation

Service
in PSS

[21] Validated
in case
study

(A) None, (B) Engineering
machine manufacturer

1. Determine PSS family
functions, 2. Modularize PSS, 3.
Assign and integrate modules

PSS
(product
and
services)

[4] Industrial
research

(A) None, (B) Elevator
manufacturer

1. PSS requirements
identification and analysis, 2.
Technical attributes and conflicts
solving, 3. PSS modularization,
4. PSS configuration and concept
selection

Service
in PSS

(continued)
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In the reviewed literature, services are defined based on their relations and
dependencies to products [4, 6, 16–19, 23]. This distinction has implied, that some
authors use terms like product-service [17], product-extension service [18] and
industrial service [19] when referring to services in a product-service system, whereas
other authors have incorporated product and service into one, common term, e.g.
integrated service product [6] or integrated service-oriented product [23]. In the
remaining of this paper, all these definitions will be subject to the term service. When
referring to PSS, a reference is made to those systems consisting of one product and
one or more services.

4 Discussion

4.1 Development Methodology, Tools, and Focus in Product-Service
System

The majority of the research concentrates on service modularity in PSS, which might
be a result of researchers adapting service modularity research from a service business
context to a PSS context instead of letting the interaction between products and services
being the primary subject. Besides, since service modularity is a newer field of research
as opposed to product modularity [15], this may also explain why researchers have
focused their attention on service modularity in PSS and not modularization of both
products and services. Moreover, since product modularity is more widespread,
researchers may also think of product modularity as a step, which many companies
have already gone through and that service modularity is considered the next step after
product modularity and thereby see product and service modularity as two separate, yet
consecutive development phases, just like the development of a PSS in which the
products are designed first, followed by the design of services related to the products.
The increased focus on services in PSS is also reflected in that the proposed methods in
most of the analyzed articles mainly consist of four generic steps which are all related

Table 1. (continued)

Ref. Research’s
relation to
industry

Product/industry (A) Full
paper, (B) Case study

Steps in proposed modular PSS
development methodology

Focus in
PSS

[22] Validated
in case
study

(A) None, (B) Elevator
manufacturer

1. Describe customers’ needs and
wants, 2. Determine level of
granularity, 3. Gather service
components, 4. Assign
interactions, 5. Create service
modules

Service
in PSS

[23] Validated
in case
study

(A) CNC, (B) Economical
turning center

1. Physical module division, 2.
Service module division, 3.
Integration of modular PSS, 4.
Configuration modeling of PSS

PSS
(product
and
service)
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to service modularity in the PSS instead of both service and product modularity in the
PSS. The generic steps reflect the development methodology of modular products as
proposed by Ericsson and Erixon [24]. The four generic steps can be described as
follows. First, customer requirements are identified to ensure that the customer’s needs
are met [20]. In the second step, customer requirements are translated into service
specifications which can be understood and used in the design phase [4] of the service
modularization, which is the third step. At last, the module structure is defined in a
configuration model supporting the service configuration, which composes the fourth
step.

A few articles [18, 23] analyze the company’s existing services and use these as
input for modularization, and thereby assume that existing services fulfill customers’
needs. According to Salvador et al. [25], one of three fundamental capabilities for mass
customization is to identify the attributes of which customer needs diverge, and it might
therefore be questioned whether one would achieve good results with the use of
existing services as input, since it might be difficult to identify the attributes where
customers’ needs diverge. Though, the generic method reflects the three fundamental
capabilities of mass customization as proposed by Salvador et al. [25], where solution
space development is reflected in the first two steps. Robust process design is con-
sidered through the third step, and choice navigation is handled in the last. This is not
surprising, since the three capabilities determine a company’s ability to mass customize
its offerings [25] and therefore are essential for the development of a modular PSS.
However, only few articles [4, 17, 20] account for all four steps and most articles
therefore do not consider all three capabilities in the proposed development methods.
Further research may therefore focus on methods in which all four steps are considered.

Some articles recommend tools for those steps which are included in the proposed
development methods. This is not unexpected since the research field is situated
between research on service modularity in service business and research on product
modularity. A minority of the research [6, 23], which takes both product and service
modularity into consideration combines the separate product and service modules into
one common module, which reflects the integration existing between products and
services in a PSS. However, the reusability of modules by applying this method is
questioned, since the opportunity to reuse modules seems to disappear which entails
that a new module design phase must be initiated whenever new products or services
are to be developed instead of reusing existing modules, which is deemed to be one of
the main benefits of modularity [7, 24, 25]. As future research area, the field of
integration between product and service modularity in PSS therefore seems promising.

As seen in Table 1, most reviewed research solely focuses on one service in the
PSS. In addition to this, none of the analyzed research contributions considers services
across products in PSSs. Applying such narrow scope in the development of modules,
decreases the reusability of modules in other cases, since the modules have been
developed for one specific case. Furthermore, as research tends to focus on a single
service, too much complexity might have been omitted from the development process.
For instance, the production process of a service is easy to define when only one
service is taken into consideration in the modularization process since the production
process of the service is defined in the development of the modules, whereas the
production process of a service which is combined by few, standard modules from a
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larger pool of modules are probably not possible to predefine as it will depend on the
main goal of the customer’s need to be satisfied. Broadening the scope of services in
future research might therefore contribute with valuable insight in the literature.

4.2 Research’s Relation to Industry, and Product/Industry Focus

A tendency exists in the literature to research related to complex products. Case studies
and specifications of research have been aimed at companies producing and selling
products which are considered complex in their structure such as machines, elevators,
and power transformers. Thus, since services are related to products in this field of
research, research on less complex product structures may benefit the research field.

The majority of the concepts proposed in literature are developed from a theoretical
point of view and afterwards validated in a case study, which means that contributions
from contextual understanding in the development phase of the research is missing.
Therefore, future research might benefit from applying an industrial research strategy to
contribute with knowledge of not only modular PSS development, but also on how
these can be effectively developed in different industrial contexts.

5 Conclusions

Servitizing companies must adapt to the market’s increasing expectations of cus-
tomized and personalized solutions. A method to accommodate these requirements is
through modularization of the company’s PSS. Therefore, the aim of this research was
to review existing research on developing a modular PSS. The proposed methods in
reviewed research mainly consist of four generic steps which are: (1) Identify customer
requirements, (2) translate customer requirements into service specifications, (3) con-
struct services modules, and (4) setup configuration model. Though, only limited
research proposes development methods in which all four steps are considered. Thus,
future research should contribute with methods, which consider all four steps in a
structured way including supportive tools for each step. Furthermore, a lack of research
on integration between product and service modularity in a PSS context has been
identified which therefore form basis for further research. Focus in existing research
has been aimed at modularizing one service in a PSS and further research in PSS
modularity may therefore benefit from broadening the scope and considering multiple
products and services. So far, research has had a tendency towards being related to
complex products and composed from a theoretical point of view. Therefore, future
research may benefit from being conducted on less complex products and from an
industrial point of view.
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Abstract. Mass customization (MC) has improved productivity in the manu-
facturing industry, and it may be applicable in the construction industry, even
though only limited literature for the implementation of MC is present.
This paper focus on how MC as a strategy can apply to the construction

industry improving the overall productivity. This is done by analyzing the three
fundamental capabilities of MC to determine their potentially contribution to
improving the productivity relative to the well-known phases of a construction
project. Any such contribution affect directly the productivity of a company as
well as whole industry, and this paper points out where to seek for improve-
ments to increasing the productivity in the construction industry by using MC as
a strategy.

Keywords: Mass customization � Productivity improvements
Construction industry � Project phases

1 Introduction

Most industries are subject to the increasing pressure coming from uncertainties of
external factors like globalization, new market conditions, and new technology
affecting the manufacturing and construction industry. Fulfilling customer specification
through flexibly offering product families with many variants is the main market
strategy [10], and customers’ demands of verity in products leads to improvements of
competitive advantages [20]. Fast introducing of new products have become the rule
more than the exception, which may require considerable development investments and
rollout costs [5]. The productivity in the Danish construction industry has doubled over
fifty years, whereas the productivity of the manufacturing industry has increased six
times (1966 to 2016) [9]. The same trend applies to countries in Scandinavian and
Europe for the last twenty years indicating that the productivity gap is industry specific
[15]. Productivity is measured as output per performed working hour for the entire
economy [9].

Companies searches for initiatives meeting the competition, and the construction
industry focus on lean construction, six sigma, TQM, digitalization, BIM, standard-
ization trying to reduce costs in order to increase productivity [16, 22]. Construction
productivity has been on the agenda for many decades revealing that project success
depends on cost, time and quality as the most important key performance indicators.
The construction industry is subject for conflicting objectives as increasing demand for
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customized products, reduction of energy consumption, enhancement of cost effi-
ciency; encouraging the construction industry to focusing on alternative improvement
strategies [19]. New manufacturing philosophies, business processes reengineering,
ICT, and development of production processes and correlated processes [11] are focus
areas for improving the productivity. Some companies has undergone a transition
process of offering customized products [24] “at a price near mass production” [3]
under the strategy called mass customization [17] to meet the higher demand of product
variety [1, 6, 14]. Manufacturing companies focus on modularization, prefabrication
[21], configuration and changeable manufacturing [2, 25] aiming at exploiting the three
fundamental capabilities of MC [21]:

1. Solution Space Development. Companies must understand their customer and their
needs of products and services, by identifying valuable product attributers, and
hereafter developing products and services that effectively can adapt to these
individual requirements through standardization, product platforms, modularization,
etc.

2. Choice Navigation. Companies must be able to guide their customer to identifying
their own problems and solutions by selecting or configuring the product or service
matching requirements, while minimizing complexity and burden of choice.

3. Robust Process Design. Companies must have a flexible and robust value chain
design and mastering the ability to efficiently reuse or recombine existing organi-
zational and value chain resources to fulfill the differentiated customers’ need.

The essence of MC is the focus on customers problems, the requirement and
demand of products and services by offering exactly enough variety in product range so
nearly everyone finds what they want [19]. The success of a MC systems depends on
external and internal factors, which justifies the use of MC as a competitive strategy
and supports the development of MC systems; these six success factors are: (1) Cus-
tomer demand for variety and customization must exist; (2) Market conditions must be
appropriate; (3) Value chain should be ready; (4) Technology must be available;
(5) Products should be customizable; (6) Knowledge must be shared [23].

The construction industry is characterized as delivering complex projects at various
locations exposed to unpredictable weather conditions and seasonality, which differ
from to the manufacturing industry [3, 4]. The construction industry’s demand for
customization in terms of individual architecture, function, quality, timeframe, envi-
ronment, may seem challenging to handle with e.g. standardization, mass production,
and modularization [7]. MC has not been explored in the construction industry, thus,
only limited literature is currently present, but as the construction industry makes
produces products with high variety, the utilization of the three fundamental capabil-
ities of MC may result in higher productivity like in the manufacturing industry [7, 17].

This paper focuses on how the three fundamental capabilities of MC potentially can
improve the productivity over the phases of a construction project in order to prioritize
further improvement initiatives in the use of MC in the construction industry.
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1.1 Research Questions

An initial review of MC in the construction industry revealed only a limited amount of
literature dealing with MC, which indicate that further research is needed in order to
understand clearly, how MC as a strategy can facilitate improving productivity of the
construction industry.

Research Questions
The purpose of this paper is to analyze MC as a strategy improving the productivity of
the construction industry by looking into the three fundamental capabilities of MC to
clarify how they contributes to the productivity in the phases of a construction project.
The research question of this paper is: RQ1: How can the three fundamental capa-
bilities of MC potentially contribute to the productivity increase in the construction
industry?

2 Methods

Research question 1 is addressed by analyzing the three capabilities of MC in order to
clarify how they potentially can affect the productivity of a construction project.
Entities in the value chain both individually and interconnected are of particular interest
utilizing of the three fundamental capabilities of MC. Initially parties of a construction
project will be defined, after which the phases of a typical construction project will be
clarified in order to determine where the three fundamental capabilities of MC interfere.

3 Result

The entities involved in Architecture, Engineering and Construction (AEC) projects
consist of architects, engineers, consultants and advisors; construction company and
external parties working on site; suppliers of materials delivered to the site, tools and
machinery applied on site; manufactures of prefabricated elements to be delivered on
site; and the construction owner. Availability of standards and tools are the prerequi-
sites for a successful cooperation between entities, and therefore the foundation for
applying MC improving the productivity. Any construction project, can only be
achieved by handling the customer’s needs as an integrated process across the design
and construction phases of a project involving entities of the value chain, which seems
possible by using ICT and available standards (BIM/IFC) [15].

Construction projects are often structured individually from project to project, and
from company to company seen from a management perspective. Nevertheless, there
seems to be a certain conformity about four overall project lifecycle phases; design [D],
construction [C] and operations [O], and demolition [D]. These phases may be sub-
divided into sub-phases, and further subdivided into activities, sub-activities and tasks,
etc. However, this paper deals with the following six phases: (1) plan, involving
management activities like planning, monitoring, leadership, etc., starting the project
and evolving during the entire project; (2) design, including product development
activities concerning architecture and engineering, (3) construct, comprising physical
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activities taking place off-site and on-site related to manufacturing, assembly, montage;
(4) hand-over, dealing with activities associated with reviewing project deliverables
meeting agreed contract; (5) maintenance, relating to daily operations/maintenance of
the product; (6) demolition, is the final stage of a product including activities related to
destruction and reusing. Some phases overlaps each other, and especially the planning
phase seems to interfere with all phases during the entire project from cradle to grave as
an iterative process changing character during the project lifecycle.

The three fundamental capabilities of MC will be mapped accordingly to these six
phases clarifying where MC has a positive or negative contribution to productivity.

3.1 Solution Space Development (SSD)

As a part the Solution Space Development (SSD) a mass customizer must identify the
needs of its customer, and define where the customers are different and where they care
about the differences, e.g. product attributers clarifying what to offer. The foundation is
a knowledgebase of preferences, needs, desires, satisfaction, motives of the potential
customers and users of the products or services. However, this may seem as a fun-
damental change for ETO companies as it may limiting the product offerings to cus-
tomers, which indeed should not be the case as the knowledgebase is dynamic and
adaptable always trying to reflect the needs of the customers. The essential part is to
understand the needs of the customers and to decide, whether and how these are being
meet.

SSD includes three approaches to development capabilities: “Innovation tool kits”,
“Virtual concept testing”, and “Customer experience intelligence” [21]; which are
considered as guidance direction and not a limitation to the work related to clarifying
the solution space that companies want to develop and deliver to the customers.

“Innovation tool kits, implies the software that enables large pools of customers to
translate their preferences into unique product variants, allowing each customer to
highlight possibly unsatisfied needs” [21]. Such solutions or toolkits will obviously
help companies and customers strengthen their collaboration opportunities about pro-
ject deliverables focusing their effort on correct fulfillment of needs, quality issues, and
limitation of reworks caused by misunderstandings of design and requirements spec-
ifications. Therefore, this approach would potentially have a productivity impact on the
phases: plan, design, construct.

“Virtual concept testing, covers an approach for efficiently submitting scores of
differentiated product concepts to prospective customers via virtual prototype creation
and evaluation” [21]. For the majority of the products developed by AEC projects are
possible to be virtual illustrated and evaluated beforehand to strengthen the customer
experience of the intended project deliverables increasing clarity of design and
reducing misunderstandings leading to rework. Therefore, this approach would
potentially influence the tasks related to the phases: plan, design, construct, and hand-
over in terms of reducing hours spent.

“Customer experience intelligence, represent a tool for continuously collecting data
on customer transactions, behaviors or experiences and analyzing that information to
determine customer preferences” [21]. Establishing of such tools are evolving due to
present data gathering and analytic possibilities, sensor technology for capturing data,
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and the increasing usage of Internet of Things (IoT). However, data gathering initia-
tives about the usage of the product as a whole or in terms of modules, equipment will
increase knowledge about user behaviors or experiences to be used in terms of
strengthen the collaboration process aiming at making better products at a lower time
consumption leading to a potentially productivity increase in the phases: plan, design,
and construct.

3.2 Robust Process Design

Robust Process Design (RPD) is the firms’ capability reusing existing organizational
and value-chain resources to deliver customer solutions with high efficiency and reli-
ability, so increased variability in customers’ requirements will not significantly
influence the operational efficiency [18]. For ETO companies this include integration of
business processes related to the engineering and the production value-chain involving
internal and external entities of the supply chain. As MC is a value based concept, it is
essential to integrate across the value chain to achieve full effect of MC [12, 23]. Thus,
willingness and cooperation possibilities across the value chain is one of the success
factors of application of MC, therefore standards and tools applicable within the
construction industry is of particular interest. RPD cover three approaches to devel-
opment capabilities: “Flexible automation”, “Process modularity”, and “Adaptive
human capital” [21] considered as guidance issues rather than limitation of the work
related to creating robust processes used to develop and deliver products to customer.

“Flexible automation, includes automation that is not fixed or rigid and can handle
the customization of tangible or intangible goods” [21]. Each project is subject to a
series of serial and parallel processes taking place in all phases without exception, e.g.
activities necessary for making the design, the requirement specifications, and in
general ensuring other mutual clearance of interests, or fulfilling manufacturing pro-
cesses taking place on-site or off-site. Therefore, flexibility in processes and
atomization of processes are enablers of customization in order to reducing time
consumption potentially leading to a productivity increase in all of the six project
phases.

“Process modularity, covers segmenting of existing organizational and value-chain
resources into modules that can be reused or recombined to fulfill differentiated cus-
tomers’ needs” [21]. Any attempt to modularize whether it covers organizational or
value-chain resources being able to efficiently handle customization and variation will
provide readiness for serving customers’ needs efficiently and thereby increase the
productivity. Prefabrication has become popular mostly because of its ability to
improve the productivity in terms e.g. increasing quality, decreasing cost, and accel-
erating speed of delivery, etc. Dedicated organizational flexible teams applied inside or
outside the company are enablers of bringing key competences in play in terms of
utilizing the right skills at the right time. The same advantages appears when rethinking
the value chain into ‘flexible modules’ to be combined in order to serve customers’
needs the most efficient way. Therefore, this approach indicate a productivity con-
nection to primary the following phases: plan, design, and construct.

“Adaptive human capital, is about developing managers and employees who can
deal with new and ambiguous tasks” [21]. Humans are the intellectual capital of the
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company ensuring any actions to happen and making the right decisions at the right
time. Employees in the construction industry are used to deal with new and ambiguous
tasks as this has always been the nature of the construction industry. However, the
construction industry seems conservative in many ways, especially in terms of adapting
new ways of doing things in particularly coming from the manufacturing industry like
the MC strategy. Nevertheless, this adaptive attitude is a necessity to bring into play to
successful implementing MC or parts of it for harvesting the productivity gains.
Therefore, it can be argued that this approach apply indirectly to all phases.

3.3 Choice Navigation

Choice Navigation (CN) is about supporting customer in identifying their needs,
specifying the wanted solution using simple, effective and user-friendly product con-
figuration system [13]. CN aims at finding the right level of choices as to many options
can reduce customer value instead of increasing it [8] leading to postponing buying
decision. The increasing development of new efficient and user-friendly IT solutions
supporting the users in their decision-making process will optimize ETO companies’
opportunities of presenting their solution space, which is beneficial for the customers
decision making process, and for the ETO companies’ transition process towards a
higher ratio of the three MC capabilities. CN can be divided into three approaches to
development capabilities: “Assortment matching”, “Fast-cycle, trial-and-error learn-
ing”, and “Embedded configuration” [21], and these approaches are considered as
guidance and not necessary representing all issues related to CN, also termed product
configuration, as basis for taking in and handling new orders efficiently.

“Assortment matching, deals with software matching characteristics of an existing
solution space (that is a set of options) with a model of the customer’s needs and then
makes product recommendations” [21]. Product configuration tools has evolved
towards intuitive and user-friendly solutions enabling interactive user-dialog specifying
and creating unique product configurations done in compliance with the solution space.
Implementing such solutions require enormous effort, but the time savings are
tremendous as it helps the customer and parties in the value chain during the entire
configuration process potentially leading to e.g. reducing time consumption in the
design phase, increasing quality, and reducing rework, thus it has positive effect on the
productivity in the phases: plan, design, and construct.

“Fast-cycle, trial-and-error learning, is an approach that empowers customers to
build models of their needs and interactively test the match between those models and
the available solutions” [21]. Many customers have a strong idea of what they want, but
having investigating possibilities enriching them during the clarifying process as they
can play around with different options evaluating their needs. Such tools has a positive
productivity effect in the phases: plan, design, and construct, as it takes the customer to
a higher level of understanding, and clarifying their needs minimizing design misun-
derstandings e.g. saving time, increasing quality, and reducing rework.

“Embedded configuration, deals with products that “understand” how they should
adapt to the customer and then reconfigure themselves accordingly” [21]. Many
manufactures of homes and interior designers has created reconfigurable solutions in a
way to accommodating many different purposes meeting various customers’ needs.
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Such flexible and changeable approaches extend the usage and the functionality, and
thereby the value of the products, since the customer may relate to multiple uses of the
product. This may strengthen the competition position as it may lead to an easier
decision making process for the customer, thus such products seems productivity
neutral unless the embedded configuration concept allows fewer products.

Figure 1 summarizes how the approaches to development capabilities of the three
capabilities of MC [21] affect the productivity in the six phases of a construction
project.

4 Conclusion

This paper deduce a potentially productivity connection from each of the development
approaches of three fundamental capabilities of MC into the six phases of a con-
struction project (Fig. 1). Even though, it does not clarify how to harvest productivity
gains it indicate that MC is applicable in the construction industry and it justify that
further work along with the three capabilities of MC is beneficial to carry out.
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Abstract. In recent years, the way corporates innovate has changed signifi-
cantly. Going from ‘behind closed doors’ innovation to open innovation where
collaboration with outsiders is encouraged, companies are in the pursuit of more
effective ways to accelerate their innovation outcomes. As a result, many
companies are investing to create more entrepreneurial environments, which not
only empower employees to proactively propose and test new ideas, but also
reach beyond company walls to involve many others in the co-creation of new
solutions. In this paper, we outline the most notable benefits of hackathons from
the perspective of large organizations, and present the benefits and a method-
ology for organizing hackathons, i.e. competition-based events where partici-
pants work in small teams over a short period of time to ideate, design, rapidly
prototype and test their ideas with a user-centric approach to solve a determined
challenge. This paper also provides a brief insight into the CEMEX Hackathon,
which was organized following the aforementioned methodology.

Keywords: Co-creation � Hackathon � Open innovation � Design thinking
Lean

1 Introduction

Not long ago, industrial leaders believed that the greatest opportunity to leave the
competition behind was to invest heavily in internal R&D. The idea was to have vast
R&D resources, leading talent and strong, top-level support carry out all innovation
activities behind closed doors, until new products - the seeds of the innovation process
- were mature enough and ready to be launched to the market (Fig. 1: Closed Inno-
vation). It was believed that only those companies would be able to keep up with the
pace of change and innovation [24]. Fast forward 30 years or so, the situation in most
industries is quite different. Companies around the world have moved, or are moving,
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from inward-focused, ‘closed’ innovation to open innovation as proposed in Fig. 1.
Opening up the innovation process and making its walls permeable, decisively
encourages the use and exchange of external ideas, technologies, knowledge, talent,
resources and more [7]. In part, this can be achieved through the organization of co-
creation events that are often referred to as hackathons, ideathons or innovation days.
Once industry-specific coding sprints, they recently overtook the world of entrepre-
neurs, startups and, lately, large corporations [1, 9, 12, 21]. The word hackathon is
composed of two parts: hack and marathon. The term hack refers to the creative
problem-solving, designing, prototyping and tackling of the challenge, while the word
marathon indicates the intensity of the event. Briefly, a hackathon is an event with an
element of competition, where participants work in teams over a short period of time to
ideate, collaborate, design, rapidly prototype, test, iterate and pitch their solutions to a
determined challenge. And since hackathons are time-limited events, they best fit the
earliest stages of the lean innovation process, where the market is unknown or not well-
defined yet, and many ideas are welcome to be tested using user-centric and Lean
Startup concepts.

Chesbrough [7] described open innovation as a concept where valuable ideas can
come from both inside as well as outside the company, and can, similarly, be pushed to
the market from inside as well as outside the company. Open innovation assigns the
same priority to external ideas and routes to the market as to internal ones. The open
innovation environment actively seeks for collaborations, reaching far outside the
company’s R&D in order to co-create with partners, suppliers and even customers [6].

The Lean Innovation Model [13], developed by the Lean Analytics Association
(LAA), relies on over 5 years of research, where various innovation and product
development models and industrial cases of successful implementations of lean inno-
vation practices in leading companies were studied, analyzed and synthetized. One of
the aims of the Lean Innovation Model is to provide a framework to help practitioners
discover the various innovation practices, approaches and tools. One key practice to
enable Open Innovation is the hackathon.

Fig. 1. Comparing the closed innovation, open innovation and lean innovation processes
(adapted from [7, 14, 18])
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Hackathons leverage the creative and intellectual capacity of the crowd to generate
a range of ideas that are crossing the company’s boarders in order to not only accelerate
innovation and refresh the portfolio of ideas, but to bring employees from different
departments closer together [12, 21]. Table 1 compares the benefits of organizing a
hackathon proposed by different authors, including those identified during the orga-
nization and execution of the CEMEX Hackathon, which was organized according to
the four building blocks of the Lean Innovation Model and the methodology in Fig. 2.

Table 1. Innovation benefits resulting from organizing a hackathon

# BENEFITS SUM [25] [23] [17] [4] [1] [12] [21] CX
BUILDING BLOCK 1: STRATEGY & PERFORMANCE
1 Accelerates innovation 6 
2 Corporate brand promotion 2

3 Earlier engagement with customers & potential 
users

3 

4 Alignment with leaders to identify the challenge 1
5 Clearly defines the underlying problems 5

6 Vision, company's commitment and the hackathon 
challenge is co-developed by leaders

2

7 Establishes criteria to assess the teams & ideas 2
BUILDING BLOCK 2: SKILLED PEOPLE & COLLABORATION
8 Talent engagement & recruitment 3
9 Increases employee morale & relationship building 4

10 Facilitated events using Design Thinking require 
minimum or none prior experience from participants

1

BUILDING BLOCK 3: EFFICIENT PROCESS & KNOWLEDGE-BASED ENVIRONMENT
11 Provides a creative & stimulating environment 6
12 Enables rapid development & the testing of ideas 7 
13 Provides a time-intense innovation environment 2
14 IP development 3 
15 Uses a simple, yet impactful innovation process 3
16 Frontloads the innovation process 3 

17 Fuels the company’s innovation pipeline with al-
ready somewhat validated and prioritized ideas

2

18 User-centric lean innovation tools and techniques 1
BUILDING BLOCK 4: CONTINUOUS IMPROVEMENT AND CHANGE
19 Intensive co-creation & radical collaboration 3
20 Enables organizational change 6

[1] Altringer, 2013; [4] Briscoe & Mulligan, 2014; [12] Di Fiore, 2013; [17] Li & Johnson, 2015;
[21] Spaulding & Caimi, 2016; [23] Trainer et al., 2016; [25] Uffreduzzi, 2017; [CX] CEMEX Hackathon
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By integrating several practices identified with the Lean Innovation Model as a
framework and using findings from the literature as well as our experience in orga-
nizing hackathons [16], a step-by-step methodology for the preparation and execution
of hackathons has been developed. We also provide a brief overview of the CEMEX
Hackathon, which was organized following the methodology outlined in this paper.

2 Methodology for Organizing Corporate Hackathons

As described in the introduction of this paper, hackathons are co-creation events
purposefully designed to utilize diverse mindsets, tackle complex challenges and create
new business opportunities. However, to provide such an environment, any hackathon
needs to be carefully planned, executed and wrapped up. From selecting the venue [11,
19] to appointing the facilitator, determining the program [2] and selecting the awards
[3], every detail influences the creativity and innovation potential of the participants.

A literature review highlighted some of the core areas of organizing co-creation
events, covering mainly generic hackathons and not corporate ones [8, 15, 20, 22].
Although most steps are transversal, the reasons, the planning and the alignment
approach tend to differ. In addition, most of the literature still focuses on industry-
specific events, largely on software development and digital technologies.

To ensure hackathons deliver benefits for the host-company as well as the partic-
ipants attending, the LAA team defined a three-stage methodology that covers in detail:
(1) the pre-hackathon planning, (2) the execution, and (3) the post-hackathon stage.
The steps of the proposed methodology are represented in Fig. 2.

2.1 Pre-hackathon Stage (Planning)

The planning stage is the first and most critical stage when organizing a hackathon. It
consists of 9 steps (as observed in Fig. 2), starting from (1) defining the core infor-
mation such as the aim and objectives, the expected outcomes, the theme or topic, the

Fig. 2. Methodology for organizing co-creation workshops in a corporate setting [16]
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challenge, the date and duration, the target group (participants), the location and the
budget. Having pinned these details down, a suitable (2) venue needs to be identified
and a (3) team must be formed. While smaller hackathons need less time and people to
organize, larger hackathons (100+ participants) require a dedicated or “core” team [8].
Hackathons do require an extended team, including facilitators, subject matter experts,
presenters and workshop leaders, judges and technical and support teams. Each indi-
vidual plays a specific role before and, especially, during the event. For example,
facilitators will be involved in planning the program in the pre-hackathon stage and will
be leading teams of participants through the design and problem-solving process during
the execution stage. The core team will co-determine the evaluation criteria and pro-
tocol for the awards ceremony, identifying judges who, during the hackathon, will be
carefully observing and evaluating how teams work and the ideas they develop. For
more specific challenges, subject matter experts are needed to advise teams during the
hackathon, help them with specific questions or dilemmas, and provide insights,
knowledge and experience, thus enabling teams to develop better prototypes [15]. To
ensure such a diverse group of people works together smoothly and delivers value,
(4) team alignment must be achieved (including alignment with the host company).

Hackathons also require a process to ensure the expected results are indeed
obtained in such a short time. Coding and software development hackathons typically
consider the Scrum process to ‘walk through’ a design cycle. On the other hand,
business and corporate hackathons usually follow a design thinking methodology to
guide the teams through the day(s). Design thinking works extremely well in the
business hackathon setting, because it starts by deep-diving into the problem (chal-
lenge) through user interviews, observation and research. This provides strong foun-
dations, rooted in real, human needs, to build ideas and prototypes on. Design Thinking
is a human-centered approach used to creatively and holistically solve complex
problems in an iterative and collaborative manner [5]. The design thinking process
created by the Stanford Design School [10] is structured into five-phases: Empathize,
Define, Ideate, Prototype, and Test. The following two steps of the hackathon orga-
nization methodology focus on (6) the promotion and marketing of the hackathon, and
(7) handling the registrations. Whether the hackathon is being organized for an internal
(in-company), external (open to the public) or mixed audience, getting the right par-
ticipants will have an impact on the quality of the outcomes. Both activities need to be
planned well ahead of the actual date of the event in order to ensure the news reach the
largest audience [15].

During the final (8) preparation, the team will ensure that all presentations and
speeches are ready, prototyping material is available, templates and visual guides are
printed, and that the pre-work for participants is selected and distributed. A day or two
before the actual event, (9) on-site preparations are required.

2.2 The Hackathon Stage (Execution)

After the official welcome and the initial presentation of the hackathon challenge, teams
start working on the Empathize phase, where participants conduct a preliminary
research on the topic and engage with end-users and other stakeholders through
interviews. Moving to the second phase, teams try to make sense of what they just
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learned through the interviews and research, by defining the problem they are going to
address. While the hackathon provides the challenge, the underlying problem is
identified through the analysis of data collected in the Empathize phase. With a clear
problem statement, teams enter the third phase where they start brainstorming about
potential ideas that could solve that problem and continue by ranking these ideas. The
important notion at this stage is that ideation is not so much about the quality, but rather
about the quantity of ideas. This is where teams should explore anything from con-
ventional to entirely blue-sky options. What follows is a series of iterations, where
teams start by developing a prototype for the selected idea, before testing it with the
stakeholders (Fig. 3).

2.3 Post-hackathon Stage (Reflection)

Hackathons are high-energy events, which is the reason why the post-hackathon work
is often neglected. However, it is strongly recommended to also invest time in this last
phase, where the organizing team organizes lessons learned sessions to analyze ideas,
patterns and prototypes, and set in motion the wheels for establishing a project or
projects based on the winning solutions.

3 Case Study: The CEMEX Hackathon

The first CEMEX Hackathon organized by the Lean Analytics Association in collab-
oration with CEMEX was held in Cambridge, UK on Feb 9–10, 2018. It provided the
perfect setting to motivate over 100 participants to develop ideas and co-create pro-
totypes of solutions to solve the challenge of how to mobilize and engage employees in
the innovation ecosystem at CEMEX.

Teams (composed of CEMEX employees and students) were assigned facilitators
from 3 Universities (EPFL, Cambridge University and Cranfield University) and the
LAA team to guide them through the two days of the design thinking process, while
one CEMEX employee per team was selected to document and store the generated
knowledge. Teams started the journey with interviews of employees and contextual

Fig. 3. Design thinking processes proposed for a two-day hackathon event [16]
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research. Using the insights generated in the first step of the Design Thinking method,
teams built the persona and developed an empathy map for that persona in order to
determine the underlying problem they would focus on to solve the hackathon chal-
lenge. In the following step, teams used various brainstorming techniques as devised by
facilitators, to come up with as many ideas as possible, before reviewing and ranking
them. The most promising idea was prototyped in the fourth step, mainly through the
use of paper prototyping, storytelling, roleplaying, wireframing and mockuping. The
teams had the opportunity to work with three artists from the Starfish Taylor to better
visualize their ideas. At the end of the day, each team was given 2 min to demonstrate
their prototypes to the judges and other teams, who provided their feedback through a
voting system. The teams kicked off the morning of the second day with a discussion
about the feedback received and a revision of their prototypes. All prototypes had to be
completed by the end of the lunch, when teams were given time to prepare their final
pitches and demonstrations. The hackathon closed after an international jury conveyed,
unanimously selected the three winning teams, and announced the winners at the
awards ceremony. The winning team received 3,000 GBP and the opportunity to
develop their solution further in CEMEX.

During both days, all participants demonstrated a great level of interest and
motivation for innovation and collaboration. Participants from over 15 countries, 9
CEMEX offices and 9 Universities, collectively generated approximately 1300 high-
level ideas, used over 10,000 post-it notes, created 24 prototypes in total, and delivered
13 pitches. Michel Andre, UK Country President at CEMEX, one of the hackathon’s
key stakeholders, sponsor and judge of the hackathon said, “What a learning experi-
ence! Incredible engagement and passion demonstrated by all participants! Several
great ideas being incorporated in our innovation model”.

4 Conclusion

With a growing popularity amongst entrepreneurial individuals as well as larger
organizations, hackathons provide a means to accelerate innovation. In this paper, we
propose a methodology which provides a step-by-step guide covering the planning,
execution and reflection activities which enable organizations to prepare an event that
delivers value, helps change the innovation landscape and empowers participants and
employees to act on the resulting ideas.

However, organizing a corporate hackathon entails challenges and needs an
unwavering commitment from all the people involved. Hackathons are not a standard
business practice yet and, therefore, require strong collaboration, continuous commu-
nication and transparency. The second main challenge worth pointing out is the
framing of the challenge and its presentation to the target audience. Framing the
challenge in the right way and maintaining continuous and transparent communication
is critical to a successful organization of a corporate hackathon.

Building on the proposed methodology, we believe that future research should look
into individual areas in depth to provide more specific and comprehensive advice,
while continuing to measure the benefits and challenges of organizing corporate
hackathons.
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Abstract. Digitization and its effect on markets, production conditions, and
intercompany interaction forces companies to adapt continuously in order to
stay competitive. Factory equipment suppliers are especially affected by this
development. Their customers expect them to digitalize their products and at the
same time, request new service-based approaches in short periods. Ultimately,
they are taking a new role within the automotive supply chain. With their smart
products and solutions, factory equipment suppliers build the fundament to
digitalize their customers. As suppliers of smart solutions, they will gain
strategic importance in global value creation networks and smart supply chains.
This paper examines the transformation of the equipment suppliers through the
progressive networking of supply chains, using the automotive industry as an
example. It shows how their new strategic role within the supply chain is
developing and what requirements consequently arise.

Keywords: Global supply chain � Smart supply chain � Industry4.0
Smart factory � Automotive � Plant vendor development

1 Introduction

The topic of smart supply chains is becoming increasingly important as globalization
progresses. The management of global value chains offers companies the opportunity
to improve their processes continuously. In addition, it enables new digital business
models based on digital services. For this, the central prerequisite is the availability of
real-time production, product, and logistical processes data along the supply chain. In a
first step, this concerns the equipment suppliers, who enable the digitalization of their
customers with smart products and solutions. Due to this, factory suppliers in close-knit
value-adding networks and global supply chains will gain strategic importance in the
future. Current developments in this area can be easily observed in the automotive
sector, since global procurement and production have been established here for a long
time. This industry is changing dynamically due to new competitors and trends such as
mass customization or electro mobility.
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Using the German automotive industry as an example, this paper shows how the
role of equipment suppliers is changing as supply chains become increasingly net-
worked. Building on this, this study derives implications from the individual compa-
nies and describes how factory equipment suppliers in particular are increasingly
integrated into their supply chains. The results are based on a two-stage survey, which
involved equipment suppliers, OEMs, Tier1 and Tier 2/n suppliers.

2 Related Works

The global automotive industry is undergoing radical changes and confronting com-
panies with increasingly complex challenges at ever-shortening intervals [1]. When
buying a new car, the gaining importance of electro mobility, the increasing individ-
ualization of vehicles at constant costs, decreasing delivery times or new competitors
such as Waymo or Uber are becoming important criteria for customers [2]. Considering
the shortening product life cycles, the level of reaction speed of both the automobile
manufacturer and the associated global supply chain protagonists is important for the
future competitiveness of automobile manufacturers [3]. On the one hand, the goal is to
expand the existing high process stability while reducing the amount of capital tied up
in the entire process. On the other hand, it is important to make use of the technological
opportunities rising as the digitalization proceeds.

Digitalization not only allows the reduction of inventories through increased
transparency, but also enables individual product data to be shared and used along the
global supply chain [1, 4, 5]. Important requirements for this are smart products and
services offered by the factory suppliers. Their increasing range of services is more and
more perceived as a success factor in the course of networked value creation.

As a result, equipment suppliers are not only gaining importance as suppliers of
relevant production data, but are also opening up the potential for production opti-
mization. They are increasingly prepared to not only sell their products, but also to
operate, maintain, and dispose of them on behalf of the customer [6]. In the context of
smart supply chain management these activities are becoming increasingly important
for automobile manufacturers, as the required time windows are largely predictable [7–
9]. The high market power of the original equipment manufacturers (OEMs) requesting
these new services from their equipment suppliers drives the role change of the
equipment supplier within the global supply chain structure.

3 Methodic Procedure

In order to be able to make as precise a statement as possible on the development of the
role of the supplier, a multi-stage approach was chosen. In the first step, a structural
analysis of the automotive industry over the levels Tier 2/n, Tier 1 and OEM is
conducted. Additionally, current technological and social trends are identified at a high
aggregation level and relevant fields of action are derived accordingly.

In the second step, the current activities of the individual actors in these fields of
action are examined and classified with regard to their potential for change in the
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supply chain. In addition, the expected developments during the next five to ten years
are surveyed in expert interviews. At the same time, the current focal points of the
activities and expectations of the suppliers are taken up from their points of view.

In the third and final stage, the findings obtained through individual surveys are
confirmed and expanded by a group of 17 high-level executives and as a result,
development theses are derived.

These theses are validated in an online survey with 167 participants from 79
different companies. In total, the participants are assigned to the individual stages of the
supply chain as follows (Fig. 1):

4 Results

The automotive industry is currently undergoing profound change. For a long time,
manufacturers focused on the continuous improvement of existing technologies and the
optimization of traditional business models. Currently the four main observable areas
driving the transformation are:

• Digitalization of the manufacturing process
• Assistance systems and autonomous driving in connected vehicles
• Search for alternative drive concepts, in particular electric mobility
• New mobility concepts, especially in the area of car sharing.

Many of those surveyed expect politicians to influence the sales market, Fig. 2: The
promotion of electro mobility, driving bans on internal combustion engines, stricter
exhaust emissions values, and changes in the laws governing autonomous driving will
significantly change the framework conditions. However, the timing and scope are
currently very unclear, which increases the uncertainty for all parties involved.

The uncertain future of the internal combustion engine is the subject of intensive
discussions among OEMs, the directly affected supplier sector, and the directly affected
factory equipment suppliers. This has an impact above all on the strategic orientation of
the companies. The expert interviews and the online survey confirmed that all
respondents are intensively dealing with these issues (Fig. 3).

Many of those asked expect political interference on the sales markets worldwide.
The promotion of electro mobility, driving bans, stricter exhaust emission value limits
and changes in the laws governing autonomous driving will significantly change the
current framework conditions. However, the period and scope of the changes

Fig. 1. Classification of the participants
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mentioned is still unclear, which increases the uncertainty for all parties involved.
Nevertheless, automobile manufacturers expect their vertical range of manufacturing to
continue to decline.

In comparison, the equipment suppliers, usually the machine manufacturers assess
their own changes driven by the ongoing digitalization in business and general con-
ditions as particularly far-reaching. Both their new role in the automotive supply chain
and the shorter technology life cycles are increasing the pressure to innovate on factory
equipment manufacturers. In addition to this pressure, there is also an increasingly
fierce competition with high costs. Digitalization itself opens up two strategic direc-
tions for equipment suppliers (Fig. 4):

Fig. 2. Challenges of digitalization

Fig. 3. Influence of political activities
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• Better process control: Digitalization increases the transparency of manufacturing
and logistics processes, both in terms of real-time capability and in the depth of
information. Both can make the processes more secure, but only if the information
is shared.

• New business models: Digitalization supports remote operations. This enables a
variety of operator models in which the equipment suppliers themselves bear the
costs of acquisition, operation, maintenance and disposal. They can then invoice
their customers for usage-related expenses.

Both directions increase the technical requirements of the products from the factory
suppliers. They become the key provider of production data. At the same time, this also
brings the independent value of operator data and their ownership and usage rights into
the focus of the transfers.

Many equipment suppliers combine these approaches and see their dual role as
factory operators and equipment suppliers as an opportunity. They use new concepts
and solutions both internally, to improve their own production, and as demonstrators
for a “factory of the future” to display their technological expertise to potential cus-
tomers. Smart products from the suppliers will become the “digitalization enabler” - the
indispensable prerequisite for a smart supply chain. From a technical point of view,
digitalized processes allow for a higher transparency of the supply chain. Figure 5
shows the growing need of Tier 1/n suppliers for a high level of process knowledge and
thus the importance of product digitalization for equipment suppliers. Digitalized
products could also reduce the effort for production planning and control. However,
this only becomes effective through a stronger exchange of information between supply
chain actors for demand, capacity and order progress data. Automating the cross-
company information exchange reduces the transaction costs associated with the
transfer of information to the partners involved [1].

Because of the developments described above, the role and range of services offered
by factory suppliers is undergoing sustainable change. This begins with the spread of the

Fig. 4. Development trails of OEM/Tier1 and equipment suppliers
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operator (business) models, which are also increasingly becoming the standard for
custom-made products and specialized equipment. As a result, OEMs are increasingly
demanding that equipment suppliers contribute to continuous production improvements
and expect new products to be instantly integrated into the existing production IT. Due
to the described forward integration of automobile manufacturers, it is increasingly
conceivable that some equipment suppliers will take over the operation and optimization
of entire factories. This trend is reinforced by the development towards globally stan-
dardized and uniformly equipped factories. In connection with the extensive conversion
to operator models in a global context and the increased transparency resulting from
various smart supply chain approaches, there are various effects on global supply chains
from the supplier’s perspective. On the one hand, opportunities to return, recycle, and
re-use products have to be organized, and the logistics chain developed for this purpose.
On the other hand, there are strong changes with regard to the required delivery times.
As shown in Fig. 6, delivery windows with the range of a week for new plants are often
standard, but within the next 5 years this will become the exception, rather than the rule.
Instead, the ranges will decrease to days first and finally to minutes.

In the case of the operator models, topics such as installation and commissioning,
maintenance, servicing, and replacement are taken over by the plant manufacturer. The
ability to meet precise deadlines down to the hour must be strengthened, since these
activities must be carried out in narrow time windows predefined by the customer.

Fig. 5. Knowledge of OEM and Tier 1/n suppliers about the technical process parameters that
essentially determine their product quality

Fig. 6. Delivery time of equipment supplier for crucial parts
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Customers along the entire value chain expect shorter delivery times, but also attach
increasing importance to hourly predictions of delivery dates. In addition, maintenance
activities must be carried out within narrow, predefined time windows, because
otherwise high contractual penalties are imminent. The demands on the supply chain of
equipment suppliers are increasing accordingly. In the future, they will have to build up
or expand their own competence in supply chain management, at least for the auto-
motive sector. Operator models are also becoming increasingly standard for custom-
made products. In summary, suppliers are increasingly integrated into the supply chain
and are taking over the operational activities, thus becoming their customers’ global
strategic partners.

Even though the experts surveyed emphasize the benefits of the integration of
equipment suppliers, there are various arguments that delay the developments descri-
bed. Although operator models on the part of the customer reduce tied assets, it is
difficult to quantify the other financial effects due to a lack of reference examples. In
addition, uncertain legal relationships are named as a restriction. Due to the lack of
standards for data exchange, the restraint in data exchange in Europe is an additional
obstacle. Finally, there is the question of dependence on individual equipment suppliers
and the safeguarding of one’s own expertise.

5 Conclusion

This example from the automotive industry shows how the role of equipment suppliers
in global supply chains is strengthened. New technologies and business models lead to
greater process responsibility and risk assumption by equipment suppliers and reduce
the number of customers’ tied-up assets. The change described clearly shows that the
digitization of suppliers is only possible through the smart products of the plant sup-
pliers. Closely meshed supply chains increasingly integrate suppliers as independent
players in their own value-added chain and require a high degree of adherence to
delivery dates. As the variety of products increases, delivery times and windows are
expected to shorten at the same time. This means that hourly or daily delivery windows
become standard even for outfitters. In order to validate the informative value of the
results presented here, further industries will have to be examined for these develop-
ments in the future. The exact role of the Tier2/n and Tier1 suppliers must be further
questioned in detail. Furthermore, the question what kind of offers and services for
equipment suppliers will actually be in demand in the future arises and which strategy
promises success here.
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Abstract. Mass customization aims to manufacture large quantities of cus-
tomized products at low costs comparable to that in mass production. However,
the two operational objectives of mass customization, production flexibility and
cost-efficiency, conflict with each other. In this circumstance, one of the famous
prototyping technologies, additive manufacturing (AM), began to draw attention
with its multiple function in the production system, which enables mass cus-
tomizers to achieve the two contradictive objectives. This study defines mass
customization capability planning (MCCP) as a production planning process
which balances between production flexibility and cost-effectiveness. Also, the
mathematical planning model of MCCP is developed to support it. Since the
MCCP model includes stochastic parameters, a heuristic method is applied to
the solution searching process. After, the MCCP model was validated by the
experiment analysis.

Keywords: Mass customization capability planning � Mass customization
Additive manufacturing

1 Introduction

The term mass customization was firstly mentioned as a process to provide product
variety and customization with flexibility and quick responsiveness [1]. Among the
various definitions, the predominant features of mass customization include product
variety, flexibility, and cost-efficiency [2]. Early papers on mass customization try to
classify mass customization into several levels [3, 4] and more recently, the optimal
location of customer involvement in the production system [5, 6].

However, as the product variety increases, the mass customizer confronts the dif-
ficulty to balance two contrasting operational goals: production flexibility and cost-
efficiency. From this viewpoint, operational capability of mass customization is
understood as balancing trade-offs between the two operational goals [7]. Production
flexibility, the ability to respond effectively to changing circumstances, enables mass
customizer to change production setups in a short time, with a little effort. The second
objective, cost-efficiency, of the mass customization comes from the mass production
strategy. In the view of economy of scale, homogeneous items require less attention to
managing them. In contrast, mass customization requires a much higher number of
production set-ups and more diverse resources to produce various kinds of products.
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Regarding this, this study deals with one of the most flexible manufacturing
technology, additive manufacturing (AM). Adding materials enables to produce objects
with a much more complex design so the technology is expected to play a crucial role
to provide the manufacturing flexibility to the production system [8]. Initially AM was
used to create prototypes before the products were developed [9]. However, AM
processes recently broaden its functional boundary to the rapid tooling (RT) area to
create tools which are necessary for the traditional fabrication procedure, injection
molding, and to the rapid manufacturing (RM) area to manufacture end-use products
right away. Most of the previous papers focused on figuring out which, among the three
functions, could be the optimal choice for the production system. On the other hand,
this study puts more weight of its ability to switch between the three functions freely,
which can contribute to increasing the production system’s flexibility.

In the previous research, most of the studies with mass customization capability
focused on defining the term and investigating its relationship with other managerial
factors such as with product modularity [10], organizational flatness, coordination, and
product modularity [11], absorptive capacity [12], and quality management [13].
Instead of adopting qualitative manner, this study understands mass customization
capability planning (MCCP) as a production planning issue. With this approach, the
mathematical model is developed to support it. Also, a simple experimental analysis
was carried out to validate the mathematical model.

2 Mass Customization Capability Planning

The concept of mass customization has emerged from the convergence of the two
contrasting strategies: mass production and one-of-kind production (OKP). The first
strategy, mass production, focuses on achieving cost-effectiveness with a few types of
standard products. Since the number of product types is somewhat limited, it is able to
forecast demands for the standard products with proper forecasting techniques. Under
the OKP circumstance, however, there can exist an infinite number of product types. In
addition, the customization level of each product may vary depending on the cus-
tomer’s requests and the firm’s capability to produce customized products.

As a combination of the two strategies, mass customization produces both types of
products. On the one hand, mass customizer must forecast the future demands of the
standard products and establish a proper production plan for the products and the parts.
On the other hand, the mass customizer must prepare its capability to deal with the
customized demands since the customers’ specific requirements are unknown until the
actual demand occurs. This gives rise to the necessity for the mass customizer to
include the customization capability planning as a new production planning step.

In this respect, MCCP aims to give a guideline so as to support the mass cus-
tomizer’s decision-making on its customization capability. As the nature of custom
order bears uncertainty, the customization capability planning does not suggest an
exact solution for the mass customizer. Instead, it offers a range of customization
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capability levels which helps to understand the impact of the custom demands and its
proper capability levels to deal with it.

There is a significant difference in the decision variables between the MCCP model
and the traditional capacity planning model. In addition to the capacity-related decision
in the traditional models, the MCCP model decides the proper customization capability
according to the custom demand forecast. Therefore, the important decision variables
of the MCCP model are related to its customization capability: the customization level
and the custom order fulfillment ratio.

A mass customizer decides its level of product variety by setting a proper cus-
tomization level. By setting the customization level, the firm is able to produce cus-
tomized products of which customization level locates within the customization limit.
However, if there is a new order requiring a product with being more customized than
the firm’s customization limit, the firm faces a difficult situation where putting most of
its capacity on that order. Second, the custom order fulfillment ratio depends on the
number of customized products manufactured in the planning horizon.

The customization level and the custom order fulfillment ratio are related to each
other. For example, a firm can either produce a large quantity of customized products
with a low customization level or produce a small number of high-customized prod-
ucts. Therefore, it is difficult to evaluate which of the two strategies represents the
higher customization capability since they are in the two different dimensions.

3 Mass Customization Capability Planning Model

3.1 Assumptions and Notations

Since the mathematical representation of MCCP does not exist before, this very first
model is developed based on the detailed assumptions. First, demand information of
both typical and custom order is known by long-term forecasting. However, only
typical orders include detail profile of the products, such as bill-of-materials and part
specifications. Long-term forecasting for custom orders is available only to predict
customers’ tendency to customize their products. The products are customized from the
standard products. Parts can be customized, while BOM information for the final
products is fixed. In addition, it is assumed that customers can customize both common
parts and differentiated parts as well. Customized products are comprised of common
parts, differentiated parts, and customized parts while standard products consist of
common parts and differentiated parts. Regarding AM, it is assumed that all parts can
be additively manufactured. The building time of AM machines is assumed to be
affected by the building technique of the AM machine and the part design. Indices,
parameters, and decision variables are represented in Tables 1, 2 and 3, respectively.
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Table 1. Indices

i Index of product i ¼ 1; 2; . . .; Ið Þ
j Index of part j ¼ 1; 2; . . .; Jð Þ
l Index of customized part originated from part j l ¼ 1; 2; . . .; YC

jt

� �
k Index of AM machine type related to building technique k ¼ 1; 2; . . .;Kð Þ
m Index of dedicated machines’ possible function m ¼ 1; 2; . . .;Mð Þ (in this model, 1 for

tooling and 2 for fabrication)
n Index of effective design factor n ¼ 1; 2; . . .;Nð Þ
s Index of manufacturing step s ¼ 1; 2; . . .; Sð Þ (in this model, 1 for prototyping, 2 for

tooling, and 3 for fabrication)
r Index of raw material r ¼ 1; 2; . . .;Rð Þ
t Time periods t ¼ 1; 2; . . .; Tð Þ

Table 2. Parameters

dTOTALit Forecasted total demand including the standard product i and customized product
modified from the standard product i at period t

dSTit Forecasted demands of the standard product i at period t

dCUit Forecasted demands of the customized product i at period t (stochastic value)

nij The number of the part j to manufacture a unit of standard product i

tSet DM
m Setup time of dedicated machine with function m

tSet AM
k

Setup time of AM with building technique k

tPost AM
k

Post processing time of AM with building technique k

tNCjm Processing time of non-customized part j at dedicated machine m

tC DM
jlm

Processing time of customized part j; lð Þ at dedicated machine m

tC AM
jlk

Processing time of customized part j; lð Þ at AM machine with building technique k
(stochastic value)

tASSEMi Assembling time of product i

startjs Binary parameter whether customized part j starts at manufacturing step s
(stochastic value)

nDM Mold life made by dedicated tooling machine

nAMk Mold life made by AM technique k

pSTi Unit price of standard product i

cj Unit cost of manufacturing part j

kDMm Purchasing cost of a unit of dedicated machine m

kAMk Purchasing cost of a unit of AM machine k

h Holding cost of a part unit
wt Available working time in period t

rmC
jlr Binary parameter whether customized part j; lð Þ is supposed to be made with raw

material r (stochastic value)

bDMmr Whether dedicated machine at manufacturing step m can handle raw material r

bAMkr Whether AM with building technique k can handle raw material r

ajl Effective design vector for customized part j; lð Þ (stochastic value)

(continued)
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3.2 Mathematical Model

The objective functions of MCCP model are to maximize the economic benefit during
the entire planning periods as in Eq. (1), at the same time to maximize the total
customization level of the products as in Eq. (2).

Maximize

f1 ¼
PT
t¼1

PI
i¼1

pSTi � XST
it þ pCUi � XCU

it

� ��PT
t¼1

PJ
j¼1

h� Ijt

�PT
t¼1

PM
m¼1

kDMm � PMDM
mt �PT

t¼1

PK
k¼1

kAMk � PMAM
kt

�PT
t¼1

PM
m¼1

eDMm �WTDM
mt �PT

t¼1

PK
k¼1

eAMk �WTAM
kt

ð1Þ

Table 2. (continued)

sjln Effective design subfactor n of customized part j; lð Þ
MDM

m;0 Initial number of dedicated machines m

MAM
m;0 Initial number of AM machines k

CUP Upper bound of customization limit

Table 3. Decision variables

XST
it Number of standard product i manufactured in period t

XCU
it Number of customized product transformed from standard product i

manufactured in period t

YNC
jt Number of part j manufactured in period t

YC
jt Number of customized part j manufactured in period t

Zjlkt Whether customized part j; lð Þ at period t is fabricated by AM machine k

Wjt Whether part type j can be customized at period t or not (binary)

MDM
mt Number of dedicated machine m in period t

MAM
kt Number of AM machine with building technique k in period t

PMDM
mt Number of dedicated machine m purchased at the start of period t

PMAM
kt Number of AM machine k purchased at the start of period t

Ijt Inventory level of part j at the end of period t

MOLDNC
jt Number of molds of non-customized part j manufactured by dedicated tooling

machine in period t

WTDM
mt Working time of dedicated machine m in period t

WTAM
kt Working time of AM machine with building technique k in period t

WTC DM
mt Working time of dedicated machine m operating for customized parts in period t

CCU
it Customization level of product i

bt Service level (order fulfillment ratio) for custom orders at period t
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Maximize

f2 ¼
XT
t¼1

XI
i¼1

CCU
it ð2Þ

Subject to

Ijt ¼ Ij;t�1 þ YNC
jt �

XI
i

nij � XST
it þ nij � XCU

it � YC
jt

n o
8j; t ð3Þ

YC
jt ¼

XI
i

nij � XCU
it 8j; t ð4Þ

XST
it ¼ dSTit 8i; t ð5Þ

XCU
it � dCUit 8i; t ð6Þ

XI
i

XCU
it ¼

XI
i

dCUit � bt 8t ð7Þ

YC
jt �Wjt � bigM 8j; t ð8Þ

CCU
it ¼

P
j nij �Wjt
� �
P

j nij
8i; t ð9Þ

CCU
it �CUP 8i; t ð10Þ

MOLDNC
jt � YNC

jt

nDM
8j; t ð11Þ

XK
k¼1

Zjlkt ¼ 1 8j; l; t ð12Þ

MDM
mt ¼ MDM

m;t�1 þPMDM
mt 8m; t ð13Þ

MAM
kt ¼ MAM

k;t�1 þPMAM
kt 8k; t ð14Þ

WTC DM
mt ¼

XJ
j¼1

XYCU
jt

l¼1

tC DM
jlm �

Xmþ 1

s¼1

startjs

 !
8m; t ð15Þ
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WTAM
kt ¼

XJ
j¼1

XYCU
jt

l¼1

tC AM
jlk þ tSet AM

k þ tPost AM
k

� �
� Zjlkt

n o
8k; t ð16Þ

WTDM
mt ¼

XJ
j¼1

tNCjm MOLDNC
jt þ tSet DM

m

� �
þWTC DM

mt
8t

m ¼ 1
ð17Þ

WTDM
mt ¼

XJ
j¼1

tNCjm YNC
jt þ tSet DM

m

� �
tNCjm þWTC DM

mt
8t

m ¼ 2
ð18Þ

WTAM
kt �wt �MAM

kt 8k; t ð19Þ

WTDM
mt �wt �MDM

mt 8k; t ð20Þ

The customization level of the product i at period t is calculated from Eq. (9).
Equation (10) ensures that the value of customization level can’t be over than the upper
bound of the customization level. Equation (11) ensures the number of molds used to
fabricate un-customizable part j must be higher than the number of un-customizable
part j divided by the mold life nDM . Equation (12) ensures that only one of AM
techniques is selected to proceed customized part l from part j at the period t. Equa-
tions (13) and (14) represent the number of machine m at period t is the sum of the
number of machines at the previous period t � 1 and the number of machines pur-
chased at the start of the period t. Equations from (15) to (20) are the time-related
capacity constraints of the manufacturing processes.

3.3 Solution Algorithm

The MCCP model requires a specific solution searching procedure since it includes
probabilistic parameters and multi objectives, and the range of index l (index of cus-
tomized part) is decided by the decision variable YC

jt . The solution searching procedure
is divided into two parts: (1) to decide optimal MCCP plan and (2) to check the time-
related capacity constraints of machines (Fig. 1). In terms of solving multi-objective
problem, the algorithm controls the upper limit of the second objective (total cus-
tomization level), finds optimal plan satisfying feasibility condition with the given
value of the second objective, and relaxes the boundary of the second objective if the
resulting solution is infeasible. To address the solution algorithm, an index p is defined
as the iteration number.

One of the key elements of this algorithm is CUP, the upper bound of customization
level. The value of CUP is renewed at every iteration p. The solution searching algo-
rithm starts with p ¼ 0. The first stage focuses on deciding optimal customization level
which satisfies CUP

p . In this stage, the mathematical model is applied except the
equations which include index l such as Eqs. (12), (15), and (16). The second stage
checks feasibility of the result of the first stage. If the solution can’t satisfy the time-
related capacity constraints, it must pass through another iteration with the iteration
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number pþ 1. With the increased iteration number, the upper bound of customization
level CUP

pþ 1 has a value of CUP
p � DCUP, which lowers the previous upper bound of

customization level with DCUP.

4 Experimental Analysis

To validate the MCCP model, a simple experimental analysis was carried out. It
reflected the situation where the custom demand increased with linearly. Also, three
manufacturing steps were considered: prototyping, tooling, and fabrication with con-
sideration of the AM’s possible function in production system. It was assumed that
dedicated manufacturing technology corresponds to a certain manufacturing step. In
this case, injection molding was assigned to fabrication, and machining was assigned to
tooling. Meanwhile, AM processes were assumed to be capable of operating in all
manufacturing steps. And, the five different AM processes included selective laser
sintering, electron beam melting, laser metal deposition, fused deposition modeling,
and stereolithography apparatus. The lengths of processing time, setup time, and post-
processing time were assumed based on the characteristics of the processes. There were
two types of products which consisted of two common parts and the other differentiated
part. The demand of each product was randomly generated from normal distribution
with its mean and standard deviation (which was set as 10).

The result showed that the customization level stayed same due to the lower
demand increasing rate (0.2% per period). Meanwhile, the ratio of the number of
customized products to the total number of products increased as the custom demand
increases. In terms of the machines, three AM machines with SLS process were pur-
chased to correspond to the increasing trend of custom demand.

Fig. 1. Solution algorithm of the MCCP model
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5 Conclusion

To implement mass customization successfully, the mass customizer should balance
between the two contrasting objectives: production flexibility and cost-efficiency. This
study argues that the mass customization capability, defined as the ability to balance
between the two objectives, must be planned as a long-term planning step. Based on
the argument, the MCCP model is developed to support the mass customizer’s
decision-making process on its appropriate level of production flexibility, as well as the
resulting profits. Also, heuristic method is used to search optimal boundary of the
decision variables, especially the customization level and order fulfillment ratio.
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Abstract. Over the years, the way customers measure value has changed
drastically. If companies still focusing on pure product quality or cost, will
gradually lose competitiveness. Considered as a solution to the strategy, the
product service system combines tangible products, intangible services, and
back-end support systems to reduce the risk of uncertainties and meet diverse
customer needs. Although there are many studies on product service systems,
there are still opportunities of improving design methods that can provide dif-
ferent content in response to changing need. In view of customization, this paper
utilizing text analytic technique to capture PSS improving opportunity, and
realizing customization with a MAS-based recommend system.

Keywords: Product service system � Multi-agent system
Recommender system � Text analytic

1 Introduction

Over past few decades, the way how customer measure values undergone great
changes. Additional service or customer experience are gradually exerting influence on
value chain. To address those issues, product service system (PSS), which combined
both product and service for improving sustainability and competitiveness, is therefore
heavily discussed and considered as an effective solution. However, due to the
increased demand for customized products and the changing trends in customer
demand, a more flexible and changing environment will have to be considered when
designing PSS. By the ability of dealing changing environment, Multi-agent system
(MAS) is considered as a tool for realizing customization. Additionally, to obtain the
voice of customer in a changing environment immediately and systemically, design
requirement is captured from Internet with text mining technique. To sum up, the aim
of this study is utilizing text mining technique to uncover customer needs and redesign
PSS, then provide customized PSS to user by a MAS-based recommend system.
Section 2 is the review of past study on PSS and MAS. The framework of designing
customized PSS is showed in Sect. 3, and with a preliminary result in Sect. 4. Finally,
conclusion and future work are discussed in Sect. 5.
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2 Literature Review

2.1 Product Service System and Configuration Approaches

Goedkoop et al. (1999) first defined PSS as “a marketable set of products and services
capable of jointly fulfilling a user’s needs”.” In the last few decades, PSS has attracted
much attention from research teams and industries due to its economic and sustain-
ability potential (Tukker 2004), and it performance been proofed by many cases
(Vezzoli (2003); Sakao (2009)). Baines et al. (2007) collect and summarize the defi-
nition of PSS, and emphasis is on the ‘sale of use’ rather than the ‘sale of product’.
Tukker (2004) then elaborate it and developed an eight archetypical model. The focus
of recent research has been on designing the framework of PSS development, Wang
et al. (2011) proposed a framework for product-service life cycle management and
technologies of development. Amaya (2014) using lifecycle analysis to design for
intensified use in PSS. Other research has also discussed what tools could be utilized in
PSS design such as Song et al. (2015) proposed a method for service modularization
through modified service blueprint and fuzzy graph, and Song and Sakao (2017) using
TRIZ to identify and resolve services design. In summary, the literature on PSS design
shows a variety of approaches. However, most of precious researches on PSS design
are focusing on satisfying customer in general, without the consideration of cus-
tomization. This study focused on this gap by providing a recommendation system for
PSS customization.

2.2 Multi-agent System

Durfee and Lesser (1989) initially defined MAS as follow, “a loosely coupled network
of problem solvers that interact to solve problems that are beyond the individual
capabilities or knowledge of each problem solver”. These problem solvers also named
as agents, and each of them can be seen as a separate computer system or software.
While each agent is designed to follow their own rule, they can also communicate,
coordinate, and negotiate with others to reach agreement. Through interaction, MAS
can process and integrate heterogeneous data sources and provide users with a con-
sistent operating environment, which raise the efficiency and flexibility of problem
solving.

From the emergence of MAS, it has been applied to many fields. Sun et al. (2001)
introduced a distributed multi-agent environment for product design and manufacturing
planning. Mishra et al. (2001) proposed a multi-agent framework for reverse logistics
planning. Tsai and Chiu (2017) utilizing MAS and pervasive computing to construct a
personalized PSS recommender system. Previous studies indicate that MAS has it
potential to solve complex and dynamic problems. Many studies have applied MAS to
construct a recommendation system. Nonetheless, few research focused on its potential
for solving PSS customization problem, and how can it help in PSS improvement
process.
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3 Methodology

The framework of customized PSS design process consists of 3 parts and can be further
segmented to 5 steps as shown in Fig. 1. Detailed instruction is discussed in following
paragraph.

3.1 Requirements Identification

The beginning of designing customized PSS is to identify what’s the customers’
requirement. In recent days, customers are willing to share their experience on Internet,
these kind of information has advantages of truthful, direct, unconcealed and easy to
obtained, all the advantages of it leading Internet data a great potential to capture
customer requirement instantly and easily.

With the help of developed web crawler software, decision makers are allowed to
capture lots of information from Internet. However, the data captured from Internet are
practically long, unclassified and segmented, and thus it need to be further analyzed for
better understanding.

Text analytic technique is then utilized to decompose the long and segmented data
obtained from step 1. For the purpose of discovering customers’ requirements and what
present PSS offered do they still unsatisfied, text analytic technique focus on extracting
some satisfaction parameters such as good, excellent, bad, not perfect, unacceptable,
etc. The result of analytics categorized the obtained data into two prospects - new
service we need to developed and present service we need to improve.

3.2 PSS Design

After text analytic, the requirements of customers are clear and prepared for decision
makers to design improved PSS accordingly. The concept of designing a customized

Fig. 1. Customized PSS design process
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PSS is figuring out the potential service or solutions that can be offered to satisfy
various customer, and finding the tradeoff between customer and PSS provider
simultaneously. There are multiple techniques can be utilized in designing PSS as we
reviewed in Sect. 2, including QFD, service blueprint, lifecycle assessment and so on.
In this study, we simply utilized a requirement-solution matrix to demonstrate the PSS
design process. It’s only a simple demonstrate and can be further improved by decision
makers.

3.3 Customized Recommend System

After the solution set was established, customized PSS recommend system needs to
provide the best fit PSS solution for each customer with various requirement accord-
ingly. With the aim of offering customized PSS precisely, recommend system requires
certain parameters (age, gender, weather, schedule, etc.) design for better characterizing
each individual.

Multi-agent system consists of different kind of agents, each agent follows their
own rule and has the ability of communicating with others to search trade-off. The
function of agents is varying, such as sensing and acquiring data, computing, com-
paring, etc. The framework and simple demonstration is shown in Fig. 2.

As decision variables stored in customer package agent, specific requirements
information of each individual are obtained from either sensor (weather, schedule on
smartphone, location, etc.) or customers (preference, gender, etc.). Then, PSS agent
obtained product, service, system design data from the database. By communicating
with customer package agent, PSS agent is allowed to calculate the best fit PSS solution
for individual.

4 Preliminary Results

In this study, we conduct the PSS of bike rental business as a demonstration of the
customized PSS recommend system designing process. With a survey into customers’
comment on Internet, we discovered there’s a gap between customer’s expectation and

Fig. 2. MAS framework for recommend system
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poor performance of present PSS. The PSS redesign process of 5 steps discussed in
Sect. 3, detailed demonstration is showed below.

4.1 Requirements Identification

We utilized WebHarvy software as a text mining tool to captured customers’ review on
bike rental system. We have totally mined 267 reviews in total from several websites.
However, the initial mining results are prolix and unclassified for text analytic. To
address this problem, the original data has been treated from 267 review to 2711
sentences. As our goal is to bridge the gap of customer’s expectation, text analytics
focus on the customers’ satisfaction on present bike rental PSS. This study utilized
SPSS Modeler as text analytic tool. The process and result is showed below (Fig. 3).

4.2 PSS Design

For the goal is to establish a customized PSS recommend system with service design
and MAS as solution, some assumptions have to be made. First, PSS design must have
relation to the recommend system. Second, from the result of text analytics, the
observation is that we have to design new service for negative comments, while the
service demand of positive comments is pretty straight forward. Third, the feasibility of
product/service design in following section are proved since some of companies are
already providing. A simple evaluation of which function of MAS can dealt with
customers’ requirement is showed in Table 1 below.

Fig. 3. Text analytic process and result
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4.3 Customized Recommend System

MAS design start with developing relative decision parameters in reply of customize
for each customer. And through the calculation of agents to output the recommend
result. The MAS model is designed as below (Fig. 4).

Table 1. Requirement-function matrix

Fig. 4. Customized recommender system structure
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While user start using the recommend system, they are asked to choose some
parameters such as gender (male or female), purpose (for general transportation or for
exercising), location (start and end point). Location parameters particularly can be
fetched by location sensors. At the same time, PSS agent also fetched product data
(types of bike, basket or not, etc.), service data (price model, nearest dock) and system
data (if the dock is empty or full) from sensors and database.

After that, PSS agent follow certain rules assigned by designers to calculate the
feasible solution which best fit the user. The rule can be in many forms by correlation
coefficient, Boolean (true/false), decision tree, mathematical calculation or simply
fetched the result in database. PSS agents will then calculate the recommend solution
by their rule after fetched the parameters set by user and the product/service/system
data from database.

4.4 Discussion

The whole process is within the goal of improving the performance of present PSS and
providing customer a customized solution at the same time. First, compared to tradi-
tional way (questionnaire, phone survey, etc.), applying text mining techniques on
requirement identification is a systematic and quick way to know the real voice of
customers. However, this method only suitable when customer review data on Internet
is sufficient and thus has it limitation.

Second, PSS design and customized recommend system design are altogether
fulfilling what customer desired. Yet such design is very delicate due to PSS design in
one hand has to fulfill customers’ need, and have connection with MAS design in
another. Additionally, the customize recommend function should be built on the
foundation of which PSS is well-developed. To address this issue, the relation between
PSS and decision rule of MAS must be processed simultaneously. In this case study,
customized recommend system operates well is based on the fact that product, service
and system of bike rental system is already developed and proved. But in other sce-
nario, PSS design and improvement should be executed before customization.

5 Conclusion

For the way of customer define value has changed and the demanding of customization
has risen, customized PSS is proved to be a competitive solution addressing for the
problem. This study integrated several techniques to develop a customized PSS design
framework with MAS-based recommend system. First, we utilizing text mining and
analytic technique to capture the voice of customer. Based on the result, decision
makers could improve and redesign the present PSS model. Finally, the MAS-based
recommend system helps to realize the demand of customization.

The contribution of this paper is we suggesting a systematic and simple way of
realizing customized PSS. Compared to other PSS design framework, utilizing Internet
crawler and text analytic techniques could reduce lots of resource and effort, so as the
MAS-based customized recommend system.
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However, this study still has several limitations. First, the performance of recom-
mend system haven’t been measured in the study. Second, customized recommend
system only works when PSS is well-developed. Third, the study (including MAS) is
only a demonstration, and need to be improve with a real case and a well-developed
recommend system. All limitation above can also be a direction for further study.
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Abstract. Industry is facing a deep transformation of the modes of production
and consumption, resulting in a shift from product-centric practices towards
sustainable and customer-oriented ones. In this context, Product-Service Sys-
tems (PSS) exhibit the potential for innovative and customer oriented value
propositions. To take full advantage of PSS, it is essential to design suitable
business models enabling an alignment of the processes, products and services
to customer needs. Innovation Management is an important literature stream
contributing to understand the business model transformation by differentiating
between two main approaches of innovation: technology-push and demand-pull.
Until now, little attention has been put in the demand-pull approach for business
model innovation. The central question this paper addresses is: How does the
demand-pull approach for the design of a PSS value proposition affects the
whole business model of a company? To answer this question a literature review
is a carried out, and then a research-intervention methodology is applied to a real
case.

Keywords: Business models � Demand-pull innovation
Product-Service Systems � Case study

1 Introduction

Currently, manufacturing industry is shifting towards Product-Service Systems (PSS),
considered as innovative value propositions, which are narrowly concerned with the
customer integration and sustainability issues [1]. PSS are defined as the bundle of
products and services capable to fulfill the customer needs along the time, improving
profitability and competitiveness for the provider through services provision [1]. One of
the main challenges for the adoption of PSS is the transformation of the whole business
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model. Innovation Management is an important research stream contributing to
understand the business model transformation and the effects inside and outside the
company boundaries. Literature differentiates between two main approaches of inno-
vation: technology-push and demand-pull, both influencing the business model design.
Technology-push approach highlights the key role of science and technology as the
trigger of innovation, while demand-pull approach argues that the innovation is the
direct result of the customer demand. Even if in practice the demand-pull approach
seems to be well understood, in literature little attention has been put in it [2, 3]. Taking
into account such a lack on the literature, this paper focus on exploring the influence of
the demand-pull approach in business models for innovative value propositions like
PSS.

The central question this paper addresses is: How does the pull-demand approach
for the design of a PSS value proposition affect the whole business model of a com-
pany? In particular, this paper aims at exploring how the organizational structure, the
roles of actors and the value creation processes are transformed due to the adoption of a
PSS value proposition triggered by the customer. To answer this question, a literature
review is a carried out to understand the demand-based innovation of business models.
Then a research-intervention methodology is applied in order to explore the influence
of demand-pull innovation on the organizational structure, actors’ roles, and PSS value
creation process.

The structure of the paper is as follows: Sect. 2 explains briefly the state of the art
and presents a conceptual framework of the PSS business model, with an emphasis on
the demand-pull innovation. Section 3 presents the design of the research and Sect. 4
develops a single case study in a large-sized company carrying out a PSS project.
Finally, conclusions and research perspectives are drawn in Sect. 5.

2 The Demand-Pull Approach to Business Models Innovation

2.1 The Demand-Pull Approach to Innovation

Innovation is traditionally defined as the set of technical, industrial and commercial
operations that enable organizations to perform efficiently their economic activities [4].
Recent literature considers innovation as the iterative process of learning, which needs
intensive collaboration between a broader set of actors to improve any process [5].
Given how extensive this concept is, innovation has been studied from two principal
approaches: Technology-push and Demand-pull (also called Marked-pull) [4] (Fig. 1).

Technology-push approach highlights the key role of science and technology as the
triggers of innovation, originated and developed from the provider capabilities [3].
Demand-pull approach, in contrast, argues that the innovation is the result of the market
demand, which directly triggers the development of innovations and the principal
actors are those involved in customer-provider relationships [4, 7]. In a technology-
push innovation, the provider decides what to innovate in products, services and
processes regarding its capabilities, taking the risk of developing an unsaleable offer. In
this logic, the provider needs high investment in technology and internal learning,
while the customer has mainly a secondary role during the whole development process
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[2]. In a demand-pull innovation, the customer defines its needs in terms of products,
services and processes and looks for providers capable to develop it while collaborating
with a set of actors. In this logic, the provider must be reactive and manage the
integration of the customer into the whole process, the risk is shared between the set of
actors and the customer has a main role of coordinator. With the evolution of markets,
technologies, human behavior and policies, the approaches to innovation have evolved
towards more systemic models, adopting elements from both technology-push and
demand-pull perspectives [5, 6]. Both approaches to innovation seems to be interde-
pendent, where technology is a key resource and demand is the key driver guiding
towards the right direction of economic growth [3]. However, the impacts of these
innovation triggers on the business model are different [2], even if, in both cases,
providers and customers must adapt their business models to the development of the
innovative offers.

2.2 Business Model Innovation

Chesbrough [7] defines the business model as the heuristic logic of a company that
connects the technical potential with the creation of value. They consider that inno-
vation is not just about technology, but spans over the entire business model, which
must be strictly aligned with the market [7]. Over the last decade, the research on
business model has been associated to innovation in many ways, for instance, inno-
vative revenue models (e.g. free business models, shared economy, low-cost offerings),
the transformation of the value creation mindset (e.g. Service-Dominant Logic) and
collaborating with external knowledge partners (open innovation) [7–9]. Several
authors agree that the main challenge to innovate in business models is the conflict with
the already established model, which means the resources, activities, actors, and the set
of conventional practices [7, 8, 10]. Recent literature proposes the innovation in
business model through the transformation of the value creation mindset, adopting a
multi-actor and multidimensional approach [11]. One of the literature streams
influencing the change of the value creation mindset is the SDL [9]. SDL states that the
value is co-created by the provider and the customer, highlighting the primacy of value
creation during the use phase, in which the value beneficiary is exclusively the cus-
tomer. Beside customer-centric approach of SDL, recent authors consider that a

Fig. 1. Technology-push (left) and Demand-pull (right) approaches to innovation.
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business model encompasses environmental, social and economic values, co-created by
and for a broader set of actors in a business ecosystem. For instance, Tukker et al. [12]
associate business model innovation to disruptive innovative value propositions that
seeks to respond to sustainability issues with a customer orientation. These authors
argue that the radical innovation in business models is the most efficient way for
achieving sustainability while improving competitiveness [10, 12]. In this sense,
Bocken et al. [13] propose some sustainable business model archetypes, which are able
to create value while respecting the environment and society. PSS is one of the con-
sidered business models archetypes, and it is typically defined as the bundle of products
and services capable to fulfill customer needs along the time, improving profitability
and competitiveness while seeking at reducing environmental and social impacts [1].

2.3 Conceptual Framework for PSS Business Models Innovation

This section reports on a conceptual framework for PSS business models, which takes
into account the lifecycle perspective intrinsic into PSS offerings (Fig. 2). This con-
ceptual framework aims at explaining the business model as a central element of the
economic activities, which must be linked to the environmental and social spheres
during the whole lifecycle of a given offer [10, 11, 14]. The business model shapes the
interaction between socio-economic and politic actors, involving customers, stake-
holders, partners, competitors, public institutions and government, which could be
enablers of innovation initiatives [8, 11, 14].

The elements of the proposed framework are defined as follows: Value proposition
relates to the offer that is developed to fulfill a specific need of the customer,
approached by a PSS type [15]. Value structure refers to the set of actors involved in
the required processes and the relationships between them. Value performance refers to
the evaluation of the value created from the business activity in each stage of the
lifecycle. These elements of the business model are impacted by the ideas of innovation
engendered from the customer side [8]. Next section illustrates this impact through a
case study.

Fig. 2. Conceptual framework of business models for Product-Service Systems (PSS) [16].
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3 Research Design

3.1 Case Study Description

For this research, the case study method is used to generate in-depth insights about the
effects of the demand-pull approach to innovation on the business model of a selected
company. Using a case study contributes to addressing the lack of empirical data about
business model innovation from a demand-pull approach, specifically, addressing PSS
contexts [8]. The case study is conducted within a large-sized company, which we will
call C1, for confidentiality reasons. C1 business activity is the production and distri-
bution of energy. One of the most important support activities of the company is the
provision of safety clothing for all its employees. Currently, the safety clothes belong to
the employees who are fully responsible for their usage, maintenance and end of life.
This process introduces a lack of control by C1 of some phases of the safety clothes
lifecycle. To address this problem, C1 launched an innovation project to redefine the
offer in collaboration with its key suppliers. The objective of the project is to move
from a product purchasing-based offer towards a PSS-based offer considering a life-
cycle perspective. For the new offer, C1 wants to have available safety clothes all the
time for the employees, while guarantying the traceability during the entire lifecycle
with the lowest possible environmental and social impacts. This project represents a
clear demand-pull innovation, where the customer (C1) introduces the innovation and
coordinates all the actors to achieve the objectives.

3.2 Research-Intervention Methodology

The collaboration with C1 takes place in a 2 years project, which started in October
2017. The project is structured in three main phases: (i) Diagnostic of the current
business model, (ii) Proposal of the future business model and (iii) Transformation of
the purchasing strategy. By the time this paper is written, the project is at an early
development stage (phase i), whose objective is to give some insights about the current
business model and the key elements for the transformation. The methodology during
the diagnostic phase is as follows:

a. Research preparation: Literature review to define the business model elements
and the PSS characteristics. Based on literature elements, we structured the inter-
view guides, one model for the internal actors (inside C1) and another one for the
external actors (outside C1).

b. Intervention with internal actors: We tested and validated the interview guides
with the employees from the purchasing department. Then, a workshop was con-
ducted with the employees from the following departments: Human Resources,
Purchasing, Prescription, Research & Development and Sustainable Development.
12 semi-directive interviews were conducted with these employees, which include
directors, managers and operative employees.

c. Intervention with external actors: A workshop was conducted with the con-
tractors and potential providers, from confection, transportation, maintenance
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(washing) and end of life treatment. 7 semi-directive interviews were conducted
with the providers, which include commercial managers and CEOs.

d. Diagnostic construction: We made a lexical analysis of the interviews using the
software ALCESTE to exploit the data.

4 Results

Based on the insights from the literature, C1 is clearly positioned in a demand-pull
innovation scenario, where the customer is both the trigger of innovation and the main
coordinator of the business model transformation (regarding internal and the external
value chains). In the following, the case is described through the detailed framework of
the PSS business model (Fig. 2). Each element of the business model is instantiated in
the current model and in the prospective model as explained by the set of internal and
external actors interviewed. Table 1 describes in detail the current C1 business model
and Table 2 illustrates the different transformations observed from the demand-pull
innovation induced with the PSS value proposition.

Table 1. Current business model of company C1.

Business
model
elements

Beginning of life (BOL) Middle of life (MOL) End of life (EOL)

Value
proposition

Annual dotation of safety
clothes following high
security and image
standards, short lead- time
and at the lowest possible
cost

N/A N/A

Value
structure
(actors,
resources,
activities)

Internal
value
chain:

- Central role of
the prescriber as
the internal
customer
- Organization
by “silos”
- Purchaser
dependent on the
prescriber and
providers
- High privacy of
internal data

- High level of
responsibility of the users
about the clothes use and
maintenance

- High level of
responsibility of the
users about the
clothes disposal

External
value
chain:

- Transactional
customer-
provider
relationships

- Productive partnership
relationships
- High privacy of own data

N/A

(continued)
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Table 2. Effects of the demand-pull innovation on the business model of company C1.

Business
model
elements

Beginning of life (BOL) Middle of life
(MOL)

End of life (EOL)

Value
proposition

Permanently availability
of safety clothes, which
incorporates high security
standards

Washing and
maintenance
processes with
the lowest
possible
environmental
and social
impacts

Management of
remanufacturing/reusing/recycling
processes with the lowest possible
environmental and social impacts

Value
structure
(actors,
resources,
activities)

Internal
value
chain:

- Collaborative
organization
- Empowerment
of the purchaser
as the key
coordinator
between
internal actors
and providers
- Information
sharing

-
Responsibility
of employees
about the
correct use of
safety clothes
- Information
sharing

- Intensive information sharing
- Strategic perception of the waste

(continued)

Table 1. (continued)

Business
model
elements

Beginning of life (BOL) Middle of life (MOL) End of life (EOL)

- High privacy of
own data
- Internalization
of economic
risks
- Risk of market
monopolization

Value
performance

- High economic expenses
linked to the annual
dotation
- High water and energy
consumption in the
production and safety
clothes (linked to use of
cotton fiber)

- Uncontrolled water and
energy consumption in the
washing process of the
safety clothes

- Uncontrolled
Waste generation
- Degradation of the
company’s image
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Table 2. (continued)

Business
model
elements

Beginning of life (BOL) Middle of life
(MOL)

End of life (EOL)

- Collaboration
with the trade
unions

External
value
chain:

- Collaboration
with other
purchaser
companies to
rich high
demand levels
- Collaboration
with other
actors of the
value chain to
achieve the set
of criteria in the
value
proposition
- Long-term
partnerships
- High
responsibility
on the entire
lifecycle of the
offer
- Possibility to
new providers
to enter to the
market
- Risk of high
customization
and limited
marketability of
the offer

- Intensive
information
sharing
- Possibility to
new providers
to enter to the
market
- High
responsibility
on the entire
lifecycle of the
offer

- Intensive information sharing
- Possibility to new providers to
enter to the market
- High responsibility on the entire
lifecycle of the offer

Value
performance

- Economic savings
linked to the reduction of
the material consumption
(purchasing availability
and not physical products)
- Economic risk sharing
- Reduction of water and
energy consumption linked
to the use of eco-friendly
fibers

- Economic
risk sharing
- Reduction of
water and
energy
consumption
linked to the
control of the
washing
process
- Guarantee of
employees
security and
comfort

- Remanufacturing, reusing and
recycling in the end of life
- Contracting with local companies
and charity organizations
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The analyzed sample of internal and external actors is diverse regarding their
profiles, for instance, operative employees, managers and CEOs from different
departments of the implied organizations. The study reveals interesting points of
evolution, relating particularly to the collaboration and the integration of sustainability
issues into the PSS value proposition. Furthermore, some specific roles within the
internal value chain of C1 are radically transformed, for instance, the prescriber and the
purchaser changed their roles in front of the offer definition. Moreover, there is a need
concerning the organization of transversal work teams in C1 to redesign the offer of
safety clothing, and new alliances must be considered in the external value chain in
order to fulfill the criteria of the innovative value proposition of a PSS.

5 Conclusions

Innovating in business models depends highly on the firm context and the objectives to
be achieved through the innovation initiatives. Both technology-push and demand-pull
approaches interact in an interdependent way to trigger successful transformations
within the business model. Furthermore, the demand-pull approach seems to be crucial
to achieve a successful business model transformation, as it enables to consider a
complex set of needs coming from customers, partners, public sector and society in a
global sense. The case study shows that, in PSS context, the demand-pull approach
leads to radical transformations of the entire business model, involving the internal
value chain and the external value chain. Additionally, the case study reveals that the
actors’ needs go beyond economic interests and integrate sustainability aspects like the
minimization of the water consumption and the improvement of the work conditions.
This paper investigates the general impacts of demand-pull approach on business
models innovation in one single case study. Certainly, more research is needed in
different company contexts, taking into account aspects as culture, size, and domain of
activity and maturity in the market. Conducting broader empirical research in this
emerging topic contributes to have a complete vision about the impact of the demand-
pull innovation approach in the business model transformation in B2B, regarding both
customers’ business models as well as providers’ business models.
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Abstract. The additive manufacturing technique “Selective Laser Melting”
(SLM) provides the basis that is required for a fundamental paradigm shift in
industrial spare part manufacturing, which affects both technological and
organizational company practices. To harness the full potential of the SLM-
technology with regard to agility and customizability, decentralized additive
production networks need to be established. According to the principles of just
in time, just in place and just enough, a global online platform that distributes
construction orders to local manufacturing hubs could empower the market
participants to utilize production capacities at optimal costs and minimal efforts.
This work evaluates relevant fields of action by developing three future sce-
narios, which point out different future developments of key factors within the
subject area. These scenarios enable market participants to react better and more
agilely to unexpected market developments and, by doing so, make it easier for
them to use the full potential of plat-form-based additive spare part production.

Keywords: Selective laser manufacturing � Additive manufacturing
Spare part production � Manufacturing networks � Supply-Chain-Management

1 Introduction

Since introduction of additive manufacturing techniques (AM) in the 1980s, the market
has been growing every year. According to recent studies, revenue in the field of 3D
printing will increase from 3 billion U.S. dollars in 2013 to 10.8 billion U.S. dollars by
2021 [1]. Apart from polymer-based techniques, the process of SLM, which consists of
laser-melting layers of powder material into three-dimensional elements, has become
the most commonly used AM-method for manufacturing of metal components.

An interesting field of application for SLM-manufacturing is the production of
industrial spare parts. According to PwC Strategy&, more than 85% of spare part
suppliers will have introduced AM to their businesses by 2020 [2]. Given this fun-
damental market shift, suppliers and customers face different challenges concerning
technical maturity, copyright and market positioning. Moreover, aspects of collabo-
ration and customization are critical for the success of an additive spare part production
[2]. Current spare part production systems are predominantly organized in centralized
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supply chains, entailing high costs for transport activities, insufficient communication
of customer needs and long delivery periods. Raising the spatial and personal proximity
between production sites and the point of sale by producing in local additive manu-
facturing hubs would not only reduce logistical effort, but also result in an increased
customizability. SLM-technology facilitates this process, because additive manufac-
turing processes enable mass customization and pave the way for an agile production
planning in intelligent manufacturing systems.

The approach of decentralizing additive spare part production systems enables
market participants to harness the full potential of SLM-technology. Construction
orders can be distributed more cost- and time-efficiently with the help of an online
platform, just in time and just in place. The research project Add2Log, subsidized by
the Federal Ministry of Economics and Technology, aims to develop such a platform
for decentralizing additive manufacturing, which is schematically illustrated in Fig. 1.
To analyze potential benefits and challenges of the platform implementation, it is
necessary to begin with the determination of influential parameters. So-called key
factors refer to critical areas of activity, which address the challenges mentioned above
and determine the success of additive manufacturing. Once key factors are selected,
they can be used to create future scenarios for the development of SLM-based spare
part manufacturing. These enable market participants to react with greater flexibility to
certain market developments. It also makes it easier for them to create a basis for
developing a corporate governance strategy.

2 State of Research

In this section, some of the scenarios currently available in scientific literature will be
outlined to reveal research gaps regarding SLM-manufacturing, smart logistics and
spare part production. Scenario A describes a large amount of small enterprises that use
the full potential of new, inexpensive 3D printing techniques and machines to

orders

Client

Provides CAD design

Machine supplier AM enterpriseLogistics company

Distributes
orders coordinates

delivers

Add2Log-Platform

Fig. 1. Schematic illustration of the Add2Log platform for additive spare part manufacturing
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manufacture components on-demand, directly at the point of sale [3]. While distribu-
tors are being skipped in this scenario A, they play a key role in scenario B, according
to which manufacturers partner with logistics companies to offer additional services.
Services like this can be all kinds of different customization options. They are offered
by the logistics company to shorten delivery times [4]. Scenario C subsequently pro-
poses that manufacturers only provide the digital construction data, while manufac-
turing is outsourced to the customer. This business model focusses on data files as
valuable and tradable goods, reshaping present manufacturing supply chains and
branding strategies [5]. The results of this literature analysis disclose a research gap in
the creation of SLM-specific scenarios for spare parts in digital networks, which is to
be addressed in this work. Aspects such as material costs should be weighted differ-
ently when considering only metal-based AM-techniques. Furthermore, a focus on
spare part production calls for a reconsideration of business models and quality
management.

3 Methodology

The methodology used is called scenario analysis (see Fig. 2). Ute von Reibnitz
describes this procedure, which is commonly used in many research fields, in great
detail [6]. In this paper, the company-specific steps proposed by Reibnitz will not be
taken into account, since the planned scenario analysis follows a rather holistic
approach.

In a first step, the subject area, which the key factors and scenarios will refer to, is
defined and demarcated thematically, temporally, and territorially. Secondly, an impact
analysis is conducted to determine potential key factors, which influence the subject
area significantly. The factors are evaluated during a workshop with experts from the
fields of logistics and additive manufacturing. Furthermore, the results of a compre-
hensive literature analysis are taken into consideration. The key factors serve as
parameters to characterize the situation and determine the development of the subject
area by dynamically interacting with each other. Thirdly, potential development trends
of the selected key factors are specified. Three development trends are specified for
each factor: An optimistic, a neutral and a pessimistic one, based on literature research.
This is done in order to cover every possible future development of the respective
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interpretation

Fig. 2. Applied methodological steps from the scenario analysis [6]
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aspect. To develop consistent scenarios, the results of the trend development serve as a
basis for the creation of a two-dimensional cross-impact matrix. The matrix shows the
mutual influences between all the determined development trends. The program Sce-
narioWizard is used to calculate consistent combinations of the key factors’ develop-
ment trends, based on certain preconditions [7]. In a fourth step, the resulting scenarios
are interpreted and used to analyze implications for a network-based additive spare part
manufacturing.

4 Results

4.1 Defining the Subject Area

The focus of this work is on the areas of intersection of the economic systems “additive
manufacturing”, “spare part manufacturing” and “logistics”. More specifically, the key
factor development focuses on the subsystem of logistics within SLM-manufacturing,
considering critical fields of activity in platform-based production networks. The key
factors are developed to be valid on a global scale. The time horizon for the scenario
development is 10 years, as this represents a realistic time frame for the development
and implementation of innovations in the field of additive manufacturing.

4.2 Selecting Key Factors

The subject area of SLM-based spare part production can be divided into a global
environment, involving all external influences on the market, and a local environment
that market participants have direct access to, as illustrated in Fig. 3.

Regarding the literature analysis, two theoretical models should be highlighted in
particular: First, the PESTEL-analysis, which is used to map the global environment of
SLM-based spare part production. This generally accepted model for macroeconomic
analysis includes political, economic, social, technological, ecological and legal aspects
[8]. Second, Ehrlenspiel list of requirements for cost-efficient product designing and is
used as a starting point for modelling the challenges of product development within the
local environment of SLM production. The list considers technological, human and
environmental factors, including costs, time, personnel and resources [9].

During an expert workshop, the literature-based factors were analyzed further and
completed with additional influencing factors. As SLM technology has a relatively
short history among additive manufacturing techniques while meeting distinctively
high quality requirements, aspects regarding the structural basis of SLM-production,
such as quality management, were considered particularly relevant [10]. Subsequently,
14 key factors were selected from a range of influencing factor, as shown in Fig. 3.

In the following, the identified key factors will be outlined and put into context.
Figure 3 shows that transport logistics and warehousing play a more passive role
within the subject area, which is why they will not be elucidated explicitly.

Key Factor A – CAD-Design and Software Interfaces: Challenges for the devel-
opment of CAD-software are the integration of AM-specific design opportunities into
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datatypes and user interfaces and the required amount of necessary technical expertise,
considering the short history of SLM technology [10].

Key Factor B – Machine Costs for SLM Production: A large proportion of man-
ufacturing costs relates to the acquisition and maintenance of the SLM-machinery. This
key factor refers to the economic efficiency of additive manufacturing processes,
interpreted as the ratio between financial and temporal costs and product quantity.

Key Factor C – Material Expenses: Material costs have a major impact on manu-
facturing costs for SLM-components, as they must meet particularly high quality
requirements. The costs are determined by size and shape, rheological properties and
the degree of purity of the metallic particles [11].

Key Factor D – Intra Logistics and Automatization: The term intra logistics
describes the organization, control and performance of the internal flow of material,
flow of information and cargo handling within an industrial enterprise. Intra logistics
can be comprehended as a cross-sectional task, covering the areas of materials han-
dling, storage technology, information technology and process planning.

Key Factor E – Quality and Process Management: The qualification process for
SLM components is based on the task areas of material, process, component and
company qualification. Material qualification, the subsequent surface and heat treat-
ment can be considered particularly crucial. Depending on the present loads, standards
regarding component quality need to be established to enable product reproducibility.

Key Factor F – Platform-Based Business Models: Platforms usually form a virtual
interface and are used to connect suppliers and buyers. In the given context, service

Machine costs for
SLM production

Material expensesCAD technology and
software interfaces

Quality and process
management

Intra logistics and
automation

Platform-based
business models

Regulatory framework

Data security

Global market
development and
economic policy

Technical knowledge
and collaboration

Environmental risks
and sustainability

Protection against
product imitations

Warehousing

Transport logistics

Fig. 3. Key factors for additive spare part manufacturing
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providers, logistics companies and customers are integrated into a digital ecosystem,
characterized by efficient trading and a reciprocal knowledge transfer. Fraunhofer IWU
classifies five major types of business models for additive manufacturing. The
platform-based approach, as used by Add2Log, covers three of these types: Product
individualization, manufacturing at optimal costs and minimalizing delivery times [12].

Key Factor G – Data Security: Additive manufacturing currently is at risk of out-
pacing security infrastructure. As decentralizing additive spare part manufacturing
leads to a change from physical to information logistics, data security increasingly
grows in significance. This is especially true for SLM technology, which is particularly
suitable for complex and highly specialized components for motorsports, aerospace or
medicine industries [9].

Key Factor H – Global Market Development and Economic Policy: Considering
the international market development, influencing the availability and pricing of metal
powder materials or manufacturing machinery is crucial to determine the long-term
development of additive manufacturing networks.

Key Factor I – Protection Against Product Imitations: Because CAD files are
usually sufficient for imitating a SLM-component, decentralization would make the
market for SLM-based spare parts particularly vulnerable for product imitations.

Key Factor J – Regulatory Framework: Many fields of technology currently
experience a transformation of business models and contractual relationships.
Licensing of usage rights as well as the contractual specification of required component
properties and product liability must be considered.

Key Factor K – Environmental Risks and Sustainability: Additive manufacturing
of metallic components is often associated with significant safety-related and envi-
ronmental risks, especially in the case of new metallic alloys. Reactive metal powders
can easily ignite or explode. With regard to CO2 emissions, a decentralization of SLM-
manufacturing could shorten delivery distances and reduce logistics-related emissions.

Key Factor L – Technical Knowledge and Collaboration: Due to the short history
of SLM technology [9], the willingness to collaborate and share data, resources and
methodological know-how with others can play a key role for technological progress.

4.3 Developing Consistent Future Scenarios, Based on Development
Trends

For each key factor, three future predictions are used to develop consistent future
scenarios, beginning with its current state. An optimistic, a neutral and a pessimistic
trend scenario mark the margins for possible future developments.

For the development of consistent scenarios on this basis, it is necessary to consider
mutual influences between the development trends of all key factors. If, for example,
intra logistics and automation develop according to the optimistic future trend, this will
most probably have a positive effect on the development of quality and process
management. To map these one-directional influences, a two-dimensional cross-impact
matrix was created. This matrix serves as input for the ScenarioWizard software, which

218 J. Frank et al.



calculates all consistent combinations of development trends, following certain criteria
for logical coherence. The occurrence of a non-consistent scenario is considered
impossible if the chosen prerequisites, given by the cross-impact matrix, are correct. If
a positive development of one key factor A is projected, which would lead to a positive
development of another factor B, choosing the negative development trend for factor B
would be inconsistent, as the external influences work towards a positive development
of factor B. This is true as long as factor B is influenced by just one other key factor.

The consistency analysis, as conducted by the program ScenarioWizard, results in
three scenarios with a particularly high consistency. These imply a primary positive,
neutral and negative development of the subject area. However, the key factor “Pro-
tection against product imitations” shows a contrasting development compared to the
remaining factors, as an intensified data transfer within a manufacturing network and a
decentralized product development expectantly leads to a higher risk of imitations.

4.4 Scenario Interpretation

To illustrate the development trends implied by the consistent scenarios and to validate
their coherence intuitively, a scenario interpretation is conducted. The respective
development trends are described from a future perspective.

The first scenario will be called “New distribution of roles in the SLM value chain”
and can be considered a very optimistic and therefore extreme scenario. In this sce-
nario, SLM manufacturing takes place close to the point of sale, supported by high
investments in research and development, a high degree of standardization of processes
and product quality and comprehensive legal protection. Instead of specialized man-
ufacturing enterprises, products are directly produced by logistics service providers,
resulting in decentralized manufacturing clusters. These developments benefit delivery
periods as well as warehousing efforts and allow spare part manufacturing at minimal
time.

The second scenario “SLM technology for high wage countries” is a rather
ambivalent scenario, with every key factor following the neutral development trend.
Products with high quality demands are predominantly manufactured in regional
production sites, which specialize in aerospace, automotive engineering or medical
technology.

The third scenario “Individualization instead of mass production” implies a pes-
simistic development of the subject area. In this scenario, barely any agreements on
software and data transfer standards can be reached and CAD software offers hardly
any options regarding SLM-specific component design. Other barriers that hinder the
development include rising costs of machinery and powder materials, partially resulting
from international trade barriers and economic protectionism. In some cases, insuffi-
cient component quality leads to an increasing failure rate of safety-relevant products,
shattering confidence in SLM-technology.

The scenario interpretation makes it clear that the factors “Platform-based business
models” and “Quality and process management” are most critical when establishing a
coordinating software platform. Firstly, innovative business models, such as “SLM as a
service” enable a decentralized production in local manufacturing hubs, allowing an
online platform to exploit the full potential of SLM technology. Secondly, sufficient
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quality standards and process management practices form the basis for component
reproducibility and for a relationship of trust between SLM-manufacturers, as spare
parts immanently have to withstand critical loads and wearing processes. Both the
optimistic scenario “New role allocation in SLM value creation” and the trend scenario
“SLM technology for high-wage countries” characterize an environment in which the
platform, developed in the project Add2Log, has the potential to increase efficiency
through an intelligent distribution of responsibilities and knowledge.

5 Conclusion and Outlook

This work evaluated and selected key factors and creates future scenarios for the
development of platform-based networks for SLM-based spare part production. For this
purpose, the selected key factors have been analyzed with regard to future develop-
ments, resulting in three future scenarios. The scenarios further enable market partic-
ipants to react more agilely to unexpected market developments. In a next step, the
project Add2Log develops new business models for all market participants in the
scenario “SLM technology for high wage countries”. On this basis, the Add2Log-
platform can implement and thereby foster a decentralized, SLM-based spare part
production throughout the manufacturing industry.
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Abstract. Customer journey mapping (CJM) is a well-known customer-
oriented technique used to document and understand a customer’s emotional
responses (dissatisfaction-satisfaction) to a product or service on an individual
journey for improving the overall experience. Despite the widespread use of
CJM, the intention has been centered on providing a good and failure-free
customer journey but may not guarantee success in today’s competitive market
wherein the aim is towards creating customer loyalty. Type and characteristic of
experiences that create memorable experience have not yet been intentionally
considered in this technique. Meanwhile, the 4Es model describing four distinct
types of experience has been pervasively used, especially in the tourism
industry, for providing the richest customer experience. Researchers found that
the 4Es model has a positive effect on customer memories and loyalty. There-
fore, presented in this paper is an approach to embedding memorable experience
to customer journey by incorporating the 4Es model in CJM. A kick-off meeting
program of a curriculum development project was used to illustrate the imple-
mentation of the proposed approach. The results show that the approach can be
practically applied and appropriate for continuous improvement.

Keywords: Memorable experience � Customer journey � Experience design

1 Introduction

Customer journey mapping (CJM) is a well-known customer-oriented technique
originated in the 1960s. CJM assists in documenting and understanding a customer’s
emotional responses, whether they are satisfied or dissatisfied, to products and services
in a journey that a person may undertake for a company to improve the overall
customer experience [1]. Customer pain points are subject to improvement.

The concept of the CJM, “walk in the customer’s shoes” [2], and its applications
have been seen in various fields of research [3]. For example, in the UK’s National
Health Service, CJM aided healthcare providers to visualize patients’ journey map and
to understand what to do and where their focus should be paid to improve the patients’
experience [1]. At Birmingham City University Library and Learning Resources, CJM
was used to improve students’ experience and satisfaction [4]. CJM was also incor-
porated with service assembly concept to redesign a service in exhibition and tourism
industries for dynamic improvement of the customer experience [5]. In this research,
the emotional range [6] was applied to evaluate the experience of a group of customers.
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With CJM, companies normally focus on a good and failure-free customer journey
to satisfy their customers. However, the interesting question is, will it guarantee success
in today’s competitive market where many have been intending to create customer
loyalty? Pine and Gilmore [7] stated that customers obtain the richest experience when
they experience the four different types of experiences (4Es: entertainment, educa-
tional, esthetic, and escapist). The 4Es model has been pervasively applied in tourism
industry [8], especially in wine tourist industry. A study shows that wine tourist
activities, which collected from 30 publications, have already covered the 4Es [9].
Additionally, the 4Es has been reported to have a positive effect on customer memories
and loyalty [10].

Therefore, this paper proposes an approach to embedding memorable experience to
a customer journey by incorporating the 4Es model in CJM. The next section presents
the definitions of the 4Es and examples. Sections 3 and 4 present a proposed approach
and its illustration on a real case study followed by the conclusions and future research
in the last section.

2 The 4Es Model

As aforementioned, the 4Es model composes of entertainment, educational, esthetic,
and escapist. The four types of experience are according to two dimensions: (1) how a
customer participates in the experience (passive-active), and (2) how a customer
connects to the experience (absorb-immerse). The entertainment (passive absorption) is
to sense, such as watching shows and attending concerts where customers do not affect
the outcomes of the events. The educational (active absorption) is to learn. Customers
gain this experience by taking, for instance, a cooking class where they do affect the
outcomes of the event. The esthetic (passive immersion) is to be in the environment.
The customers put themselves in a surrounding for pleasure such as sightseeing trips.
The escapist (active immersion) is to do something new. The customers experienced
something they do not do or have on a daily basis such as performing on a stage. When
customers gain all the four types of experience, the richest experience (sweet spot) is
stimulated [7, 11].

3 Embedding Memorable Experience to Customer Journey

Presented in this section is a proposed approach for embedding memorable experience
to a customer journey. It composes of six steps. The first two steps are similar to the
conventional CJM where a company prepares a good and failure-free customer jour-
ney. The remaining four steps are for embedding experience to make the journey
memorable.

1. Create a customer journey. This step begins with acquiring the inventory of
activities that the customers will go through. According to the obtained list of the
activities, a customer journey is then created from the beginning to the end. It can be
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the journey that the customers have undertaken or that the company would like the
customers to take.

2. Make a pain point-free customer journey. This step requires the company to identify
potential pain points for each activity along the journey and to try to find solutions
to alleviate or remove them. The possible solutions are generated and selected.

3. Establish experience theme(s). The focus of this step is on establishing theme(s) to
make the journey memorable. The theme(s) provides a specific context that assists
in designing format of the activities to deliver particular types of 4Es.

4. Match the settings of the activities with the theme(s). With their typical settings,
each activity is checked for their feasibility and compatibility with the theme(s).
Adjustment of the settings may be required for the activity to support the themes(s).

5. Assess the 4Es of the current customer journey under the theme(s). The type of 4Es
(E1: Entertainment, E2: Educational, E3: Esthetic, E4: Escapist) is identified for
each activity. How each activity is set for the customers to connect with and how
actively the customers will participate are two criteria for assessing the type of 4Es.
The overall experience is assessed next from the presence of each of the 4Es in the
journey. A memorable customer journey (MCJ) is ideal when the customers
experience all the 4Es through a set of activities in a designed MCJ.

6. Enhance the experience in the customer journey. Additional activities, if necessary,
may be introduced to enhance the experience in the customer journey. In case that
the current set of activities offers limited experience, the company should consider
introducing additional activities to increase experience as much as possible but
should also manage potential pain points that may arise from the additional
activities.

4 Customer Journey Implementation and Evaluation

A well-designed journey may not create a memorable experience for customers if
activities are executed poorly. Therefore, the company must also pay attention to both
preparation and execution during the implementation. It is important that a right set of
physical settings and actions to execute each activity along the MCJ is predefined to
avoid problems, issues, difficulties or inconveniences leading to customer dissatisfac-
tion during participation in the MCJ. The plan assures that the customers will gain the
designed types of 4Es.

Evaluation is also needed to improve the next offer. It intends to cross-check with
customer feedbacks made on the designed MCJ in the following aspects: (1) whether
unexpected pain points exist, and (2) how satisfied customers are with the activities.
Accordingly, a query contains two sections. The first section focuses on identifying
remaining pain points during participation in the journey caused by impromptu
preparation. The second section focuses on customer satisfaction after completing the
journey. The customers rate their satisfaction for each activity based on the experiential
value [12] as (−3) intolerable, (−2) unacceptable, (−1) acceptable, (0) neutral, (+1)
ordinary, (+2) extraordinary, (+3) priceless. The average values obtained from the
survey results are illustrated and analyzed through a proposed memorable customer
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journey map. It is reasonable to conclude that the activity receiving either extraordinary
or priceless rating and the majority agree on priceless is their memorable experience.
Suggestions for further improvement are made when:

• Unexpected pain points are reported by the customers. The 2nd step must be
revisited to obtain appropriate solutions.

• Some activities cannot satisfy a significant number of the customers. The activities
are not well designed, and embedded type of experience might not be appropriate.
Therefore, these activities should be redesigned in the 4th step.

• Some activities can satisfy the majority; nonetheless, someone still dissatisfies. The
activities are not well implemented. The preparation plan and execution have to be
investigated for improvement.

5 Designing Memorable Customer Experience Journey
for MSIE4.0 Kick-Off Meeting Program

This section illustrates the implementation of the proposed approach through an
MSIE4.0 Kick-off Meeting. Since many participants travel a long distance, an orga-
nizing team, therefore, would like to create a memorable experience for them.

MSIE4.0 is a Curriculum Development of Master’s Degree Program in Industrial
Engineering for Thailand Sustainable Smart Industry project, which is co-funded by the
Erasmus+ Program of the European Union (EU). The project has nine partners: six
Thai universities and three European universities. The project kick-off meeting was
held on February 12–16, 2018, in Thailand. The meeting aimed to provide a unique
understanding of the objectives, rules, regulations, requirements, achievement, and
space to exchange ideas to develop the project work plans. Besides, it was also
intended to nurture partnership among all the partners. The meeting program was
mainly organized by Asian Institute of Technology (AIT), the host, in collaboration
with Prince of Songkla University (PSU) and Thammasat University (TU). Thirty-five
representatives from all nine universities, including ten from the three European
partners, and a few representatives from industry partners participated in the meeting.
The main activities on the first two days at AIT were for all participants, and the rest of
the program at PSU and TU was for the participants from EU to learn more about Thai
education, industry and culture.

The meeting was for the first time that the representative of all partners met. The
organizing team did not have much information about the participants and organized
this type of a meeting for the first time. Therefore, they used their previous experiences
in attending several meetings and international conferences to create a customer
journey map containing ten key activities: 1. Project Executive Committee
(PEC) meeting, 2. Work Package meetings, 3. General meeting, 4. Public seminars, 5.
Group photo sessions, 6. Program registrations, 7. Coffee breaks and meals, 8. Local
transportation, 9. Hotel reservations, and 10. Domestic flight booking.

Each activity was studied. The team did brainstorming to identify possible pain
points as well as to find possible effective solutions. The possible pain points identified
for meeting activities, for example, were improper room layouts, non-functional
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facilities and equipment, and participants getting thirsty and sleepy. As such, the given
solutions were to re-arrange the rooms’ layout, to prepare and check facilities and
equipment, and to provide water as well as candies.

After preparing for pain points removal, the team designed the memorable customer
journey. They decided to use two themes. One was “Industrial Engineering for Thai-
land 4.0”, an academic theme for providing a knowledge base of the project and
insights of current needs and viewpoints of the industry towards Thailand 4.0. Another
one was “Authentic Thai Experiences”, a cultural theme for creating personal ties and
nurturing partnership through social activities.

For the academic theme, the meeting activities typically bring participants into
ambiances where the knowledge is brought to them. Their roles during the meeting will
shape their individual experiences. If they are active, discussing and/or presenting, they
gain the educational experience (E2). If they are passive like being audiences, they gain
the entertainment experience (E1). Since the current academic activities would offer
only entertainment and educational experiences, the organizing team decided to add lab
visits at AIT and TU, as well as plant visits, for the participants to immerse into the
theme. These additional activities would stimulate esthetic experience (E3) to them.

The main channel to embed Thai experience to the current customer journey was
the coffee breaks and meals. The team decided to serve Thai sweet snacks during the
coffee breaks and to arrange Thai foods for some meals for the participant to absorb the
theme. By having and tasting Thai cuisines and Thai sweet snacks in a
cozy/romantic/beautiful place would stimulate the entertainment experience (E1). For a
gala dinner, the team decided to provide the esthetic experience (E3) with Thai cuisines
served in Thai Benjarong ceramic sets in Thai house to immerse the participants into
the theme. Additional activities were brought into the journey to provide the partici-
pants more experience on this theme. The organizing team decided to arrange trips to
visit attractive places and to arrange a time for the participants to experience a festival
celebrated during the week. Visiting the historic city of Ayutthaya composed of several
sub-activities. The participants would gain the esthetic experience during an elephant
riding in the old city as well as during a visit to historic temples, and gain the enter-
tainment experience during visiting and cruising in the Ayutthaya floating market (an
imitative place according to the theme) and watching fencing show.

The designed MCJ for the five-day kick-off meeting program had nineteen key
activities offering three types of experience. Only the escapist experience (E4) was
omitted in this journey.

The set of embedded experience activities were the focus in the implementation
stage. Each activity was prepared for proper execution. For example, the team to
deliver the key activity no.5 (Dinner @Ayutthaya Retreat) surveyed the place; tasted
foods; reserved dining room; designed the room layout; selected menus; set dining time
and duration; set serving time and order; arranged the transportation. The identified
potential pain point for this activity was a dietary restriction. Therefore, the team
checked with the participants for their dietary preferences before the menu selection
and arranged the meal accordingly.

Most of the activities were successfully executed and illustrated in Fig. 1 is the
ambiances of the key activities captured during the five-day program. Please be noted

226 D. Hussadintorn Na Ayutthaya and P. Koomsap



that the key activity no.2 (ISE Lab Tour) was designed aside from the main journey for
a group of participants who are not PEC members.

After the meeting, the ten EU participants, one of them did not partake the program
on the 3rd and 4th days, were asked to evaluate their experiences gained from the
program via online survey because they were the group that participated in the entire
program. Photos taken during the program were also provided on the running questions
to remind them about the activities.

Figure 2 presents the memorable customer experience journey map for MSIE4.0
kick-off meeting program, obtained from the survey. The participants agreed that ‘ISE
Lab Tour’ and ‘Visiting Historic City of Ayutthaya’ were their memorable experiences.
Majority of the participants rated priceless for these two activities, and the rest rated
them extraordinary. The main suggestions are for a group of activities that obtained the
neutral and negative ratings, specifically, activity numbers 8, 9, 12, 14. There is a need
to investigate and improve the preparation plan and execution of these activities,
especially activity no.8 because one participant rated his satisfaction at the intolerable
level.

Additionally, the survey asked the participants to provide comments for the overall
program. The majority expressed that the program was well-organized. However, some
comments for improvement were stated, such as “it was great but maybe with too many

Fig. 1. Key activities in memorable customer journey for MSIE4.0 kick-off meeting program

Embedding Memorable Experience to Customer Journey 227



activities”, “far too many attractions and resulting overload of the program”, and “too
many parallel sessions for the Work Package Meetings”. The team discussed the issues
and found that the activities were rearranged to accommodate the schedule of the EU
participants and to avoid the conflict with the activity for the festival on that week.

6 Conclusions and Future Research

The 4Es model has been introduced to embed memorable experience to a customer
journey. The proposed approach can not only help a company remove pain points but
also help embed memorable experience to the customer journey. The approach is
practical also for an on-going case and continuous improvement. As illustrated in the
case study, the identified activities are ordinary activities being offered in a typical
meeting program. The pain points would be removed if the typical CJM was applied,
but the activities would remain ordinary ones. The proposed approach transformed
most of these ordinary activities to be extraordinary and left the participants with a
memorable experience. However, it is still important that the delivery must be well
executed to avoid dissatisfaction occurred to a couple activities. Besides, there are still
opportunities for enhancement. It is found from the results that one participant rated his
satisfaction at the ordinary level to all dining activities while the others scored them as
extraordinary or priceless activities. That may be because he concentrated on main

Fig. 2. Memorable customer experience journey map for MSIE4.0 kick-off meeting program
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activities (e.g., meetings and industry visits). Therefore, investigating customer pref-
erences and interests would be beneficial in designing a proper MCJ for all customers.
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Abstract. Handling metadata and module-based capabilities are enablers for
radical new ways of interaction within and between small and medium-sized
enterprises (SMEs) in terms of innovation. A challenge in this often complex
actor and interaction picture is that there can be organizational, process-related,
financial and practical barriers which tend to reduce innovativeness. There is
thus a need for methods which can provide dynamic and company-based
innovation networks. This study investigates the main barriers for effective
interaction and sharing of innovation capabilities within SMEs. The factors
identified are individual, technological and organizational factors. The success
of SMEs lies in overcoming all these barriers in order to ensure effective
interaction and sharing of innovation capabilities through their networks. This
study suggests the main conditions and elements which can contribute to
overcoming the barriers against effective interaction on innovative capabilities
among SMEs.

Keywords: Innovation capability � SMEs � Barriers

1 Introduction

Norwegian industry, and specifically its land-based industry, is in an ever more
demanding situation where competition is becoming fiercer and more complex. This is
of course not just the case for Norway, but is typical for all land-based industries in the
global market-place. In order for the companies to succeed, they are dependent on their
innovativeness combined with a quality-focus and the ability to cooperate smarter.
Therefore, the companies need to develop capabilities (resource and knowledge) and
find effective approaches in order to adopt these capabilities for developing and pro-
ducing the right products and services. Interaction on innovation capabilities among
SMEs result in increased access to resources and knowledge, more effective innovation
processes and thus better products. Interaction among capabilities (shared capabilities)
will also provide better return on investment in for example test facilities, equipment,
competence and motivation of further initiatives. This study is based on two ongoing
four-year long Norwegian R&D projects, Live Innovation Performance and Innovative
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Kraft (Power). These projects are financed by the Norwegian Research Council and the
participating companies focusing among other things on collaboration and the shared
use of companies’ test facilities and the belonging competences of companies in order
to find concrete solutions and mechanisms for integration of innovation processes.
Outsourcing, supply chain integration, production network are some examples of how
industrial businesses adjust and have adjusted to new conditions. A challenge in this
often complex actor and interaction picture is that there can be organizational, process
related, financial and practical barriers which tend to reduce the innovation power.
There is thus a need for methods which can provide dynamic and firm-based innovation
networks. This study will address the main barriers for effective interaction and sharing
of innovation capabilities among SMEs and develop a model for overcoming these
barriers in practice.

2 Background

This section includes a literature review on a number of relevant concepts which can
contribute to better understanding the required capabilities within SMEs in order to
compete within an ever more demanding situation in the market where competition is
becoming more difficult and more complex. The main focus will be on (1) the inter-
action of firms with their innovation capabilities in order to gain increased access to
resources and knowledge and (2) the barriers for effective interaction and sharing of
innovation capabilities. These theoretical frameworks will be used as a platform for
answering the main research question mentioned above.

2.1 Critical Success Factors in SMEs; The Innovation Power

Resource-constraint SMEs need to focus on critical success factors to stay competitive
amidst the challenges from globalization and liberalization [1]. Business literature
presents a wide range of success factors through a number of conceptual frameworks
that seek to capture aspects of SMEs success. However, their importance appears to be
relative and varies with the business environment, that is the industry and country
SMEs operate in. I.e. one success factor may be of great importance in one industry or
country, it may not necessarily be of equal importance in another [2].

Ho and Yang [3], categorize the main success factors in four main groups including
knowledge conditions, political and regulatory, Industry/product life cycles and
industry structure. A number of factors under the knowledge conditions category
include: diffusion of knowledge, knowledge innovation and knowledge sharing. In
general organizations are becoming ever more knowledge intensive and the need for
applying knowledge is increasing. Thus knowledge is becoming one of the critical
driving forces of success for businesses and organizations need to be aware of the
success factors of effective knowledge management [4].

Anantatmula and Kanungo [5] also state that the main driving factors in building a
successful knowledge management effort, within SMEs, are top management
involvement, knowledge management leadership, and the culture of the organization.
This calls for a positive attitude and motivation towards knowledge sharing behavior,
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values that are adhered in the SME owners, as well as behavior which is acceptable to
all parties. The knowledge sharing behavior will contribute to formation of innovation
capability within SMEs [6].

2.2 Enablers for Sharing Innovation Capabilities Among SMEs

For innovation to take place, the organization must possess innovation capability and
operate in an environment (internal and external) with appropriate enablers which work
sufficiently under a sound innovation management system [7]. As earlier mentioned, in
SMEs, the success of knowledge sharing stimulates knowledge creation and encour-
ages individuals to think more creatively and critically. It has been proved that the
responsiveness of SMEs is likely to improve if they strongly develop capabilities in
external knowledge acquisition and intra-firm knowledge distribution [8]. This results
in being decisive for aligning them with external environments [9].

Love and Roper [10] indicate three main channels through which firms may obtain
external knowledge which may contribute to their innovation and exporting activity:

1. “Being there” in which firms benefit from un-priced, and perhaps unanticipated,
flows of local knowledge or information mediated through social contacts or labor
market linkages.

2. “Openness” partnering in which firms engage in purposeful relationships with other
organizations in order to gather either technical knowledge or market
understanding.

3. “Learning by exporting” in which firms gain market – and also potentially
innovation-related – knowledge through their exporting activities.

Lage and Alturas [11] in their study investigate on possible enablers for sharing
knowledge and information among SME. The existence of a “Power” asymmetry
between the giver of knowledge (upper position) and the receiver is also very common;
the rate of acquisition of knowledge by the recipient is a key factor to change the
relationship of dependency.

Another important factor is the “Trust in the network’s leadership”. Cooperation
among SMEs highly depends on their level of trust in their network’s relation-
ship. Therefore, trust in the network’s coordination may also be an important factor for
the information sharing process to happen.

The role of “Information and communication technology” is also quite important in
sharing of knowledge and technology. ICT is basically the main channel for sharing
information within the network. The relevance of ICT is probably higher when the
members are geographically dispersed throughout the country and the network has a
more vertical coordination, which demands the exchange of more operational
information.

Ngah and Jusoff [12] point out the importance of strength on motivation, a good
working network, unique skills and short informal communication as enablers for
effective information sharing in SMEs. The success of knowledge sharing among
SMEs encourages the creation of knowledge, the increase of continuous innovation
capabilities and stimulating employees to think more critically and creatively [13].
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Despite the fact that knowledge sharing within and among SMEs is a source of
competitive advantage for these firms, not all firms and SME clusters succeed in
effectively sharing their knowledge and information either internally or externally
among the business cluster that they are part of. These barriers will be discussed further
in the following section.

3 Barriers for Effective Interaction and Sharing
of Innovation Capabilities Among SMEs

According to Bremmersa and Sabidussib [14], working in cooperation to innovate has
become an imperative in an economy where firms’ links are increasing in number and
in relevance. To innovate, individual efforts alone are not sufficient and the use of
partnerships has developed remarkably in the last years.

One of the key ingredients for innovation in a cooperative environment is sharing
knowledge. However, there are always barriers against effective knowledge sharing
within SMEs and among SME networks.

In general, barrier factors influencing knowledge sharing within an organization are
categorized into three main categories: individual factors, technological factors and
organizational factors [15].

Individual factors are related to elements such as beliefs and perceptions of each
individual. For example employees may not want to share due to the sense of losing
control and authority over knowledge. Some might want to take ownership of it to
receive accreditation from the other members. The lack of understanding of the
knowledge they hold or of the benefits coming from sharing represent other reasons of
resistance [16]. Employees may be reluctant also simply because they are not able or do
not have the time to integrate knowledge sharing activities into their everyday duties
[17]. Another aspect is the trust between the knowledge provider and the knowledge
seeker [18]. The sharing of information happens when the knowledge provider is
confident that the knowledge seeker has the capability (attitudes and professional
capability, etc.) to make use of the shared knowledge. In fact, the level of capability of
the knowledge seeker can act as a barrier for sharing of knowledge.

Technological factors include the unavailability of the required technological
resources such as software and hardware to assist in implementation of knowledge
management activities. ICT systems enable rapid search, gathering and retrieval of
information, apart from providing support for communication and collaboration among
employees through intranet, groupware, online databases, and virtual communities.
Small-medium enterprises are increasingly adopting ICT tools, including e-commerce,
but they are still limited by scarce financial investments [19].

Organizational factors include the influence of the organizational culture, lack of
proper integration between knowledge management activities and long-term goals as
well as objectives of the company, lack of proper leadership, and lack of appropriate
rewards in the organization [17]. Research has shown that small firms tend to lack a
strategic approach in knowledge management, being more concerned about the day-to-
day viability [20]. Another organizational aspect that hinders knowledge transfer is the
“not-invented-here-syndrome”, which represents an attitude of not willing to make use
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of solutions/knowledge created by others. The not-invented-here syndrome does not
allow organizational members to look for existing relevant solutions, depending on the
premises behind the knowledge as well as contextual considerations.

Avdimiotis et al. [21] classified the factors contributing to lack of knowledge
sharing into two categories; psychological factors, and organizational structural factors.
The psychological factors included trust, willingness to communicate, and reliability of
source. The organizational structural factors included motivation, structure, and orga-
nizational leadership. These two sets of factors correspond to our categorization,
namely individual factors and organizational factors respectively.

However, there are significant barriers to knowledge acquisition for clustered
SMEs, both social and cognitive, and these significantly constrain smaller firm’s ability
to accrue knowledge-based advantage from clusters [22]. The success of SMEs lies in
overcoming these barriers in order to ensure effective interaction and sharing of
innovation capabilities among their network.

4 A Model for Overcoming Barriers for Sharing Innovative
Capabilities

This section will point out the main conditions and elements which can contribute to
overcoming the barriers against effective interaction on innovative capabilities among
SMEs. According to Mitchell et al. [23], the role of technical specialists is essential as
knowledge gate keepers and facilitators of knowledge sharing to and between SMEs in
clusters. This role is significant because it illustrates an effective knowledge brokering
function in clusters that overcomes the constraints set by significant cognitive distance
from the technological frontier.

Another important element which contributes to overcoming the knowledge sharing
barriers is the role of social capital built up by the technical specialists which will be
utilized to identify and assimilate knowledge in order to transfer their knowledge to
recipient organizations [23].

The culture of knowledge sharing within organizations plays a significant role in
the enhancement of innovation capabilities in SMEs. Increased partnership between
entrepreneur in the cluster as well as other possible clusters within the same area [6].
The above mentioned elements call for the support of the SME senior management by
building up effective strategic management of firm capabilities [24]. Development of an
environment of trust where people feel free to create, share, and use information and
knowledge, working together toward a common purpose, within and among SMEs is
also one of the drivers for overcoming the organizational barriers which were men-
tioned in the previous section.

According to Vajjhala and Vucetic [25], SMEs need to focus on motivational issues
and identification of non-monetary mechanisms to motivate employees to actively
participate in knowledge sharing activities. The organizational leadership of SMEs
should recognize the efforts of employees participating in knowledge sharing activities
to foster the creation of an organizational culture which will promote the spirit of
knowledge sharing in the firms.
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The commitment of top management within SMEs is also an important factor
which can positively contribute to effective knowledge sharing among SME networks.
The top management commitment is positively related to the exchange of strategic
information. Information and communication technologies are also essential for
information sharing, ICT being the main channel used to share information within SME
networks. Indeed, trust in partners and in network coordination is relevant for all
networks as a basic condition for the sharing of information to happen [11].

Based on the above mentioned elements and the enablers for sharing innovation
capabilities among SMEs discussed in Sect. 2.2, a model is proposed for overcoming
the possible barriers against effective interaction and sharing of innovation capabilities
among SMEs.

The suggested elements for overcoming the barriers against interaction on inno-
vation capabilities is means to cover the whole cycle of knowledge management based
on Dalkir’s [26] knowledge management model. Dalkir’s model presents three major
parts: Capturing/creating knowledge, sharing knowledge, and applying knowledge. In
the transition from knowledge capture/creation to knowledge sharing and dissemina-
tion, knowledge content is assessed. Knowledge is then contextualized in order to be
understood (“acquisition”) and used (“application”). This stage then feeds back into the
first one in order to update the knowledge content (Figs. 1 and 2).

As seen in the figure, there is large focus on approaches for overcoming organi-
zational barriers against interaction on innovations and knowledge. This might be an
indication that a top-down approach within organizations can foster actions which will
eventually contribute to overcoming both individual and technological barriers as well.

Knowledge capture and 
/or creation 

Knowledge sharing and 
dissemination 

Knowledge acquisition 
and application 

Assess 

Contextualize 
Update 

Fig. 1. An integrated knowledge management cycle ([26], p. 43)

Overcoming Barriers Against Interaction on Innovation Capabilities 235



Individual barriers 

Beliefs, perceptions, culture, 
trust, reliability, motivation 

Technological barriers 

Software and hardware 
systems, ICT systems 

Organizational barriers 

Culture, leadership,  
strategy, attitude 

Culture of knowledge sharing, Fostering an environment of trust 

Collaboration among clusters of SMEs, creation of social capital, 
creation of a culture of knowledge sharing, culture of working together 

towards a common goal, Motivational mechanisms (non-monetary), 
supportive leadership, commitment of top management, Geographical 

proximity between collaboration parties 

Information and communication technologies, Technical specialists 

Fig. 2. Model for overcoming barriers against interaction on innovation capabilities – based on
[15]

5 Conclusions

The main barriers for effective interaction and sharing of innovation capabilities among
SMEs have been elucidated in this study alongside the possible approaches for over-
coming these barriers. The main barriers identified through this study include: Indi-
vidual barriers, technological barriers and organizational barriers. A number of
approaches have been suggested for overcoming these barriers. The commitment of top
management within SMEs is an important factors which can positively contribute to
effective knowledge sharing among SME networks. Further research can be done on
how each of these barriers and the solutions for overcoming them are different in
different industries and contexts.
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Abstract. The flexible production plays the key role within any production
system. An optimization model is developed for a production system with
flexible production rate within a fixed limit, defined by the management, with
quality improvement in a supply chain management. The aim of the model is to
obtain the best optimum production rate with the global minimum cost. It is
assumed that the lead time demand follows a normal distribution and a lead time
crashing cost is used to reduce the lead time. A classical optimization technique
is used to solve the supply chain model. A theorem is established to obtain the
global minimum total cost. A numerical example is given to illustrate the model.
Numerical studies prove that this model converges over the existing literature at
the global minimum cost.

Keywords: Flexible production rate � Supply chain management
Quality improvement � Controllable lead time

1 Introduction

Supply chain management (SCM) is introduced by Goyal [1], where he thought about
the basic combination of buyer and vendor. There was no especial policy except the
adding the basic cost of two players. After a decade, another researcher Banerjee [2]
incorporated a new strategy lot-for-lot (LFL) within SCM model, where it is found that
LFL policy is convergent over basic model of Goyal [1]. Just after 2 years of
Banerjee’s [2] model, Goyal [3] wrote a short note over a major concept as single-
setup-multi-delivery (SSMD) policy. The policy is valid when the buyer’s holding cost
is less than vender’s holding cost. But there is a trade-off between holding cost and
transportation cost of buyer. Sarkar et al. [4] extended SSMD policy to single-setup-
multi-unequal-delivery (SSMUD) policy, where they proved that SSMUD is always
convergent over SSMD policy. Even though SSMUD is the best strategy for trans-
portation policy till now, but the trade-off between two different costs exist till now.
The whole invention is within the grip of domestic deterministic modelling, where the
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basic aim of proposed model is to consider a probabilistic modelling with some real
extensions.

The basic inventory model for SCM with continuous controllable lead time is
considered by Ben-Daya and Rauf [5]. The controllable lead time crashing cost with
discrete lead time crashing is initially utilized by Ouyang et al. [6], whereas that model
is modified by Moon and Choi [7]. The concepts of quality improvement and setup cost
reduction were introduced by Ouyang et al. [8]. This model of Ouyang et al. [8] was
extended by Sarkar and Moon [9] by controllable lead time dependent backorder rate
but with continuous investment for setup cost reduction. Sarkar et al. [4] extended the
concept of quality improvement with backorder price discounts. Kim and Sarkar [10]
extended the same field with multi-stage production system Majumder et al. [11]
developed a SCM model with similar direction for quality improvement. There are
several extensions in this direction, but no one considered variable production rate with
SSMUD policy in supply chain management (SCM). Nowadays, it is found that
constant production rate (Glock, [12]) may not support always for different types of
rapid production. Glock [13] proved that production rate may be variable or control-
lable but not constant for all production systems. The production rate should be con-
trollable as if machine moves to out-of-control state, it may produce defective products.
Thus, to control defective products or imperfect quality items, production rate should
be reduced or due to urgent production, production rate may increase to a certain limit
for rapid production. Therefore, production rate is always constant, it is not always
valid for all production system. The proposed model considers a SCM model with
SSMUD policy under variable production rate, which is the initial stage to make a
sustainable supply chain management through sustainable manufacturing which fol-
lows a normal distribution. The total cost is minimized through a classical optimization
technique.

The rest of the paper is organized as follows: Sect. 2 explains mathematical model
of the research problem. Section 3 contains the numerical results of the model. Finally,
conclusions and future extensions are discussed in Sect. 4.

2 Mathematical Model

A basic two-echelon supply chain management is considered for single type of prod-
ucts within single-manufacturer and single-buyer. The Production rate P is variable and
it is considered as f Pð Þ ¼ aPþ b

p ; a and b are scaling parameters and P is the pro-

duction rate with production setup cost S per setup. The unit production cost is pro-
duction dependent (see for reference Sarkar et al. [14]) and the quality improvement
with continuous investment is considered here (see for reference Kim and Sarkar [10]).
If the buyer orders Q items, manufacturer produces zQ items and transports them into
z times of shipments to buyer. The reorder point R of each buyer is allowed when the
inventory touches the reorder point R ¼ DLþ kr

ffiffiffi
L

p
; where D is the demand of

products during unit time, L is average lead time, DL is the expected demand during
lead time, kr

ffiffiffi
L

p
is safety stock, and k is safety factor. Safety factor is considered as a

decision variable instead of reorder point. Let us suppose L0 �
Pn

j¼1 vj and Li be the
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length of lead time with components 1, 2,….,i crashed to their minimum duration.
Thus, Li can be expressed as Li �

Pi
j¼1 ðvj � ujÞ; i ¼ 1; 2. . .:; n; where uj and vj are the

minimum duration and normal duration to crash the lead time. The lead time crashing
cost per cycle C(L) is expressed as C Lð Þ ¼ ci Li�1 � Lð Þþ Pi�1

j¼1 cj vj � uj
� �

;

L 2 ½Li; Li�1�, where ci is the crashing cost per unit time. Due to controllable lead time
shortages are allowed and fully backlogged.

The average total cost of manufacturer is

TCM z;Q; P; cð Þ ¼ SD
zQ

þ hm
zQ
2

z 1� D
f Pð Þ

� �
� 1þ 2D

f Pð Þ
� �

þ yDzQc
2

þ Cm þ Cd

fðPÞ þ afðPÞ
� �

DþB ln
c0
c

� �

þ F1D
Q

:

ð1Þ

For the manufacturer, the average total cost is combination of setup cost, holding
cost, investment for imperfect products, variable production cost, quality improvement
cost, and transportation cost, respectively. Here hm is the holding cost of the manu-
facturer per unit product per unit time, y is the investment for quality improvement, Cm

and Cd are material cost and development cost, a is the tool/dye cost, c is the proba-
bility for shifting “in-control” state to “out-of-control” state of the manufacturing
process, c0 is the initial probability to go “out-of-control” state, B is the scaling
parameter related with the quality of product, and F1 is the transportation cost of the
manufacturer.

The average total cost of buyer is

TCB Q; k; Lð Þ ¼ AD
Q

þ DCðLÞ
Q

þ hb
Q
2
þR� DL

� �
þ pD

Q
E X � Rð Þþ

� �
; ð2Þ

which is the summation of ordering cost, lead time crashing cost, holding cost, and
shortage cost. Here A is the ordering cost per order and hb is the holding cost of the
buyer per unit time, and p is shortage cost per unit shortage.

The expected shortage at the end of the cycle can be written as

E X � Rð Þþ ¼
Z 1

R
x� Rð ÞdF xð Þ

¼ r
ffiffiffi
L

p
w Kð Þ;

ð3Þ

where w kð Þ ¼ / kð Þ � k½1� UðkÞ�, / stands for the standard normal probability den-
sity function and U stands for the cumulative distribution function of normal
distribution.

Total supply chain cost can be found as the summation of total cost of two players.
Therefore,
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TCS z;Q;P; c; k; Lð Þ ¼ SD
zQ

þ hm
zQ
2

z 1� D
f Pð Þ

� �
� 1þ 2D

f Pð Þ
� �

þ yDzQc
2

þ

Cm þ Cd

f Pð Þ þ af Pð Þ
� �

DþB ln
c0
c

� �
þ F1D

Q
þ

AD
Q

þ DCðLÞ
Q

þ hb
Q
2
þR� DL

� �
þ pD

Q
E X � Rð Þþ

� �
ð4Þ

Taking partial differentiation with respect to Q; and after simplification, one can be
obtained

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ADþF1DþDC Lð Þþ pDr

ffiffiffi
L

p
w Kð Þþ SD

z

hmz
2 z 1� D

f Pð Þ
	 


� 1þ 2D
f Pð Þ

h i
þ yDzc

2 þ hb
2

vuut ð5Þ

Partially differentiating Eq. (4), with respect to P and after simplifying, one can find

P ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
a Cd � hmzQðz�2Þ

2

h ir
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
a Cd � hmzQðz�2Þ

2

h i
� 4ab

r

2a
ð6Þ

For obtaining the optimum value of k, one can take the partial differentiation of the
total supply chain cost with respect to k and after simplification, one can have

hbr
ffiffiffi
L

p
þ pDr

ffiffiffi
L

p

Q
U kð Þ � 1ð Þ ¼ 0: ð7Þ

Solving the equation, it can be found

U kð Þ ¼ 1� hbQ
Dp

: ð8Þ

Differentiating partially twice with respect to L of the total cost function, it can be
obtained

@2TCS

@L2
¼ � 1

4
hbkr
L3=2

þ pDrw Kð Þ
QL3=2

� �
ð9Þ

The total cost function TCS is concave with respect to L as second order derivative
with respect to L is less than zero. For optimum value of c, differentiating the total cost
function and simplifying, one can obtain,

c ¼ 2B
YDzQ

: ð10Þ
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These values of the decision variables are optimum values as the principal minors
are positive definite always.

3 Numerical Experiment

This section consists of experiment’s result and analysis from the results.

3.1 Numerical Example

To test the model, an illustrative numerical experiment is conducted. The experiment is
considered with a tool as MATLAB 17B. For the experiment, the input parameters’
value are taken from Majumder et al. [11] and given below:

The demand of products is considered here 600 unit/cycle. The ordering cost of the
retailer is $200/order. Shortages are allowed in this model and it is considered as
$10/unit shortage. Safety r has the fixed value of 7. Setup cost is assumed as
$200/setup. c0 is the initial probability to shift “out-of-control” state 0.0002;
F1 = $.1/shipment; The investment for quality improvement is $175. The holding cost
of the manufacturer is considered as $0.13/unit/unit time and buyer as $0.18/unit/unit
time. Material cost, development cost and tool/dye cost are assumed as $3/setup,
$10/setup, and $0.001/cycle, respectively. Scaling parameters’ values are a = 0.05 and
b = 500, and B = 400. Lead time crashing cost is $22.4.

The numerical experiment has been done with the given values of the parameters.
The model obtains the global optimal solution using classical optimization technique in
MATLAB coding. The optimum values of Eqs. (5)–(10) are used to obtain the opti-
mum results. The optimal results are obtained as follows: the optimum supply chain
cost TCS = $5929.88; the optimal lot size ðQ�Þ = 28.26 unit; the optimal probability of
shifting to “out-of-control” state from “in-control” state c� = 0.00009; the optimal
production rate ðP�Þ = 3.33 units; k� ¼ 1:37 the number of shipments ðzÞ = 3; lead
time ðLÞ = 4. It is found that optimum production rate is more than the demand, which
indicates that there should not be any shortages any time and the model is validated
with the theoretical perspective based on the taken assumptions. Based on the proba-
bility value of shifting to “out-of-control” state from “in-control” state, it can be
concluded that the quality of products is improved as the probability is reduced, and
finally the shipment number indicates that the model follows single-setup-multi-
delivery policy.

If we compare this research model with Majumder et al. [11], then the cost of their
model is $6393.17 under same assumptions whereas the proposed model gives the cost
$5929.88. Therefore, the savings from the existing literature is 7.18%.

3.2 Sensitivity Analysis

A sensitivity analysis is performed here to estimate the variation of total cost of supply
chain with change of key parameters of the model. The optimal value of total cost is
changed (−10%, −5%, +5%, +10%) with the change of different parameters are given
below in Table 1.
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From Table 1, one can say that ordering cost, setup cost, material cost, backlogging
cost, and transportation cost are changing as they are directly proportional to the total
cost of the supply chain. Scaling parameters (a, b) of flexible production rate are
inversely and directly proportional, respectively to the total cost. For the controllable
production rate development cost is inversely proportional to total cost of the supply
chain.

Table 1. Sensitivity analysis table

Parameters Changes
(in %)

TC�
s (in %) Parameters Changes

(in %)
TC�

s (in %)

A −10 −0.05 p −10 −0.004
−5 −0.03 −5 −0.001
+5 +0.02 +5 −0.0001
+10 +0.05 +10 +0:001

S −10 −0.02 r −10 +0.03
−5 −0.01 −5 +0.01
+5 +0.01 +5 −0.01
+10 +0.02 +10 −0.03

c0 −10 −0.007 F1 −10 −0.00003
−5 −0.003 −5 −0.00001
+5 +0.003 +5 +0.00001
+10 +0.006 +10 +0.00003

Y −10 −0.007 a −10 −0.002
−5 −0.003 −5 −0.001
+5 +0.003 +5 +0.001
+10 +0.006 +10 +0.002

hm −10 −0.01 hb −10 −0.03
−5 −0.006 −5 −0.01
+5 +0.005 +5 +0.01
+10 +0.01 +10 +0.03

Cm −10 −0.03 Cd −10 +0.001
−5 −0.02 −5 +0.0005
+5 +0.02 +5 −0.0003
+10 +0.03 +10 −0.0005

a −10 +0.002 b −10 −0.002
−5 +0.0008 −5 −0.0008
+5 −0.0007 +5 +0.0008
+10 −0.001 +10 +0.002

B −10 −0.02
−5 −0.008
+5 +0.008
+10 +0.01
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4 Conclusions

Two-echelon supply chain model was considered where single-setup-multiple-delivery
was applied. Production rate was variable and controllable. Manufacturing system
always maintained quality of products. Buyer faced some shortages, but it was fully
backlogged. To continue the business supply chain players had to follow some
strategies. The model had been solved analytically and numerically. Analytically quasi-
closed form solutions were obtained and from numerical study optimal total cost were
gained.

This model can be easily applied in any production system, where the production
system is flexible and producing single-type of products. The model can be used where
the production system is passing through a long-run production system and there is a
probability for the production system moves from “in-control” state to “out-of–con-
trol” state; the policy from this model can be employed to improve the quality of
products. This model can be extended with the setup time and transportation time-
dependent lead time demand, which may be considered as controllable. One can invest
some investments to reduce the setup time or transportation time or both. It may be
considered that second setup is dependent on first setup and hence the lead time is
dependent only setup time, which may be controllable also.
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Abstract. Today, the continuous design of production networks is challenging
due to their high complexity and diverging interests of individual sites. In order
to increase the efficiency and agility of global producing companies, this paper
presents a method that shifts the often-present focus on locations towards a
market and production process oriented design approach of production net-
works. By subdividing the product range into product families, the complexity
of decision-making processes is reduced. Subsequently, target conflicts between
product families are resolved systematically from an overall corporate view by
deriving the smallest possible holistic decision scope. The method was applied
to a machine tool manufacturer.
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1 Introduction

1.1 Challanges of Production Network Design

While companies are already continuously developing and optimizing their individual
production sites by the use of lean management approaches, production networks are
mainly designed in individual projects [1]. Manufacturing companies lack a continuous
process for systematical network design [2] to face the continuing trend towards
globalized value creation [3]. As a result, companies face the constant risk that their
production network will quickly lose competitiveness due to poor internal decisions,
such as a suboptimal allocation of new products [4].

One of the main reasons for this problem is that production networks are one of the
most complex and dynamic man-made systems [5]. The continuing trend towards
product diversification increases this complexity [6].

Thus, suitable management approaches are needed which, on the one hand, are
capable of simplifying complexity in decision-making processes and, on the other
hand, are able to make optimal decisions for the entire company [4]. In the past, many
approaches for designing production networks focused on the configuration of the
network, which frequently emphasize the site and location design and often do not put
enough emphasis on the market and production processes [7].
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1.2 Exemplary Case Study

The considered company is a global producer of machine tools. It has introduced a
uniform production system at all its sites to ensure continuous value stream opti-
mization from “ramp to ramp”. The sites are focused on optimizing their own balance
sheet. They make independent investment decisions and use individual internal cost
allocation methods, which makes it difficult to compare manufacturing costs at the
network level. Site roles were defined and parts of the production program were
strategically assigned by allocating core competencies to main production facilities.
The site managers are incited to allocate as much of the remaining products as possible
to their site to distribute overhead costs. Despite numerous acquisitions of new sites,
there has not been an optimization from a network perspective for years, and the site
roles have not led to the desired optimization of the production network.

Initial analyses suggest high productivity potential through network consolidation.
For the continuous development of the network, a stronger focus on the value stream of
the products and the target markets shall be achieved.

1.3 Aims of This Paper

The aim of this paper is to reduce decision complexity in production network con-
figuration and to shift the design process from a site oriented view towards a stronger
focus on the product- and market perspective. In order to achieve this, the paper
presents an approach which utilizes the well-established method of value stream
mapping [8] on a production network level. The result is a paradigm shift from a site-
oriented to a product- and market-oriented configuration of production networks. The
approach contributes to enabling a continuous design process for production networks
and to the control of complexity in the management of global production networks. The
specific challenge stems from industry projects and is summarized in the case study in
Sect. 1.2. Case study based research was recently recommended by Ferdows in order to
gain a practical management approach for decision-making in the context of global
production networks [3].

2 State of the Art

2.1 Evaluation Criteria

Continuous network design is a key to long-term competitiveness of producing com-
panies [2]. To enable continuous network design, a method is needed which meets the
following requirements to meet the challenges stated in Sect. 1.1:

• Production network design decisions must always be taken from a company per-
spective rather than from a location perspective

• Decision complexity must be reduced systematically to a manageable level in order
to enable continuous network optimization

• The method has to be applicable to large, complex production networks
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2.2 Discussion of Excisting Approaches

Cheng et al. [7] and Saenz et al. [9] present numerous approaches for production
network design. Most of the approaches focus on finding solutions for singular network
design optimization problems. The most promising are discussed regarding the
requirements defined above.

Ferdows describes an approach to reduce the complexity of production networks by
delayering them into a set of subnetworks based on complexity and proprietary design
of the products they produce and complexity and proprietary design of the processes
they use to produce them [4]. This approach is not sufficient since it ignores the
production process chain in the delayering process.

Schilling provides an approach for the continuous development of production
networks with a focus on fast moving consumer goods [10]. However, due to the
specific characteristics of the branch focus, complex supply relationships between sites
as well as high product and process complexity, as found for example in mechanical
and plant engineering, are neglected.

Lanza and Moser present a dynamic multi-objective optimization model for global
manufacturing networks, which evaluates the impact of changes of influencing factors
and optimizes the global design of the manufacturing network [11]. The model includes
objectives like delivery time, quality, flexibility and coordination effort into consid-
eration. Yet it does not describe a management approach to continuously optimize
production networks.

“Making the Right Things in the Right Places” is an approach for continuous
production network design presented by Christodoulou et al. [12]. Several methods for
global footprint design are presented and embedded as part of cyclic business planning
that should be fully owned by all levels of management. The presented framework is
proposed as a definitive basis for all manufacturing footprint decision-making. Friedli
recognizes it as one of the most relevant approaches to date [13]. Nonetheless the
method does not consider complexity reduction as a mayor challenge for continuous
production network design.

Schuh et al. present a reference process for the continuous design of production
networks [2]. The reference process divides the network design process in a strategic, a
tactical and an operational sub process with cyclical interaction. The approach does not
provide a detailed proceeding, but is used as a framework for the method described in
this paper.

Other approaches like Gölzer et al. aim to make complexity in global production
networks manageable through big data analyses instead of complexity reduction [14].
A review of recent big data approaches for supply chain management is given by
Tiwari et al. [15].

2.3 Deficits of Existing Approaches

In summary, existing management approaches partly address the problem of enabling
continuous production network design, but they are not directly applicable in practice,
since they do not include an approach for complexity reduction or ignore main com-
plexity drivers such as process chains. Big data approaches try to enable complexity
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management but do not consider qualitative, strategic decision factors in decision-
making. Furthermore, Olhager et al. support the need of an integrated view of product
structure and production process in the network by pointing out that more research is
needed to obtain fuller understanding of the mutual impacts of product architecture and
supply chain design [16].

3 Approach

The aim of this approach is to reduce the complexity of decision-making processes for
production network design to a level that enables continuous production network
design. At the same time, it should be ensured that optimal decisions are made from an
entrepreneurial point of view.

As shown in Fig. 1, the presented method is divided into five steps, which are
arranged according to the reference process by Schuh et al. [2] into a strategic and a
short cyclical, tactical process, which are interrelated. At a strategic level, the com-
pany’s product program is divided into product families. At the tactical level, opti-
mization potentials per product family are identified. Afterwards, target conflicts
between product families are derived and the smallest possible decision scope per
optimization case is identified in order to subsequently optimize from a company
perspective.

Step 1: The first step is a re-orientation of the network structure from site- to
product- and production perspective. For this purpose, proven structures from lean
production and product development are adopted and transferred to a network view.
Rother and Shook describe product families as “a group of products that pass through
similar processing steps and over common equipment in your downstream processes”
[8]. In the design process of modular systems, modules are formed by means of an
external market analysis and an internal production process analysis [17].

Strategy process Tactical planning process
Market 
perspective

Align 
market and 
production 

perspective to 
product 
families

Generate 
merged 

scenarios and 
optimize from 

company 
perspective

Derive the 
degrees of 

freedom in the 
network

Production 
perspective

4 5Identify and 
assess 

scenarios 
for each 
product 
family

321
Identify target 
conflicts and 

derive smallest 
possible 

decision scope

Focus of this paper

Guiding 
principles 
from strategy

Fig. 1. Integrated approach for complexity reduced, continuous decision-making processes
based on product families
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Transferred to network design, product families are initially formed from a market
perspective as shown in Fig. 2. The product families are categorized according to the
sales markets and the product features that are perceived by customers. The assignment
is company-specific, since it depends heavily on the product program. For example, a
manufacturer of products with a low value density will likely take geographical aspects
in focus when forming product families due to the proportionately high transport costs.
A manufacturer of equipment used in the medical or food industry may focus on
product requirements.

Subsequently, the product families are detailed from a production perspective. The
product families are further subdivided according to the similarity of their value chains.
Here, the comparability of the process steps is crucial. The current assignment of
process steps to locations is not taken into account in this process step.

Step 2: The degrees of freedom in the network are derived by comparing strategic
specifications and the current distribution of the value added. This can be, for example,
the linking of production and development for a product at a specific site. Aim is the
reduction of network design complexity by not constantly challenging previously
defined core competencies at specific sites on a tactical level. Core competencies can be
reworked within the strategy process.

Step 3: In the next step, the optimization potential is identified and evaluated for
each product family. Methods for identifying optimization potential are not the focus of
this paper. Hence, an exemplary reference for an existing approach regarding this topic
is given by Shi et al. [18].

Step 4: Afterwards, the design projects of the individual product families resulting
from step 3 are set in an overall entrepreneurial context. In order to keep complexity as
low as possible, the aim is to find the smallest possible decision-making scope that
allows an overall entrepreneurial decision. This is done by analyzing the resources
concerned. Resources can be defined company-specifically as individual production

Refine product families from a 
production perspective

Define product families from a 
market perspective

Strategic allocation of process 
steps at production sites

pr
od

uc
t fe

at
ur

es

Fig. 2. Market and production specific product family segmentation and match with guiding
principles from the production strategy
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and assembly areas within a location or, in more detail, as individual machines or
production lines.

The procedure shall be explained by using the example shown in Fig. 3: The value
added of product family 1 at location 1 is to be relocated to location 3. This has an
impact on all four product families: Product family 2 is closely linked because
resources are shared. The removal of product family 1 in plant 1 could also make the
relocation of product family 2 from plant 1 beneficial. At the same time, product family
3 uses a resource at site 3 to which the relocation is intended. This results in the new
scenario scope, which must take into account product family 1 and parts of the product
families 2 and 3. The relocation from location 1 to location 3 increases the contribution
margins per unit for product family 4, which reduces the profitability of production, but
cannot be shifted for the time being due to strategic specifications. However, the
investment calculation must also take product family 4 into account.

Step 5: Finally, the combined scenarios are evaluated. Schuh et al. [19] for example
provide a method for holistic scenario evaluation from an overall company perspective.
In addition, a financial evaluation of strategic decisions is possible. If, for example, the
business case for the example shown in Fig. 3 is positive without taking product family
4 into account, but negative with product family 4, this results in a negative assessment
of the relocation from an overall company perspective. The difference to the relocation
scenario without consideration of product family 4 are the costs for a strategic decision
to be questioned. This must be reflected in the strategy process and the core compe-
tence at that site should be questioned.

Site 1 Site 2 Site 3

Production steps on 
shared resources

Product family 3

Smallest scope for 
scenario creation

Product family 4

Product family 2

Core competence at site

Legend Production steps on 
resources exclusively 
used by product family

Product family 1

Planned reallocation

Smallest scope of the 
financial evaluation

Site 1 Site 2 Site 3

Production steps on 
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Product family 3

Smallest scope for 
scenario creation

Product family 4

Product family 2

Core competence at site

Legend Production steps on 
resources exclusively 
used by product family

Product family 1

Planned reallocation

Smallest scope of the 
financial evaluation

Fig. 3. Derivation of the smallest possible decision scope using the example a the relocation of
value added for a product family

Reduction of Decision Complexity as an Enabler for Continuous Production Network 251



4 Discussion and Future Research

The strategic process steps 1 and 2 of presented approach have been applied to the
company described in the case study in Sect. 1.3. Main driver for the product family
separation has been the final assembly of the products. In total, eight product families
have been derived.

In order to implement the entire approach in a sustainable way, it is necessary to
create the appropriate organizational structures. Therefore, the assignment of decision-
making competencies to a value stream manager per product family managers is
required and committees have to be defined that solve target conflicts from an overall
network perspective. In addition, the method leads to an increased number of evalu-
ation processes in the network, therefore methods are required that are able to evaluate
these situation-specific scenarios with an adequate effort.

Furthermore, testing with companies from other industries is necessary to examine
the general validity of the procedure. However, the following advantages are expected
from the presented approach:

• By dividing the product range into product families, the network design focus is
directed towards the value-added process instead of conflicts of interest between
production sites

• The derivation of optimization projects per product family enables a complexity
reduction for the identification of optimization potentials

• Target conflicts between product families create a value-added oriented discussion
within the company and are resolved from an overall entrepreneurial perspective.

Acknowledgment. The authors would like to thank the German Research Foundation DFG for
the kind support within the Cluster of Excellence “Integrative Production Technology for High-
Wage Countries”.

References

1. Ferdows, K.: Managing the evolving global production network. In: Markides, C., Murray,
J.A., Galavan, R. (eds.) Strategy, Innovation, and Change. Challenges for Management.
Oxford University Press, Oxford (2008)

2. Schuh, G., Prote, J.-P., Dany, S.: Reference process for the continuous design of production
networks. In: 2017 International Conference on Industrial Engineering and Engineering
Management (IEEM) (2017)

3. Ferdows, K.: Keeping up with growing complexity of managing global operations. Int.
J. Oper. Prod. Manag. 14(1), 73 (2018)

4. Ferdows, K., Vereecke, A., Meyer, A.: Delayering the global production network into
congruent subnetworks. J. Oper. Manag. 41, 63–74 (2016)

5. Váncza, J.: Production networks. In: Chatti, S., Laperrière, L., Reinhart, G., Tolio, T. (eds.)
CIRP Encyclopedia of Production Engineering, pp. 1–8. Springer, Heidelberg (2016).
https://doi.org/10.1007/978-3-642-35950-7

252 G. Schuh et al.

http://dx.doi.org/10.1007/978-3-642-35950-7


6. Mourtzis, D., Doukas, M.: The evolution of manufacturing systems. In: Handbook of
Research on Design and Management of Lean Production Systems, pp. 1–29. IGI Global,
Hershey, Pennsylvania (2014)

7. Cheng, Y., Farooq, S., Johansen, J.: International manufacturing network: past, present, and
future. Int. J. Oper. Prod. Manag. 35(3), 392–429 (2015)

8. Rother, M., Shook, J.: Learning to See: Value-Stream Mapping to Create Value and
Eliminate Muda. Version 1.4 ed. Lean Enterprise Institute, Cambridge (2009)

9. Maria Jesus Saenz, P., Koufteros, X., Olhager, J., Pashaei, S., Sternberg, H.: Design of
global production and distribution networks. Int. J. Phys. Distrib. Logist. Manag. 45(1/2),
pp. 138–158 (2015)

10. Schilling, R.: Manufacturing network development in fast-moving consumer goods
industries. Kovač, Hamburg (2012)

11. Lanza, G., Moser, R.: Multi-objective optimization of global manufacturing networks taking
into account multi-dimensional uncertainty. CIRP Ann. 63(1), 397–400 (2014)

12. Christodoulou, P., Fleet, D., Hanson, P., Phaal, R., Probert, D., Shi, Y.: Making the right
things in the right places: a structured approach to developing and exploiting ‘manufacturing
footprint’ strategy. University of Cambridge Institute for Manufacturing, Cambridge (2007)

13. Friedli, T., Mundt, A., Thomas, S.: Strategic Management of Global Manufacturing
Networks: Aligning Strategy, Configuration, and Coordination. Springer, Berlin (2014).
https://doi.org/10.1007/978-3-642-34185-4

14. Gölzer, P., Simon, L., Cato, P., Amberg, M.: Designing global manufacturing networks
using big data. Procedia CIRP 33, 191–196 (2015)

15. Tiwari, S., Wee, H.M., Daryanto, Y.: Big data analytics in supply chain management
between 2010 and 2016: insights to industries. Comput. Ind. Eng. 115, 319–330 (2018)

16. Pashaei, S., Olhager, J.: Product architecture and supply chain design: a systematic review
and research agenda. Supply Chain Manag. 20(1), 98–112 (2015)

17. Schuh, G. (ed.): Leitfaden zur Baukastengestaltung: Ergebnisse des Forschungsprojekts
Gestaltung innovativer Baukasten- und Wertschöpfungsstrukturen (GiBWert), VDMA Verl.,
Stuttgart (2015)

18. Shi, Y., Gregory, M., Naylor, M.: International manufacturing configuration map: a self-
assessment tool of international manufacturing capabilities. Integr. Manf. Syst. 8(5), 273–
282 (1997)

19. Schuh, G., Prote, J.-P., Fränken, B., Gützlaff, A.: Assessment of production network
scenarios based on economic value added. In: 24th International Conference on Production
Research (ICPR 2017), pp. 116–121. DEStech Publications Inc., Lancaster (2017)

Reduction of Decision Complexity as an Enabler for Continuous Production Network 253

http://dx.doi.org/10.1007/978-3-642-34185-4


Collaborative and Sustainable Network Design
in Courier Services

Ki Ho Chung1, Seung Yoon Ko2, and Chang Seong Ko3(&)

1 Department of Business Administration, Kyungsung University,
309 Suyeong-ro, Nam-gu, Busan 48434, South Korea

khchung@ks.ac.kr
2 Department of Industrial and Management Engineering, Korea University,

145 Anam-ro, Seongbuk-gu, Seoul 02841, South Korea
rhtmddbs@korea.ac.kr

3 Department of Industrial and Management Engineering, Kyungsung
University, 309 Suyeong-ro, Nam-gu, Busan 48434, South Korea

csko@ks.ac.kr

Abstract. While the courier service demand has been continuously increasing
over the last decade, the unit price has been dropping due to the more severe
competition among the courier services. The courier service companies with low
market share are making several types of efforts to survive in competitive
market. Collaboration via the economy of sharing can allow the courier service
companies to extend their service network and increase the market share. This
study suggests a collaboration model to increase the competitiveness of every
participating company. In addition, a nucleolus-based profit allocation method is
applied for fair allocation of the profits to each participating company based on a
cooperative game theory. An illustrative example problem demonstrates the
applicability and efficiency of the proposed model.

Keywords: Courier service � Economy of sharing � Collaborative
Sustainable � Nucleolus

1 Introduction

In recent years, the concept for economy of sharing has been applied in various
industry areas to meet the needs for utilizing the physical assets more efficiently. It
could generate innovation-based community, and foster changes in business relation-
ships up to the ecosystem. The consumer-driven sharing economy based on trust and
experience such as Airbnb and Uber, etc. is gradually transferring to the emphasis on
B2B (business-to-business) shared economic support for preventing duplicate asset
loss. Compared with other industries transportation and logistics sector are leading the
sharing economy. In particular, it has been active in the aviation and maritime transport
and extended to several sectors of land transport. Nowadays, rapid increase in B2C
(business-to-customer) is accelerating a steep surge of courier service market. The
courier amount in Korean courier market has continuously been growing year by year.
On the other hand, the unit price has been dropping due to the more severe competition
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among the courier service providers. In the end, the courier companies with low market
share are not likely to survive in competitive market and cannot help avoiding col-
laboration for increasing their market shares company [1, 2].

The objective of this study is to apply the sharing economy to the courier service
for developing win-win business model and suggest an equitable allocation method of
alliance profits based on co-operative game theory. A study for the courier service
network design reflecting collaboration was first performed by Chung et al. [4]. Then
some decision making models appeared considering several types of collaborations
following it [5–10]. Also, Ko et al. carried out a collaboration-based reconfiguration
problem with cut-off time adjustments in courier service network [13]. Ferdinand et al.
took account of collaborative pick-up and courier routing problem of line-haul vehicles
for maximizing the profits of participating companies [11]. Recently, Chung et al. [3]
proposed a sustainable collaboration model with monopoly of service centers using
Shapley value allocation. Their study was also extended to the problem of sharing
consolidation terminals of each company [2]. A multi-objective non-linear integer
programming model was developed for reflecting two types of collaboration problems
such as survival of service centers and terminal sharing simultaneously.

2 Model Design

Suppose that there are m express courier companies, and that the locations of terminals
and service centers operated by each company are known in advance. And it is
assumed that there are n merging regions where companies have a relatively small
delivery amount. In addition, suppose that the daily delivery amount of every company
in each region and the processing capacity of terminals per day are given beforehand.

In order to develop the mathematical formulation for this problem some nota-
tions are introduced.
I: Set of express courier companies, I ¼ 1; 2; . . .;mf g
J: Set of service regions in which service centers are to be merged, J ¼ 1; 2; . . .; nf g
Ti: Set of consolidation terminals for company i, i 2 I
Jik: Set of merging regions allocated to company i’s terminal k; i 2 I; k 2 Ti
dij: Daily delivery amount of company i within the merging region j; i 2 I; j 2 J
Dj: Sum of daily delivery amount of all the service centers within the merging
region j; j 2 J
rij: Revenue that company i obtains by delivering one unit within the merging
region j; i 2 I; j 2 J
c1ij: Unit delivery cost when company i’s service center exists in the merging region
j; i 2 I; j 2 J
c2ij: Unit delivery cost when company i’s service center does not exist in the merging
region j; i 2 I; j 2 J
aij: Indicator constant such that aij ¼ 1, if company i’s service center exists in the
merging region j before alliance, aij ¼ 0, otherwise, i 2 I; j 2 J
Qik: Delivery process capacity remaining at terminal k of company i; j 2 J; k 2 Tj
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fij: Daily fixed cost for operating the service center when company i’s service center
exists in the merging region j; i 2 I; j 2 J
xij: Binary variable such that xij ¼ 1, if company i’s service center in the region i is
still open after alliance, xij ¼ 0 otherwise, i 2 I; j 2 J.

The problem can be formulated as the following multi-objective integer pro-
gramming model (P) with m objective functions:

(P)

Max Z1 ¼
X

j2J
r1j � c11j

� �
a1j Djx1j � d1j

� �

þ
X

j2J
f1ja1j 1� x1j

� �þ
X

j2J
c21j � r1j

� �
d1j 1� a1j

� �

..

.

Max Zm ¼
X

j2J
rmj � c1mj

� �
amj Djxmj � dmj

� �

þ
X

j2J
fmjamj 1� xmj

� �þ
X

j2J
c2mj � rmj

� �
dmj 1� amj

� �

ð1Þ

Subject to X

i2I
xij ¼ 1; j 2 J ð2Þ

xij � aij; i 2 I; j 2 J ð3Þ
X

j2Jik
Djxij � dij
� ��Qik; i 2 I; k 2 Ti ð4Þ

xij 2 0; 1f g; i 2 I; j 2 J ð5Þ

The objective function (1) consists of m conflicting objectives corresponding to
m companies. Each objective function represents the sum of net profit increases
obtained through alliance. Constraint (2) assures that only one service centers can be
open in each merging region and all the others should be closed. Constraint (3) implies
that open service center is chosen among the existing service centers in the merging
region. Constraint (4) means that the sum of daily delivery amount of merging regions
allocated to a terminal cannot exceed more than process capacity remaining at the
terminal. Constraints (5) represents 0-1 integer variable.

3 Nucleolus-Based Profit Allocation Procedure

To sustain long-term collaboration, a fair allocation of coalition profit is very important.
In cooperative game theory there exists a core for any coalition if completeness,
rationality and marginality conditions are satisfied. Necessity of coalition is more
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emphasized by means of existence of the core. Since no core or too many cores for
some coalitions may exist, Shapley value and Nucleolus-based allocations are sug-
gested as a single solution procedure [12, 15]. Shapley value is well known as the most
equitable profit sharing method in cooperative game theory, which reflects a concept to
distribute synergies obtained through the coalition according to the marginal contri-
bution of participants [14]. However, its weakness is that it may not satisfy core
conditions. On the contrary, nucleolus-based allocation is proposed to overcome the
problem of Shapley value. It tries to maximize excess vector under the core conditions.
To find a nucleolus-based allocation for combinations of three companies’ coalitions
the linear programming is developed as follows:

Maximize t ð6Þ

Subject to

R1 �C1 þ t ð7Þ

R2 �C2 þ t ð8Þ

R3 �C3 þ t ð9Þ

R1 þR2 �C12 þ t ð10Þ

R1 þR3 �C13 þ t ð11Þ

R2 þR3 �C23 þ t ð12Þ

R1 þR2 þR3 ¼ C123 ð13Þ

R1;R2;R3; t� 0 ð14Þ

where t is excess vector, Ri is profit allocation for company i, Ci;Cij;Cijk means
coalition profit for only company i, companies i and j, companies i, j and k,
respectively.

The objective function (6) means maximum of excess vector. Constraints (7)–(12)
assure satisfaction of rationality and marginality conditions of the core. Constraint (13)
means core’s completeness. Constraint (14) represents non-negativity.
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Table 1. Data for company A, B, and C

Regions of
service centers

Delivery amount Allocated
terminal

Daily fixed cost ($)

A B C A B C A B C

1 29 45 37 1 1 2 77 91 89
2 22 17 29 1 2 2 97 79 79
3 46 30 40 1 2 2 89 67 83
4 10 26 27 2 2 2 81 86 61
5 48 42 19 2 1 1 66 54 –

6 47 42 35 1 2 1 64 62 –

7 29 14 37 2 2 2 67 – 94
8 25 18 23 1 1 2 82 – 63
9 20 36 29 2 1 1 – 77 90
10 23 50 42 2 2 1 – 80 52

Table 2. Data for each company’s remaining processing capacity

Q1
A1 Q1

A2 Q1
B1 Q1

B2 Q1
C1 Q1

C2

145 137 112 162 129 106

Table 3. Optimal solution for maxmin criterion

1 2 3 4 5 6 7 8 9 10

xAj 1 1 0 0 1 0 1 0 0 0
xBj 0 0 1 0 0 1 0 0 1 0
xCj 0 0 0 1 0 0 0 1 0 1

Table 4. Optimal solution for maxsum criterion

1 2 3 4 5 6 7 8 9 10

xAj 1 0 0 0 0 0 1 0 0 0
xBj 0 1 1 0 1 1 0 0 1 0
xCj 0 0 0 1 0 0 0 1 0 1
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4 Numerical Example

An illustrative example is provided to explain the appropriateness of the collaboration
model and to evaluate the nucleolus-based allocation. It is assumed that there are three
companies with two consolidation terminals and ten merging regions. Table 1 shows
delivery amount, allocated terminal, and capital recovery from fixed assets according to
service center closedown for each company A, B and C. Current remaining processing
capacities of terminal for each companies are generated as shown in Table 2.

The optimal solution for maxmin criterion can be obtained using Excel Solver in
Table 3. The total profit obtained from strategic alliance by consolidating the service
centers is $1,345. On the other hand, the optimal solution acquired by the maxsum
criterion is shown in Table 4, and the total profit that is shown in this table is $1,365,
which is greater than the total profit by the maxmin criterion. Table 5 also shows the
Shapley value results by applying maxsum criterion and an allocation method by fairly
allocating to each company based on its marginal contribution. According to Tarashev
et al. [16] the marginal contribution of a company to a subgroup is calculated as the
output of the subgroup minus the output of the same subgroup excluding the individual
participant. Then the Shapley value of each company is the average of its marginal
contributions across all differently sized subgroups. On the contrary, the linear pro-
gramming was solved with the parameter values; C1 = 0, C2 = 0, C3 = 0, C12 = 606,
C13 = 678, C23 = 638 and C123 = 1,365 to find the nucleolus-based allocation for three
companies. By seeking benefits based on the maxmin criterion, all participating
companies will feel fair and impartial. However, applying the maxsum criterion
increases the total benefit through coalition compared to the maxmin criterion.
Therefore, it is better to apply the maxsum criterion from the perspective of total
benefit. But, there exists still a problem of how to distribute coalition profits to affili-
ates. Using Shapley value or nucleolus concept can be a good alternative because it can
be rationally distributed.

Table 5. Nucleolus-based and Shapley value allocation

Subgroup Subgroup output Marginal
contribution
A B C

No collaboration A 0 0
B 0 0
C 0 0
Column average (①) 0 0 0

Collaboration between two companies A, B 606 606 606
B, C 638 638 638
A, C 678 678 678
Column average (②) 642 622 658

Full collaboration A, B, C (③) 1,365 727 687 759
Shapley value 456.3 436.3 472.3
Nucleolus 457.3 417.3 489.8
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5 Conclusions

Most small and medium-sized courier service companies in Korea are in trouble due to
severe competition in the market. Coalition is emerging as a unique survival strategy to
obtain a higher market share with limited resources in industry fields. In addition, one
of the difficult parts of applying collaboration is determining how to allocate costs or
profits to each participating company. This study proposed a decision making model
for alliance in courier services. A nucleolus-based allocation as a systematic allocation
methodology was also proposed for fair allocation to each company. This study can
accelerate the collaboration in several industry sectors by providing technology for
coalition and fair allocation for its sustainability. Furthermore, in further research,
various types of collaboration models related to the overall network design in express
delivery services will also be included.
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Abstract. An increasing number of manufacturing companies acknowledge the
importance of flow efficiency. As an important key performance indicator in lean
implementation processes, being able to measure the throughput time of prod-
ucts is important to assess the current situation. This paper presents a stepwise
method for measuring the throughput time in manufacturing environments with
no unique identification of products, products made up of several levels of
subcomponents, as well as varying batch sizes throughout the process. With
relatively few data points, the method calculates the average throughput time of
products for a chosen time period. The method is applied to a case company
who manufactures wood components.

Keywords: Throughput time � Performance measurement
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1 Introduction

Lean manufacturing highlights the importance of flow efficiency rather than resource
efficiency, which traditionally has been the focus for manufacturing companies. While
resource efficiency emphasizes local optimization, flow efficiency rather focuses on
minimizing the throughput time for a product through the system.

To support lean improvement projects, it is important to have accurate and
responsive key performance indicators (KPIs). Lean improvement projects typically
aim to improve operations in one or more performance dimensions; therefore, estab-
lishing relevant KPIs is important to give decision makers feedback on the current state
and the effect of the improvement initiatives. While some KPIs are easy to extract from
the operations, for instance through existing IT systems, others require more effort from
employees to gather the data and calculate the value.

An important KPI in lean manufacturing implementations is the throughput time of
products [1]. This gives an accurate measure of the current performance of the com-
pany regarding their efforts to streamline the production and eliminate waste and
waiting times along the value chain. While it is easy to measure throughput time in a
situation where products are allocated unique IDs, for instance, a barcode or RFID
chip, securing accurate throughput time measurements in a situation without individual
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identification of components and varying batch sizes throughout the manufacturing
process can be a challenge.

Despite the increased popularity of IT systems in manufacturing companies,
through the adoption of Industry 4.0, many still only have basic transaction and IT
systems. Motivated by the challenges of such companies, this paper presents a method
for measuring throughput times in an environment without individual tracking of
components and varying batch sizes. The rest of the paper is organized as follow:
Sect. 2 provides a background of the case company and reviews the literature on
methodologies for estimating throughput time, while Sect. 3 describes the calculation
method that has been utilized in this study. Section 4 presents the results from the
throughput time analysis in the case company. Findings from the results are then
discussed in Sect. 5, followed by conclusions and recommendations for future work.

2 Theoretical Background and Overview of Case System

Flow is one of the five lean principles as described by Womack and Jones [2]. A central
aspect of lean is to shift the focus from resource efficiency to flow efficiency [3].
Product flow efficiency concerns keeping the product moving through the production
process [3], and this is mainly achieved through an eradication of all forms of pro-
duction waste [2] and a tight synchronization between the upstream and downstream
stages of a production system [4]. The obvious benefits of keeping continuous flow are
that it shortens the system throughput time and increases the responsiveness of the
system to the fulfillment of customer orders. However, it is generally difficult to
quantify the improvements derived from the implementation of lean, particularly
because lean encompasses various elements and involves company-wide changes. It is
difficult to isolate and quantify the improvements that are due to individual elements.
Ironically, the company-wide changes required by lean means that a preliminary
quantification of the level of improvement to expect from its implementation is nec-
essary to convince an organization to invest resources in it.

Lean’s ability to achieve shorter throughput time is one of its most easily attribu-
table benefits. Lean threats inventory as waste and aims to eradicate it [2], and, based
on Little’s law, lower inventory level should shorten the throughput time [5]. Even
though the relationship between throughput time and other parameters of the system
that are often targeted by a lean implementation is clear as expressed in Eq. (1), the
approach to estimating those parameters for a system produces different results.

L ¼ kl ð1Þ

where:
L is the number of items in the system (i.e. inventory level)
k is the average number of items arriving per unit time (i.e. arrival rate)
l is the average waiting time in the system for an item (i.e. throughput time)
While the original equation defines k as the arrival (or input) rate into the system

under consideration, a subsequent study has represented it as the departure (output) rate
from the system [6]. In a system with a steady flow, the use of either definition should
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produce similar estimates of throughput time [7]; however, this would not be the case if
there were conditions that significantly impact the steady flow of items through the
system. Little and Graves [7] highlight two conditions that need to be valid in order to
use output rate instead of input rate for calculating throughput time. First, there needs to
be conservation of flow (steady state). Second, all jobs that enter must also be com-
pleted and exit the shop. Other factors that could result in discrepancy between the use
of input and output rates are fluctuations in system inventory, variability in system
capacity, the presence of assembly or batching operations in the system, highly variable
product routing and the application of prioritization rules or order release mechanisms
that significantly alter the flow of items within the system.

This study uses input and output rates to estimate the throughput time for a case
company, which specializes in the manufacture of internal and external (visible) wood
components. The company operates with modern machinery for processes such as
wood planing, gluing, cutting, sanding, machining and lacquering. In addition, they
operate manual assembly stations and an automated robot assembly cell. They operate
on an order-driven basis and, therefore, do not have a finished goods inventory. Instead,
the customer order decoupling point (CODP) is located at a supermarket (i.e. a buffer
for holding semi-finished parts) close to the end of the manufacturing process.
Whenever there is an incoming order, parts are picked from here and lacquered (only
for visible wood) and assembled before being shipped directly to the customer. In order
to map the current state of the case company regarding material and information flows,
the control model methodology by Alfnes and Strandhagen [8] was used. This AS-IS
mapping of the company provided valuable insights into the current situation and
helped to identify which data points were available for use. Figure 1 illustrates a
simplified control model for the case company, focusing on the process investigated in
this study.

The application of input and output rates to estimate throughput time for this case
company should give insights into the extent to which the factors earlier described
would influence the reliability of using either approach. In the following section, both
methods are described, followed by their application to the case company. The section
also gives insights into the process of translating raw data into the KPIs that are needed
to evaluate the progress made when undertaking system improvement programmes.

  Order basedKanban

Raw 
Material

Planing Glueing Sawing Tanning/ 
Sanding SandingCNC 

machining AssemblyLacquering

ERP Orders

- Inventory transac ons
- Manual stock taking

- Inventory transac ons
- Manual stock taking Digital Kanban

Customer

✓
CODP

System boundary

Fig. 1. Simplified control model of the process for product family Z
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3 Throughput Time Measurement Method

This section will give a step-wise introduction to the applied throughput time mea-
surement method that is suggested and used in the presented case. To use this method,
the required data inputs are: (i) the amount of work-in-process (WIP) for each product
family (including sub-components), (ii) the output (sales) and/or input for each product
family in a chosen time period, and (iii) number of working days in the chosen time
period.

Step 1: Define the System Boundaries
The first step in calculating the throughput time is to decide on the boundaries of the
system in which the throughput time should be measured. This means to look at
specific parts of the value stream and/or specific products [9]. In a general case, it
would be beneficial to have a holistic view and look at the whole manufacturing
system, but in special cases, there might be reasons for looking at specific parts of the
manufacturing process. This could, for instance, be in cases where there have been
improvement projects in a specific department, but the throughput time through this
department is so small compared to the total throughput time that the improvements can
be difficult to observe. The selection of the system boundary will also depend on the
available data points. In order to use the method, data is needed about input or output
rate and the level of WIP. For instance, in a situation where only the WIP is known for
parts of the process, it would be necessary to alter the system boundary to only consider
this part.

Step 2: Use the Bill of Materials to Calculate the “Longest” Value Stream
If a product consists of assembled components, it is essential to adjust its contribution
to the WIP, based on the individual contributions of its components. Therefore, based
on the bill of materials (BOM), which specifies the relationship between the end
product and the components, the WIP for each component should be converted into a
corresponding number of end products. Following this, the “longest” value stream
should be calculated by adding up the number of end products and the component
which have the largest WIP in “end product” units. This approach is similar to the
calculations of Manufacturing Critical-path Time, known from Quick Response
Manufacturing [9].

Step 3: Calculate Average Throughput Time for a Chosen Time Period
Some general notations are outlined below:

TTi;p: Average throughput time for product, i, through the defined system bound-
aries in period, p
WIPi: Current WIP of product, i, in the defined system boundaries (in number of
products)
Oi;p: Output (sales) of product, i, in period, p
ORi;p: Output rate for product, i, through the defined system boundaries in period,
p (in number of products per time unit)
Ii;p: Input of product, i, into the production process in period, p

Measuring Throughput Times in Wood Component Production 265



IRi;p: Input rate for product, i, through the defined system boundaries in period, p (in
number of products per time unit)
WDp: Number of working days in period, p

Equation (2) calculates the output rate by dividing the output in the period by the
number of working days in the same period.

ORi;p ¼ Oi;p

WDp
ð2Þ

Similarly, Eq. (3) can be used to calculate the input rate.

IRi;p ¼ Ii;p
WDp

ð3Þ

As explained in Sect. 2, Hopp and Spearman [6] argue for using the output rate of
the system to calculate the throughput time of the selected product(s) within the
selected system boundary. The method is shown in Eq. (4).

TTi;p ORð Þ ¼ WIPi

ORi;p
ð4Þ

On the contrary, Little [5] argue for using the input rate, as shown in Eq. (5).

TTi;p IRð Þ ¼ WIPi

IRi;p
ð5Þ

By combining Eqs. (2) and (4), or Eqs. (3) and (5) alternative versions of the
formula are obtained as shown in Eqs. (6) and (7), respectively:

TTi;p ORð Þ ¼ WIPi �WDp

Oi;p
ð6Þ

TTi;p IRð Þ ¼ WIPi �WDp

Ii;p
ð7Þ

4 Applying the Method at the Case Company

This section describes how the proposed methodology was used in the case company to
calculate the throughput times for a family of products. This section will follow the
step-wise method described in the previous section. We focused the analysis on a
specific product family, from here known as product family Z. The BOM for product
family Z is presented in Fig. 2, while its sales in 2016 are presented in Table 1.
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Step 1: Define the System Boundaries
The case company did not have any data available regarding the inventory level at the
raw material inventory or the amount of WIP from the raw material inventory up until
the first intermediate inventory (supermarket). Based on this constraint, it was therefore
chosen to define the system boundary from the first supermarket up until products are
delivered. In addition, up until the first supermarket, the material is not assigned to a
specific product family, which complicates the process of assigning product family
specific throughput times. The system boundary is illustrated in Fig. 1.

Step 2: Use the Bill of Materials to Calculate the “Longest” Value Stream
The case company does not continuously keep track of their WIP levels. Although they
utilize a Kanban control system internally in production, which limits their maximum
WIP, there will still be variations in WIP because of uneven demand, replenishments at
different times and products being scrapped. Also, there is still a large discrepancy
between the registered WIP and the actual WIP, even though material transactions are
supposed to be registered in the ERP system. This is confirmed by quarterly stock-
takings. Therefore, in this case, the WIP recorded from the stock takings shown in
Table 2 were used as input data. However, if they are able to increase the compliance
between the ERP system and the actual inventory levels, using the WIP data from the
ERP would provide a more accurate and responsive solution than using the stock taking
data.

Product family Z

Component A 
(2)

Component B 
(2)

Component C 
(2)

Component D 
(2)

Fig. 2. The BOM for the investigated product family Z.

Table 1. Sales of product family Z in 2016

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

820 1036 714 792 656 653 153 588 735 493 1128 266

Table 2. The results of the stocktakings in 2016

March May September December

Product family Z 136 104 84 164
Component A 564 383 449 768
Component B 495 818 345 581
Component C 703 786 281 665
Component D 410 781 462 655
Total for the “longest” value stream* 487 513 315 548

*In number of end units

Measuring Throughput Times in Wood Component Production 267



By going through their historical data, and using the calculation method described in
Sect. 3, it became clear that the component which created the “longest” value stream
tended to change between each time. This is normal and related to the WIP variations in
the Kanban system described above. If there was a trend that there was always a
specific component causing the “longest” value stream, it would have been a sign that
the Kanban bin size or the number of Kanban cards should be adjusted for this
component.

Step 3: Calculate Average Throughput Time for a Chosen Time Period
By using the collected data, we calculated the average throughput time for each month
for the investigated product family Z. As visible in Fig. 3, there is a huge spike in
December. This was caused by a reorganization at the company’s main customer,
which led to a large decrease in demand that month. Since they operate on an order-
driven basis, this naturally affected the output rate, which again led to an increase in the
throughput time. The figure also shows that the calculated average throughput times are
typically higher when using the output rates as the basis for the calculation. This is
because, in most cases, the input is larger than the output of a process because of scrap
during the production. However, one example of a situation where the input is smaller
than output is in periods where the WIP is reduced.

5 Findings, Conclusions, and Recommendations

The case company have carried out several initiatives to continuously lower the
throughput time. However, they lacked a system for measuring the throughput time of
products based on their current data gathering points. The method described in this
paper is adapted to their needs and provides an updated KPI to measure the effect of
their future improvements, both minor and major.

Fig. 3. Calculated average throughput times for product family Z in 2016 (in working days)
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The method is not able to track the exact throughput time of specific products;
however, its accuracy increases with the accuracy of the amount of WIP. For pro-
duction systems that operate with a batch size larger than one, there is a natural
variation in WIP and the specific throughput time will naturally vary between the first
and the last part of the batch or lot. In such situations, it can be argued that the average
time for the batch is of more interest than tracking individual orders.

This paper provides theoretical reflections as well as empirical data regarding the
choice between input rate and output rate in throughput time calculations. For manu-
facturing environments that are similar to that studied here, we propose that using the
output rate is the preferred choice. One reason is that output rate is more reflective of
ongoing challenges in the system, which might result from issues such as blockage,
scrap or reworks. For instance, as observed in Fig. 3, the throughput time estimated
using the output rate was more reflective of the challenges the company faced during
the December period. Because of reorganization by the customer downstream, the sales
volume and, therefore, the output rate reduced, but the input rate did not reduce
correspondingly. Another reason is that of simplicity; it is easier to measure the output
rate of a single end item rather than the input rates of its many components.

This paper presents a method for measuring throughput time of products, illus-
trating its use through a case of a wood component producer. Although the method in
itself is not novel, as it draws on well-known and established formulas, the paper
presents a stepwise description of the calculation method. The contribution of the paper
lays here, assisting practitioners in adapting the basics of Little’s law to measure the
throughput time of their production system, in addition to comparing the use of input
and output rate. The basics of Little’s law helps to highlight the fact that a reduction of
cycle and setup time in most cases will not have a strong effect on the throughput time.
This is because products usually spend most of their time in inventory. However,
reducing the cycle and setup time will have an indirect effect since it increases the
responsiveness of the manufacturing system, allowing for reducing the inventory levels
without necessarily lowering the service levels.

Future research should investigate the effect of using a rolling horizon (e.g. last 30
days) instead of fixed intervals (e.g. months) on the quality of the results.
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Abstract. Intermediate care units have been established as a response to the
emerging challenges of healthcare systems to maintain high quality and con-
tinuous care. While the term is well known in both literature and practice, it
lacks a unified definition. There is no common consensus of how intermediate
care units can be successfully implemented and properly utilized in healthcare
systems. Large variations of services in intermediate care units can be found.
This literature review has structured the existing research on intermediate care
units, identifying the possibilities and benefits of intermediate care units in
healthcare systems from a logistics perspective. The main findings discussed in
this study concern the following topics: the effect of intermediate care units on
healthcare system performance and patient outcomes, and potential users of and
services provided by intermediate care units. This study presents the state-of-
the-art research on intermediate care units and suggests topics for further
research.

Keywords: Intermediate care units � Healthcare system � Logistics

1 Introduction

A high quality and well-performing healthcare system is essential for the health and
welfare of the population. An ongoing trend is to shift from expensive inpatient
treatments to more cost-efficient outpatient treatments. This is done by investing in
primary care making it responsible for coordination of care, while reducing the number
of hospital beds and length of hospital stays [1]. However, investments in primary care
is not following the same pace as the scale-down of inpatient care, making coordination
of healthcare services a challenge.

Poorly coordinated and fragmented care in interfaces of the healthcare system can
result in unmet needs of complex health [1, 2]. Elderly are known to have complicated
care pathways. Statistics show that 89% of people aged 85 and above have at least two
chronic conditions [1]. In addition, the population of elderly is ever-increasing, from
9% in 1960 to 17% in 2015 on average for the population of OECD countries [2]. An
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ageing population increases the demand for long-term care [2, 3] and respectively the
pressure on the healthcare system. Expenditures for long-term care are also increasing
more compared to other healthcare services [2].

Intermediate care units are established to support the healthcare systems in facing
the challenges of coordination and long-term care and involves healthcare provided in
the interfaces of the healthcare system [4, 5]. The term, intermediate care, is widely
used in both literature and practice, but there is no unified definition of the term [4, 6,
7]. E.g., it is used both for a unit in a hospital and for a separate facility between
primary and secondary care [8]. There are widespread effects of intermediate care units
found in literature and few attempts of comparisons for generalization. Implying a need
for comparing different intermediate care units [7].

There are opportunities within the field of logistics to support the challenges of the
healthcare system. It can assist healthcare workers and act as the foundation for
building healthcare operations [9]. This study will identify and structure the existing
research on intermediate care units, with the aim of showing the possibilities and
benefits of intermediate care units in healthcare systems. In addition, the study will
suggest topics for further research.

2 Background

In most western countries, the healthcare system consists of two main sectors. The
primary sector provides preventive healthcare, diagnostics and treatment, medical
rehabilitation, nursing services and emergency care [2]. The general practitioner at the
primary sector is often the first point of contact in the healthcare system [2, 10]. The
primary sector aims at fulfilling the basic and emergent needs of the patients, and is
thus a decentralized service provider closely located to the patients.

The patient is referred to the secondary sector by the general practitioner, but in
some countries the patient can choose to approach secondary sector directly [2]. The
secondary sector consists of hospitals and specialist healthcare institutions [11], and is
responsible for operation of inpatient and outpatient clinics, and ambulance and lab-
oratory services. The secondary sector is a centralized service provider aiming at
providing specialized care. Due to comprising expensive and limited resources [12],
cost- and resource-efficient operation of hospitals is desirable. After hospital discharge
the general practitioner is responsible for the medical follow-up of the patient [11].

Logistics involves both internal and external healthcare operations [9]. Logistics
can be defined as the strategic management of procurement, movement and storage of
materials and inventory for maximized profitability through cost-effective order ful-
filment [13]. Management of logistical activities relates to the planning and coordi-
nation of the activities required for providing the demanded service at the highest
quality and lowest cost possible [13].

Being concerned with providing high-quality healthcare services to the needs of the
patients, the healthcare system can be characterized as a service supply chain. The
demand of healthcare services is expressed by patient flow [12]. A strategic fit between
the supply chain strategy and the competitive strategy is achieved by having knowledge
of both the uncertainties related to customers and the supply chain, and the capabilities
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of the supply chain [14]. Having strategic fit involves providing the desired level of
responsiveness at the lowest possible cost [14].

The healthcare system should be designed like production systems, with the aim of
minimizing waiting times between referral and service provision, synchronizing
between utilization of healthcare resources and patient flow, and identifying and fixing
bottlenecks in the healthcare system [10].

3 Research Design

The research was performed in two steps. First, an initial literature search was per-
formed to increase the knowledge of intermediate care units. It identified keywords
related to the most common terms, aims and outcomes of intermediate care units, as
shown in Table 1. Second, a literature review was performed based on the keywords to
get an overview of the existing research on intermediate care units. Literature reviews
are often used to identify, evaluate and synthesize the existing body of knowledge [15].

Several databases (Web of Science, Scopus and Google Scholar) were selected to
get a more reliable body of knowledge. The keywords and relevant synonyms were
combined in the literature review. Table 1 illustrates the use of the common Booleans
“AND” and “OR”. In addition, the Booleans “*” and “?” were used for including
different endings and different spellings of the word.

The publications were chosen if the title and abstract indicated that the research topic
would concern the definition, utilization or effect of intermediate care on healthcare
systems. Based on the rest of the publication, it was excluded if the main objective was
to discuss medical or mental illnesses instead of intermediate care. In addition, publi-
cations from references and relevant publications from the initial literature search were
included. The literature review identified 19 publications as relevant for this study.

4 Results

The identified research in the literature review provided several results. The geo-
graphical distribution of publications is shown in Table 2. The publications are
structured by publication year in Table 3. In Table 4 the suggested outcomes and

Table 1. Keywords used in the literature review.

Terms Aims Outcomes

Intermediate care
OR
Community hospital
OR
Nursing home

AND Coordination
OR
Cooperation
OR
Integration
OR
Continuity

AND Admission
OR
Length of stay
OR
Readmission
OR
Discharge
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potential utilization areas of intermediate care units are divided into effect on the
overall healthcare system and on patients receiving treatment, potential users of
intermediate care units, and potential services provided by intermediate care units.

Table 2. Geographical distribution of publications.

Country Publications References

United Kingdom 12 [5, 16–26]
Unites States 3 [27–29]
Netherlands 2 [6, 8]
Norway 1 [3]
Italia 1 [30]

Table 3. Number of publications by year.

Publication year Publications References

Before 2000 1 [26]
2001–2005 4 [5, 21–23]
2006–2010 5 [16, 25, 27–29]
2011–2015 7 [3, 6, 18–20, 24, 30]
2016–2017 2 [8, 17]

Table 4. Outcomes and utilizations of intermediate care units.

Effect on patient and healthcare system Publications References

Reduction of unnecessary hospital admissions 9 [3, 6, 18, 20–24, 27]
Reduction of prolonged hospital stays
and delayed discharges from hospitals

9 [3, 5, 6, 16, 20–24]

Support independent living 3 [3, 23, 28]
Reduction of long-term admissions 2 [6, 23]
Continuity of care 2 [3, 17]
Reduction of travel distance 2 [18, 23]
Identified patient types
Elderly 8 [3, 5, 21, 24, 25, 28–30]
Patients with chronic diseases 2 [26, 29]
Surgical patients 1 [8]
Disabled patients 1 [30]
Identified healthcare services
Rehabilitation and therapeutic care 5 [17, 21, 22, 26, 30]
Hospice care 3 [27, 29, 30]
Geriatric care 2 [5, 24]
Social care 2 [16, 24]
Acute care 2 [24, 26]
Palliative care 2 [26, 29]
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5 Discussion

Intermediate care is receiving more attention than before. Table 3 illustrates an
increasing number of publications from 1993 to 2017 indicating that it is a topic of
current and increasing interest. Research on intermediate care units is mostly happening
in Europe, being the origin of 85% of publications in the literature review, as shown in
Table 2. United Kingdom seems to be the foremost driver of research on and estab-
lishment of intermediate care with nearly 2/3 of the publications. In addition, 86% of
localities in England are approaching the integration of or have integrated intermediate
care units [16]. United States is the second largest contributor to research on inter-
mediate care, as shown in Table 2. The literature review implies that intermediate care
is not a highly researched topic in eastern countries as publications only originate from
Europe and the United States.

Intermediate care units are centered on the needs of the patient and can improve the
overall quality of healthcare system performance. Patients generally have positive
perceptions of intermediate care [19]. Research also shows that intermediate care can
result in improved outcomes for all patient types [17, 18]. E.g., providing hospice
services in intermediate care units has shown to be beneficial for both hospice and non-
hospice patients [27].

The literature review implies that elderly are considered the main user of inter-
mediate care, as shown in Table 4. Elderly constitute an ever-increasing part of the
population, and increase the pressure on the healthcare system requiring a larger
amount of customized services compared to the rest of the population. With the
pressures on cost- and resource-efficiency in healthcare systems [12], it is natural to
focus on the most resource-needing patient type. However, it does not demonstrate that
elderly are the only patient type suitable for intermediate care. It can imply that the
knowledge and experience required to treat complex patient needs provides flexibility
to treat many different patient types.

Large variations are found in which services that are or should be provided in
intermediate care units [6, 7, 16, 19]. The literature review shows similar findings, as
summarized in Table 4. There are concerns that intermediate care unit is a top-down
solution that is poorly suited to real-life situations [31], which is strengthened with the
fact that intermediate care units do not seem to have a standardized structure. Instead of
accommodating to an ideal-model or choose between a set of predefined models,
intermediate care units are implemented with the healthcare services that fit the local
healthcare system and patient needs [22].

The customization of intermediate care units to local needs can be both an
advantage and a disadvantage. Without a standardized structure, or at least some
predefined guidelines, it is difficult to measure performance and success of imple-
mentation. In worst case, the diversity of intermediate care units can imply a poor
adherence to existing models resulting in poor clinical outcomes and inefficiency [22].
However, by complying with local needs, intermediate care units are better equipped to
handle the uncertainties and large variations in demand associated with the healthcare
environment. Each patient is unique regarding the combination of age and health.
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Intermediate care units show possibilities and benefits for both patients and the
healthcare system. Intermediate care units can reduce waiting times by having the
responsiveness to handle uncertain demand; can contribute to improved synchroniza-
tion between healthcare resources and patient flow by having the flexibility to treat
many types of patients; and can fix bottlenecks by adapting to local needs and provide
customized services. It can be characterized as a collection of healthcare services
complementing the existing healthcare system [22]. The integration with primary and
secondary sector is of importance [17, 19, 24]. There is a need to map and characterize
different healthcare environments to be able to match and successfully implement
intermediate care units. It involves identifying and defining a set of intermediate care
units, where each type is suitable for a specific healthcare system. It will require greater
availability of comparable data on cost, service intensity and quality of care [27].

6 Conclusion

This study has identified and structured the existing research on intermediate care units.
A current and increasing research interest of intermediate care units in Europe and the
United States has been highlighted. In addition, the study has identified possibilities
and benefits for healthcare systems with intermediate care units and for patients
receiving treatment at intermediate care units.

The effects of intermediate care units on healthcare systems and patient flow are the
following. Intermediate care units can reduce waiting times through responsiveness to
handle uncertain demand; can improve synchronization between healthcare resources
and patient flow through flexibility to treat many types of patients; and can reduce
bottlenecks through providing customized services to local healthcare needs. There is
still a need to identify and define a set of intermediate care units suitable for different
healthcare systems.

The limitations of this study are related to the difficulties of identifying the full
body of knowledge, as there is no common understanding of intermediate care units.
The literature review of 19 papers is able to show research trends, but not the full
picture of the current situation.

Future research should focus on mapping different healthcare systems and identify
the proper utilization and service provision of intermediate care units in each case, in
terms of identifying the desired level of responsiveness at the lowest possible cost. In
addition, investigating the emergence of intermediate care units in eastern countries can
also be a topic of interest, as it was not represented in this study.
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Abstract. Many ERP systems support configurable materials. Due to an ever
increasing number of product variants the benefits of this approach are well
understood. However, these implementations are not standardized. In this article
we propose a new standard interface for the exchange of configuration data. This
would lead to further benefits as systems as Advanced Planning systems could
better use manufacturing flexibility while web shops as Amazon could easily
integrate manufacturers of complex products with much reduced implementa-
tion effort.

Keywords: Interface definition � Configurable material
Flexible manufacturing system � Online retail

1 Introduction

Great progress has been made in the coupling of ERP systems via EDI to exchange
order and invoicing data. Further progress has been made by companies as Amazon to
include other companies as a shop-in-shop concept. This helps both parties to increase
their attractiveness to customers. However, all these approaches rely on simple prod-
ucts, articles that can be clearly identified by an article number/supplier combination.

The emergence of industry 4.0 however suggests an increasing share of unique and
mass-customized products. These products in turn can only be sensible manufactured
with a sort of configuration. An example is the automotive industry. The Volkswagen
Golf is available in more than a million variants which clearly cannot be maintained in
separate article numbers. Complex articles like cars were historically sold via an
expensive dealer network. Alternatively, online configurators are hosted and run by the
manufacturing companies. However, for importers without such sales channels it might
be interesting to use existing channels as Amazon or any other online retailer. This
however requires a technical interface to ease the implementation on manufacturing as
well as retailer side.

Besides the actual product configuration often the manufacturing can be done in
different ways (e.g. different production plants, different routings and different bills of
material). Therefore, one might speak of manufacturing options. However, current
ERP/MRP logic dictates that the decision on the “correct” routing and bill-of-material
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structure is made by a system that does not consider capacities and other advanced
information as specialized planning systems do. The advanced planning systems in turn
cannot change the plan derived earlier, thus resulting in a lack of flexibility and sub-
optimal results. If it were possible to consider manufacturing options in the same way
as product configuration, and furthermore there would be a standard interface for this,
than the manufacturing planning could use the additional degrees of freedom for a
better logistical performance.

2 Literature Survey

In this literature survey first the commercial importance of variant configuration is
described. After that an overview of current IT architecture is given and lastly the link
between configuration and manufacturing explained.

According to studies by Roland Berger approximately one third of the total sales
price of a car is spent on sales and distribution [1]. Another study highlights that
already 10% of cars are sold online and 21% of the customers would like to buy their
cars at independent vendors [2]. These figures only consider a product which is quite
expensive and emotionally charged; therefore, the results will look even more dramatic
for other products.

A large number of works discusses the commercial impact of variants in the
automotive industry [3], approaches to manage/reduce the complexity associated with
variants [4] or to manage the manufacturing process [5].

Further patents and commercial products describe the implementation of config-
urable materials, however without talking about the integration of different systems.

Sabin and Weigel [6] as well as Trygegseth [7] describe production configuration
languages. Further patents [8, 9] describe specific configurators. SAP describes in its
help [10] the setup of configurable materials (KMAT), while Confirado describes its
own online configurator [11]. The company Orisa produces a web configurator of
which it claims to have a standard interface to one ERP system (SAP) [12].

Interviews with BMW, Confirando, myMuesli have confirmed the above finding
that there is no industry standard to couple the web configurator to ERP systems. In
many cases data was maintained redundantly in those systems, if an interface is used, it
is individually programmed and certainly not “plug-and-play”. In the case of BMW and
Daimler one cannot even order via the web configurator, but has to print the config-
uration and ask a dealer for the entry in the order management system.

A number of papers highlight the importance and effect of especially routing
flexibility in flexible manufacturing systems (FMS):

Zammori [13] proposes a method to measure routing flexibility. Nomden [14]
simulates the effects and comes to the conclusion that a limited flexibility in routing can
improve overall waiting time by up to 40%. Different works give approaches on the
scheduling of FMS [15, 16]. However, none of these works considers the problem of
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getting the actual data from an ERP in the first place. Therefore, to the best of our
knowledge, no literature exists on how to actually get the routing flexibility from ERP
or configuration software in order to utilize it for some manufacturing optimization.

2.1 Summary of Literature

Many papers have been written about the benefits and application of product variants.
Still, there exists no standard on the exchange of configuration data between manu-
facturers and retailers. Interviews confirmed the desire to include additional sales
channels like Amazon without huge integration projects. On the other hand, literature
shows that even a slight increase in routing flexibility can improve logistics perfor-
mance drastically. There is however a distinct lack of literature on how the manu-
facturing alternatives are modelled. We propose to use the same interface and model
manufacturing alternatives in the same way as the product specification and therefore
solve two problems at once.

3 Interface Design

Before the interface of the product configuration is described the basic factors shall be
explained and a simple reference implementation is given. Actual system implemen-
tations are encouraged to use a more sophisticated implementation, this just showcases
one simple approach to the problem.

3.1 The Basic Model

On the manufacturing side, a product is specified by a number of options, which are
either numeric (as e.g. the length of profiles or coils) or based on a list of options as e.g.
the available engines for a car. Between those options, there might be restrictions that
require or forbid certain combinations of options. The configured product then must be
priced in terms of manufacturing cost as well as in the sales cost. Lastly there must be a
short hand notation for a specific variant as shop floor systems rely on a unique ID for
every (interchangeable) article.

ERP Master Data Structures
A typical ERP contains already tables for articles, routings and bills of material (BOM).
A simple implementation adds the following tables for the configuration:

• Options with a unique ID, type (numerical or list) and description stored for each
article. An example for an option is the engine of a car.

• OptionValues with a unique ID, description and list price stored for each record in
the options table. Examples are the specific Diesel, Gasoline etc. engines of various
displacement and power rating available for the car.

• OptionRestrictions which describes dependencies across multiple options.
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By means of an example: There is an article “C-class car”. The options table
contains a row “engine” while the option values table contains the different engines
available for this car. The same applies to the transmission, air conditioning, navigation
system and so on. Obviously one can choose only one value for every option.
Sometimes there are restrictions across different options. In the optionsRestrictions
table for each option value (e.g. a specific, powerful engine) forbidden other option
values can be listed (e.g. insufficient gearboxes). Alternatively the same logic can be
applied for required other options (no navigation system without corresponding
steering wheel). By means of negation one notation can be transferred to the other.

The link to the manufacturing is twofold: First the routing and BOM tables contain
an additional column for the ID of the specific option value. In this way one can select
only those routing operations and BOM-positions which are required by the chosen
options. Secondly, instead of numeric fields for the processing times and quantities
formulas can be given like ceil($optionID=10$/2.5). The numerical value of
the option with ID number 10 is inserted at runtime and used to calculate the actual
demand. In this case metal sheets of 2.5 m length are used, so the consumption can be
calculated as the length that the customer wanted over 2.5 to get the total number of
sheets. This number has to be rounded upwards. In the following parts we will describe
the ERP services called by the web shop.

Service “getMaterialList”
This service lists all (sellable) articles with their description and a base price. This can
be used by a retailer to offer the customer a first overview and is easily integrated into
existing interfaces.

Service “getConfig”
When the end customer in a web shop clicks on an article, the shop queries this service
with the articleID. This service in the ERP generates a JSON of all possible options and
their potential values. This just reflects the master-detail relation of the corresponding
database tables. The web shop itself can easily convert the JSON to a table of options
with the corresponding drop-down fields.

There are two different approaches possible: (a) the restrictions are included in the
JSON-objects of the specific values or (b) after every configuration step the service is
called to calculate the possible selections. The first approach requires less communi-
cation. However, the second is much more flexible as it leaves the details of the
restrictions to the ERP and allows a more sophisticated implementation. For this reason
the latter possibility is pursued.

To make things clearer an example is given. The shop queries the manufacturers
API and gets a JSON-file like the following
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{  
 articleID: “0815”, 
 description: “Hatchback car”, 
 listPrice: 25000  
 options: [ 
  {  
   optionID: 7,  
    optionName: “Engine”,  
    optionType: “List”,  
   optionvalues: [ 
    {  
      valueID: 9,  
       valueName: “Diesel 2.0 l 140KW”, 
      status: ”possible”, 
      priceSurcharge: 2500  
     }, 
    { 
     valueID: 11,  
     valueName: “Gasoline 1.6l 100KW”, 
     status: “possible”, 
     priceSurcharge: “0 ” 
    } 
 ] 
]} 

What differs to existing approaches is that the retailer does not need any advance
knowledge on the number or type of options. Once an option is selected, the selection
is sent via HTTP(s) to the ERP which in turn generates a new JSON which can be
displayed. Depending on dependencies some options might be greyed out (status
forbidden). Furthermore the total price, delivery times etc. and even pictures of the car
may be returned by the ERP. All this would be much more difficult to accomplish if all
the possible data was transferred at the beginning of the session.

Once the configuration is complete and saved, the ERP generates a product spec-
ification string (PSS). This describes in a shorthand notation the variant. A simple way
is a comma-separated list of key-value pairs. Each pair describes the IDs of the chosen
option and its value, separated by an equal-sign. If this list is sorted by the optionID the
same, interchangeable variant will always be represented by the same PSS.

Service “getOrderForConfig”
This web service in the ERP takes the above described combination of article number
and PSS to generate the production order. From the PSS the system can directly see the
IDs of the chosen option values. Therefore it can easily skip all operations and BOM-
positions which are not selected by the customer. In case of numerical options the
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actual processing times and quantities can be calculated by the stored formulas as
described above.

3.2 Possible Extensions

In the above chapter a system was described that allows retailers (web-shops) and
manufacturers to be coupled without any advance knowledge of the exact structure of
the configuration. A simple reference implementation was sketched; however, the
actual systems are free to develop their own ideas as long as they keep to the described
interface. This means specifically the way in which combinations of options are
restricted and the generation of appealing product pictures.

Multi-Vendor-Comparison
The above solution generates for each vendor (and potentially article) a different form.
It would be an improvement if multiple vendors could be searched for a single spec-
ification, e.g. a diesel-engined hatchback car costing no more than 30.000$. A company
as “Check24” or “Autoscout” could search through new as well as used-car-pools
without the need to specify and map each vendor separately.

This could be accomplished if the manufacturers (possibly by means of their
associations) agreed on certain keywords. So the option “Motor” of one manufacturer
and the option “engine” of another might both include the common keyword “engine”.
The same applies for the option values which can be standardized e.g. with “gasoline”,
“diesel”, “displacement” or “Power rating (kw)”. Therefore the option values would
additionally contain a list of such key-value pairs, at least for the most common and
relevant options. This is easily accomplished by additional tables which contain for
each option value the corresponding standard keywords and their values.

In this way the web shop might offer a condensed form containing the typical
options of the category “car” and a maximum list of all available option values. The
same can be applied to numerical or textual options as e.g. the power rating or engine
displacement. In these cases the customer enters a range and all configurations which
fulfil the criteria can be found.

Alternative Branches
The examples in this paper were focused on the automotive industry. However, it can
easily be extended to any other branch with configurable, but pre-engineered items as
furniture, electronics and so on. Another example could also be the capacity market of
contract manufacturers. After all machines can be described by the process, tolerances,
maximum dimensions of the part and the materials to be processed. All these factors
can be seen as configuration options. As companies normally know the geometric and
material properties of their products, they can easily translate this to a request for
corresponding machinery. This way a manufacturing company could automatically
request quotations from hitherto unknown contract manufacturers for the specific
product it needs.

Production Alternatives
The above described logic focused on options that describe the final outcome of the
product. In the literature survey we have shown that (a) many production systems have
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different ways how to manufacture a product (b) that the usage of this flexibility can
drastically improve logistical performance and (c) that these possibilities are not widely
used for the lack of a standardized data structure of the alternatives.

However, the above described configuration logic can be used to provide exactly
this data structure. Manufacturing alternatives as different routings or bills of material
can be modelled in the same way as options and option values (e.g. “Plant” and “A” or
“B”) and therefore use the same functionality of online configurators. These manu-
facturing options do not get part of the contract between supplier and customer, but can
be chosen later in the manufacturing control department of the supplier.

In the easiest way the contract options are chosen by the customer, but before the
actual order release the manufacturing control department finally selects a manufac-
turing option. Many modern advanced planning systems (APS) already know in
advance the expected utilization of machines, staff and material shortages. They would
communicate those bottlenecks ideally to the ERP in the form of artificial penalty costs
per machine and material. An example might be a fixed price if the machine is over-
loaded. The ERP can easily sum up these penalties for all bill-of-material positions and
routing operations per article and option value. Therefore the service “getConfig” can
display the penalty costs of all given alternatives. In this way the production control can
easily choose the best alternative to lighten the burden of already overloaded machines.
This new balance is reflected in different penalty points so that for newly arrived orders
again an optimal configuration can be chosen.

4 Conclusion and Outlook

In this paper we have specified an interface for the configuration of a product and the
generation of the specific manufacturing order. Furthermore, we have given a very
simple reference implementation that shows the potential of this standard interface:

• Manufacturers can sell their complex, configurable products via third-party web-
shops as Amazon

• Complex products of multiple vendors can be compared programmatically by
means of a mapping provided by vendor associations

• Manufacturers can model their production alternatives as options and use the same
logic to increase their flexibility and logistical performance

Future work should focus on building a demonstrator of the concept. Further
conceptual work is needed to automate the negotiations between suppliers and cus-
tomers by making different offers comparable. This is especially important when
hitherto unknown relationships are found where no trust exists a priori. In this case
letters of credit which guarantee the fulfillment of the contract might be a way forward.

Another line of work could integrate the CAD/CAM world in order to change the
corresponding drawings and CNC-programs.
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Abstract. Service rate control in queues is an important problem in practice.
For example, when the number of customers waiting for finished products is
small production has a normal speed, but if it is greater, the production speed
should be faster to meet the demand. For an exponential service time distribu-
tion, the optimality of the threshold type policy has been proved in literature. On
the other hand, in production systems, production time follows a general dis-
tribution in general. In this paper, service control of speed depending on the
number of customers is discussed. The analytical results of an M/G/1 queue with
arrival and service rates depending on the number of customers in the system,
which is called an Mn/Gn/1 queue, are utilized for computing performance
measure of service rate control. Constant, uniform and exponential distributions
on the service time are considered through numerical experiments. The results
show that the optimal threshold depends on the type of the distributions even
when the mean of service time is the same.

Keywords: Mn/Gn/1 queue � Service control � Threshold policy
Admission

1 Introduction

Service rate control problems are widely found in practical situations. In a supermarket,
if the queue of customers for payment is long, a cashier will be helped by someone, and
in a communication network when the congestion occurs the faster line will be used. In
a make-to-order production system, when the number of customers waiting for the
finished products is small, production has a normal speed, but if it is greater, the
production speed should be faster to meet the demand. In addition, the arrival rate of
customers may depend on the number of waiting customers because some of the
customers may be impatient. Such a system is represented as a queue with state-
dependent arrival and service rates.

For the exponential service time distribution with a constant arrival rate, George
and Harrison [1] discuss a service control problem and develop an asymptotic method
for computing the optimal policy, and optimality of a threshold type policy has been
proved in Dimitrakopoulos and Burnetas [2], in which optimal admission control is
also discussed. In general, however, as production systems, service time follows a
general distribution.
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In this paper, control problems of service speed depending on the number of
customers under various general service time distributions and Poisson arrivals of
customers, which is called an Mn/Gn/1 queue, are formulated, and the effects of the
types of distributions on the performance measure like a profit are discussed through
numerical experiments. To compute performance measure under given service rate
control, the analytical results of an Mn/Gn/1 queue by Abouee-Mehrizi and Baron [3]
are utilized, which has a single server with arrival and service rates depending on the
number of customers in the system. Constant, uniform and exponential distributions on
service time are considered through numerical experiments. Optimal threshold policies
are compared among these distributions. Admission control is also discussed by
changing the upper bound of the queue length.

2 Model Description

We consider an Mn/Gn/1 queue, where Mn means a Poisson arrival process with a
state-dependent arrival rate, and Gn means a general service time distribution with a
state-dependent service rate. This service rate is determined by a decision maker. When
the number of waiting customers including a customer in service, which is called a state
of the system, is i, the arrival rate is ki. For example, when customers arrive in a
Poisson process with rate k and an arriving customer observes state i, he/she is assumed
to enter the system with probability qi. Then the actual arrival process in the system is a
state-dependent Poisson process with rate ki ¼ kqi in state i (see Fig. 1). In addition,
we assume that there is a finite integer K which is a minimal value i satisfying ki ¼ 0,
that is qi ¼ 0. It happens because if the queue length is too long, any customer cannot
wait for service. On the other hand, if the manager wants to reduce the waiting time of
customers because long waiting time leads to less customers’ satisfaction or the system
has to pay costs for the long delay, the system sets the threshold for queue length and
refuses the further demand during the time in which the length attains this threshold. If
this threshold is K, then kK ¼ 0.

We explain the service control. There are J possible service rates l1; l2; . . .; lJ ;
where l j\ljþ 1 for j 2 1; 2; . . .; J � 1f g. When the state is i, the service rate decision

Fig. 1. Mn/Gn/1 queue
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is defined as ai for each i 2 1; 2; . . .;Kf g: Here, if ai ¼ j, the service rate is l j. The
notation li is the service rate in state i, and thus if ai ¼ j, the service rate is li = l j: For
each service rate l j, the service cost rate is c j; where c j\cjþ 1 j� 1ð Þ. The sequence
ai; i 2 1; 2; . . .;Kf gf g is a service control policy in this model.

Assume that policy ai; i 2 1; 2; . . .;Kf gf g is given. When the state becomes i just
after some service is finished, new service starts and service time follows a general
distribution function Bj xð Þ when ai ¼ j. If during service a new customer arrives and
the state becomes i + 1, then service rate becomes liþ 1: In this case, if the remaining
service time is g just before the arrival, after the arrival it is changed to gli

liþ 1
¼ g=aiþ 1,

where ai ¼ li
li�1

; i� 1. Here ai denotes the ratio of service rates for state i and i� 1:

When policy ai; i 2 1; 2; . . .;Kf gf g is fixed, this system follows an Mn/Gn/1 queue
which is defined in Abouee-Mehrizi and Baron [2]. Here we denote the service time
distribution, its density function and the remaining service time density function in a
steady state by Bi xð Þ; bi xð Þ; hi xð Þ, respectively. As shown, Bi xð Þ ¼ Bj xð Þ when ai ¼ j:
For computational convenience it is assumed that c0 ¼ 0 and a1 ¼ 1:

The reward and cost consist of the followings: the waiting cost rate for each
customer is w, the reward for each customer is r, and the service cost rate is c j when the
service rate is l j as shown above.

Let Z denote the average profit. For i 2 0; 1; . . .;Kf g; PF ið Þ is a steady state dis-
tribution under the defined Mn/Gn/1/K queue with a given policy ai; i 2 1; 2;ff
. . .;Kgg. Then Z is given as Z = R-W-C, where

R ¼ r
XK�1

i¼0

PFðiÞki; W ¼ w
XK
i¼1

iPF ið Þ; C ¼
XK
i¼1

PF ið Þcai ð1Þ

The objective in the model is to find an optimal service rate control policy
ai; i 2 1; 2; . . .;Kf gf g which maximizes the average profit Z.

The following notations are also used.
~hi sð Þ: Laplace transform of hi xð Þ,
~biðsÞ: Laplace transform of bi xð Þ.

3 Analytical Results of Mn/Gn/1 Queue

In Abouee-Mehrizi and Baron [3], an Mn/Gn/1 queue is analyzed theoretically (In [3],
some typos in equations are found and they are corrected in the following). It is an
extensive result of Kerner [4], which analyzes an Mn/G/1 queue.

For the Mn/Gn/1 queue with an infinite buffer, under the condition that

X1
i¼1

k0
ki

Yi�1

j¼0

1� ~hj
kjþ 1

ajþ 1

� �
~bjþ 1 kjþ 1

� �\1;

the steady state distribution is given by
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P ið Þ ¼ k0Pð0Þ
ki

Yi�1

j¼0

1� ~hj
kjþ 1

ajþ 1

� �
~bjþ 1ðkjþ 1Þ

; i ¼ 1; 2; . . .

P 0ð Þ ¼ 1

1þ P1
i¼1

k0
ki

Qi�1
j¼0

1�~hj
kjþ 1
ajþ 1

� �
~bjþ 1ðkjþ 1Þ

Here ~h0 sð Þ ¼ ~b1 sð Þ; and ~hi sð Þ satisfies the following recursive equations.

~hi sð Þ ¼ ki
s� ki

~b kið Þ 1� ~hi�1
s
ai

� �� �
1� ~hi�1

ki
ai

� � � ~bi sð Þ
2
4

3
5:

In the Mn/Gn/1/K queue, where the number of customers in the system is limited to
K, the steady state distribution function PFðiÞ for i ¼ 0; . . .;K � 1 is given by

PF ið Þ ¼ k0PF 0ð Þ
ki

Yi�1

j¼0

1� ~hj
kjþ 1

ajþ 1

� �
~bjþ 1ðkjþ 1Þ

; i ¼ 1; . . .;K � 1;

PF 0ð Þ ¼ PA
F 0ð Þ

k0
kK�1

QK�2
j¼0

1�~hj
kjþ 1
ajþ 1

� �
~bjþ 1 kjþ 1ð Þ þPA

F 0ð Þ 1þ PK�2
i¼1

k0
k1

Qi�1
j¼0

1�~hj
kjþ 1
ajþ 1

� �
~bjþ 1 kjþ 1ð Þ

0
@

1
A

;

where

PA
F 0ð Þ ¼ aKlFb

kK�1 þ aKlFb
;PA

F 1ð Þ ¼ kK�1

kK�1 þ aKlFb
;

1
lFb

¼ 1
lK�1

� 1
kK�1

þ
XK�2

j¼i

1
lj

� 1
kj

 !YK�2

i¼j

1
aiþ 1

~biþ 1 kiþ 1ð Þ
1� ~hi

kiþ 1
aiþ 1

� �

þ 1
l1

~b1 k1ð Þ
1� ~h0

k1
a1

� �YK�2

i¼1

1
aiþ 1

~biþ 1 kiþ 1ð Þ
1� ~hi

kiþ 1
aiþ 1

� �

Using PA
F 0ð Þ and PA

F 1ð Þ, we have

PF K � 1ð Þ ¼ 1� FF K � 2ð Þð ÞPA
F 0ð Þ; PF Kð Þ ¼ 1� FF K � 2ð Þð ÞPA

F 1ð Þ

where FF ið Þ ¼Pi
j¼0 PFðjÞ.
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When the policy fai; i 2 1; 2; . . .;Kf gg is given, by deriving steady state proba-
bilities and substituting them to Eq. (1), the average profit can be obtained.

4 Numerical Experiments

4.1 Parameter Settings

In the following, the constant, uniform and exponential distributions are applied as
service distributions. For given i, the mean of service time is fixed as 1

li
.

(a) Constant distribution

Bi xð Þ ¼ 0 ð0� x\1=liÞ
1 ð1=li � xÞ ; ~bi sð Þ ¼ e�s=li

�

(b) Uniform distribution on ½0; 2li�

Bi xð Þ ¼
0 ðx\0Þ
lix
2 0� x� 2

li

� �
1 2

li
\x

� � ; ~bi sð Þ ¼ li
2s

1� e�s 2li

� �
8>><
>>:

(c) Exponential distribution

Bi xð Þ ¼ 1� e�lix x� 0ð Þ; ~bi sð Þ ¼ li
sþ li

Set K ¼ 5; k ¼ 15; qn ¼ 1� n
150. Two types of service rates exist as l1 ¼ 10 and

l2 ¼ 20: Service cost rates are set as c1 ¼ 50 and c2 ¼ 150, a waiting cost rate and
reward for each service are w ¼ 2 and r ¼ 10; respectively.

Here, the threshold policy is applied. The threshold which is the minimal value
satisfying li ¼ l2 is denoted as iB 1� iB �K þ 1ð Þ; and under the threshold policy with
iB; ai ¼ 1 for i ¼ 1; 2; . . .; iB � 1; and ai ¼ 2 for i ¼ iB; iB þ 1; . . .;K: Here,

iB ¼ Kþ 1 means li ¼ l1 for all i ¼ 1; 2; . . .;K; and iB ¼ 1 means li ¼ l2 for all
i ¼ 1; 2; . . .;K.

4.2 Effect of Distributions

Table 1 shows probabilities, costs, and rewards for each iB and each service time
distribution. In this table, p½i� shows the steady state probability PF ið Þ. For example,
when service time is constant, iB ¼ 3 is the best threshold and thus it is optimal among
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threshold type policies that the slower service is applied in states 1, 2, 3 and the faster
service is used in states 4 and 5.

For all distributions, as iB increases, R and C decrease and W increases. When iB is
large, the low service rate is applied more and PF Kð Þ is large, and thus less customers
are permitted to receive service. As a result, the total arrival rate and the average service

Table 1. Probabilities and Profits ðk ¼ 15; qn ¼ n
150Þ

iB 6 5 4 3 2 1

(a) Constant distribution
p[0] 0.0086 0.0102 0.0194 0.0422 0.1027 0.2736
p[1] 0.0297 0.0354 0.0672 0.1460 0.3554 0.3048
p[2] 0.0741 0.0885 0.1677 0.3644 0.2658 0.2090
p[3] 0.1722 0.2055 0.3897 0.2525 0.1584 0.1222
p[4] 0.3914 0.4670 0.2647 0.1464 0.0885 0.0681
p[5] 0.3240 0.1933 0.0914 0.0484 0.0291 0.0224
R 99.142 118.307 133.666 140.515 143.915 145.280
W 7.760 7.327 6.174 4.921 3.724 2.947
C 49.571 68.819 84.637 92.625 99.051 108.960
Z 41.811 42.161 42.855 42.969 41.140 33.373
(b) Uniform distribution
p[0] 0.0238 0.0286 0.0442 0.0757 0.1414 0.2852
p[1] 0.0513 0.0617 0.0952 0.1631 0.3046 0.2652
p[2] 0.0976 0.1173 0.1811 0.3102 0.2393 0.1968
p[3] 0.1770 0.2127 0.3285 0.2298 0.1630 0.1314
p[4] 0.3146 0.3780 0.2381 0.1521 0.1045 0.0837
p[5] 0.3356 0.2017 0.1129 0.0692 0.0471 0.0377
R 97.617 117.303 130.675 137.538 141.246 142.958
W 7.428 6.910 5.919 4.854 3.851 3.153
C 48.809 68.735 82.886 91.323 98.318 107.219
Z 41.380 41.659 41.870 41.361 39.076 32.587
(c) Exponential distribution
p[0] 0.0500 0.0608 0.0816 0.1178 0.1820 0.3079
p[1] 0.0750 0.0912 0.1225 0.1766 0.2729 0.2309
p[2] 0.1117 0.1358 0.1825 0.2632 0.2033 0.1720
p[3] 0.1654 0.2010 0.2701 0.1948 0.1505 0.1273
p[4] 0.2431 0.2955 0.1985 0.1432 0.1106 0.0936
p[5] 0.3549 0.2157 0.1449 0.1045 0.0807 0.0683
R 95.001 115.495 126.174 132.465 136.317 138.423
W 7.082 6.453 5.632 4.765 3.954 3.345
C 47.501 68.533 80.256 88.353 95.414 103.817
Z 40.418 40.508 40.286 39.347 36.948 31.260
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cost decrease. On the other hand, the low service rate leads to the long waiting time
regardless of the less arrival rate of entering customers.

As the variance of service time increases, R and C decrease. PF Kð Þ increases as the
variance increases, and thus in the similar way as above the increase of variance leads
to less amount of entering customers and less service cost. For constant, uniform and
exponential distributions, the values of optimal iB are 3, 4 and 5, respectively. Thus, the
type of service time distribution affects the optimal threshold.

In the case that k ¼ 15; qn ¼ 1� n
150, as shown in Table 1, as the variance

increases, the profit Z decreases for each iB. Table 2 shows probabilities and profits, in
the case that k ¼ 20; qn ¼ 1� n

200, under several types of service time distributions for
iB ¼ 5; 6. In this case, it is found that the uniformly distributed service time achieves
more profits compared with the case of constant service time distribution with the same
mean. When iB is high, reward and service cost are almost the same, and the difference
of waiting time cost becomes more important to profit Z.

4.3 Admission of Arrivals

As shown in Sect. 2, parameter K can be considered as an admission control parameter.
Table 3 shows the values of profits Z for various K and threshold iB, under uniform
service time distribution, when c2 ¼ 130 and 150. For c2 ¼ 130 the profit is greater as
K is larger. This is because the greater K leads to more customers receiving service,
which gives more profits. When cost parameter c2 is 150, however, K = 4 maximizes
the profit when threshold iB is 3 or 4, and for K = 5 is the best when iB is 2. The large
K implies that the more customers receive the faster service, and when the service cost
parameters are high, the service cost has more effect on Z compared with admission
reward. For c2 ¼ 150, the combination of iB ¼ 4 and K = 4 gives the best profit.

Table 2. Probabilities and Profits ðk ¼ 20; qn ¼ 1� n
200Þ

Constant Uniform Exponent Constant Uni Exponent

(a) iB = 5 (b) iB = 6

p[0] 0.0008 0.0067 0.0219 p[0] 0.0006 0.0050 0.0164
p[1] 0.0048 0.0204 0.0439 p[1] 0.0036 0.0154 0.0329
p[2] 0.0238 0.0576 0.0873 p[2] 0.0179 0.0434 0.0654
p[3] 0.1134 0.1583 0.1728 p[3] 0.0856 0.1192 0.1296
p[4] 0.5321 0.4292 0.3405 p[4] 0.4015 0.3232 0.2553
p[5] 0.3252 0.3278 0.3336 p[5] 0.4908 0.4937 0.5004
R 132.443 132.115 131.172 R 99.943 99.500 98.356
W 8.294 7.933 7.534 W 8.712 8.443 8.151
C 82.480 82.447 82.268 C 49.972 49.750 49.178
Z 41.669 41.735 41.370 Z 41.259 41.307 41.027
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5 Conclusion

This paper has formulated a mathematical model of service rate control in a state-
dependent M/G/1 queue. Throughout numerical experiments, it is found that under
threshold policies, the value of optimal threshold depends on the type of service time
distributions. Usually, as the variance of service distribution increases, the reward from
by customer arrivals and the holding cost decreases and the profit also decreases. In
some case of parameter sets, however, the total profit is greater under the uniform
distribution of service time compared with the case of the constant distribution. In
addition, the combination of optimal threshold of service and admission of arrivals is
observed to depend on cost parameters.

The effects of various parameters such as the arrival rate and qn into performance
need to be investigated. Theoretical discussion for the optimality of threshold policies
under general distributions are also important. They are left for further research.
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7 38.566 42.804 46.337 48.678 50.296 51.152 50.712 47.524

150 3 41.690 41.141 38.370 30.828
4 42.096 42.116 41.436 38.937 32.054
5 41.380 41.659 41.870 41.361 39.076 32.587
6 40.118 40.528 41.174 41.555 41.192 39.062 32.813
7 38.566 39.048 39.926 40.753 41.272 41.022 39.001 32.900
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Abstract. Managing and capitalizing on product variety, customization, per-
sonalization, decreasing batch sizes, as well as rapid new product introductions
are prevailing challenges facing today’s manufacturing companies. Changeable
and reconfigurable manufacturing systems have been widely accepted as means
to respond to these challenges, due to their ability to accommodate continuous
and cost-efficient change in functionality and capacity. However, enablers of
reconfigurability that should be selected during manufacturing system design are
in current research rarely regarded in terms of their inherent relations and impact
on manufacturing performance. Therefore, the aim of this paper is to explore
implementation relations between physical enablers of reconfigurability on
system and equipment level and their effect on manufacturing performance. For
this purpose, a quantitative questionnaire-based survey has been conducted in
various Danish manufacturing companies. The findings suggest that most
reconfigurability enablers correlate strongly in their implementation and their
extent of implementation generally correlates with critical performance aspects
such as profitability, ramp-up time, and life-time of production systems.

Keywords: Changeable manufacturing � Changeability
Reconfigurable manufacturing � Reconfigurability � Survey research

1 Introduction

Rapid market change driven by increasing global competition and technological
innovation represents a prevailing challenge in manufacturing companies, whether it is
in relation to change in product demand, change in product mix, or frequent intro-
ductions of new products [1, 2]. In order to respond to this challenge and sustain
competitive advantage, manufacturing companies must develop manufacturing systems
that can respond to change and adapt quickly to shifting customer needs [1]. However,
at the same time manufacturing companies face increasing pressure for cost-efficiency
and productivity, particularly in high-wage countries where extensive relocation of
production has occurred in the recent decade [3]. This dichotomy between pressure for
responsiveness and pressure for cost-efficiency is often recognized as the poly-lemma
of production [3]. On one hand, high economies of scope and low planning-effort foster

© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
I. Moon et al. (Eds.): APMS 2018, IFIP AICT 535, pp. 297–304, 2018.
https://doi.org/10.1007/978-3-319-99704-9_36

http://orcid.org/0000-0002-7923-6301
http://orcid.org/0000-0002-3720-167X
http://orcid.org/0000-0002-9847-6562
http://orcid.org/0000-0003-3440-4401
http://orcid.org/0000-0003-1735-4617
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_36&amp;domain=pdf


successful adaption, whereas on the other hand, high economies of scale and sophis-
ticated planning methods result in optimal utilization of resources and high cost-
efficiency [3]. Resolution of this poly-lemma between economies of scale and scope
and between value and planning orientation is key to delivering not only customized
and premium products to niche markets, but also in order to have near mass production
efficiency and achieve sustainable competitive advantage [3].

In order to resolve the poly-lemma of production, changeable manufacturing sys-
tems appear promising. A changeable manufacturing system is defined as having the
ability to accomplish early, foresighted, and economically feasible adjustments in all
structures and processes in accordance with internal and external change requirements
[1]. Depending on the requirements and strategy for change, this can be accomplished
through flexibility, reconfigurability, or a combination of both [1]. Flexibility repre-
sents pre-planned and built-in ability to change functionality and capacity with limited
effort and without significant alterations of the system’s existing structures, whereas
reconfigurability represents functionality and capacity on demand through efficient
alterations of existing physical and logical structures [2, 4]. Thus, reconfigurability is a
particularly important type of changeability that contributes to the resolution of the
production poly-lemma through both efficient adaption to dynamic functionality and
capacity requirements over the system’s lifetime, as well as customized flexibility on
demand to resolve the scale and scope trade-off [2].

Designing changeable and reconfigurable manufacturing systems requires three
fundamental activities; (1) identification of the system’s lifetime requirements and
drivers of change, (2) development of system design concepts with the right enablers
and degree of change, and (3) development of a detailed system solution that embeds
and realizes the required combination of change enablers [5]. In other words, the design
of changeable and reconfigurable manufacturing systems takes outset in selecting the
right combinations of enablers to improve changeability and enhance performance of
the manufacturing system [6, 7]. However, in previous research, enablers of change
such as the reconfigurability enablers are predominately regarded individually and on
rather abstract levels with only limited consideration of their inherent relations when
being implemented [5, 6, 8]. Moreover, the actual impact of their implementation in
manufacturing systems is usually regarded on rather conceptual levels without
empirical evidence, e.g. in terms of theoretically anticipated performance improvement
such as life-time cost, productivity, reconfiguration time, profitability, ramp-up time,
etc. [2, 9]. Therefore, the objective of the research presented in this paper is to
understand and explore implementation relations between enablers of reconfigurability
and the relations between their implementation and manufacturing performance,
through empirical data from a questionnaire-based survey conducted in various Danish
manufacturing companies. The remainder of the paper is structured as follows; Sect. 2
presents the background on changeability and reconfigurability enablers, Sect. 3 out-
lines the survey research method applied, Sect. 4 presents the results of the research,
whereas Sects. 5 and 6 conclusively discuss findings, practical implications, and viable
future research directions.
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2 Background

The notion of changeability covers both flexibility and reconfigurability [1]. However,
as described in the previous section, the importance of reconfigurability should be
emphasized, due to its ability to contribute to resolution of the production poly-lemma.
Therefore, this paper only addresses reconfigurability enablers of change.

The concept of the reconfigurable manufacturing system (RMS) was initially
coined by Koren [10], including the six RMS core characteristics distinguished as
being either necessary or supportive [2]. Scalability, convertibility, and customization
are necessary characteristics, whereas modularity, integrability, and diagnosability are
supportive characteristics. In recent seminal work by Wiendahl and ElMaraghy [1],
these RMS characteristics were in combination with automatibility and mobility con-
sidered physical enablers of changeability on manufacturing system and assembly
level. Additional high-level enablers of logical change have been proposed as well, e.g.
cognitivability, adjustability, evolvability, neutrality, etc. [1]. However, since a fun-
damental aspect of reconfigurability is physical alterations of system structures and
processes, focus will be on the physical enablers in the remainder of this paper. Table 1
outlines the aforementioned enablers of reconfigurability that are well-accepted in
previous research.

From Table 1 is its evident that a change enabler can be viewed as a construct or
feature of the system that improve and enhance the system’s ability to change in the
desired way [1, 6, 7]. Therefore, change enablers play a fundamental role in the design
process of reconfigurable manufacturing systems. In this process, the right change
enablers must first of all be selected in accordance with the requirement of change
identified through the change enablers [5]. Secondly, decisions on how to realize the
change enablers must be made, which involves considering on which structuring level
they should be implemented and in which system elements they should be embedded
[5]. Consequently, designing changeable and reconfigurable manufacturing systems
that embed the right enablers is a complex task, as enablers are numerous and can be
implemented in various ways to enhance system performance and ability to change in
the desired way. In regard to this, there are two issues related to reconfigurability
enablers that are neglected in previous research; enablers are considered mostly on

Table 1. Enablers of reconfigurability.

Enabler Description

Scalability Capacity can be easily and efficiently increased or reduced
Convertibility Easy and efficient change between product variants and product generations
Modularity Major components are modular for easy and quick integration
Integrability Current and future components are easily integrated through standard

interfaces
Mobility The ability to easily move major components
Automatibility Dynamic change of the level of automation
Customization Functionality/capacity is designed for a product family
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rather aggregate levels without consideration of their relation when implemented and
without consideration of their relations to manufacturing performance.

Napoleone et al. [9] propose a framework where modularity and integrability
enable scalability and convertibility, which then influence customization. The frame-
work is composed based on a review of literature and thus expresses commonly
anticipated enabler relations initially proposed by Koren [2, 10]; system structures that
are modular and has integrability are supportive for scalability and convertibility.
Hawer et al. [6] consider interdependencies between changeability enablers through
fuzzy cognitive maps and validate proposed relations through an expert survey.
However, such examples of explicit consideration of enabler relations with empirical
evidence are limited in previous research, which results in lack of support for selecting
the right enabler combinations during design of reconfigurable systems in practice.
Moreover, in previous research, the question of how reconfigurability enhance per-
formance is mostly addressed conceptually, e.g. in terms of enabler impact on recon-
figuration time, productivity, and life-cycle cost [2], in terms of a broad analytical
comparison [11], or in terms of more quantitatively analytical approaches [12].
However, previous research does not explicitly address the actual manufacturing per-
formance impact of reconfigurability enabler implementation, which limits knowledge
on how to select enablers during design in order to enhance performance and
changeability. Therefore, the objective of this paper is to empirically explore imple-
mentation relations between enablers of reconfigurability, as well as their relations to
manufacturing performance.

3 Survey Research Method

In order to address the objective stated above, an exploratory questionnaire-based
survey method was applied. In Table 2, latent constructs and all measured items from
the questionnaire are listed. The latent constructs (RE1-RE7) represent the reconfig-
urability enablers from Table 1. As these are defined on a rather aggregate and theo-
retical level, different measurable items have been defined accordingly. Thus, each
latent construct is measured by two items; one related to its implementation on
equipment level and one related to its implementation on system/line level. Only
construct RE6 is defined solely for system level and not equipment level. In the
questionnaire, these items were rated by respondents in terms of their level of imple-
mentation on a five-point Likert scale from “not implemented” to “fully implemented”.
The latent constructs (MP1-MP7) represent well-established financial performance
aspects that relate to manufacturing. These items were measured in terms of level of
perceived performance relative to competitors on a five-point Likert from “significantly
poorer” to “significantly better”. For all items, “uncertain” responses were also
possible.

In order to collect responses, the questionnaire was distributed to production spe-
cialists, engineers, operations managers, plant superiors, and managers with production
responsibilities in various Danish manufacturing companies. The resulting sample
contained 50 responses from different industries, which were almost equally spread
between large and small/medium sized enterprises.
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Table 2. Variables in questionnaire on reconfigurability enablers and performance.

Latent construct Measured variable

RE1: Modularity Item1: Production equipment has modular structures and contains
“common building blocks” that can be easily replaced or upgraded
Item2: All major components of the production lines are modular and
contain “common building blocks” that can be easily added, removed
or upgraded

RE2: Integrability Item3: Components of the production equipment can be easily
integrated through standard interfaces
Item4: Components of the production lines can be easily integrated
through standard interfaces

RE3: Customization Item5: Production equipment is designed for processing a family of
parts/products rather than only a single part/product
Item6: Production lines are designed for producing a family of
products rather than a single product on the same line

RE4: Scalability Item7: Production equipment allows for changing production rate
Item8: Production lines are built in small units, so that the line can
increase and decrease capacity in small increments

RE5: Convertibility Item9: Production equipment is designed for easy conversion between
different tasks
Item10: The production lines can be easily converted in physical
structure between different operating tasks

RE6: Automatibility Item11: The production lines can increase and decrease the degree of
automation, e.g. utilizing manual, semi-automatic and fully automatic
solutions over time

RE7: Mobility Item12: Production equipment can be moved around to operate at
different positions along the production line
Item13: The production lines can be moved to different locations, e.g.
within the production plant or to different plants

MP1: Sales growth Item14: Sales growth relative to competitors throughout the last 3–5
years

MP2: Profitability Item15: Profitability relative to competitors throughout the last 3–5
years

MP3: Time-to-
market

Item16: Time to market relative to competitors throughout the last 3–5
years

MP4: New product
success

Item17: New product success by sales volume relative to competitors
throughout the last 3–5 years

MP5: Market share Item18: Market share relative to competitors throughout the last 3–5
years

MP6: Life-time of
systems

Item19: Lifetime of production systems and equipment relative to
competitors throughout the last 3–5 years

MP7: Ramp-up
time

Item20: Ramp-up time of new products relative to competitors
throughout the last 3–5 years
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4 Results

As a first step in analyzing the collected data, the quality of measurement items was
evaluated showing adequate Cronbach alpha values above C � 0.7. Secondly, data
was checked for parametric assumptions of normality and homogeneity. However, both
Kolmogorov-Smirnov test with p � 0.05 and Shapiro–Wilk test with p � 0.05
showed non-normally distributed data. Thus, non-parametric correlation analysis using
Spearman’s correlation coefficient was used for the subsequent data analysis. As the
collected data included a few missing values from uncertain responses and due to some
use of multi-item measures, relative importance indices (RIIs) were calculated for each
latent construct in Table 2. These indices were used for the correlation test, where a
correlation was deemed significant at p � 0.05. In Table 3, the results of the corre-
lation analysis between reconfigurability enabler implementations are reported. Like-
wise, the correlations between reconfigurability enabler implementation and
performance are similarly reported in Table 4.

5 Discussion

The aim of the correlation analysis presented here was to explore implementation
relations between enablers of reconfigurability, as well as their relation to performance
benefits usually associated with reconfigurability. In regard to the relations between
reconfigurability enablers, the analysis indicates the strength of the link between the
degree of implementation of each pair of reconfigurability enablers. Thus, the results in
Table 3 indicate that most enabler implementations correlate strongly or moderately,
e.g. the implementation of modularity is to different extents positively linked to the
implementation of all remaining enablers. Generally, all correlations indicate signifi-
cant positive associations, where particularly strong positive links exist between the
implementation of modularity and the implementation of integrability, scalability,
convertibility, and mobility respectively. These findings generally confirm the notion of
modularity being a fundamental and supportive enabler or characteristic that is likely to
lead to reconfigurability in terms of convertibility and scalability [2, 9].

Table 3. Correlation coefficients for reconfigurability enablers. Significance level is indicated
by ** for 0.01 and * for 0.05. Italic indicates strong correlation � 0.6.

RE1 RE2 RE3 RE4 RE5 RE6 RE7

RE1
RE2 .724**
RE3 .559** .337*
RE4 .655** .344* .504**
RE5 .708** .397** .379** .744**
RE6 .580** .523** .350** .426** .565**
RE7 .668** .520** .762** .502** .553** .528**
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In regard to the relations between implementation of reconfigurability enablers and
manufacturing performance, the results in Table 4 indicate some significant positive
correlations, however, most of these only to a weak or moderate extent. The strongest
significant relations exist between customization and profitability, between convert-
ibility and life-time of systems, and between automatibility and profitability. Generally,
profitability appears to have either weak of moderate correlation to most reconfigura-
bility enablers. More notably, the implementation of convertibility seems to be posi-
tively correlated to new product success, life-time of systems, and ramp-up time of new
products. This finding underpins the potential and benefits of reconfigurability for
reusing production systems based process platforms that can be dynamically changed
throughout the system’s lifetime to suit new processing requirements, rather than
designing and developing dedicated systems that become obsolete with market and
product changes [2]. Similarly, the findings in Table 4 indicate that scalability is
positively linked to life-time of production systems, which supports the notion of
dynamic systems that can scale capacity in accordance with demand in a “pay-as-you-
grow” way. Thus, the results of the pairwise analysis of implementation of reconfig-
urability enablers and different performance aspects generally support anticipated
performance impacts of reconfigurability and changeability stated in previous research
[2, 11]. Nevertheless, it should be considered that the findings reported in both
Tables 3 and 4 are based on a rather small sample of 50 respondents, which should be
further increased to make more valid conclusions. Thus, the findings from the explo-
rative survey presented here should merely be regarded as initial empirical insight into
the topic of reconfigurability enabler relations and their impact on performance, leading
to further possibilities and new directions of research.

6 Conclusion

In this paper, relations between reconfigurability enabler implementations and manu-
facturing performance were explored through a questionnaire-based survey in Danish
manufacturing companies. The results indicate that reconfigurability enablers in general
correlate strongly and positively in their implementation, and that positive links
between implementation of reconfigurability enablers and performance aspects such as

Table 4. Correlation coefficients for reconfigurability enablers and performance. Significance is
indicated by ** for 0.01 and * for 0.05. Italic indicates moderate correlation � 0.4.

RE1 RE2 RE3 RE4 RE5 RE6 RE7

MP1 .294* .087 .133 .261* .300* .181 .104
MP2 .337* .396** .433** .217 .142 .411** .382**
MP3 .242 .274* .145 .069 .215 −.002 .232
MP4 .202 .19 −.127 .209 .349* .115 −.1
MP5 .235 .143 .168 .178 .286* .073 .129
MP6 .233 .161 .231 .391** .423** .235 .261
MP7 .285* .165 .232 .232 .386** .354* .252
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profitability, ramp-up time, and life-time of production systems can be identified.
However, these findings merely provide initial insight into the topic of how to better
support the design of changeable and reconfigurable manufacturing systems, taking
outset in the issue of selecting the right enabler combinations that improve change-
ability and enhance performance. Therefore, future research should to higher extent
address the inherent interdependencies between reconfigurability enablers, rather than
addressing them individually and on rather abstract levels. Moreover, as previous
research is limited in terms of empirical evidence of how reconfigurability enhances
manufacturing performance, the findings reported in this paper should be further
explored, e.g. through larger surveys or case-studies of successful reconfigurability
implementations.
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Abstract. The cost and technological development of industrial robots suggests
a substitution of labor-intensive processes. Jig-less welding is an example of an
emerging concept that is derived from this development, providing high flexi-
bility without compensating on efficiency. This paper presents a conceptual
solution of a jig-less welding cell for a particular environment with the purpose
of investigating potential, expected challenges to overcome before implemen-
tation. To investigate the expected, potential challenges the concept is applied to
a case study that takes its outset in a low volume, high variety welding facility.
A full-scale test on the setup have yet to be conducted.

Keywords: Robot welding � Jig-less welding � Fixture-les welding
Jigs � Fixtures � Changeability � Flexibility � Industry 4.0 conformant welding

1 Introduction

The fourth industrial revolution has arrived, promising new levels of responsiveness,
flexibility, and productivity [8], enabled through various new and emerging tech-
nologies. This manufacturing paradigm will turn companies into a source of higher
value jobs [3, 10] and individualized production will be a competitive factor among
others [3, 6]. Thus, by exploiting the global market trends of volatile demands through
new technologies the fourth industrial revolution is expected to create competitive
advantages for high-wage countries. However, companies must determine areas where
new technology will expectedly contribute to increased competitiveness based on their
specific company characteristics, and figure out how they can benefit from these new
technological opportunities.

The capability of using the manufacturing systems across existing product variety
and reusing it for future product generations is critical because of the importance of
time-to-market and because products lifecycles are getting shorter [14]. Though the
lifetime of manufacturing system components such as robots and conveying systems
are already longer than that of products, it is relevant to further extend the lifetime of
manufacturing systems and strive for manufacturing systems that enable individualized
production. However, investments in changeability must be economically feasible for
which reason changeability becomes a trade-off between the amount of variety a
system can handle and the efficiency with which this variety is manufactured. This

© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
I. Moon et al. (Eds.): APMS 2018, IFIP AICT 535, pp. 305–311, 2018.
https://doi.org/10.1007/978-3-319-99704-9_37

http://orcid.org/0000-0002-8916-3601
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_37&amp;domain=pdf


returns to the fact that the ability to balance economies of scale and economies of scope
has become a major competitive factor [3, 4].

1.1 Changeability

In recent years, changeable manufacturing concepts as FMS (Flexible Manufacturing
System) and RMS (Reconfigurable Manufacturing System) have been proposed in
order for manufacturers to deal with product variety and volatile markets. Change-
ability is an umbrella term encompassing different types and degrees of changeability
[4] considering both logical and physical changes on different factory structuring levels
[16], which also applies to FMS and RMS. The FMS has often been criticized for
covering disadvantages such as excess functionality, over-capacity, and the large initial
investment. Conversely, RMS is promoted for its ability to continuously adapt to the
exact functionality and capacity needed while performing an efficiency similar to that
of the dedicated manufacturing line. However, this proves only successful across the
variety represented within a product or part family because these capabilities are
achieved by adding, removing, or exchanging modular elements of a system structure
designed for a particular product or part family.

This paper addresses lower system levels (i.e. lower factory structuring levels),
which implies that changeability is achieved through flexibility and reconfigurability.
Changeability can be achieved in various ways depending on the object of change, and
both flexibility and reconfigurability can be regarded as types of changeability. Built-in
and pre-planned ability to change without physically altering the system structure is
considered as flexibility whereas the ability to change the system structure to provide
the exact capacity and functionality needed when needed is considered as reconfig-
urability [9, 15]. It can be difficult to choose the right changeability level for manu-
facturing systems since these decisions affects productivity and investment cost. This
dilemma has become of great relevance to the case company subject to this paper.

1.2 Jig-Less Welding

In practice, manufacturing systems will most often require both flexibility and recon-
figurability to meet a specific demand for a certain type of changeability. To address
this, Andersen et al. [1] presented a model to evaluate different types of changeability
best suited for a specific situation. For some welding tasks, Jig-less welding seem to
offer both high flexibility together whit high productivity. The incentive for jig-less and
fixture-less installation lies in time reduction related to changeovers and the cost
reduction related to design, manufacturing, and installation of jigs and fixtures. These
costs account for a great share of the total manufacturing cost.

Both jigs and fixtures are used for positioning and orientation of work-pieces in the
welding process and both jigs and fixtures are costly auxiliary equipment. Therefore,
this paper does not distinguish between jigs and fixtures but rather seeks to identify one
alternative applicable to both of them. A literature search in Thomson Reuters Web of
Science was carried out followed by a snowball approach to derive relevant literature
from the literature first identified. To supplement the literature search a state of practice
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investigation was conducted to identify the prevalence of jig-less welding in industry.
Five similar, global companies were visited.

At least for the last two and a half decade, jig-less and fixture-less assembly has
been discussed [12]. Yet, in a review of challenges and outlook for the automotive
assembly technologies from 2010 [11], flexible and adaptable assembly technology and
strategy, e.g. robotic fixture-less assembly in the assembly process, was mentioned as
one of more initiatives that the automotive industry will have to pursue to respond
successfully to market demand. Likewise, trends in manufacturing and assembly for
next generation of combat aircraft has been presented in 2014 [2], introducing a new
concept for jig-less assembly. A number of flexible grippers to enable jig-less assembly
in high volume automotive industry have also been developed [13, 17]. Additionally,
another publication emphasizes the development of jig-less laser welding in the car
industry [7]. However, low volume industry can potentially gain enormous benefits
from jig-less assembly as well. This potential does not seem as distant as previously
since the technological development (e.g. various sensors) have provided robots with
greater flexibility [5]. Even though this development is not reflected in literature, the
state of practice reveals that e.g. the company Yaskawa has released a number of jig-
less applications, not only in the automotive industry, but also in Small and Medium
Enterprises (SMEs), for instance within the agricultural industry and the construction
machine industry, though with relative high repetition.

The concept of jig-less welding challenges the traditional understanding of
increased flexibility having a negative effect on productivity. It seems that the tech-
nology has come to a level to which it is worth considering if it can be implemented as
a new assembly technology for welding large and heavy, high variety, low volume steel
components. This leads to the research question of this paper: What are the potential
challenges of implementing jig-less welding in industries where large and heavy steel
plates are being welded together.

To address this research question, a case study is performed. The case is a Dan-
ish SME that manufactures large and heavy body parts for construction machinery.

2 Case Study

The product components in this case study consist of large steel plates and can have a
weight of up to 2 tons after they have been welded together. In this category, there are
approximately 80 different product components, of which some come in a few variants.
The case company has long had an ambition to get a one-piece flow, in order to reduce
stock and reduce the manufacturing lead time. However, with the current manufac-
turing setup this has proven impractical due to long changeover times.

Tack welding of large steel plates requires large and heavy fixtures and a change
from one variant to another requires change of fixture. Therefore, the case company
experiences many time consuming changeovers across the high variety of product
components, as there is typically one unique fixture per product component in both
processes illustrated in Fig. 1. A changeover can account for as much as 20% of the
actual process time of the tack welding process. However, the major cost driver related
to auxiliary equipment (e.g. jigs and fixture) is the New Product Introduction (NPI) cost
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related to design, manufacturing, and installation, and the following cost of storing and
maintaining such equipment.

The issue described above can to some extent be addressed by the traditional
approach of balancing stock levels and productivity. Another way to counter these
issues could be to increase the changeability in auxiliary equipment (e.g. fixtures and
jigs) by substituting the existing equipment by standard modular equipment, recon-
figurable equipment, or flexible equipment. All three of them have advantages. Another
solution, which is the focus of this paper, is based on a total elimination of auxiliary
equipment.

In a collaboration between Aalborg University, the case company, and the Danish
Technological Institute, the concept of a new jig-less welding cell has been created.
The welding cell is shown in Fig. 2. The collaboration between the three stakeholders
has helped to uncover challenges as well as economic benefits that follow the imple-
mentation of jig-less welding in this particular application. This helped the case
company to decide if they should look further in to jig-less welding as an alternative to
the traditional approach. The challenges identified during the project are as follows:

• Traditionally, there have not been the same requirements to tolerances as those that
are needed for jig-less welding. Generally, there is a need for more reliable mas-
tering of the supplying processes and the focal process to ensure continuous,
trouble-free operations. The manually performed processes possess the capabilities
to compensate for fluctuating tolerances why reliable mastering of supplying pro-
cesses is less urgent compared to the fully automated jig-less welding process.

• There will be a competence shift, both for operating the system but also for
introducing new product component variants. On the shop floor robots substitute
manually performed jobs. The design, manufacturing, and installation of auxiliary
equipment (e.g. fixtures) are no longer necessary. However, NPIs will require new
robot programs.

Process #1: Tack welding (manual) Process #2: Full welding (robot) 

Fig. 1. The existing, conventional welding process sequence
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• High variety, low volume environments involves high complexity, which makes the
cooperation and coordination of the robots essential. Thus, the control unit must be
able to coordinate and synchronize robots to ensure perfect path behavior and high
precision.

• Adopting jig-less welding to a high variety, low volume environment implies more
frequent introduction of new product components compared to situations with less
variety and higher volume. Thus, the time spent on NPIs due to time-consuming
programming of robots can be quite considerably in low volume, high variety
environments.

• An implementation would benefit from a standardization of the product compo-
nents. This is however not unique for this particular application. A standardization
of the product will not only have positive influence on the needed hardware flex-
ibility but also the ability to reuse pieces of welding programs.

• The investment in jig-less welding is quite capital intensive. However, from a
lifetime perspective changeable systems as the jig-less welding cell will have a
tendency to be reasonable investment over time, since the investment cost can be
spread over more product generations compared to traditional systems with a more
rigid structure. By eliminating the changeover time and decreasing the process time,
it is likely to face excess capacity, which should be considered when dimensioning
the system.

• Too high heat input will have a great impact on product component distortion. This
leads to two challenges; robots will have to compensate for distortion and the lowest
possible heat input should be found. Jig-less welding in this particular application
implies some technological uncertainties and no reference applications exist to our
knowledge, and therefore the project is subject to some degree of uncertainty.

Nevertheless, the proposed design of a jig-less welding cell is suggested to replace
both the manual tack welding process, where ingoing parts are put together and the
following welding process, where all welds are being fully welded in a welding robot.
The latter process is planned phased out. Thereby, the two previous applied processes

Fig. 2. Jig-less welding cell for both tack welding and full welding
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will be incorporated in one process and the jigs and fixtures becomes redundant. This
novel concept will help the case company to reduce the changeover time. Additionally,
the NPI cost of design, manufacturing, and installation of new manufacturing equip-
ment is no longer existing but instead there will be a NPI cost related to programming
of the new system when a new product component is introduced. Soft changes as
programming is in this case less expensive than the hard changes of equipment cur-
rently seen.

3 Conclusion

The cost and technological development of industrial robots might suggest that robots
should replace labor-intensive processes. This has led to the emergence of jig-less
welding. Jig-less welding opens for automation of processes without giving up on
either efficiency or flexibility. A number of industrial visits and a literature review did
not uncover any alternative novel solution that suggests a substitution of jigs and
fixture in the welding process in this particular industry. This paper investigates the
potential challenges of implementing jig-less welding in industries assembling large
and heavy steel plates. Despite the fact that jig-less welding will eliminate the cost
related to design, manufacturing, installation, and storage of auxiliary equipment (e.g.
jigs and fixtures) jig-less welding represents some challenges, which must be overcome
before fully automatic jig-less welding can be implemented in the concerned industry.
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Abstract. Development of platforms for products has proven a successful way
to manage and address several challenges related to increasing variety and
accelerating product development cycles. Thus, it is natural to assume that
platforms may facilitate similar benefits for manufacturing systems, as they are
both technical systems. Production and manufacturing systems platform
development is, however, still an area of research lacking maturity. Develop-
ment of platforms in this field comes with a set of challenges not necessarily
found in product platform development. Looking towards other fields of
research or science may be necessary to address these challenges. This paper
aims to study challenges related to production and manufacturing systems
platform development and describe how these have been addressed. It does so
through an evolving case study based on four projects with an industrial col-
laborator. This leads to setting the stage for future research on production
platforms.

Keywords: Manufacturing systems � Platform � Mass customization
Case study

1 Introduction

With increasing product variety, shortened development lifecycles and accelerated
time-to-market, manufacturers’ ability to adapt is being strained, and addressing this
challenge is proving to be a difficult task [1]. The standardisation, consistency and
reusability of platforms, which has proven successful in managing product variety [2],
is a seemingly attractive choice for managing production variety [3]. Platforms
incorporating these aspects in production and manufacturing systems are called pro-
duction platforms, and can be utilised to achieve appropriate levels of changeability.

Changeability and its underlying classes [4] are common responses to increasing
variety as a form of robust process design [5]. For design of manufacturing systems
utilising changeability (such as reconfigurable manufacturing), development and design
of production platforms remains a challenge during the later design stages [6]. Con-
cepts such as co-development [7], co-platforming [8] and, integrated product and
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production modelling [9, 10] are gaining traction. This highlights a need for co-existing
product and production platforms.

Due to the relative immaturity of the production platform field [3], it can be
beneficial to draw inspiration from research in other fields dealing with technical
systems. Product platforms and software architecture are both examples of such
research fields, where inspiration has previously been drawn [11–14]. However,
manufacturers attempting to develop and utilise production platforms still face
numerous challenges. These include the platform development process itself, platform
documentation, identification, modelling and utilisation.

This paper presents a series of challenges, lessons, and experiences on production
platforms, structured as an evolving case study carried out over a period of three years.
To frame the paper, the following research question is formulated:

• Which challenges do mature manufacturers face over time, when developing pro-
duction platforms?

Firstly, the method for structuring the case study is presented based on design
science in information systems research [15]. Second, the evolving case study is
introduced, followed by the results and experiences of the case study related to the
research framework. Finally, the paper ends with a discussion on the results and future
research on production platforms.

2 Method

Hevner et al. [15] present a conceptual framework for information systems (IS) re-
search by combining the design science and behavioural science paradigms. In the
framework, IS research receives input from the environment in the form of require-
ments or needs, and from a knowledge base in the form of applicable knowledge such
as theories, methods and models. This framework lends itself well to carrying out
research on platforms, as the IS research framework focuses on developing and
building theories and artefacts. Artefacts and theories are subsequently justified and
evaluated, in the sense that they must provide some form of utility for addressing a
particular problem. Justified theories and evaluated artefacts are added to the knowl-
edge base and applied in an appropriate environment. In this way, the knowledge base
itself acts as a platform evolving and being instantiated through IS research. The IS
research framework is illustrated in Fig. 1.

Four types of artefacts are considered in the framework: constructs, models,
methods and instantiations. Constructs are languages or templates for defining and
communicating problems and solutions, while models use constructs to represent the
problem and solution space. Methods are processes for solving problems, and
instantiations demonstrate the feasibility of an artefact [15]. Artefacts can also be
considered somewhat analogous to the viewpoints and views utilised in software and
enterprise architecture [16].

Having used theories and artefacts from various fields during the four projects in
the evolving case study, this paper feeds back information to the knowledge base on
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platforms. Through the case study presented in Sects. 3 and 4 theories, methods,
models and tools have been applied with varying degrees of success.

3 Case Presentation

The case company is a large Danish manufacturer of discrete consumer and OEM
products, with most of the production located in Denmark, and a number of other
locations in Europe, North America and Asia. Numerous factories, production seg-
ments and systems are part of the case study. While mainly focused on the production
in Denmark, some factories and systems in other countries are included to provide a
comprehensive picture of the production. Included in the scope of the case study is a
variety of production systems and corresponding products, ranging from manual to
fully automatic systems. The manufactured products are either purely mechanical or
mechatronic in nature, and range from small to large product size in the context of the
case company.

Initially, the case study included one production segment consisting of five pro-
duction systems covering five mechanically different products in a family. As work
progressed, the scope expanded. Development of production platforms is the overall
goal for the on-going case study, with the expected outcome being a method for
production platform development based on existing production systems, and a col-
lection of documented production platforms.

In relation to the research framework presented above, the knowledge base for
production platforms, and thus for the case study, is very limited. Therefore, the case
study employed applicable theories and artefacts from knowledge bases on product
platforms, software systems and enterprise architecture, to name a few. By doing this, a
contribution to the knowledge base on production platforms can be made. Specific
contributions are made in the form of artefacts. The case study environment (including
people, organisations and technologies) provides the requirements for evaluating and
context for implementing the artefacts below.

• Constructs such as modelling languages and documentation formats typically from
related knowledge bases outside the production system area.

• Models developed from constructs to address or frame a specific concern related to
a production system or platform development and documentation in general.
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Fig. 1. Simplified illustration of Hevner et al.’s IS research framework [15].
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• Methods for utilising specific constructs or tools to address or frame a concern and
an overarching method for production platform development.

• Instantiations in the form of concrete tools and examples aimed at improving the
process of platform development and utilisation.

4 Results

Preliminary studies in the case company showed large potential savings in improving
system robustness and utilisation. These, amongst several others, are benefits poten-
tially provided by platforms [1, 2]. As the case study progressed, the understanding of
the benefits, nature and purpose of platforms changed, as the following sections
illustrate. The sections serve to highlight how, why and where experience was gained,
lessons were learned and changes were made to the platforming approach. Figure 2
shows an overview of the four case study projects covered in this section.

4.1 Project 1: What are Production Platforms?

A persistent challenge throughout the case study, and particularly in the first project,
was the focus on product platforms in literature. Along with numerous similar but
varying definitions of platforms, this made it difficult to arrive at a consistent and
coherent understanding of production platforms. The questions “what are production
platforms?”, “what are they for?” and “how do we make them?” were the focus in the
initial project of the case study. It was the ambition to design reconfigurable manu-
facturing systems (RMS) via platforms, to achieve robustness and higher utilisation of
equipment. At this point, most of the project’s few participants had little to no
knowledge on platforms. In the same vein, there was a need for clarifying the con-
nection between platforms, RMS and the desired changeability characteristics.

Answering the first two questions, production platforms are defined as a collection
of production equipment, interfaces, processes and knowledge from which production
systems and their constituent elements can be efficiently derived and developed. To
address the third question, a first attempt at an extractive platform development
approach was made, basing development on a set of existing systems by selecting and
restructuring parts of the systems to create a platform. Five existing systems producing
five product variants were mapped to identify the functional elements of each.
Function-means trees [17] and generic organ diagrams [18] were then used to identify
candidate elements for a platform, and a workshop was carried out to generate new

What are platforms?

Development

Utilisation

Project 1
Identification and 
documentation

Increased scope
Co-development

Platform modelling 
and documentation

Increased detail, 
decreased scope

Supporting develop-
ment and documen-
tation

Framework and tools
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Fig. 2. Overview of the four case study projects. Project 4 is currently in progress.
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potential platform candidates. The platform candidates were then used to generate new
reconfigurable production concepts addressing the needs for changeability.

4.2 Project 2: Figuring Out Production Platform Development
and Documentation

In the second project, the scope was expanded to an entire factory covering 23 pro-
duction systems and 25 product architectures. As the scope increased drastically, so did
the number of participants. A key challenge in this project was the alignment of the
participants’ understanding of both platforms, but also the purpose of the project itself.
Few had intimate knowledge of platforms, and concrete examples were needed to
communicate it further throughout the organisation. Thus, during the second project of
the case study, the focus was on identifying and documenting more platform candidates
and on increasing the level of detail for a few select platform candidates. Project 2 was
a co-development or joint-development project, as platforms for both products and
production were under development simultaneously. On this note, a related challenge
appeared in improving communication between the two departments. The project was
also an attempt at breaking down the figurative “silos” in which each department
isolated themselves.

Project 2 was generally carried out according to the Four Loops of Concern
(FLC) as described in [11]. This method denoted both the vocabulary and approach for
identifying, developing and documenting platforms. It is an iterative method consisting
of four loops and four steps to complete each loop. The outcome of each loop is a
collection of models addressing a specific set of concerns. For instance, the first loop
addresses concerns about functional capability. It uses flow diagrams and function-
means trees to capture the functional sequence and alternative solutions, respectively.

The results of the second project in the case study was (1) an evaluation of FLC for
platform development, (2) several model and instantiation artefacts and (3) an initial
documentation format for platforms. Constructs used in creating the models and
instantiations include function-means trees, generic organ diagrams, interface diagrams,
flow charts, block diagrams, radar diagrams and technical drawings and diagrams.

4.3 Project 3: Modelling and Documenting Production Platforms

For project 3, the focus was on modelling platforms and using said model as docu-
mentation of the platform. If a platform is to be used, it must be documented, main-
tained, and its existence must be known to the developers who are to use it. Finding
concrete examples of how to document production platforms and store their infor-
mation, proved an immense challenge. In project 2 of this case study, attempts were
made at structuring the development and documentation process, but it still relied on
individual text documents with static figures and tables. Current documentation on
manufacturing systems consists of potentially hundreds of pages of information, and
the document itself can be difficult to locate within the company.

The premise for project 3 was essentially to have a backend model of the platform
containing all existing information on that specific platform (relations, properties,
capabilities, alternatives, etc.). Based on the concerns of a specific stakeholder, a
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customised document was to be generated, containing only information relevant to that
stakeholder. A number of modelling perspectives, formats and frameworks were
considered for this task, notably the ArchiMate modelling language and the config-
urable component framework (CCF) [19]. CCF was selected for its integration of
product and manufacturing system platforms in previous studies [9, 10, 20].

A specific platform candidate designed and developed in-house and carrying out a
core process was selected for modelling using the software tool, configurable com-
ponent modeler (CCM). CCF and CCM model elements of a system as independent
configurable components each encapsulating interfaces, interactions, design rationale
(constraints, functional requirements and design solutions) and compositional infor-
mation. The output of CCM was transformed into documentation containing only the
desired information addressing a specific set of concerns.

4.4 Project 4: Supporting Production Platform Development

Project 4 is currently in progress at the case company. At this stage, a comprehensive
platform framework is being created to support the development, documentation and
utilisation of platforms. This is an attempt at addressing the persistent challenge of
consistency and coherency, both in the vocabulary and in the development process
itself. The framework is also a step towards addressing the lack of research and tools in
the field of production platforms. It incorporates both artefacts from the previous three
projects and new artefacts currently being developed. It is based around a set of
conceptual models denoting the structure and vocabulary for the framework, based on
the conceptual model by Bossen et al. [14] and the ISO standard (ISO 42010) on
architecture descriptions [16]. Two concrete parts of this framework is a classification
scheme for production processes and a manufacturing system classification code, both
used for identifying candidates for platform development.

The classification scheme is a consolidation of several existing classifications and
taxonomies, incorporating four main categories of processes: manufacturing, material
handling, test & inspection, control & planning. It is a supporting tool for platform
candidate identification, with the classification coding facilitating comparison of
existing manufacturing systems. Both the scheme and coding are treated in separate
upcoming publications.

5 Discussion and Future Research

During the case study, the company progressed through four projects for platform
development. The main challenges faced during the projects are summarised in the list
below.

• Lack of consistency and coherency in vocabulary and development process.
• Misalignment of participant knowledge on platforms and project scope.
• Miscommunication between separate departments of the manufacturer.
• Lack of examples regarding documentation platforms.
• Lack of research and tools in production platform research.
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In the initial project, knowledge on platforms was minimal. The scope was kept
relatively limited to keep the project focused on learning essential aspects of platforms
—their nature, development and utilisation. For the second project, the scope was
expanded, including more production systems and product families with more variety.
Experts for each system were brought in, and the focus was on following a structured
method to create concrete examples. During the third project, as the scope was
decreased the level of detail was increased, modelling a single element of a platform.
The model was used to generate customized documentation on the platform. In the
fourth and current project, a comprehensive platform development and documentation
framework is under development. It takes advantage of the experiences and artefacts
from previous projects, and develops new methods and instantiations.

As mentioned, both a classification scheme for production processes and a man-
ufacturing system classification code is currently being developed. The classification
scheme itself is an enabler for the classification code, which builds upon existing group
coding systems for manufacturing systems. Using the classification coding, manufac-
turing systems in a company can be compared against each other in order to identify
elements of commonality and potential areas for platforms.

Based on the FLC platform development method, a new and revised method is
currently being developed. It utilises the concept of views and viewpoints described in
ISO 42010 [16]. The method prescribes both the process (from development to doc-
umentation) and tools to support it, such as the previously mentioned classification
scheme and coding.

Aside from the above works-in-progress, more research is still needed in the pre-
liminary stages of platform development. This includes quantification of the potential
of applying production platforms, and ways to determine the appropriate type or
amount of production platforms for a given company [21]. Another area is the mod-
elling of production platforms and subsequent mapping to corresponding product
platform models. A sufficient level of modelling and mapping could allow manufac-
turers to evaluate the producibility of a new product, and help identify necessary
changes required to make the product producible.
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Abstract. Service, the word itself is a big issue in the corporate world. One of
the most important parts of the reputation of a company depends how much it
can provide service to customers. It is very difficult to maintain especially when
it is related to a closed-loop supply chain. Quality of products is also a main
factor of business that is known to all. In this model, a closed-loop supply chain
with multi-retailer, single-manufacturer and single- third-party collector (3PL) is
considered where service and quality issues are maintained throughout the
supply chain. The model is solved by a classical optimization method and
obtains global solutions in closed and quasi-closed forms. Numerical experi-
ments are done to illustrate the model clearly. Numerical results prove the reality
of the model.

Keywords: Closed-loop supply chain � Service � Quality � 3PL
Returned products

1 Introduction

Service is an essential ingredient for business in any supply chain nowadays. Each
customer thinks about the good service from any company. If the service is very good
in terms of some offers like more products, free gifts, or, discounted prices. There are
different studies in this direction. Several authors found major relations within some
closed-loop supply chains. Lee [1] worked on different service levels on inventory
model. Krishnamoorthy and Viswanath [2] discussed a stochastic production inventory
model under service time. Gzara et al. [3] developed a location-allocation model where
service is given only for logistic cases. Chen et al. [4] formulated an inventory model
for substitutable products and customer’s service with objectives. Wheatley et al. [5]
worked with service constraints for inventory-location model. Protopappa et al. [6]
discussed multiple service levels for two-period inventory allocation problem. Cordes
and Hellingrath [7] formulated a master model for service in personal capacity planning
with integrated inventory and transport. Marand et al. [8] discussed a service-inventory
model for pricing policy. Rahimi et al. [9] formulated a multi-objective stochastic
inventory model with service level. This study proposes that in a three-echelon supply
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chain, service is given by manufacturer to the retailer and retailer gives the same
service to their customers.

As service depends upon price, thus demand is assumed as variable and depends
upon price. Also, price is assumed as variable and depend on service. Aydinliyim et al.
[10] worked on an inventory model, where products are retailed through online.
Transchel [11] discussed an inventory model under two scenarios: price-based sub-
stitution and stock-out-based substitution. Wu et al. [12] developed an inventory model
for a fixed life-cycled product, where selling price depends upon life expire date. Chen
et al. [13] formulated a newsvendor model for multi-period and found an optimal
pricing policy for selling. This study proposed a variable selling price with a maximum
and a minimum range of selling price and depends upon service also.

To connect the traditional supply chain system to a green supply chain, waste
management is under consideration in this proposed model. Rajesh et al. [14] discussed
the involvement of third party logistics (3PL) system in India. Li et al. [15] developed a
supply chain model under fuzzy environment where 3PL is a supplier. Zhang et al. [16]
worked on a dynamic pricing policy for 3PL for heterogeneous type of customers. Huo
et al. [17] worked on a supply chain system for a specific asset along with 3PL system
under environment uncertainty from an economic perspective. Chung [18] invested the
safety stock and lead time uncertainties for supply chain management in a certain sit-
uation of international presence. This study proposed a 3PL system for waste man-
agement and reuse of products through remanufacturing such that the use of raw
materials can be diminished.

2 Problem Definition and Model Formulation

This section consists of the definition of the research problem and formulation of the
research model.

2.1 Problem Definition

Recently, an industry, situated at West Bengal, India, is suffering from service issues.
The aim of the research is to solve those issues related to the industry. If one can model
their whole system, then it looks like a supply chain model with multi-retailer, single-
manufacturer and single-third party. The main issues of the industry are not business
flow issue only. The main issues of the industry are how to manage maximum service
for the customer with minimum total cost. As quality of products and quality
improvement of products are also another big issues; thus, the industry would like to
solve their problems globally. It means that they should reach the global optimum
solution with optimum lot size, quality, service, service price, service integrator price.

2.2 Model Formulation

A homogeneous-power three-echelon supply chain is considered here under third party
logistic (3PL). Industry consists of three pillars of strengths as a single-manufacturer, a
single-third party, and multi-retailer. The demand of the manufacturer for the industry
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is d ¼ Pn

i¼1
Di ¼

Pn

i¼1
D ai; bi; hið Þ ¼ Pn

i¼1
ai

ai þbið Þmax� ai þ bið Þ
ai þbið Þ� ai þbið Þmin þ cih

d
i , where ai and ci are the

scaling parameters for price sensitivity and service issues, ai is the selling price of
manufacturer, bi is the increasing cost related to the service, hi is the service provided
by the manufacturer to the customer, d is the service parameter, for retailer i. Di is the
demand for retailer i.

Model of Manufacturer. After completion of production, delivery is started to retailer
with single shipment per cycle [19]. Manufacturer has some investments e for service.
Both, the manufactured and remanufactured products are maintained the quality j,
where 0\j\1. Customers buy any product within those products with same price
[20]. Reusable products are collected a rate of s of demand of customer by the 3PL,
where s is a random variable follows uniform distribution. The quality of collected
products are considered as lð Þ, where 0\l\j. The quality is upgraded during
remanufacturing.

Manufacturer faces a variable demand depends upon selling price and given ser-
vice. He gives service to the retailer such that whenever the retailer sells that product to
the customer, they give the same service towards customers.Q is the production lotsize
per cycle of the manufacturer, where Q ¼ Pn

i¼1 qi
� �

(units/production cycle). P is the
production rate of manufacturer. The decision variables related to the manufacturer’s
model is ai; bi; hi; qi. Other costs are given by the following equations as service
provider cost, revenue, ordering cost, setup cost, holding cost, raw material cost,
remanufacturing cost, quality improvement cost, goodwill lost cost, and, transportation
cost of manufacturer. Though, the quality of product is maintaining by the manufac-
turing system but, yet the quality may not be perfect as demanded by customers. Thus,
the manufacturing system may lose its goodwill. The average profit of manufacturer is
as follows:

APRM ai; bi; hi; qið Þ ¼ Pn
i¼1 ai þ bið ÞDi þ husd 1� d

2P

� �� e2
2 þ Om

Q þ S
Q þ

�

Cm 1� sð Þþ s Cr þC3ð ÞþCqj2 1� sð Þþ sCq j2 � l2ð Þ�d � hf
Q dþ 2P½ �

2P �
h

Pn
i¼1 li

Pi
j¼1 Dj

i
� 1� jð Þg� Ct

Pn
i¼1 lim

qi
e

� �
ð1Þ

where e is the service investment, setup cost per setup is S. Manufacturer sales each
product with selling price ai and an increasing price bi due to service for each retailer.
In the manufacturing house raw materials and finished products have to hold for
sometimes. hf is holding cost for finished products per unit per unit time and hu is for
used products of the manufacturer. Raw material cost for manufacturer is Cm,Cr is for
remanufacturing, and C3 average collection costper product.Cq is the quality
improvement cost.Om is ordering cost of manufacturer for 3PL, g is goodwill lost cost,
and Ct is the transportation cost per container per unit distance.

Model of Retailer. Retailer takes the service from the manufacturer and gives the same
service to their customers. Used products are taken by 3PL, which are recycled and

remanufactured. Retailer’s demand D
0
i ¼ D

0
a

0
i; bi; hi

� � ¼ ai
a
0
i þ bið Þmax� a

0
i þ bið Þ

a
0
i þbið Þ� a

0
i þ bið Þmin þ cih

d
i

� �
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due to customer is given by the expressionwhere a
0
i is the selling price of retailer i. qi is the

lot size quantity for each retailer i. Z is the shipment schedule of the retailers i. From this
shipment schedule,manufacturer can decidewhich retailer amongn should replenishfirst.
The values of Z depend on the demand of the retailer and lead time of the retailer. The

expression for Z isZ ¼ D
0
i
li
. The decision variables related to the retailer’smodel isZ; a

0
i; qi.

Other costs of the retailer i are revenue, ordering cost, andholding cost. The sellingprice of
each retailer is a

0
i. Ordering cost of retailer i isAi per order. hi is the holding cost of retailer.

The average profit of retailer i is

APRRðZ; a0
i; qiÞ ¼

Xn

i¼1
a

0
i þ bi

� �
D

0
i �

Xn

i¼1

AiD
0
i

qi
�
Xn

i¼1

hiqi
2

ð2Þ

Model of Third Party Logistics. Demand of 3PL is governed by retailers. Total
demand for 3PL is given by D ¼ Pn

i¼1 D
0
i. Through third party, used products are

collected from retailers and after recycling and remanufacturing it is forwarded to
manufacturer. The costs related to the 3PL are as follows: revenue, transportation cost,
container management cost, setup cost, collection and recycling cost, holding cost for
products, investment for used product, and purchasing. The decision variables related
to the 3PL’s model is s; qi; a. Average profit of third party is given by the following
expression

APRP s; qi; að Þ ¼ C3s� S
Q
� S3

Q
� sRc � shu

2

� �
D� Ct

Xn

i¼1
lik

qi
e

� �
þ lkm

Ds
e

� �� 	

� Cae
s�1Dmax

Q
D
� hr

Xn

i¼1
li

Dmax � Di

e

� �
þ Q

D
�
Xn

i¼1
li

� �
Dmax

e

� �
þ cs2

ð3Þ

The number of required containers for a single shipment to retailer i is qi=e, where e
is the capacity of single container. li is the lead time of retailer i, i.e. time between
delivery to retailer i and iþ 1. Distances between retailer i- 3PL is lik, and 3PL -
manufacturer is lkm, Rc is average recycling cost collected by the 3PL, S3 is the setup
cost per setup for collecting EOL/EOU products at 3PL, c is effective investment by
3PL to collects EOL/EOU products. Minimum number of containers ri ¼ qmax

e . Hence, it
is assumed that the maximum number of containers in the system is qmax

e in order to
minimize the management and holding costs of containers such that smax ¼ DmaxT

e (for
instance see [19]), Dmax maximum demand rate at the retailers. The cost of managing
containers is Ca, s is scaling factor and it gives the relationship between a container size
and management costs, For values s[ 1, the management of a large container is
expensive compare to smaller one and for s\1 the management of a large container is
cheaper than small container.

Modelling for Service Solution of a Closed-Loop Supply Chain 323



Therefore, the total profit of the supply chain is given by the expression
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The optimum values of the decision variables are found by using classical opti-
mization techniques and finally test Hessian matrix to test the optimality condition.

3 Numerical Example

Numerical example gives a numerical result regarding this theoretical model. Data is
taken from industry visit and Table 1 gives the input data for this numerical example.
Table 2 gives the optimal results for the proposed model.

Table 1. Input data for numerical example

Retailer Manufacturer and 3PL

i= 1 2
a0imax 28($/item) 28($/item) P = 10,000

(units/year)
hf = 5.2 ($/
item/year)

S = 60 ($/order)

hi 8.2 ($/
item/unit)

8.1 ($/
item/unit)

Cm = 150 ($/item) l = 20 (%) c = 3000 ($)

Ai 39 ($/item) 63 ($/item) Cq = 6 ($/item) Ca = 0.5 ($/
container/year)

Om = 10 ($/
item)

li 0.007 year 0.008 year g = 100 ($) Rc = 20 ($/item) hr = 5 ($/
item/unit)

lim 50 (km) 40 (km) Ct = 0.01 ($/
container/km)

C3 = 90 ($/unit) hu = 0.2 ($/
item/unit)

lik 25 (km) 25 (km) s = 2 j = 80 (%) e = 1.2 ($)
a0imin 5($/item) 5($/item) Cr = 30 ($/item) lkm = 25 (km) d = 2

ci 9000 9720 aimax = 18 ($/item) bimax = 5 ($/item) aimin = 4 ($/
item)

ai 0.0001 0.0081 S3 = 50 ($/order) Dmax = 4000
(units/year)

bimin = 1 ($/
item)
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3.1 Sensitivity Analysis

From sensitivity analysis of Table 3, it can be concluded that some costs have inverse
impact on the total profit such that if related costs increase, total profit decreases and
vice-versa. Such type of costs are service investments (e), setup cost (S), ordering cost
ðOmÞ, finished products’ holding cost ðhf Þ and used products’ holding cost ðhuÞ of
manufacturer, setup cost for 3PL ðS3Þ, ordering cost ðA1; andA2Þ and holding cost
ðh1and h2Þ of two retailers in which A2 is most sensitive for retailers. Average recy-
cling cost ðRcÞ and transportation cost per container ðCtÞ have direct impact on total
profit whereas container managing cost ðCaÞ is the most sensitive for manufacturer
followed by the container’s holding cost ðhrÞ; which is the second most sensitive
parameter for manufacturer.

Table 2. Optimum results for the model

Decision variables Values

Z� (retailer) (2,1)
Q� (units) 255.85
s� (rate) 0.11
e� (units) 5
að1;2;Þ ($) (4.1, 4.2)

a
0
ð1;2;Þ ($) (17.64, 17.67)

bð1;2;Þ ($) (4.65, 4.76)

hð1;2Þ ($) (0.83, 0.11)

r�ð1;2Þ (containers) (10, 40)

q�ð1;2Þ (units) (54, 201.85)

TP(Z�; a�i ; a
0�
i ; b

�
i ; h

�
i ; q

�
i ; s; eÞ ($/cycle) 1868.55

Table 3. Sensitivity analysis of total profit for key parameters

Parameters Changes in
inputs (in %)

Changes in total
profit (in %)

Parameters Changes in
inputs (in %)

Changes in total
profit (in %)

−25 +0.32 −25 +0.13
e −10 +0.14 S −10 +0.05

+10 −0.16 +10 −0.05
+25 −0.42 +25 −0.13
−25 +0.05 −25 +16.69

S3 −10 +0.02 hf −10 +6.68
+10 −0.02 +10 −6.68
+25 −0.05 +25 −16.69
−25 +0.20 −25 +0.21

hu −10 +0.08 Om −10 +0.09

(continued)
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Table 3. (continued)

Parameters Changes in
inputs (in %)

Changes in total
profit (in %)

Parameters Changes in
inputs (in %)

Changes in total
profit (in %)

+10 −0.08 +10 −0.09
+25 −0.020 +25 −0.21
−25 +3.03 −25 +10.61

A1 −10 +1.21 A2 −10 +4.25
+10 −1.21 +10 −4.25
+25 −3.03 +25 −10.61
−25 +0.05 −25 +0.05

h1 −10 +0.02 h2 −10 +0.02
+10 −0.02 +10 −0.02
+25 −0.05 +25 −0.05
−25 −40.95 −25 −0.10

Rc −10 −16.37 Ct −10 −0.04
+10 +16.36 +10 +0.04
+25 +40.87 +25 +0.10
−25 +670.10 −25 +1675.22

hr −10 +268.04 Ca −10 +670.10
+10 * +10 *
+25 * +25 *

“*” stands for no feasible solution.

Thus, whenever the third party logistic is involved in the SCM, industry manager
needs to more careful about managing containers properly such that it can optimize
holding cost because managing large size of containers is always a challenge for
industry, otherwise it can create more lead time for shipments, which creates again
holding cost issue for both finished products and used products. As recycling is better
than holding those used products as long, according to sensitivity analysis, suggestion
to industry manager is that investing on quick recycling rather than holding used
products might be more profitable for industry.

4 Conclusions

The main applicability of the model was to provide service to the industry and finally to
customers. Due to always optimum service facility, customers would be benefitted.
Due to the service from the third-party, the reused products could be used for
remanufacturing and the manufacturing cost was reduced, which was the indicator of
the reduced optimum selling prices of products. Thus, due to remanufacturing, the
customer was being benefitted with more services. Numerical experiment proved that
the industry obtained the optimum cost at the optimum service to the customer. The
model did not consider about the defective products during collecting used products,
which is quite natural in general, that is a limitation of the model as the rate of getting
defective items may be random. This model can be extended by using service of 3PL
and using imperfect production system and inspection.
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Abstract. Today’s competitive environment demands increased product vari-
ety, more rapid product introductions and increasingly efficient operations in
manufacturing. Changeable manufacturing, encompassing reconfigurability and
flexibility, provides a mechanisms for addressing these new demands, however
there is a significant gap between the concept of changeable manufacturing, and
what is actually enabled through operational methods. This paper analyzes how
integrated modelling of products and processes can be applied when designing,
managing, and operating changeable manufacturing systems. This is structured
using generic changeability classes and generic changeability enablers. It is
concluded that integrated product-process modelling has a potential to support
changeability, especially within the classes reconfigurability, flexibility and
transformability. However a theory-practice gap still exists, calling for more
research on specific methods and feasibility of such approach.

1 Introduction

The markets of today are characterized by an increased demand for product variety,
serving both smaller niche markets, as well as individual customers, where products are
manufactured to each individual customers’ requirements in the business strategy Mass
Customization. This implies that many manufacturers face an increased product variety
induced complexity that needs to be handled efficiently in their manufacturing systems.

Product life cycles are also continuously getting shorter, as competition drives more
frequent product releases. This implies that manufacturing systems, if dedicated to
specific products, will have shorter life cycles as well. If manufacturing systems are not
dedicated, they will need to be changed more frequently to adapt to new product
generations. Worst case, different generations of products need to be manufactured at
the same time, increasing the complexity even more. Combining the increased product
variety with the reduced product life cycles implies a significant increase in the number
of changes in manufacturing systems necessary to remain competitive. The level of
complexity and amount of change depends on the product and industry, but this trend is
considered general across industries.

Many different approaches have been proposed to deal with these challenges.
Within the area of Mass Customization, it is suggested that the development within
three capabilities ensures a successful handling of this complexity [12]. These capa-
bilities include (1) choice navigation – helping customers find or configure the right
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product, (2) solution space development – designing product families which efficiently
are able to match the customers’ demand for variety, and (3) robust process design –

the capability to establish business processes and manufacturing processes which can
efficiently handle product variety. Salvador et al. suggest three mechanisms to achieve
robust process design: Adaptive human capital, Flexible automation, and process
modularity [12], although they do not go deeper into detail on how this can be
implemented.

Koren [2] proposed the reconfigurable manufacturing system as a means to achieve
a system with a sufficient ability to change, in order to address the above challenges.
Although reconfigurability is an important enabler of creating robust process design,
recent research suggests that companies must consider more diverse types of
changeability, reconfigurability being only one of more types [8]. Wiendahl et al. [4]
introduced five different classes of changeability, based on the type and significance of
change in the product characteristics and market demand: Changeover ability, Flexi-
bility, Reconfigurability, Transformability, and agility. Below, these concepts will be
elaborated.

A significant stream of literature focuses on the design of changeable manufac-
turing systems [3, 4]. Several publications report that designing manufacturing systems
for changeability does indeed have the potential to increase competitiveness [2, 5, 11],
however there still seems to be a gap between the potential in applying research results
and what is actually being applied in industry.

One common theme across the different publications on how to achieve a
changeable manufacturing system, is a coordination between the product domain and
the manufacturing domain, referred to by some as co-development or co-evolution [7].
This implies that when making decisions in product development, these must be
coordinated with the development of the manufacturing system and vice versa. Doing
this, however requires knowledge about the relations between products and processes.
This may be achieved by introducing formal models representing both the product
variety and the variety of manufacturing processes, from here referred to as product-
process models [6]. It is obvious that a model representing product variety and char-
acteristics, and at the same time the manufacturing systems and their relations is useful
for co-developing products and correspondingly changeable manufacturing systems.
However, current literature does not present any insight into how and by which
mechanisms product-process models may contribute to the changeability of a manu-
facturing system. This leads to the research question of this paper:

How may an integrated product-process model contribute to increasing the changeability of a
manufacturing system?

This research question is addressed by analyzing each changeability class, as
outlined below and assessing this mechanisms in product-process modelling can
support this specific class of changeability.

1.1 Changeability Classes

The remainder of the paper will address the changeability classes from Wiendahl [4]
one by one, analyzing which mechanisms provided by product-process modelling may
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help companies increase manufacturing system changeability. Figure 1 outlines the
different changeability classes and their relations to different scopes of product change,
production levels and decision levels, as suggested by Wiendahl et al. [4]. The
changeability class “Agility”, concerns major changes to an entire company implying
pursuit of entirely new markets, new products and new manufacturing systems, and is
considered out of scope of what is meaningful to address using models of existing
products and processes. Hence this changeability class is not addressed further in this
paper. Figure 1 outlines the different changeability classes and, how each changeability
class relates to different scopes of product change, different production levels and
different levels of decisions.

1.2 Product-Process Modelling

The basic purpose of product-process modelling is establishing a models, which
describe products, components, characteristics and variety, while also describing
manufacturing systems in terms of equipment, processes and process capabilities [6].
A product-process model will also describe the relations between the product and the
process domain on a generic level, so that for any given component or product, it is
possible to determine whether and which equipment would be able to perform the
required manufacturing processes. Conversely, the model will provide information on
which products or components depend on a given equipment or processes [6]. Several
different approaches have been proposed for developing product-process models
applying different modelling languages, e.g. cladistics [1], the configurable component
[10], or object oriented modelling using the Unified Modelling Language (UML) [6].
Either one of these approaches however provides the possibility to describe the rela-
tions between products and the manufacturing system. This will be addressed below in
relation to the changeability classes.

It is important to note that product-process modelling can be performed at very
different levels of detail. As an example, describing process capabilities at a very high

Changeover 
Ability

Flexibility

Reconfigurability

Transform
ability

Agility

Decision level
Operational strategic

Production level
Machine Network

Scope of product 
change

Changeover within 
existing variety

Entuirely new 
type of product

Changeability 
class

Fig. 1. Changeability classes and relations to product change, production levels and decision
levels
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level may be done by characterizing a factory as being able to “produce large steel
components”. On the other hand process capabilities may be described on a very
detailed level, as an example “MIG Weld AISI1005 steel T joint with a 300 A current
at 0.1 m/s”. Both representations describe steel processes, but at very different levels.
Different detail levels would likely imply different benefits in relation to changeability,
however in this paper, we address product-process modelling as a general mechanism,
not distinguishing between specific levels of detail.

1.3 Example of Product Process Modelling

Numerous methods exist for product modelling and process modelling, each serving
different purposes. However, to illustrate one approach to do this, the approach
introduced recently by the authors of this paper is applied [6]. The basic approach of
this method is that in a company applying the method, a company specific ontology is
developed, which models the different types of processes exist in a company, and
which different types of components the company manufactures. Furthermore, the
ontology dictates by which attributes processes and components must be described, and
how the component attributes link to the process attributes to be able to determine for
any component, which processes would be able to manufacture this. A simple example
of such ontology is illustrated in Fig. 2. For an injection moulding process.

Once the ontology is in place, specific equipment implementing the processes can
be specified, by assigning values to the attributes. Furthermore, specific components

Injection Moulding : Process type

Max Length : Capability definition

Unit=mm

Max width : Capability definition

Unit=mm

Materials : Capability definition

Unit=enumeration

ABS Plastic Part : Component type

Length : Characteristic definition

unit=mm

Width : Characteristic definition

unit=mm

Material : Characteristic definition

unit=string value

Requires

must be 
within

must be 
within

must be 
within

Injection Moulding Machine : 
Equipment type

Fig. 2. Example of a product-process ontology.
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can also be specified, also adhering to the ontology. This is illustrated in Fig. 3. By
taking this approach, it is ensured that all processes of the same process type are
described in exactly the same way, and all components of the same component type are
described in the same way. Since the relations between the attributes for the component
types and the process types have already been defined generically, this is not necessary
to do for the specific instances.

2 Analysis of Enabling Mechanisms

2.1 Changeover Ability

The changeability class “Changeover ability” refers to the “operative ability of a single
machine or workstation to perform operations on a known workpiece or subassembly at
any desired moment with minimal effort and delay” [8].

In relation to achieve changeability on changeovers, product-process modelling can
benefit in several different ways. If a model describes the relation between product
characteristics and process characteristics, changeover instructions for operators, could
be generated automatically based on this information, helping operators achieving
faster changeovers. If a model also contains information on the relations between
process settings and changeover time, it would also be possible to calculate timing and
cost for different sequences of product combinations. This is due to the fact that
changeovers from one product to another often depends on how similar these products
are. This similarity could be derived from product models, thus indicating the time

Injection Moulding machine 427 : 
Equipment

Injection Moulding machine 427 - 
Injection Moulding : Process

process type = Injection Moulding

Max length : Capability specification

value = 300mm

Max width : Capability specification

value = 200mm

Materials : Capability specification

value = ABS, PVC, PET

Toy Brick 2x4 : component

component type = ABS plastic part

Length : characteristic specification

value = 32mm

width : characteristic specification

value = 16mm

Material : characteristic 
specification

value = ABS

Fig. 3. Example of how specific instances of components and equipment can be modelled based
on the ontology in Fig. 2.
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needed for changing over. This could help in optimizing the production sequence for
minimizing changeovers and thus increasing utilization.

2.2 Flexibility

Flexibility is somewhat similar to changeover ability, however flexibility refers to a
tactical ability rather than an operative ability and addresses the ability to change a
system rather than a machine or workstation [8]. Flexibility concerns the ability to
change within products that are already introduced in the production system, i.e. known
variety [8]. This happens typically by re-programming, re-scheduling and re-routing
the system logically [8].

When having an integrated product-process model which describes product char-
acteristics, process capabilities for specific equipment and the relations between these
two domains, it is possible to determine for a specific product, which equipment will be
able to perform the required processes. With this information it is possible to generate
all feasible routes through a production for a specific product. These alternative feasible
routes can form the basis for deciding the actual routing of products through a pro-
duction. If the process model, or other information repositories hold information on
processing cost for different equipment, costs for alternative routings may also be
calculated supporting routing decisions even better. Taken even further, the informa-
tion may utilized for making automated routing of products, without requiring human
decisions, given that sufficient priority rules are implemented. This could be one step
towards developing a self-optimizing manufacturing system. This will however also
require capacity constraints to be implemented in the model.

2.3 Reconfigurability

Reconfigurability is the ability to accommodate larger changes than flexibility.
Reconfigurability is thus the tactical ability to alter the manufacturing systems ability to
manufacture new product, which are however very similar to those currently being
manufactured [8]. Reconfiguration may happen by adding removing or changing the
physical structure of the modules in the manufacturing system [8].

Since reconfiguring a manufacturing system changes the capability or capacity, the
benefits from the above changeability classes do not apply. This changeability class
implies that new products are introduced. When introducing a new product, a product-
process model will enable assessment of whether a new product can be manufactured
within the current flexibility envelope, or a reconfiguration is in fact necessary. This is
possible because the model would specify relations between processes, equipment, and
generic product types or component types. Introducing a new specific product, the
relations to equipment is immediately known and thus information on which equipment
will produce this product is easily available. A part of this information will indicate for
which processes the current flexibility is insufficient, requiring new investments in
equipment. This relation could also be applied during product development, since
different scenarios for changes in products could be evaluated in terms of the required
change in the manufacturing system, which could be incorporated into design for
manufacturing activities, taking into account equipment investments.
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Finally, if a company possesses a manufacturing system platform, containing
modules, not currently in use in a specific factory, an integrated product-process model
would be able to identify platform equipment which is not currently located in the
factory manufacturing the product in question. This could lead to shorter reconfigu-
ration times, since proven solutions for manufacturing equipment can be utilized rather
than developing new unproven solutions from scratch.

2.4 Transformability

Transformability refers to the tactical ability to change the structure of an entire factory
to accommodate new products or product families, thus implying larger changes than
what is addressed with reconfigurability [8]. This is achieved by making larger changes
to the factory than reconfiguration, i.e. designing entirely new manufacturing systems
with new facilities [8].

The changes which are addressed by transformability is somewhat similar to those
addressed by reconfigurability, however differentiated by the magnitude of product
change. For this reason, the potential benefits from applying product-process modelling
a quite similar. If however a complete rebuild of a manufacturing system is required
rather than a reconfiguration, a product-process can be applied to analyze which
existing physical equipment can be reused in a future manufacturing system, since the
requirements for equipment can be derived from the model and compared to existing
equipment. For those processes that cannot be performed by existing equipment, the
product-process model can be used to aggregate requirements for process capability as
well as requirements for flexibility and possible even reconfigurability. The latter
assumes that future minor product changes can be modelled in advance. The same
potential benefits related to identifying solutions in a manufacturing system platform
also applies to transformability.

3 Discussion and Conclusion

As indicated above, performing integrated product-process modelling where generic
processes are linked to generic component types and product types, holds a potential
for supporting changeability within different changeability classes. This potential lies in
the possibility to support decisions on various levels, from operational to tactical. Also
a potential comes from the possibility to automate and make manufacturing systems
more autonomous or self-optimizing.

To the authors’ knowledge no empirical results have been published on the
implementation of such system, and hence it is assumed that no or few companies have
actually done this in practice. It is on the other hand observed in several companies,
that the task of reconfiguring manufacturing systems, or deciding on a level of flexi-
bility is a difficult task, where companies need tools for supporting the process. An
integrated product-process modelling approach would at least contribute to reducing
the complexity of these tasks by providing better decision support. It is expected that
making such implementation will be a major project, involving several entities within a
company. However, the potential benefits are also expected to be significant. Future
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research will address this by elaborating methods for doing the modelling and running
pilot tests on lab manufacturing systems and eventually on real life manufacturing
systems.
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Abstract. Japanese and French restaurants provide dishes in an order specified
by tradition; for example, from appetizers to desserts. On the other hand, cus-
tomers in a Japanese-style bar or casual restaurant often order several dishes at
one time. They may have implicit preferences as to the order and timing of
serving the dishes according to the characteristics of the foods and their situa-
tions. For example, light meals that can be served quickly tend to be served first
to cater to customer desires. This paper proposes a dynamic scheduling
approach for restaurant service operations considering the order and timing of
serving dishes. Customers specify their requests for the order of serving dishes
to floor staff, and then a model configures cooking and serving schedules
dynamically according to the customers’ requests. In this paper, three models are
proposed. In the first model, cooked dishes are stocked in a storage space until
the customers’ requirements for the order have been satisfied. The second model
coordinates cooking schedules by considering the order sequence, cooking time,
and lot assignment to adapt to customer requirements. The third model com-
bines the first and second models.

Keywords: Dynamic scheduling � Service � Customer satisfaction
Operations management � Restaurant

1 Introduction

In the customer-facing service industry, this is not merely a pursuit of improved effi-
ciency but is also required in order to improve or maintain customer satisfaction [1]. In
research targeting the restaurant service industry, many studies have evaluated waiting
time in terms of resource constraints such as numbers [2, 3]. They have considered the
number of people that can be accommodated inside of a restaurant, the number of
tables, and the number of staff. Hwang et al. modeled the restaurant service provision
process and constructed a simulation model that evaluates the waiting time in different
seat numbers and the number of floor staff and kitchen staff [4]. However, cooking time
and meal time are constants in Fung’s model, and the cooking schedule is not con-
sidered. In the model of Hwang et al., the order arrival rate and cooking rate are defined
as variables, as in Fung et al., the cooking schedule is not considered. It demonstrated
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that cooking time is shortened by helping other cooking places but the cooking
schedule was not taken into consideration.

Few studies have dealt with restaurants’ cooking schedules, and few have focused
on the order of cooking offerings and customer satisfaction. In restaurants, when a
customer orders multiple dishes at the same time, it is conceivable that the order of the
offerings and the time required to provide them as expected by customers are different,
depending on the characteristics of the selections. In Japanese and French cuisine
courses, the order of cooking is traditionally decided in advance. In restaurants, cus-
tomers sometimes order multiple dishes one by one rather than courses for the purpose
of eating accompanied by drinking and slowly tasting multiple dishes. In this scenario,
customers may implicitly specify the order of supply and timing according to their
requests. In improving customer satisfaction, the order of dishes is considered to be an
important factor. Considering the operations at the realization site, it is possible to
secure enough human resources at high-end and other restaurants and to adjust the
cooking sequence and schedule according to the pace of each customer’s meal.

On the other hand, efficiency is essential, especially in popular restaurants. It is
necessary for cooking staff to devise a cooking order individually in response to
incoming customer orders. In kitchens where a POS system is installed, customers’
orders are divided into appropriately assigned cooking areas or facilities. By looking at
an incoming group of customers’ orders, the cooking staff devise an efficient order of
cooking as in a batch set of compilation. One concern with the current approach is that
acceptability or inadequacy of the device depends on the experience value or intuition
of the individual. Basically, cooking staff cook the orders allocated to them in order
from the chronological beginning of the order list Since this is a closed process within
the staff, it is difficult for staff to consider the precedence relationship with the orders
allocated to other cooking areas and equipment. Additionally, at restaurant service sites
that have substantial subordinate work and heterogeneous services, there are many
dynamic factors to be considered in the field and operating according to a complete
schedule given from the outside is difficult. Therefore, this study proposes a model that
schedules restaurants’ cooking and serving tasks in consideration of the order and
timing of dishes for food service. In this model, when a customer places a request for
each dish at the time of ordering, the schedule of cooking and serving is dynamically
constructed based on that order. This aims to improve customer satisfaction by con-
sidering the order and timing that customers expect when ordering.

2 Proposed Model

2.1 Modeling

This paper targets restaurants where customers order multiple single items at a time.
The schedule of cooking and serving is decided based on four methods. In addition to
the conventional provision method, the following three methods are proposed. Next,
the three proposed methods are assessed by simulation.

• Floor scheduling considering the order of arrangement requested by customers
(Proposed method (1))
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• Cooking scheduling considering the ordering sequence (Proposed Method (2))
• Cooking considering the order of serving and floor scheduling (Proposed method

(3)).

An example of a restaurant model is shown in Fig. 1. In this example, the restaurant
is composed of three areas: the floor area, an area for stocking cooked goods, and a
kitchen. The area of product placement is placed between the kitchen and the floor and
cooked goods are kept there until they are served. The number of floor areas, the space
for cooked goods, and the number of kitchens may be n to n; not one by one. The
kitchen is divided into several zones for similar cooking work. For example, drinkers
(make drinks), cooktops (to prepare ingredients), shops, fried grounds, and so on.
Cooking facilities such as refrigerators and ovens are treated as one zone.

A number is allocated to the zone, and the dish ID and standard cooking time to be
created there are set. The standard cooking time is set according to a given standard,
and the actual cooking time fluctuates depending on the current condition of the
kitchen. The store staff model is set for each role responsibility such as the floor charge
and cooking. It is assumed that the customer model can be constructed in table units
that may be ordered any number of times while visiting. At the time of ordering, the
customer notifies the store staff of the desired arrangement order for serving the
requested items.

The flow of ordering, cooking, and serving in these three areas is shown in Fig. 1.
On the floor, the customer orders the selected items and the order is conveyed to the
kitchen. The order is allocated to the cooking area or zone for each facility, and the
cooking staff in charge of that zone cook the items based on the transmitted order. The
items that have been cooked are placed in the storage area and the floor staff, who move
around the floor, bring items from the storage area to the customer. The customer then
eats the cooked items and issues new orders as desired.

In this study, we focus on the following two points that can manipulate the serving
order requested by customers. The first is the timing of when customers’ orders are
conveyed to the kitchen. The timing of ordering and the contents of the orders are
different for each customer. Under these inputs as originally issued, the restaurant side
may not be able to operate; but the timing of supplying the order requests to the kitchen
can be adjusted. In this way, kitchen staff can process the ordered items in turn. In this
scenario, it is not necessary to consider the cooking schedule while cooking. Moreover,
this makes it possible to exploit ingenuity in efficient cooking such as lot summary,

Fig. 1. Restaurant layout and service flow.
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which is being done at present without changing current operations. The second point
of influence is when the floor staff delivers the cooked goods from the storage area. The
timing of when to deliver the goods from the storage area is adjusted by the operations
of the floor staff.

2.2 Algorithm

2.2.1 Conventional Provision Method
When a customer orders a dish, an order is placed in a difference queue for the zones
where each dish is created. Cooking is done in a “first in, first out” (FIFO) order from a
different queue when facilities in that zone are empty. However, when the same dish is
ordered, simultaneous cooking can be performed by summarizing lots, and the cooking
time is shortened. In this study, we set constraints on lot summarization when the same
dish is entered one by one. Cooking completed cuisine is arranged by a staff member
from the floor area.

2.2.2 Floor Arrangement Scheduling (Proposed Method 1)
In floor scheduling based on the order of supply requested by customers, the cooking
order is the same as in the conventional method. The cooked goods are once placed in
the storage area, and the floor staff adjusts the timing of serving according to the
customer’s requested order. The dishes placed in the store are served as in the cus-
tomer’s requested order. However, if it the resulting order is not the desired order,
items are kept in the storage area until the dish intended to be served first is ready.

2.2.3 Cooking Scheduling (Proposed Method 2)
In cooking scheduling based on the order of supply requested by the customer, the
cooking sequence is dynamically configured according to the order of provision desired
by the customer. There are two types of precedence relationships in orders. The first is a
precedence relation concerning the request order in the same order when the customer
has ordered multiple dishes. The second is a prior relationship to orders from other
customers in the zone. When customers order multiple dishes simultaneously, they are
scheduled according to the constraints of the precedence relationship. Hence, cooking
is completed simultaneously at or after the time at which the previous dish is cooked
within the request provision order.

The flow of the cooking schedule from the order is shown in Fig. 2. First, when
ordered by the customer, the order is stored in the order adjustment pool of the zones
where each of the dishes is created. Then, according to the cooking scheduling algo-
rithm, the chosen order is moved from an organized pool to a different queue. Which
orders move to the differential queue depends on the cooking scheduling algorithm.

The conditions for moving from the order adjustment pool to a different queue are
as follows. Considering the cooking time for the preceding dish and for the target dish,
movement to the different queue is controlled so that cooking is not completed earlier
than for the preceding dish. The following key points apply in this approach:

• The first order among those not cooked in the same order is processed
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• Within the same order, it is later than the time when the cooking time of the order
preceding the request provision order is finished cooking is subtracted from its own
cooking time.

At the start and completion of the cooking of all the dishes, the presence or absence
of dish allocation judgment is confirmed for all zones. After moving to a different
queue, a dish is cooked in FIFO order when equipment in the zone is not busy, as in the
conventional method. The procedure for lot summarization is the same. The cooked
dishes are arranged as they are in the conventional method.

Figure 3 shows an example of a cooking schedule. The order from each customer is
shown on the right of the figure, the time is shown on the horizontal axis of the Gantt
chart, and the order to be cooked is shown on the vertical axis in terms of zones. When
an order of A, B, C, D enters from Table 1, first all four orders are stored in the order
adjustment pool for each zone. After that, the first order A moves to the different queue.

When cooking of A is started at time t1, then order B, one after the request
provision order, moves to the different queue at time t2. When the cooking of B is
started at time t2, order C moves to the different queue. This is because this time is later

zone1

zone2

zone3

zone4

zone5

zoneN

Customer

Customer

Customer

Customer

Customer

Order 
DB

Cooking Scheduling A
lgorithm

Order

Assign

Dispatching 
Coordination Pools 

for each zone

be Assigned by 
FIFO ways

orders

Fig. 2. A dispatching rule and cooking scheduling algorithm.
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=
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#2 (t2)

#3 (t2)

D
#4 (t3)
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Fig. 3. Gantt chart for cooking scheduling in Proposed method (2).
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than the time at which the cooking time of order C is subtracted from the cooking end
time of order B. Next, order D moves to the different queue at time t3 when the
difference between the cooking end time of the previous order C and its own cooking
time are equal. In this example, at the time of movement for the four orders, equipment
is empty in all zones. Because of this, cooking is started at the same time as it moves to
the different queue.

2.2.4 Cooking and Floor Scheduling (Proposed Method 3)
With the cooking scheduling of Proposed method (2) alone, cooking cannot always be
completed in the order of the customer’s request, necessarily depending on fluctuations
in cooking time from the standard cooking time and the setting situation for different
tasks. Therefore, in this method, the serving order is adjusted by combining Proposed
methods (1) and (2). Order differences for each zone of the kitchen are controlled by
the cooking scheduling algorithm in the same way as Proposed method (2). Thus, the
cooked commodity is served as it is when satisfying the order of provisions requested
at the completion of cooking, as in the case of Proposed method (1); otherwise, it is
stored in the storage area. The timing of serving is adjusted by the operation of the floor
staff.

3 Conclusions

This study proposed a model constructed by algorithms that dynamically configure
scheduling and cooking in restaurants and catering scheduling considering the order
and timing of cooking for food service. A future task is to further refine the customer
model to include such elements as differences in the ordering frequency and the timing
of drinks and meals, verification by computer experiment.
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Abstract. Cyber-physical systems (CPSs) are an increasingly known set of
technologies and applications promising to enable manufacturing firms
improving their responsiveness to deal with the unpredictability of market
requirements. Indeed, from an operational perspective, responsiveness can be
achieved because CPSs are an enabler of the reconfigurability of factories.
Reconfigurability is a capability that has been theorized since almost two dec-
ades. Therefore, today we can consider such grounded theory as a lens to frame
emerging CPS-related knowledge. This paper is an effort to give a contribution
in this direction. In particular, starting from the acknowledgement that a relevant
characteristic of reconfigurability is modularity, this research proposes a
literature-based analysis of the Cyber-Physical Systems of the future smart
factory.

Keywords: Cyber-Physical System (CPS)
Cyber-Physical Production System (CPPS) � Reconfigurability
Modularity � Production levels � Coordination levels

1 Introduction

The current scenario is challenging manufacturing firms, pushing them to be more and
more responsive [1, 2]. Indeed, firms need to rearrange quickly their operations in order
to pursue ever-changing goals at an affordable cost, producing according to new
requirements and technology changes [3, 4]. Nowadays, disruptive technological
advances are promising to enable firms in meeting these challenges and gain com-
petitive advantage; amongst the technological advances, Cyber-Physical Systems
(CPSs) are recognized as the basic units of the future smart factories [5, 6].

According to [7], CPSs are the merger of cyber (electric/electronic) systems with
physical things. Using their words, a CPS “helps mechanical systems to perceive the
physical world, process these perceptions as data on computers, make calculations, and
inform systems to take actions to change process outcomes”.

Within manufacturing firms, reconfigurability is nowadays a more and more
valuable and desired characteristic. Indeed, over time, a wide base of knowledge has
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been developed on reconfigurability (see [8]). However, the current digital revolution,
which leads to the development of CPSs, can strengthen and renew the achievable
reconfigurability (according to literature, CPSs enable the reconfigurability of factories
[7]). For this reason, this paper investigates on the possibility to interpret the recent
CPS-related knowledge under the lens of the grounded reconfigurability theory. Indeed,
based on the available literature on reconfigurability, this paper proposes a literature-
based analysis of the Cyber-Physical Systems of the future smart factory. To this end,
the paper has the following structure. Section 2 adopts a physical perspective. It
reviews CPS-related literature by applying the concept of modularity at different
production levels of a firm. Section 3 adopts a cyber-perspective. It reviews CPS-
related literature by looking at the roles of modules at different coordination levels.
Section 4 summarizes the results of Sects. 2 and 3 and drives the main conclusions of
the paper.

2 Modularity at Different Production Levels: A Physical
Perspective

As stressed in reconfigurability-related literature, the capability to reconfigure should
be referred to different production levels. More precisely, [9] identified six levels (these
were then applied by [10]). However, in real cases, it is often not easy to identify
clearly this high number of levels, also because their boundaries are sometimes faded.
Thus, for the purpose of this paper, four instead of six levels are considered, in
accordance to [11]. These levels are: workstation (correspondent to the individual
production phase), system (e.g. cells, lines or production departments), factory and
network.

As modularity is one of the core characteristics of reconfigurability [12], it can be
applied at the identified production levels. By changing production levels, modules
characterizations and functionalities change. To give an example, for [13] the modules
of a reconfigurable system at workstation level are the reconfigurable machines. To
them, the number of machine configurations can increase the number of system con-
figurations exponentially. Overall, building on modularity as a characteristic of
reconfigurability, the functionality of the system at a higher production level can be
changed by modifying its modules at a lower production level.

In order to identify relevant literature for the review, we used Scopus as the primary
search database. The search consisted of a topic search with two blocks being “cyber-
physical system” and “manufacturing”. Among the identified papers, the ones referring
to either “modularity” or “module” were critically analysed in order to find either
explicit or implicit reference to reconfigurability. The following table (Table 1) sorts
CPSs-related references according to the production level at which they applied the
modularity concept.

Overall, the analyzed CPSs-related literature focused on modularity at the four
aforementioned production levels. To conclude and synthesize this section we can state
that, similarly to what already consolidated in reconfigurability literature, modularity of
CPSs supports their reconfigurability. Furthermore, within the analyzed literature, some
authors were more oriented to characterize systems at a certain production level from a
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physical point of view; others were more oriented to identify the role of such systems,
their functionalities at a certain production level and, therefore, the supported tasks.
This last perspective introduces the need to extend the analysis to relationships between
modules. This aspect is going to be deepened in the following section.

3 Roles of Modules at Different Coordination Levels:
A Cyber-Perspective

A relevant property of CPSs is their ability to communicate and interact with each other
[23, 25]. Overall, literature has widely remarked that future factories will be made of
modules (CPSs) that, empowered by the knowledge gained through interactions, will
be self-responsible and autonomously reacting to changes [21, 28, 29]. Cyber manu-
facturing systems are interacting and cooperating entities enabled by the Industrial
Internet of Things [30].

Nonetheless, there are two other aspects that need to be taken into account, besides
the self-responsibility and autonomy. On one hand, the need to achieve systemic goals
should be guaranteed; to our concern, the systemic goal is to assure reconfigurability as
a capability of a manufacturing firm to be responsive with unpredictable changes of
market requirements. On the other hand, the inherent properties of the Cyber-Physical
modules lead to a lack of systemic view.

Regarding the need to achieve systemic goals of reconfigurability, according to
literature [31, 32], reconfiguring a system means changing its functionality (exploiting
its convertibility) or modifying its production capacity (exploiting its scalability). Thus,
modules within a system (at a certain production level) may need to be changed
according to a systemic goal of reconfigurability, i.e. a goal of convertibility or scal-
ability at a higher production level. In addition, independently from the systemic goal,
an effective reconfiguration should rely on diagnosability, which allows quick identi-
fication of the sources of quality and reliability problems during reconfigurations [3],
thus reducing the ramp-up time of reconfigurations. Diagnosability can be seen as an
intermediate goal in order to achieve scalability and convertibility [11].

To reach the above stated goals, CPSs are not assuring a systemic view, if they are
taken solely as single modules [33]. Indeed, even if interactions allow CPSs to develop
some knowledge about other CPSs within a certain production level, they lack of the
systemic view required to make optimal decisions to reach systemic goals [5, 22, 34–
38]. This aspect can be better understood by relying on the interpretation of CPSs as
modules with their specific roles at different production levels and, consequently, their

Table 1. Production levels at which CPSs-related references applied the modularity concept

References Produc on level
[14, 15, 16, 17] Factory
[18, 19, 20, 21] Factory – System
[22, 6, 23, 24, 25] System
[26, 27] System – Worksta on
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own functionalities and supported tasks. In other words, CPSs as modules have a
“view” which is restricted to the production level they belong to, as it happens with any
complex organization of intelligent resources (endowed with different intelligence).

Therefore, we consider appropriate referring to an additional dimension: the
coordination level. Indeed, according to: (i) the systemic goals (of scalability, con-
vertibility and diagnosability) and to (ii) the systemic knowledge typically possessed at
a higher production level, the Cyber-Physical Modules should be smartly coordinated.
To support this statement, we further reviewed papers (obtained through the topic
search with “cyber-physical system” and “manufacturing”), by selecting and critically
analysing the ones referring to the concept of coordination and its goal. Thus, in the
following table (Table 2) we gathered and sorted references that described the coor-
dination of CPSs (at a given production level) made by systems with broader views (at
the next higher production level). Thus, in such table, we specified the coordinated
levels, jointly with the systemic goals, identified (in the second column of the table) as
(i) scalability, (ii) convertibility, (iii) diagnosability or (iv) a systemic optimization.

Through literature, coordination requirements for either systemic optimizations or
reconfigurability goals are illustrated in the reminder.

3.1 Coordination Requirements for Systemic Optimizations

To coordinate the factory level, [33] presented a theoretical framework for a first
implementation of an Industrial Internet System (IIS) for CPPS. To them, to achieve
coordination of the cyber-physical capabilities of a distributed body of CPSs, it is
mandatory having a correct structure and organization of the communication functions.

To coordinate the system level, [34] presented a software system that, aiming at
coordinating the different CPSs, uses predictive analysis like data mining combined
with a decision support system.

According to [35], a CPS is coordinated through the definition of a global goal of
the processing chain, localised goals of the chain components, and interoperability
architecture.

By proposing a general architecture for smart manufacturing workshop, [23]
stressed that the function modules should work in a collaborative mode. Moreover, all
the equipment, hardware, and software should be integrated in a common platform.
Eventually, information should be exchanged with a MES in order to make optimal
decisions.

Table 2. Coordination at different production levels according to CPSs-related references

Coordinated level [References] Systemic goal
Factory [33] – System [40] – Worksta on [42] Not specified
Factory [39] - System [36, 41] Diagnosability
System [22, 14] Scalability
System [34, 5, 35, 23, 37, 38] Systemic op miza on
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For [40], the complexity for defining open-knowledge-driven manufacturing exe-
cution system (OKD-MES) is in maintaining awareness of overall system state to avoid
disruptive actions as various functions may be requested from a system. They illus-
trated an approach for designing OKD-MES on top of CPSs that controls robot
workstations and conveyor-based transportation system. The OKD-MES is then the
coordination system, aware of the overall execution of various functions supported by
the CPSs.

An Engineering Support System for sustainable optimization of automation tasks
supervision was proposed by [38]. This leads the control engineer to obtain a super-
vision and control solution that allows to optimize the performance of the system
according to the desired key performance indicators.

To coordinate the workstation level, [42] proposed a vertical cyber physical inte-
gration of cognitive robots in manufacturing. In her solution, the cognitive robots are
vertically integrated into the manufacturing industry and coordinated with the manu-
facturing execution system.

3.2 Coordination Requirements for Reconfigurability Goals

To coordinate the factory level, [39] designed a proactive intention recognition and
action recommendation system designed for cyber-physical industrial environments
that is able to recommend actions and generate hints for end users without the need of
explicit requests. Its contribution is set in a combined changeover, maintenance, and
replacement scenario for production factories (which can be considered as supportive to
the diagnosability goal). Thus, such system is capable to coordinate the modules of the
production system, and it is coordinated with the ERP.

To coordinate the system level, according to [42], the decentralization gained
through the exploitation of CPSs can be successful only by ensuring a constant syn-
chronization with a central system.

For [22], the smart factory (composed of CPSs) should adjust product type and
production capacity in real-time. Thus, reconfigurable production lines – capable to
reconfigure their process paths and recombine manufacturing units dynamically –

should be implemented in the smart factory in order to ensure scalability. A holonic
architecture that allows the reconfigurability of manufacturing systems was proposed
by [14]. It presupposes the presence of a coordinator holon, capable to request the state
of the holons and evaluate the best sequence available processes to comply with the
transformation of the product holon using the available resource holon. To them, this
allows the development of scalable solutions.

According to [41], “CPS is a new research area that aims to seamlessly integrate
computers, sensors, and actuators into an application platform so that application
software can easily interact with the physical environment”. They developed a mid-
dleware, which includes components to help monitor services in a service process,
identify the cause of problems when they occur, and perform reconfigurations if nec-
essary (which all support the diagnosability goal). The middleware leads to create some
coordination level.
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3.3 Concluding Remarks

From a cyber-perspective, the analysis made in this section confirmed that the Cyber-
Physical Modules, that have their specific roles (thus functionalities), within a broader
system, need to be smartly coordinated. Depending on the production level of refer-
ence, their coordination requirements change, and the need for a coordinating system,
allowing optimizing systemic goals, while positioned at next higher production level,
arises.

Overall, three further observations need to be added: (i) a few authors explicitly
referred to scalability goals. Those who referred to scalability did not specifically focus
on “how” the coordination should allow achieving this goal; (ii) we could not find
authors explicitly referring to convertibility goals; (iii) authors were slightly sensitive to
diagnosability goals.

Based on these evidences, we can state that CPSs can be related to reconfigurability
as systemic goals, nonetheless further research should be done on the relationship
between the coordination requirements of modules at a certain production level and
such goals.

4 Conclusions

This paper represents an effort to exploit the soundness of reconfigurability theory as a
solid foundation for interpreting the relatively recent knowledge on Cyber-Physical
Systems (CPSs). To this end, the concept of modularity, which is a core characteristic
of reconfigurability, has been applied to CPSs. Given the twofold nature of such
systems (made of physical and cyber components), two variables, i.e. (i) the production
level and (ii) the coordination level have been described in order to provide a literature-
based definition of the Cyber-Physical Modules of the future smart factory.

On the one hand, the physical part of modules changes according to the production
level of reference. On the other hand, also the cyber part changes according to coor-
dination level of references. Depending on the production level, modules have different
“views”, thus different needs for coordination. Summarising, moving from lower to
higher levels the modules “view” becomes wider, thus influencing and extending their
capability to make autonomous decisions. Moreover, having a restricted view intro-
duces the need at higher production levels to coordinate modules at lower production
levels.

Further research could aim at associating CPSs to other core characteristics of
reconfigurability: integrability, diagnosability, scalability, convertibility and cus-
tomization. Particularly, as also observed in Sect. 3.3, further research should be made
on the relationship between the coordination requirements of modules at a certain
production level and the reconfigurability goals.
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Abstract. Intelligent manufacturing has become a development trend for
manufacture industry. But there only have few labs that can demonstrate more
comprehensive concepts of intelligent manufacturing. To fill the blank of this
area and promote the development of intelligent manufacturing, we start this
project and build up a platform that demonstrate how intelligent manufacturing
system is working and upon which we can explore the feasible scheme for
companies and teach students about intelligent manufacturing visually. We
combine hardware like industrial robots, enterprise management software like
MES, ERP and cloud platform to build a sustainable system of intelligent
manufacturing. This platform is designed for scientific research, experimental
teaching, enterprises training and work out solution for enterprises.

Keywords: Industry 4.0 � Intelligent manufacturing � Smart factory
System integration

1 Introduction

Among the major changes emerge in the field of information technology and industry
in recent years, intelligent manufacturing, which is a product of the depth of integration
of information technology and industrialization [1]. To empower the competitiveness
of national manufacturing industry, the research efforts of intelligent manufacturing are
carried out throughout the world under governmental projects such as NNMI(National
Network for Manufacturing Innovation, USA), Industry 4.0 (Germany), Horizon 2020:
Factories of Future (EU), etc., aimed at bringing innovations to manufacturing pro-
cesses, productivity, and quality [2]. China as a manufacture powerhouse also proposed
‘Made in China 2025’ as a national strategic plan in 2015.

As a lab of a university, It is designed a website that enable customers to per-
sonalized toy house with different styles, materials or colors. The goal of this research
is to not only establishing a teaching scene of smart factory or to imitate an existing
assemble line, but also to explore reasonable application of cross-layer integration,
production lifecycle traceability, preventive maintenance and production line
virtualization.
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2 Research Objectives

The white book of German Industire 4.0 generalizes three major strategies for cross-
layer integration which are vertical integration, horizontal integration and end to end
integration. It says that “Industrie 4.0” can serve to create horizontal value networks at
a strategic level, provide end-to-end integration across the entire value chain of the
business process level, including engineering, and enable vertically integrated and
networked design of manufacturing systems [3]. Our project is based on the recom-
mendations of the white book of German Industire 4.0. Vertical integration, horizontal
integration and end to end integration are our research objectives.

2.1 Vertical Integration

Vertical integration and networked manufacturing systems describes the intelligent
cross-linking and digitalization within the different aggregation and hierarchical levels
of a value creation module from manufacturing stations via manufacturing cells, lines
and factories, also integrating the associated value chain activities such as marketing
and sales or technology development [4]. It can be carried out in two ways: backward
integration and forward integration. In the era of global economy and internet, vertical
integration becomes even more common to integrate not only whose components but
upstream and/or downstream of a industry chain.

2.2 Horizontal Integration

Horizontal integration is to amalgamate firms or departments which have similar or the
same functions. It aims to cut intermediate expenditures among departments or com-
panies to reduce the production cost and to carry out mass production. One typical
example is that many companies is willing to integrate the storage management system
and production management system and quality inspection division and other pro-
duction related departments to establish resource sharing system for work efficiency
promotion and production costs reduction. CPS (cyber Physical System) is mostly used
to sustainably support and implement models, designs and implementations of hori-
zontal integration through value networks. Being part of a socio-technical system, CPS
are using human-machine interfaces for interacting with the operators [5].

2.3 End to End Integration

The end-to-end engineering across the entire product lifecycle describes the intelligent
cross-linking and digitalization throughout all phases of a product life cycle: from the
raw material acquisition to manufacturing system, product use, and the product end of
life [4]. The goal of achieving end-to-end digital integration throughout the engineering
process is to integrate the digital and real worlds across a product’s entire value chain
and across different companies while incorporating customers’ requirements. Modeling
plays a key role in managing the increasing complexity of technological systems.
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3 Research Contents and Methods

3.1 Personalization Production

Personalization production is one of the highlights of this project and the strongest part
for user experience. It is to yield products based on customers’ practical requirements.
At first, we have succeeded to improve personalization product from selecting a key
chain to designing a toy house. Customizing a key chain is to select one style out of
several given ones and with human-computer interaction and automatic transport
system to deliver the final product to customers. We take a further step to the toy house
personalization which customers can design their fond toy house from choosing the
materials to coloring their house.

3.2 Vertical Integration in Our Platform

In this research, we actualized vertical integration (see Fig. 1) between equipment layer
and business management layer and end to end integration. To produce customized
house design and automatic produce scenario, we built connections among hardware
devices, which for instance are 4 industrial robots, 2 AGV, 2 production lines and 3D
printer, with industrial bus for interconnections and PLC for logic control.

Moreover, cooperating with SAP University Alliances, we set up a complete
software system include MES, ERP and SAP HANA. After MES get all the data from
ERP system, the industrial automatic system will control all the robots to assemble the
product. In this scene, we successfully integrate industrial robots production line with
ERP and MES for the customization platform.

Fig. 1. Vertical integration of our platform
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3.3 Preventive Maintenance

To strategically work on preventive maintenance, it means to monitor the platform
precisely and process data rapidly. To achieve the goal, we preset the vibration sensors,
velocity sensors, temperature sensors onto the assemble robots of the production line so
that we can get running statuses of these robots while continuous production process.
These statuses data will storage at the cloud database servers through IoT (Internet of
Thing). In this project, the robots state information of this project will upload to the
SAP HANA cloud for classification learning of the failure robots may occur. Moreover,
this project will establish a model to analysis the state information of the robots in case
that if the evidences of failure occur, we can implement preventive maintenance
immediately.

4 Application of the Platform

4.1 Support Multidisciplinary Integration

The mechanism, functions, structures and development of complex products are
complicated and concerned with multidisciplinary knowledge and require an approach
of collaboration among product development teams and organizations [6]. Currently,
innovation talent training is one of the important teaching forms in the universities but
lacks the integration of the different disciplines. This paper integrated personalized
customization, customer end-to-end integration, vertical integration, product lifecycle
traceability, automated production and preventive maintenance of intelligent manu-
facturing into the platform.

4.2 Provide Solution for Enterprises

Intelligent manufacturing system provides core support to build up intelligent factories.
At present, manufacturing industry in China is still at the stage of co-existence
mechanization, electrification, automation and informatization which has a long way to
intelligent manufacturing. Our work is to help enterprises solve the bottleneck of
technological development with the integration of intelligent manufacturing system
though three driving links which are intelligent factory, intelligent production and
intelligent interconnection.

5 Conclusion and Prospect

5.1 Technical Feasibility

The design of this project is an experimental platform of intelligent production line that
demonstrates personalized and customized production. This platform is designed and
installed small toy houses. We set up a production line demonstrating typical concepts
of industrial 4.0 and intelligent manufacturing in the laboratory. This experimental
platform mainly includes six intelligent modules: personalized and customized
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production; vertical integration from the equipment layer to the business layer; pre-
ventive maintenance of equipment; This system embodies the latest smart manufac-
turing technology and is an interpretation of the concept of smart manufacturing or
Industry 4.0.

5.2 Sustainable Development

The current globalization is faced by the challenge to meet the continuously growing
worldwide demand for capital and consumer goods by simultaneously ensuring a
sustainable evolvement of human existence in its social, environmental and economic
dimensions. In order to cope with this challenge, industrial value creation must be
geared towards sustainability. The eco-system which builds tunnels among human,
equipment and final products with the usage of sensors, industrial software, network
communication systems and new forms of human-computer interaction. Eventually,
cooperating closely with the enterprises, this project aims to build an ecosystem based
on the platform of the lab.

5.3 Resources Sharing Management

This platform is also an innovation of resource integration, it applies the economic
characteristics of the Internet platform to the scientific research and teaching platform.
Through the integration of this equipment, we integrate robotic equipment, enterprise
management software suppliers and universities’ research teams to create a solid
technology platform. Through joint teaching of schools and training of companies, the
participants’ knowledge and technology markets are promoted.

This project is supported by discipline construction of mechanical engineering of
Shanghai Polytechnic University (XXKZD1603).
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Abstract. This research is focused on improving the flow of items through the
cross-trained teams of a leather furniture manufacturing company, which man-
ufactures a high mix of products. Presently, a Push control strategy is applied to
control production, but this causes uneven build-up of items for processing (i.e.
workload) at the cross-trained teams. Hence, this research investigates the
application of the CONstant Work In Process (CONWIP) strategy to control
Work in Progress (WIP) and at the same time ensure balanced workload dis-
tribution amongst the teams. It uses the release signal from downstream to
monitor the work rate of individual teams and regulate the release of new items
for them to process. Results of simulation experiments conducted on the system
show that the application of CONWIP, particularly with consideration of the
cross-trained teams in its item release decisions, ensures a balanced distribution
of workload amongst the teams. This eradicates the constant need for human
intervention to redistribute items between the cross-trained teams, which is a
current challenge for the case study company.

Keywords: CONWIP � Cross-trained workforce � Workload control

1 Introduction

The research presented in this paper is part of a project titled SØM 4.0, which is aimed
at streamlining and improving the process flow at a furniture manufacturing company.
The manufacturing line consists of four upstream lines that produce and supply com-
ponents for subsequent assembly at a downstream stage. Chair covers are manufactured
through the cutting and the sewing sections, before being assembled with foam from
another line, to make the upholstery. The upholstery sub-assembly then undergoes
assembly with wood and steel components, which also come from two other produc-
tion lines. Each of the high variety of product models manufactured in the system
requires unique components from the upstream component production lines. The cover
production line is the main manufacturing stream into which raw materials are released
and operations are planned according to specific customer orders. The other manu-
facturing lines must then supply components to meet the planned arrival dates of the
covers for assembly. As a result, this paper focuses on streamlining the flow of items
through the cover production line.
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The rest of the paper is organised as follows: Sect. 2 provides a background on
related literature, followed by an overview of the cover production line. In Sect. 3, the
company’s existing Push control strategy and the implemented CONWIP control
strategy are described. Section 4 will describe the setup of the simulation experiments
conducted to compare both strategies. The results of the experiments are analysed and
discussed in Sect. 5, followed by conclusions and practical insights for practitioners.

2 Background

Pull production control strategy involves the use of cards, called Kanbans, to control
production and regulate system inventory [1]. The Kanbans limit the number of parts in
the system, because parts require Kanbans to authorise their processing in the system,
and parts that are unable to obtain Kanbans are kept in a queue that serves as a backlog
list. There have been strategies developed to suit manufacturing environments that
differ from that for which the traditional Kanban control strategy (TKCS) was origi-
nally developed. An example is the CONWIP strategy [2], which provides a means of
applying pull control in multiproduct environments, and in environments with rela-
tively higher levels of variability, because of its more open assignment of Kanbans
amongst products – i.e. its Kanbans can be product-anonymous [3]. Other strategies
that have been developed subsequently, such as Generic Kanbans [4] and Extended
Kanbans Control Strategy (EKCS) [5], also offer the possibility to have an open
assignment of cards when different types of products or components are involved [6].

2.1 Item Release Rules

For a single product system, items in the backlog list are released based on their order
of arrival into the queue. However, in multiproduct systems, in which many attributes
would differentiate product types from one another, there is usually a need to define
rules based on which items are selected for release from the backlog list. As such, the
application of pull control strategies in multiproduct environments comes with a new
challenge of deciding on the item to select for release into the system upon the
availability of a new Kanban. Research works have found that defining rules for the
sorting and release of items into a system can be used to improve its performance [7, 8].
For example, a study found that implementing a backlog sequencing rule has signifi-
cant impact on the performance of CONWIP, specifically the capacity slack-based rules
which they implemented [7]. Item release rules operate by selecting for release the item
type whose attribute most fits the attribute favoured by the rule. Some of the attributes
that are considered are the items’ due dates, lengths of processing times, numbers of
processing steps, planned release dates or the amount of slack from their due dates etc.,
and the item that ranks top based on the attribute is released.

Alternatively, there are rules that do not only consider the current items in the
backlog list, but also those that are currently in the system [9, 10]. For instance, the rule
applied in a study aims to always maintain a balanced mix of item types in the system.
Thus, it selects the next item type for release in order to ensure that a desired balance is
maintained in the mix of item types [10]. Similarly, the capacity slack-based rule of
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another study seeks to achieve balance in the system, but of the overall system
workload [7]. It considers the current workload situation on the shop floor when taking
item release decisions, and selects for release the item that will not violate the workload
balance. Such studies set limits on the system workload and quantify every item release
in terms of its workload implication on the system.

This study will apply a similar two-layered item release rule in which the planned
finished dates are first applied in sorting items in the backlog list, followed by selecting
them for release based on the availability of a suitable operator team to process them
downstream. Releasing items according to their planned finish dates should ensure that
they arrive close to their planned dates for downstream processes, while the consid-
eration of available capacity at the teams ensures that process-based constraints are
considered when releasing items.

2.2 Overview of Cover Production Line

The cover production line of the case study system is a typical example of high mix
production. The product line consists of 36 different models, most of which are offered
in two or three different sizes (small, medium and large). Additionally, each model size
is offered in fabric or leather material, which can also come in different variety of
colours and material textures. The product differentiation starts right from the first
production step in the cutting section, where the model design and materials are
configured specifically for a product.

The materials for the covers are cut in Step 1 (S1) followed by them undergoing
variety of sewing operations between Steps 2 and 10 (i.e. S2 to S10). S1 is the cutting
section, while S2–S10 constitute the sewing section.

The outputs from the sewing section are chair covers that undergo assembly with
foam, and subsequent assembly with wood and steel components to derive the finished
furniture. This work focuses on the sewing section, which has the most labour intensive
and value-adding processes of the whole production. The routing possibilities through
these processing steps differ from one product model to another, as shown in Fig. 1.
Also, at S8 there are four cross-trained operator teams that are skilled in the processing
of specific product models only, and the teams have different levels of proficiency for
product models.

The company currently applies Push control strategy to release items that arrive
from cutting into sewing. However, the direct release of semi-finished items from the
cutting section (S1) into the downstream sewing section creates a constant need for
human intervention in the automated transport system to redistribute workload between
the four teams and ensure smooth flow of items through the system.

Fig. 1. Process flow chart from cutting to sewing

Achieving Balanced Workload Distribution Amongst Cross-Trained Teams 357



3 Production Control in the Cover Production Line

In this section, the logic of the current Push control strategy of the company is
described, followed by a description of the logic of the implemented CONWIP control
strategy. The two control strategies are subsequently compared using simulation
experiments, which are set up based on 4 months of historical data from the case study
company.

The approaches to controlling WIP, taking item (trolley) release decisions and
assigning trolleys to the cross-trained teams are the main targets for improvement in
this work; therefore, the current and the new approaches will be described in the
following subsections using similar set of notations as follows:

– MCg½i�j� = the set maximum WIP limit for team g between stages i and j.
– MC½i�j� = the set maximum WIP limit in the system between stages i and j.
– CCgt½i�j� = the current WIP level of team g between stages i and j at time t.
– CCt½i�j� = the current WIP level in the system between stages i and j at time t.
– Agt = the availability of team, g, at time, t, i.e. it checks whether the team has

reached its set maximum at that time.

Agt¼ 1; if CCgt i�j½ �\MCg i�j½ �;
0; otherwise:

�

– Sgm = preference level of model, m, for team, g. Sgm can have a value of 90, 80 or 0,
which respectively identify that team, g, is a primary, secondary or incompatible
team for model, m. Those values are mainly to differentiate the levels of proficiency
of teams for the different product models. The higher the value of Sgm the stronger
the preference of a product model for a team.

It should be noted that under both control strategies, the respective teams process
the trolleys that have been released to them according to the trolleys’ due dates.

3.1 Push Control Strategy

As shown in Fig. 2, there is currently no limit on the system WIP; therefore, the only
WIP restriction that applies is that which is used to determine the availability of the
primary team for a trolley’s model. The current level of CCgt½8�8� with respect to
MCg½8�8� at the time of arrival, t, of the trolley determines the team it selects for its
processing.

Fig. 2. Process flow with push control
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When a trolley arrives at S8 for processing, it is released to the team with the
highest value of Agtx Sgm

� �þ Sgm. This expression checks for the availability of the
primary team for the model conveyed by the trolley and releases it to the team (i.e. the
team with Sgm ¼ 90), if the team is available. If the primary team is not available, it
checks for the availability of an alternative (secondary) team (i.e. from other teams with
Sgm [ 0). If no alternative team is available, then the Sgm added in the expression
implies that the trolley is nevertheless released to its primary team, even if it would
violate the team’s maximum WIP level restriction. It should be noted that the routing of
a trolley between S4 and S7 and between S9 and S10 varies depending on the product
model the trolley contains, as previously illustrated in Fig. 1.

3.2 CONWIP Control Strategy

CONWIP control strategy involves setting a maximum limit on the number of units of
items that are allowed in a section of the system. It keeps track of the current number of
items in this section and ensures it does not exceed a predefined limit.

As shown in Fig. 3, CONWIP has been implemented to control the WIP level
between S7 to S8, such that the number of trolleys within this section does not exceed a
set maximum WIP limit, MCg 7�8½ �. The first five stages are left out of the CONWIP
control loop, because they are relatively short operations. As such, there is relatively
low competition for the resources used for these five operations, and it is not necessary
to stop the trolleys from undergoing these five operations before determining if they
should access the more resource-intensive operations or not. The same justification
applies for the omission of the last two stages from the CONWIP loop, which makes
the signal for the release of a new trolley into the CONWIP loop to be sent as soon a
trolley is completed at S8.

When a trolley arrives at S7, there are two conditions under which it can be
immediately released downstream:

1. If the trolley is urgent, i.e. it arrived one day or less from its planned finish date, it is
sent immediately to the next stage of its processing. Because of its urgency, it is also
assigned to the team with the lowest CCgt 7�8½ � and not necessarily its primary team.

Fig. 3. Process flow and release decision points for trolleys – CONWIP
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2. At least one of the teams skilled to process its contents must be available (i.e. one of
the teams with Sgm [ 0 must have Agt ¼ 1), and the trolley is released to the team
with the Max½AgtxSgm� amongst the available teams. This ensures that if the best
skilled team is not available, an alternative team is selected to process the trolley.

Both conditions are aimed at improving the delivery precision to the subsequent
upholstery stage and ensuring a balanced distribution of workload amongst the teams.

If none of the conditions for the immediate release of a trolley downstream is
fulfilled, it is held in an intermediate queue until existing trolleys have been completed
and released from S8. Once an existing trolley has been completed and released from
S8, and CCgt½i�j�\MCg 7�8½ �, a signal is sent upstream to the intermediate queue to
release a new trolley into S7. The decision on the new trolley to release considers the
team that completed the last trolley whose release from S8 triggered the signal. It
searches from the queue head and releases the first trolley containing a product model
with Sgm ¼ 90, where g is the team that processed the last trolley released from S8. If
there is no trolley containing a model with Sgm ¼ 90 in the queue, the search is repeated
for trolleys containing models with lower values of Sgm.

Essentially, the release decision is combined with the selection of the team that will
process the trolley upon its arrival at S8. Because of the cross-training situation, it is
important to ensure to fill the exact capacity that is signalled to have become available
downstream by ensuring that the team from which a trolley was completed is that for
which a new one is released. The trolley released into the CONWIP loop does not have
to contain an exact same model as that which was released from it, but it must contain a
model that can be processed by the same team.

4 Simulation Experiments to Compare Strategies

To compare the current strategy’s performance with the implemented CONWIP con-
trol, simulation experiments were conducted in FlexSimTM Modelling software using
historical data from the case study company. The data covered a three-month period,
during which 12,208 trolleys of cover pieces were produced. The data, which is
available online [11], was used directly in running the simulation model, with a direct
replication of the actual release dates and times of trolleys, their required processing
steps and times, as well as the company working days, shift durations and the numbers
of available operators per workstation/team during the period. The model was run as a
terminating simulation, with the terminating condition being the exit of the last of the
12,208 trolleys from the system. The control strategy under operation determined the
actual release times of the trolleys into the sewing section (or their CONWIP loops), as
explained in Sect. 3. With this, it would be possible to attribute any differences
observed in the two strategies’ performances to the differences in their logics for
releasing trolleys into the system and for assigning trolleys to teams.
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4.1 Parameters and Settings of Compared Strategies

In addition to the general system settings, system parameters that are specific to each
control strategy were set as shown in Table 1. As shown in Table 1, the maximum WIP
limits for the teams were set such that each operator in the team would be working on a
trolley and have an additional two that are waiting in the queue.

The aim of having the additional two trolleys is to protect the operators against
starvation, and the value of two was derived from the highest ratio between any two
stages’ throughput rates. Because the teams’ WIP limits under CONWIP include
trolleys that are still undergoing processing at S7, an additional trolley per operator was
added in the teams’ WIP limits. The overall CONWIP limit between S7 and S8 thus
becomes the total of the team’s WIP limits, i.e. 236 trolleys.

5 Discussion of Results and Conclusions

The performance measure of interest is the balanced distribution of workload amongst
the cross-trained teams, which is measured based on the numbers of trolleys that are
either queued for or undergoing processing at each of the teams. Under the Push and
the CONWIP control, the workload is recorded for each of the teams across the entire
simulation period. As shown in Fig. 4, CONWIP achieved a more balanced workload
distribution between the teams than the existing Push control.

Table 1. Team WIP limits

Approach Team A
MCA i�j½ �

Team B
MCB i�j½ �

Team C
MCc i�j½ �

Team D
MCD i�j½ �

Push i ¼ 8; j ¼ 8 54 48 42 33
CONWIP i ¼ 7; j ¼ 8 72 64 56 44

Fig. 4. Teams’ workloads as measured by number of trolleys
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The instances with large deviations between the plots in the graph are those in
which the shift leader would have needed to manual redistribute the workload between
the teams. Therefore, CONWIP, in combination with the item release rule imple-
mented, eradicates the constant need for human intervention, as currently experienced
under Push.

5.1 Conclusions and Practical Insights

In this work, CONWIP has been applied in a high mix manufacturing system to
streamline the flow of the high mix of products through the system. Because of the
cross-trained workforce that is involved in the system, an item release rule that syn-
chronises CONWIP’s item release with the outputs of specific teams. This rule ensured
that the teams receive items to process according to their individual work rates, and the
constant need for human intervention to redistribute items between the teams can be
eradicated. Results of the simulation experiments show that taking the item release
decision with this consideration ensures a balanced distribution of workload amongst
the teams.

The increased affordability of technologies for tracking items through manufac-
turing processes should facilitate the implementation of CONWIP as described in this
work. Less sophisticated technologies can also be used; for example, physical cards or
electronic display boards can be colour-coded for the teams, such that cards sent
upstream for the release of a new item can be attributed to a specific team.
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Abstract. Using an Australian wood chip export terminal as a case study, this
research presents a terminal gate simulation model that improves understanding
of the complex interactions at the terminal gate and describes the potential of
information and digital systems alternatives for mitigating congestion. The
alternatives modelled include: a terminal appointment system to schedule truck
arrivals; integrating weigh-bridge information to eliminate one stage of the
unloading process; and, reducing conveyor operation time.
Simulation results indicate that a terminal appointment system can reduce

turnaround times by up to 23%, primarily through a reduction in waiting times.
Integrating weigh-bridge information can improve turnaround by up to 18%,
while reducing the conveyor operation time can improve turnaround by up to
5%. The paper highlights that achieving these simulated results in practice
actually relies on a range of factors and assumptions hard to embed in the
simulation. These factors influence the nature of the complex interactions at the
terminal gate and include the extent to which stakeholders are willing to share
information and develop or retain levels of trust between each other.
The paper argues that one potentially effective strategy for aligning stake-

holders’ interests involves engaging them all in the decision-making processes
in finding and developing a suitable congestion management solution. This
approach mitigates concerns regarding system abuse, ensures all technological
and business requirements of stakeholders are considered and, enhances the
implementation process to deliver increased effectiveness of the solution.
This research is part of a major ongoing research project undertaken in

Australia funded by the Australian Research Council through the Industrial
Transformation Research Program.
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1 Introduction

Between 2012 and 2015, exports from Australian wood chip port terminals increased
by more than 40% to 10.1 million tons per year [17]. Based on recent port authorities’
annual reports, this upward trend has continued in 2016 and 2017. This volume surge
has been a major contributing factor to growing port terminal congestion, especially in
land-side delivery operations. Wood chip supply chains involve sales of a high-volume,
low-margin, price sensitive commodity product. The profitability of the chain can be
adversely impacted by port terminal congestion. These impacts affect stakeholders
along the entire wood chip supply chain. Surprisingly, there has been limited analysis
of alternative approaches to addressing terminal congestion particularly with regard to
this type of bulk port terminal.

This research presents a terminal gate simulation model that improves under-
standing of the complex interactions at the terminal gate and describes the potential for
information and digital system alternatives to mitigate congestion. The paper highlights
that achieving these simulated results in practice actually relies on a range of factors
and assumptions hard to embed in the simulation. These factors influence the nature of
the complex interactions at the terminal gate and include the extent to which stake-
holders are willing to share information and develop or retain levels of trust between
one another.

Information Systems and Terminal Gate Congestion Management. Land-side
throughput at port terminal gates is directly impacted by the number, operating hours
and productivity of each gate [14]. Approaches to managing gate congestion can be
divided into two categories: (i) Gate availability management, (ii) Gate operational
management. Gate availability may be increased by extending the gate working hours
[1, 9] supported by gate automation technologies utilising Radio-frequency Identifi-
cation (RFID) and Optical Character Recognition (OCR) [14] for land-side transporters
and other port users.

Gate operational management may be improved by terminal appointment systems
(TAS) [7, 12], vessel dependent time windows (VDTW) [4], and peak hour pricing or
incentive programs [10]. TAS schedule truckers’ arrivals at the terminal to deliver and
pick-up cargoes at specified time intervals. Analytical approaches such as programming
[20], queuing theory [4] and simulation [11] explored the potential impact of TAS and
have typically found that significant reductions in truck turnaround and waiting times
can be achieved. However, empirical investigations following implementation of TAS
have reported mixed results due to a range of factors, including incompatibility between
system requirements and business [9], manipulation by opportunistic users [15] and use
of congestion management systems as revenue alternatives [7]. Terminal gate con-
gestion management has received significantly more attention in the context of con-
tainerized goods. Given the similarities between container and bulk terminal operations
[3] we consider insights gained in container terminals to have similar relevance in the
context of bulk operations.

This paper argues that aligning stakeholders’ interests involves engaging them all in
the decision processes around finding and developing a suitable congestion manage-
ment solution. This approach should mitigate concerns regarding system abuse, capture
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and align technological and business requirements of stakeholders and enhance the
implementation process to positively impact solution effectiveness.

2 Methodology

2.1 Field-Site: Wood Chip Terminal and Land-Side Operations

The bulk wood chip export terminal used for the simulation modelling in this project
operates in a medium-size port in Australia. Wood chips are delivered to the terminal
from three processing facilities by a dedicated fleet of trucks and are stored at the
terminal in preparation for vessel arrivals. Sufficient product has to be available to
complete the loading at the time of vessel arrival since the vessel hourly loading rate
costs are far greater than those of truck unloading. The truck delivery cycle average,
depending on the distance from the facilities, can be 40, 90 or 300 min for a round-trip,
excluding terminal unloading.

At the terminal, trucks are weighed before and after unloading on a weighbridge.
Operators swipe an RFID card that records arrival and departure time, gross and net
truck weight and the product delivered. Trucks can be unloaded by two hydraulic
ramps. Product falls into a common collector bin and is moved to stockpiles using by
conveyor belt.

On average trucks wait to unload between 7–10 min. However, close to 30% of the
trucks wait between 15 and 45 min to unload. In the context of relatively short delivery
cycles, excessive waiting times can lead to substantial truck productivity losses. Ter-
minal visits and discussions with staff also confirmed the terminal was regularly
experiencing significant truck congestion at the terminal gate and unloading ramps.

2.2 Discrete Event Simulation Model of Terminal Gate Operations

A simulation approach allows for representation of some of the complex interactions
taking place at a terminal [11] and insights into operations that may support the
development of tangible solutions for industry [8]. Simulation also allows a ‘what-if’
analysis under certain scenarios and comparison between multiple alternatives [6]. This
research deployed a discrete event simulation model to represent terminal gate
operations.

The literature on dry bulk terminal distinguishes between export terminals, and
import terminals [18] as they and generally serve only one of the two functions.
Researchers have primarily focused on ores as the primary dry bulk commodities of
interest: coal export [19], coal and iron import [3] and bauxite imports [5]. Munisamy
[16] is one of the few examples of a timber terminal related research. One of the main
problems explored in the dry bulk terminal literature is how to increase the capacity of
dry bulk terminals [5, 19] with the aim of reducing vessel waiting times and associated
penalties. Throughput capacity increases on the maritime side are not always met with a
similar approach on the land side. Financial penalties for vessel waiting times (de-
murrage) are one of the most frequently mentioned reasons for optimizing and
improving the loading or unloading process at terminals.

Exploring the Role of Information Systems in Mitigating Gate Congestion 369



Terminal arrival and departure data were collected from reports generated by the
weigh-bridge. Three months of truck arrivals were included, totaling more than 15,000
trips. The duration of individual unloading stages was determined using geo-fences
implemented in a commercial navigation software which used inputs from on-board
GPS data from one trucking operator. The data collected were then fitted to distribu-
tions, using the Arena Input Analyzer, so they could be sampled during the simulation
using a Monte Carlo sampling technique. The simulation model logic follows closely
the process flow at the terminal and is illustrated in Fig. 1 and includes the alternatives
modelled to address congestion.

The model is based on a number of assumptions drawn from observations at the
terminal and the distribution fitting process:

• Two companies carry two types of products that cannot be mixed. Unloading of one
product must be completed prior to unloading the other;

• Each company operates a fleet with two types of trucks in different proportions. The
payloads of the two types of trucks are represented through normal distributions
fitted on empirical data: l1 = 25.8, r1 = 0.798 and l2 = 33.7, r2 = 1.82;

• Both unloading ramps can unload both types of truck. Unloading times vary
depending on the payload of the truck and are described by a lognormal distribution
(l = 5.16, r = 3.97);

• Concurrent unloading of the same product can take place if the other unloading
ramp has completed 60% of the unloading stage;
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• The conveyor belt system allows a new product to be unloaded when one unloading
ramp has reached 80% of the unloading stage;

• The possibility of breakdowns is not considered at this time;
• The weigh-bridge weighing in time was not included to maintain consistency with

existing terminal measurements;
• The travel time between the weigh-bridge and unloading ramp and back across the

weigh-bridge is considered to be fixed at 1 and 2 min respectively.

The inter-arrival time (IAT) is best represented by a gamma distribution (k = 1.49,
h = 6.97) and, the weigh-bridge weighing time on departure is described by a normal
distribution (l = 3.46, r = 1.68).

3 Simulation Results

The simulation generated a base scenario and baseline terminal performance figures
using the distributions fitted from empirical data which closely replicate the situation
currently observed at the terminal. Three scenarios were then introduced, each repre-
senting an instantiation of a congestion management system:

• Scenario 1: implementation of a terminal appointment system (TAS) and slot truck
arrivals in 10-min intervals. Operators have some flexibility in arrivals. The devi-
ation from the on-time arrival is described by a normal distribution (l = 0, r = 2.5);

• Scenario 2: integration weigh-bridge information system and centrally storing truck
tare weights and eliminate the need for trucks to empty-weigh;

• Scenario 3: reduction of conveyor operation time by 45 s through an improved
software solution;

Table 1 provides a summary of the baseline and test scenarios. In each case, 1 year
of operations was simulated with 1000 iterations per scenario. The indicators represent
average results across the iterations. Except for Scenario 1, (where the inter-arrival time
is changed to reflect the TAS, arrival distributions stay constant.

The most noticeable effect on the waiting and turnaround time was following the
introduction of the TAS in Scenario 1. Average waiting times per truck decreased by
5.3 min (76%) compared to the base scenario and turnaround times by 5.2 min (23%).
A similar reduction in average truck turnaround times took place in Scenario 2 (18%),
however, since the arrival times followed a similar distribution, the total waiting
decreased marginally (6%). Scenario 3 simulates the reduction by 45 s of the bin
unloading, therefore, improvements are noticed in the cases where successive trucks
carrying different products may arrive in short intervals. Average waiting times are
1.2 min lower (17%) than those in the base scenario, a difference also reflected in the
turnaround times with a similar absolute amount. The gain in turnaround time is a
relatively modest 5%.

The simulation results show significant improvements compared to the base sce-
nario. However, the model rests on two important assumptions. Firstly, the feasibility
of the technical implementation coupled with the willingness of stakeholders to
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participate; secondly, that other factors outside the simulation stay unchanged. The next
section discusses some implications of these assumptions.

4 Discussion: Theory Versus Practice

Reported partial failures of implemented congestion management systems at port ter-
minals are attributed to: limited trust between parties leading to low use [9] and system
misuse [15] or abuse [7] by certain stakeholders. The unique relation between the
terminal’s land-side users and the terminal [13] combined with the short-term focus and
drive for efficiency in the logistics industry to steer inter-organizational relationships
away from trust, stability and strategic alignment [2].

With the exception of purely technical equipment improvements, successful
implementations of the majority of other approaches actually rely on some information
sharing between stakeholders. TAS, in particular, embeds a platform that relies on
information sharing and cooperation between stakeholders for success. The behavioral
changes from terminal’s users are often marginalized in techno-centric implementations
of TAS accentuating the gap between theory and practice. These factors influence the
nature of the complex interactions at the terminal gate and highlight the need for
effective strategies to aligning stakeholders’ interests when addressing congestion. This
should include engaging them all in the decision processes directed towards finding and
developing suitable solutions. The aim of this approach is to mitigate concerns
regarding system abuse, ensure that technological and business requirements of
stakeholders are captured and facilitate the implementation process to enhance the
effectiveness of the solution.

In the context of this argument, it is important to acknowledge some of the limi-
tations regarding the simulation model presented above. The input distributions were

Table 1. Simulation scenario analysis results

Indicators (Averages) Base scenario Scenario 1
Terminal appointment system

Throughput (t) 1,566,894 1,563,346
Truck Visits 52,683 52,559
IAT (min) 9.98 10
Waiting/Truck (min) 6.9 (m = 0, M = 180) 1.6 (m = 0, M = 137)
Turnaround/Truck (min) 22.2 (m = 7, M = 192) 17.0 (m = 7, M = 158)
Indicators
(Averages)

Scenario 2
Weigh-bridge data integration

Scenario 3
Conveyor efficiency system

Throughput (t) 1,566,388 1,566,527
Truck Visits 52,653 52,666
IAT (min) 9.98 9.98
Waiting/Truck (min) 6.4 (m = 0, M = 143) 5.7 (m = 0, M = 133)
Turnaround/Truck (min) 18.1 (m = 6, M = 158) 21.1 (m = 7, M = 143)

*m = minimum value, **M = maximum value
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based on approximately three months of truck visits representing a sample that may not
describe the full range of interactions between the trucks and the terminal. The scope of
the model was also limited to the terminal gate and the unloading equipment. Although
the maritime side may operate independently of the land-side, discussions with
stakeholders have already suggested that vessel arrivals are, in part, responsible for
some of the arrival time fluctuations.

Future research aims to include additional scenarios in the simulation, including
potential equipment and infrastructure expansion and testing the robustness of the
model under changing environmental variables. Discussions with stakeholders continue
as part of this research and are currently exploring perceptions of the scale of the
congestion problem, the ways it may be addressed and aspects pertaining to sharing
information with the terminal and with other port users. This research is part of a major
ongoing research project undertaken in Australia funded by the Australian Research
Council through the Industrial Transformation Research Program.

5 Conclusion

The land-side interface of a maritime terminal is often considered less important than
the maritime side. We argue, however, that both sides are equally important. Analyt-
ically, terminal gate congestion management solutions display great potential in miti-
gating gate congestion. A large proportion of the literature centres on the efficiency
benefits terminals can achieve and often fails to acknowledge the impact on the
stakeholders affected by these systems. In practice, stakeholders seem to be rarely
involved in finding and developing suitable congestion management solutions. Their
business and supply chain requirements may be overlooked, which can, in some cases,
lead to the lower-than-expected impact of congestion mitigation systems.

Simulation results corroborate literature findings regarding the expected impact of
congestion management approaches. The TAS, as well as the weigh-bridge data
integration, can reduce turnaround times by as much as 5 min or 23%, much of it from
reducing waiting times. Reducing the conveyor operation time can improve turnaround
by approximately 5%. The underlying challenge of achieving similar results to those
achieved in simulation approaches rests upon, among other factors, the willingness of
stakeholders to share information and to develop trust, stability and strategic alignment.
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Abstract. Many companies use rush orders in production to meet the hetero-
geneous delivery times customers demand. Rush orders receive high priority in
production and thereby achieve short throughput times. In the context of
sequence-dependent setup times, the throughput time of rush orders can be
much higher as they have to wait on their respective setup family. This paper
presents two different strategies for accelerating rush orders at workstations with
sequence-dependent setup times and shows their influence on the throughput
time.

Keywords: Sequence-dependent setup times � Rush orders
Production planning and control � Job shop production

1 Introduction

Companies react to customers demanding delivery times that are lower than standard
throughput times by prioritizing rush orders in sequencing [1]. Nevertheless, the
acceleration of rush orders leads to a delay of standard orders [2, 3]. Trzyna therefore
recommends a maximum of 30% rush orders in a job shop production [1].

In case of a maximum acceleration, the waiting time of rush orders is only deter-
mined by the remaining operation time of the preceding order and – if another rush
order is in queue – this previous rush order’s operation time [1]. Trzyna’s model works
well if setup times are independent from the sequence in which orders are processed.
Nevertheless, setup times often depend on which order has been processed before [4].
In this case, it is common practice to bundle orders in setup families and to define a
repetitive pattern for their cyclic production. A changeover between orders within a
family requires only minor setup efforts, while the changeover between orders of
different setup families causes major setup efforts [5]. As an example, the setup times in
the production of abrasive papers have strong sequence-dependencies as a changeover
from coarse- to fine-grained paper requires extensive cleaning of up to several hours
whereas the changeover from fine- to coarse-grained paper can be undertaken within a
few minutes.

Companies then have to decide whether a rush order shall be processed immedi-
ately or whether it has to wait until its respective setup family is processed within the
setup cycle. A short throughput time of rush orders and a high productivity at the
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workstation by saving as many major setup efforts as possible are therefore conflicting
targets when rush orders are integrated in a setup cycle.

This paper is structured in four sections. After this introduction, we present the cur-
rent state of research, on which the model presented in section three is based. The last
section gives a brief summary of the paper and an outlook on planned research.

2 Current State of Research

2.1 Modeling Throughput Time

The throughput time is one of the internal logistic objectives and can be analyzed on
two different levels: the order throughput time and the operation throughput time. The
time between an order’s release to the production and its completion is referred to as
the order throughput time. It summarizes the throughput times of all operations and has
often a large share in the delivery time, which is one of the external logistic objectives
perceived by the customers [5].

The operation throughput time is defined as the time between the end of the
previous operation’s processing and the end of the operation’s processing. Wiendahl
introduces the throughput element to describe an order’s throughput at a workstation
(Fig. 1). The inter-operation time comprises the post-process waiting time, the transport
time and the pre-process waiting time. The setup and processing times are summarized
as the operation time. Accordingly, the throughput time can also be calculated as the
sum of inter-operation and operation time [6].

The operation time of an order is indicated in shop calendar days which is the
quotient of the work content and the maximum possible output rate of the workstation.
This is necessary to define how much of the workstation’s capacity is occupied by the
order [7]:
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Fig. 1. Operation related throughput element [6]
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TOP =
WC

ROUTmax
ð1Þ

with

WC =
LS � tp + tsu

60
¼ TP + tsu

60
ð2Þ

where TOP is the operation time (SCD), WC the work content (h), ROUTmax the
maximum possible output rate (h/SCD), LS the lot size (units), tp the processing time
(min/unit), tsu the setup time (min) and TP the lot processing time (min).

2.2 Modeling the Throughput Time of Rush Orders

Assuming that rush orders are processed with the highest priority, Trzyna develops a
model for rush order throughput times. In his model the inter-operation time only
consists of the pre-process waiting time as rush orders are transported preferentially and
transportation times can therefore be neglected. In this case, the inter-operation time
equals the mean remaining operation time of the previously processed order. Thus, the
mean throughput time of rush orders is the sum of the mean remaining operation time
of the preceding order and the rush order’s operation time [1]:

TTPm;rush ¼ TOPm;rush þTOPm;rem;prec ð3Þ

where TTPm,rush is the mean throughput time of rush orders (SCD), TOPm,rush the mean
operation time of rush orders (SCD) and TOPm,rem,prec the mean remaining operation
time of the preceding order (SCD).

However, Eq. 3 is only valid if no other rush order is in the waiting queue of the
workstation at the moment of arrival.

3 Modeling the Throughput Time of Rush Orders Due
to Setup Cycles

3.1 Accelerating Rush Orders in Setup Cycles

A simple and often applied sequencing rule with sequence-dependent setup times in job
shop production is class exhaustion [8]. Class exhaustion means that orders of a setup
family (or setup class) are produced until no further order of this family is left in the
queue. The decision, which family is processed next, can be fixed by a repetitive
pattern similar to the levelling of assembly lines (e.g. setup family A – setup family B –

setup family C). The aim of this strategy is to save as many major setup efforts as
possible. Both output rate and sequence deviations reached by this sequencing rule can
be determined [9, 10].

If a rush order arrives at a workstation with sequence-dependent setups, two general
strategies may be distinguished. Strategy 1 is the maximum acceleration of the order.
Independent from whether the workstation is currently setup for the rush order’s family
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or not, this order is the next to be processed even though there are still orders of the
currently processed family in queue. Afterwards, the setup cycle will be continued
according to the fixed pattern. Strategy 2 is to wait on the setup family and only to
accelerate rush orders within their families. Both strategies have different influences on
throughput times, which will be explained in the following section. For an initial
assessment, we focus on the maximum and minimum possible throughput time of rush
orders caused by these strategies.

3.2 Modeling the Influence of Setup Cycles on the Throughput Time
of Rush Orders

Setup cycles influence the throughput time of rush orders. Figure 2 shows the most
important parameters. The following models are based on the assumption that both the
mean setup cycle time and the mean operation time of setup families is known. Please
see our preliminary studies for a deeper focus on their calculation [9]. Furthermore, we
assume a negligible low probability of concurrency between rush orders as their per-
centage is below 30% [1].

Independent from the sequencing rule, the minimum throughput time is determined
by the operation time with minor setup effort when the workstation is already setup for
the rush order’s setup family and the preceding order has just been finished processing
meaning the waiting time equals zero:

TTPmin;rush ¼ TOP� ð4Þ

where TTPmin,rush is the minimum throughput time of rush orders (SCD) and TOP− the
operation time with minor setup (SCD).

The maximum possible throughput time differs for both strategies, as they influence
the waiting time. If a rush order is maximally accelerated, the worst case scenario
would be that the rush order will wait during the whole processing of the first order of a
setup family requiring a major setup. If the preceding order has been of a different setup
family, another major setup is required for the rush order. So for the strategy of a

TSC

time

TSC TOPA: setup cycle time : operation time of setup family A
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: major setup time : minor setup time : processing time
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Fig. 2. Main parameters of building setup cycles
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maximum acceleration, the maximum throughput time would equal twice the operation
time with major setups:

TTPmax;rush;ma¼ 2 � TOPþ ð5Þ

where TTPmax,rush,ma is the maximum throughput time of rush orders when maximally
accelerated (SCD) and TOP+ the operation time with major setup (SCD).

Simulation runs have shown that 98–99% of all rush orders had a lower throughput
time than the prognosed possible maximum. Higher throughput times result if the
unlikely event of two rush orders present in the waiting queue happens and these orders
therefore concur for the resources.

When the rush order has to wait on its setup family, the worst case would be that it
arrives when the workstation has just started processing the setup family following
right after the rush order’s family. Thus, the rush order has to wait until its own family
is processed, which equals the length of a setup cycle time less the operation time of the
rush order’s family. As the rush order is prioritized within its setup family, it will be the
first to be processed and therefore requires a major setup. The maximum throughput
time of a rush order waiting on the setup family is:

TTPmax;rush;ws¼ TSC� TOPi þTOPþ ð6Þ

where TTPmax,rush,ws is the maximum throughput time of rush orders when waiting on
their setup family (SCD), TOPi the operation time of the rush order’s setup family i
(SCD) and TOP+ the operation time with major setup (SCD).

Simulation runs have shown that 95-100% of rush orders had a throughput time
lower than the prognosed maximum. Obviously, the standard deviation of the
throughput time is much higher when the rush order has to wait on its setup family
compared to its maximum acceleration. Nevertheless, both strategies have advantages
and disadvantages in terms of their influence on logistic objectives, which will be
discussed in the following section.

3.3 Influence of Rush Order Acceleration in a Setup Cycle on Logistic
Objectives

Maximum Acceleration. Figure 3(a) shows the results of a simulated workstation
with sequence-dependent setup times and a maximum acceleration of rush orders. The
box plots depict both rush and standard order throughput times for two different rush
order percentages. When rush orders are maximally accelerated, the advantage is that
their throughput time can be extremely lowered compared to standard orders. Never-
theless, the standard orders’ throughput times are extremely scattering with a maximum
of 48 or 190 SCD respectively. The 95th percentiles are also very high compared to the
75th percentile (15 and 29 SCD) and thereby support the findings.

With a high rush order percentage of 30%, the setup cycle is more often interrupted
than with 5%, which means that a lower number of jobs is bundled. This leads to two
different effects on the logistic objectives of the workstation: The first effect is that both
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the median and the third quartile of the standard orders’ throughput time is lower than
with 5% rush orders since standard orders do not have to wait that long on their setup
family. However, as the setup cycle is not fixed by a repetitive pattern but by the arrival
of rush orders, the range of the upper 25% of throughput times is very wide. The
second effect of a lower amount of bundled jobs is that less setup efforts are saved and
thus, the output rate is reduced. In the simulation experiment a maximum acceleration
with 30% rush orders leads to a loss of 8% output rate compared to the simulation with

Fig. 3. Box plots of throughput time due to rush order acceleration in setup cycles
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5% rush orders. If this is not considered in capacity planning, this strategy would lead
to a systematic backlog at the respective workstation.

Additional simulation experiments have been conducted to evaluate the influence of
different setup family sizes on the throughput time of rush orders. Figure 3(c) shows
the results for the strategy of a maximum acceleration. Although the three setup
families can be differentiated in high (family A and B) and low volume (family C)
families, their percentages do not influence the throughput time of rush orders. A rush
order of setup family C can be accelerated to the same extent as a rush order of family
A.

Waiting on the Setup Family. Figure 3(b) displays the simulation results of a
workstation with sequence-dependent setup times and rush orders that are only
accelerated within their families. Again, the box plots depict both the throughput times
of rush and standard orders for two different rush order percentages. The main dis-
advantage of this acceleration strategy becomes apparent at first glance: rush orders are
still accelerated but their throughput time scatters almost to the same extent as the
standard order throughput time. Again, the 95th percentile equals similar high values as
the maximum throughput times (8 and 9 SCD). Nevertheless, the advantage of this
strategy is that neither a systematic backlog is induced nor are the throughput times of
standard orders that severely affected. As the rush order percentage has only little
influence on the distribution of throughput times, another advantage of the strategy is
its universal applicability.

Figure 3(d) shows the influence of this strategy on the throughput time of rush
orders if setup family percentages are very inhomogeneous. A high setup family per-
centage leads to high setup family sizes and thus to high operation times. According to
Eq. 6, the higher the operation time of a setup family is, the lower is the potential
maximum throughput time of rush orders. Rush orders of setup family A receive the
highest acceleration as the probability is very high that this family is currently pro-
cessed when the rush order arrives. In contrast, rush orders of the low volume variant C
have to wait for a long time until family C is processed. This causes a high median of
throughput times and also high deviations from the mean.

Recommendations. The strategy of a maximum acceleration leads to very low
throughput times of rush orders but highly scattering throughput times of standard
orders. Furthermore, rush orders make a logistic positioning between a high output rate
and a low sequence deviation almost impossible as they generate high turbulences in
sequencing. An application of this strategy is only reasonable if the rush order per-
centage is low, if the acceleration of rush orders is a crucial logistic target and if there is
enough capacity available to make up for additional setup efforts.

The strategy to wait on the setup family has the advantage of accelerating rush
orders without affecting the throughput of standard orders. Furthermore, the produc-
tivity is not affected by rush orders which limits this strategy’s applicability not to a low
rush order percentage. If percentages of setup families are highly diverging, this
strategy causes high mean and highly scattering throughput times for rush orders
belonging to low volume families.
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To sum up, if a workstation has sequence-dependent setup times companies should
thoroughly weigh the rush order prioritization up against increasing productivity by
setup-optimized sequencing.

4 Summary and Outlook

This paper explains the influence of setup cycles on the throughput time of rush orders.
Two different strategies to accelerate rush orders within setup cycles have been
investigated. The first strategy is to immediately change to a rush order’s setup family
after finishing the currently processed order. This strategy enables the highest accel-
eration while resulting in high setup efforts and scattering throughput times of standard
orders. The second strategy is to wait on the rush order’s setup family according to the
regular setup cycle and to only accelerate orders within their family. The advantage of
this strategy is that neither setup efforts nor throughput times of standard orders are
crucially affected.

Companies should be aware of the target conflict between setup efforts and rush
order throughput time when deciding how to accelerate rush orders with sequence-
dependent setup times. Individual decisions depending on the importance of the
respective rush order or a hybrid strategy with a minimum amount of bundled jobs in
setup families before changing to the rush order’s family are also possible but not yet
investigated.

Future research will focus on the probability of the minimum and maximum
throughput times modelled in this paper to enable companies to calculate reliable
throughput times. Furthermore, for the strategy of an immediate changeover the
probability of an interruption of the setup cycle depending on the rush order percentage
shall be investigated to assess additional setup efforts. In the end, it is planned to
propose a suitable acceleration strategy for rush orders depending on their percentage
and setup times.

The authors would like to thank Deutsche Forschungsgemeinschaft (DFG) for
funding the project “Development and implementation of a production planning and
control for rush orders in the industrial application” (LO 858/16-1).
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Abstract. To proactively decide on the volume of capacity available in a period
of time is referred to as capacity dimensioning. The actual dimensioning of
capacity concerns both the regular capacity, to cater for systematic variations,
and safety capacity, to handle the stochastic variations. Despite the critical
impact of these two types of variations, the support in the literature is limited in
terms of formal methods for resource management based on dimensioning of
capacity in general, and of safety capacity in particular. Capacity is one aspect of
resources’ capabilities and as a point of departure for developing such methods,
the two overarching challenges of form-place-time matching and capacity bal-
ancing are defined. These challenges are exploited to provide a holistic approach
to the combination of capacity and the generic form, place and time transfor-
mations performed to create customer value. This approach requires alignment
between these types of transformation to enable a homogenous perspective on
different types of resources such as machines and stock shelves. Such trans-
formations are performed over time and a discrete-time period-based approach
requires that the intra-period transfers and inter-period variations are integrated.
Finally, the preconditions for proactive and reactive control related to capacity
required are outlined. A foundation for capacity dimensioning is then estab-
lished based on capacity balancing, period transfers and flow control.

Keywords: Capacity dimensioning � Safety capacity � Inventory control

1 Introduction

Capacity is a property of resources and reflects their ability to fulfill requirements.
Comparing capacity required with capacity available is at the core of resource man-
agement and in this context resources are usually associated with e.g. machines or
operators (we adhere to the definitions by Apics [1] for the key terminology related to
capacity). At the same time materials have traditionally been perceived as a comple-
ment to this type of capacity (machines etc.). In for example MRPII the priorities
(materials) are planned and controlled in a first phase and then the resulting plans for
materials are checked for feasibility in terms of capacity [2]. However, by applying a
more generic perspective on resources it is possible to provide an integrative per-
spective on what in MRPII terminology is referred to as materials and capacity. The
point of departure for this analysis is to shift focus from the actual materials in
inventory to the resources holding the inventory. The resource in this case is e.g. the
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shelf or the tank holding the inventory and then the materials in inventory represent the
amount of the resource that is required, i.e. the capacity required of the resource.
Inventory therefore share several characteristics with other types of resources where the
materials in inventory represent capacity required and the constraints of the entity
holding inventory represent the capacity available. As a consequence, there are also
some interesting analogies between the traditional control of capacity and the control of
inventory that may be identified and exploited.

The methods for inventory control and capacity control have developed in parallel
but also diverged over the years [3]. Inventory control in general has emphasized the
financial implications and customer service whereas capacity control mainly has
focused on the physical properties of manufacturing resources and their load, and
contraction or expansion. Both inventory and capacity are however related to the
performance of transformation and this is the focal point for this research since
transformation as the foci enables a generalization of the applicability of capacity
control. In relation to resource management it is of particular interest to compare
capacity required to capacity available and as a consequence also how to establish
capacity available, i.e. capacity dimensioning. The decision on capacity dimensioning
sets the preconditions for the analysis of load in terms of capacity required in relation to
the capacity available. The capacity required originates in the demand for output and
correspondingly the capacity available reflects the capability of the resources to provide
supply that may fulfill that demand. This supply is a concept that covers both being
able to perform the appropriate transformation, and having sufficient capacity to
actually perform the transformation in line with demand. From a regular perspective
this comparative analysis concerns expected development but to cater for uncertain
events it is important to also dimension some additional safety capacity and this is
particularly challenging due to the uncertainties. The purpose of this research is
therefore to identify the key aspects of resource management to provide a foundation
for capacity dimensioning in general and dimensioning of safety capacity in particular.
The business value of a resource is its contribution to the value adding transformation
and hence a flow perspective is employed with emphasis on the transformation per-
formed by the resources.

This research emanates from empirical observations of capacity dimensioning in
practice where informal methods prevail. Based on empirical observations and a review
of the literature (not included here), it is concluded that the formal tools available in the
literature for capacity dimensioning are limited. The development of such tools requires
that the fundamental logic of resource management and the related capacity control is
known since this provide the foundation for capacity dimensioning based on the three
fundamental concepts of capacity balancing, period transfers and flow control.

2 Resources and Matching/Balancing

The significance of capacity available for resource management is highlighted by the
challenges of capacity balancing where the capacity required is compared to the
capacity available. The first step in outlining the key components of capacity dimen-
sioning (which is the process to decide on the capacity available) is therefore to identify
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the characteristics of capacity balancing. Balancing may be analyzed from different
perspectives but from a business management perspective the performed transforma-
tions are an important point of departure. A resource performing a transformation has
certain capabilities related to the type of transformation it can perform and how much
transformation it can perform.

The type of transformation is here assumed to be of three different types. Form
transformation (F) is performed in manufacturing, through for example machining or
assembly where the F characteristics are transformed. A typical example of F is
machining of a metal part into a certain shape. Place transformation (P) is related to
transportation and concerns when an entity is moved from one place to another.
Examples of P are trains moving parts across a continent or a pipeline moving oil
between an oil well and a refinery. Time transformation (T), finally, is created by
enabling the separation in time of provisioning and consumption, which is the key
function of inventory and here represented by warehousing. Replenishing inventory on
Monday to cover for demand on Friday is an example of T, a part is produced at one
point in time but can be consumed at a later point in time. The combination form-place-
time (FPT) transformation reflects the type of transformation that can be performed but
should not be confused the expectations from the market. FPT represents the mix
capability of the resources in terms of the mix of transformation a resource can
perform.

Besides having the capability to perform a specific type of transformation a
resource must also be able to perform certain volume of transformations. This is here
referred to as the volume capability of a resource in terms of how much transformation
a resource can perform and this corresponds to the capacity available of a resource.

The mix capability and the volume capability represent two different types of
resource capabilities. To make these capabilities operational it is necessary for each
type (mix and volume) of capability required to be in line with the capability available.
Required capability, in terms of mix and volume, is the capability that is required, to
perform a specific transformation. Capability available, in terms of mix and volume, is
instead a property of the resource performing the transformation.

In an operational context it is key for resource management to establish a com-
petitive combination of the capability required and the capability available. For this,
two fundamental challenges related to both mix capability and volume capability can
be identified. For the mix capability the challenge is to identify the available FPT mix
that can fulfil the required FPT mix and this is here referred to as FPT matching. In
addition, the resource must be able to perform a certain volume of transformation and
this is here referred to as capacity balancing. Both FPT matching and capacity bal-
ancing are positioned in Table 1. In short this boils down to a two-stage approach
where the first step is to identify the right type of resource and the second step is to
investigate if the resource has the capacity required to perform the transformation: First
do the right things and then do the things right, i.e. first focus on effectiveness and then
on efficiency [4]. FPT matching is the effectiveness dominated part of resource man-
agement in terms of being able to do the right things, i.e. the right type of transfor-
mation based on the mix of form; place; and time. Capacity balancing, on the other
hand, is the efficiency dominated part of resource management in terms of doing things
right, i.e. to have capacity available that is well balanced with the capacity required.
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In summary, the two key areas of resource management identified above are FPT
matching focusing on identifying the right type of resources for the transformation to
be performed and capacity balancing focusing on identifying how much of the trans-
formation to be performed. FPT matching is fundamental in many aspects as it
emphasizes that the type of transformation should be aligned but below it is assumed
that the matching is already performed, i.e. the right type of resources is in place, and
the remaining issue is to investigate the characteristics of capacity balancing.

3 Periods and Transfer

Capacity balancing is based on a relation between what is required and what is
available. Such a ratio can be defined for each instant of time in a continuous-time
fashion but in most cases the time horizon is divided into segments, here referred to as
periods. Each period is a subset of the time horizon and three distinct parts of a period
can be identified: the start of the period, the intra-period time-frame and finally the end
of the period. The start and the end of a period are the interfaces to preceding and
succeeding periods and are where a transfer is performed between periods, see e.g. [5].
From a capacity balancing perspective both demand for capacity (capacity required)
and supply of capacity (capacity available) may be transferred [6]: Transferred demand
is demand that is not fulfilled in a period and instead fulfilled in a succeeding period.
Transferred supply is supply that is not used to fulfil demand in a period and instead
used to fulfil demand in a succeeding period.

The amount transferred to the succeeding period may however deviate from what
remains from the preceding period. In some cases, the whole volume persists and is
transferred but in others the remains are transient and lost and therefore not possible to
transfer to the succeeding period. Supply/demand can therefore be categorized as:
Transient in the sense that remnant supply/demand is not transferred to the succeeding
period or Persistent in the sense that remnant supply/demand is transferred to the
succeeding period.

To summarize, it is possible to identify four categories of transferred
supply/demand between periods, as shown in Table 2. The transfer of supply/demand
constitute the preconditions for the intra-period flow control and requirements.

Table 1. Flow resources and capabilities.

Capability required Capability available

Mix capability (FPT) FPT matching
Volume capability (Capacity) Capacity balancing

Table 2. Flow periods and transfer of supply/demand.

Transient (Lost) Persistent (Backordered)

Demand (Capacity required) Lost requirements Backordered requirements
Supply (Capacity available) Lost availability Backordered availability
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4 Control and Capacity Required

The concept of period is significant from a flow control perspective as the period
represents an entity of time that can be used for scheduling. Each period has a time
extension and a series of consecutive periods constitute the time horizon. The exact
timing of an event, such as a customer order received or a machine breakdown, in
relation to periods is not known before the actual event occurs even if a forecast may be
available in advance. If the event is related to a future period it is possible to be proactive
in relation to the event but if the event is not known in advance of the present period the
control can only be reactive. Flow control can therefore be divided into inter-period
control based on expectations about events in future periods, i.e. proactive control, and
intra-period control based on actual events in the “present” period, i.e. reactive control.

Proactive control can be based on for example forward scheduling or backwards
scheduling in how different periods are managed in combination. During the proactive
phase the expected capacity required is allocated to different periods providing an
estimate of the requirements for regular capacity. In addition, the proactive control
concerns the expected variations in the coming periods and this is covered by the safety
capacity that is dimensioned based on the expected stochastic behavior.

The reactive control referred to here, concerns both capacity required and capacity
available. For capacity required there can be both increasing capacity required
(Addition) or decreasing capacity required (Reduction). The changes in capacity
required may behave as a stochastic process, referred to as “Stochastic” in Table 3 or
subject to influence of the decision maker, referred to as “Decided” in Table 3.
Combining these two types of behavior it is possible to identify four types of reactive
flow control. In addition, a similar pattern can be identified for a proactive approach to
capacity available where capacity available is provided for unexpected events in future
periods which provides requirements for safety capacity. The reactive control of
capacity available can compensate for some uncertainties through for example flexible
workforce or quick replenishment of inventory.

Table 3. Flow characteristics in terms of decided and stochastic variations.

Decided reduction Stochastic reduction

Decided addition 1. Decided-decided 2. Decided-stochastic
Stochastic addition 3. Stochastic-decided 4. Stochastic-stochastic

The combination of decided and stochastic variations shown in Table 3 provides a
compilation of the alternatives related to reactive control but as such also represent the
aspects to consider in proactive control. It is the combination of decided and stochastic
variations that should be considered in dimensioning both regular capacity and safety
capacity.

5 Control and Dimensioning of Capacity Available

Capacity balancing concerns the relation between capacity required and capacity
available in time-periods. The capacity available in a period is modelled as an interval
ranging from the minimum capacity available to the maximum capacity available. The
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maximum capacity available can be assumed to be infinite if the limit is ignored or
finite if the limit is considered. In Fig. 1 the finite level is represented by “Maximum
capacity available (MaCA)” of a resource. At the other end of the spectrum is the
“Minimum capacity available (MiCA)” and in most cases, this is zero. However, a
more general definition would be to set MiCA to a fraction of MaCA such that
MiCA = c � MaCA where 0� c� 1. MiCA then represents the minimum amount of
the capacity available that must be used. For instance, an inventory resource may not be
allowed to be empty but rather have a minimum level that must be used such as for
some liquids where a completely empty tank is not allowed. Both MiCA and MaCA are
depicted in Fig. 1. Capacity available is one side of balancing and represents the
boundary for capacity required that can be balanced. In general, all levels of capacity
required between MiCA and MaCA can be catered for in the period. Challenges arise
when the capacity required is less than MiCA or larger than MaCA, i.e. when the
capacity required is outside the approved interval. In both cases a balance is not
established.

The capacity balancing challenge depicted in Fig. 1 illustrates both proactive
control and reactive control. For the purpose of proactive control, the future capacity
required must be estimated to enable the dimensioning of capacity available in
advance. Note that when proactive control is applied it is not known with certainty how
the capacity required will develop during the future period concerned and since this
development is difficult to estimate for each instant of time the focus is usually on
estimating the aggregate capacity required for the whole of that period. The estimation
is two-fold and for the regular capacity required, the expected capacity required is
estimated as the most probable outcome for the period in total. In case of uncertainties
the proactive control estimates how much additional safety capacity is required. In
particular the investigation concerns the uncertainty of capacity required in relation to
the limits MiCA and MaCA. In this context the capacity required is uncertain and can

Fig. 1. Balancing, periods and control. (Color figure online)
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be modelled based on a probability distribution, such as the normal distribution. The
scenarios with uncertain requirements are represented by the probability distribution for
a complete period, could be valid for multiple periods, as illustrated in Fig. 1. The
lower blue distribution on the right side represents the risk of capacity required under-
shooting MiCA in the period (scenario 2 in Table 3) and the upper orange distribution
on the right side represents the risk for capacity required over-shooting MaCA in the
period (scenario 3 in Table 3). The middle grey distribution on the right side represents
a situation where under-shoot and over-shot are equally likely in the period (scenario 1
in Table 3). The discussion so far has centered on the capacity required but as an
extension it is also possible to include uncertainty in capacity available. This aspect is
however not included here due to the limited space available.

The over-shoot (capacity required is greater than MaCA) is a possible scenario for
all types of FPT-transformation and related to when the capacity available is insufficient
such as when machine time is lacking (F-type) or means for transportation are insuffi-
cient (P-type). In e.g. process industry it could also reflect challenges related to limited
storage capacity in tanks (T-type). The under-shoot is normally less of a problem as such
but it represents that the capacity required is less than MiCA. For F and P transformation
this basically concerns that the capacity is not used. For T transformation there is a more
extensive interpretation since when all capacity is available it also reflects that the
resource is empty, i.e. there is no materials in inventory. In terms of inventory this could
also indicate the presence of backorders or lost sale. This symmetrical property of over-
shoot and under-shoot enables the application of tools and methods for one issue to be
applied on the other. For example, methods for dimensioning of safety inventory (where
inventory is capacity required of the resource holding the inventory) may also be applied
for dimensioning of safety capacity [6] in for example a manufacturing resource and as
outlined above, the capacity may be related to manufacturing, transportation as well as
warehousing (inventory). Finally, it is important to acknowledge the possible transfer of
supply and/or demand between periods and in Fig. 1 it is assumed that either all capacity
is available at the beginning of the period (Scenario 3), where the orange line represent
the capacity required, or no capacity is available at the beginning (Scenario 2), where the
blue line represents the capacity required. Both these scenarios mean that the state at the
beginning of the period is independent of the state at the end of the preceding period and
hence no transfer of supply can take place between periods. Consider for example the
blue line that ends at the lower part close to MiCA.When the succeeding period begins it
is assumed to be restored to the MaCA corresponding to the blue line on the left.

6 Conclusions

Capacity dimensioning concerns decisions of capacity available in future periods and
this is an important challenge for managers in relation to manufacturing, transportation
as well as warehousing since capacity available not only drives cost but is also
important for responsiveness. To strike a competitive balance between cost efficiency
and responsiveness requires a balance between capacity required and capacity avail-
able. The balance is traditionally focusing on manufacturing resources but the balance
analysis is valid for not only F transformation but also P and T transformation. T is in
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particular conceptually interesting since availability is usually associated with the
materials in inventory whereas this approach considers the inventory-holding entity as
the resource and instead positions materials as representing capacity required. The
capacity required is the result of transformations to perform, a combination of pre-
conditions and decisions, whereas the capacity available is a management decision
related to capacity dimensioning. Continuous-time dimensioning is rarely viable due to
the sheer amount of decisions it implies and instead a discrete-time approach is usually
employed where the time horizon is divided into periods. Proactive control enables
capacity balancing in that dimensioning of capacity available sets the constraints of the
flow in terms of capacity available per period. As events unfold over time the capacity
is consumed and within each period a reactive control approach can be used. In
summary, balancing, periods and control have been integrated to provide a foundation
for capacity dimensioning with a generic approach embracing all three types of FPT
transformation in a similar fashion and in particular provide a foundation for dimen-
sioning of safety capacity. Dimensioning sets the stage for each period of the planning
horizon with proactive control. Note, however, that also the reactive control applied in
each period must be considered in dimensioning as it may influence the capacity
required as well as the capacity available in each period but the implications of these
aspects require further research. In addition, this integrative approach to resource
management, involving the three types of transformation, also merits empirical
validation.
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Abstract. A product can be produced by using alternative processes. The
processes that can produce the product having consistent quality performance as
the existing process are qualified alternative processes. Having several qualified
alternative processes can relax the conditions for production scheduling and
increase production capacity. This research focuses on analyzing the quality
characteristic which is nonlinear profile. The quality characteristic, which is the
response variable, has a non-linear functional relationship with the explanatory
variable. The objective of this research is to select a subset of qualified alter-
native processes among I alternative processes, I > 1. A Step-up Test Procedure
is proposed to compare the non-linear profile of each process with the existing
process. Polynomial regression is used to estimate the non-linear profile models
before applying the step-up sequential tests. The proposed method can effec-
tively test the significance of the differences among processes, while controlling
the overall error rate of testing I processes below a.

Keywords: Non-linear profile � Multiple comparisons � Sequential tests

1 Introduction

A product can be manufactured or assembled by using different processes. Having
multiple alternative processes in production can increase utilization, reduce production
time, or decrease production cost. However, the product quality under alternative
processes may differ. Process Selection is a critical problem to production management.
The objective of the problem is to select the qualified alternative processes that can
produce the required specifications while having consistent quality performance as the
existing process. This research aims as tackling the Process Selection problem under
non-linear profile data, where there is a non-linear functional relationship between the
response variable and the explanatory variable.

Most literature monitored profile data obtained from one manufacturing process.
The monitoring process signals once the process is out-of-control [1–3]. However, the
existing methods cannot be applied to solve the Process Selection problem where
several processes are simultaneously compared with the existing process. The existing
methods did not consider the overall error rate of conducting multiple comparisons.
Consequently, we propose the Step-up Test Procedure to select the qualified alternative
processes from I processes under non-linear profile data, I > 1. The proposed method

© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
I. Moon et al. (Eds.): APMS 2018, IFIP AICT 535, pp. 392–398, 2018.
https://doi.org/10.1007/978-3-319-99704-9_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_48&amp;domain=pdf


considers data variation from different alternative processes, and controls the overall
error rate of conducting many-to-one comparisons below a.

The following paper is organized as follows. Section 2 reviews the related literature
about profile monitoring. Section 3 introduces the proposed Step-up Test Procedure for
the Process Selection problem. Section 4 presents the simulation results followed by
the conclusions in Sect. 5.

2 Literature Review

Quality characteristics often appear to be non-linear profile data in industry [4, 5].
Polynomial regression models were commonly used to fit non-linear profile data [6, 7].
After model estimation, researchers used multiple control charts to monitor the coef-
ficients and the variance of the estimated models. [8, 9] applied sine and hyperbolic
tangent functions for data fitting before using the Hotelling’s T2 control chart for
monitoring. Other researchers used wavelet to transform non-linear data [10, 11]. Their
studies applied the T2 or the Cumulative Sum (CUSUM) control charts for detecting
mean shifts in non-linear profile data. The CUSUM control chart was shown to be more
sensitive to small shifts than the T2 chart.

To select a subset of qualified alternative processes, many-to-one comparisons need
to be made. The aforementioned methods aim at monitoring one process, and signal
when the process is out-of-control. The existing methods cannot be directly applied to
solve the Process Selection problem which compares multiple processes. Conse-
quently, we propose the Step-up Test Procedure to tackle the Process Selection
problem under non-linear profile data. The method selects a subset of qualified alter-
native processes from I candidate processes, I > 1.

3 Methodology

The proposed method tests the discrepancy between the non-linear profiles of each
alternative process and the existing process, indexed as 0. Let the quality characteristic
(response variable) be a non-linear function of the explanatory variable, yi,j = fi(xi,
j) + ei,j. Let xi,j, yi,j, and ei,j be the jth explanatory variable, response variable, and the
error term of process i, respectively, i = 0, …, I, j = 1, …, n. Assume that ei,j is
normally distributed with a mean 0 and a standard deviation ri, i = 0, …, I. The
explanatory variable is bounded for practical usage, a < xi,j < b. The proposed method
contains three steps: parameters estimation, test statistics calculation, and the step-up
procedure, which are explained in the following subsections.

3.1 Parameters Estimation

Collect n samples from each process, (xi,j, yi,j), i = 0, …, I, j = 1, …, n. The non-linear
profile data are fitted by using polynomial regression models, yi,j = bi,0 + bi,1 xi,
j + … + bi,p (xi,j)

p + ei,j, i = 0, …, I, j = 1, …, n. The estimator of bi = [bi,0, bi,1, …,

bi,p]
T is calculated as b̂i ¼ XT

i Xi
� ��1

XT
i yi by using the least squares method, where
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Xi ¼
1 xi;1 � � � xpi;1
..
. ..

. � � � ..
.

1 xi;n � � � xpi;n

2
64

3
75 ð1Þ

and yi = [yi,1,…, yi,n]
T, i = 0,…, I. The mean squared error is used to estimate variance

r̂2i ¼
yi � Xib̂i

� �T
yi � Xib̂i

� �

n� p� 1
; i ¼ 0 � � � I: ð2Þ

Since the highest power term of the polynomial regression model is unknown, we
fit the data under p = 0, …, P, where P is a sufficiently large number. The Akaike’s
information criterion (AIC) is used for model selection. The model with the smallest
AIC value is considered as the best polynomial regression model for each process. Let
p�i be the highest power term of the best model for process i, i = 0, …, I. The best
estimated polynomial regression model for process i is

ŷi;j ¼ b̂i;0 þ b̂i;1xi;j þ . . .þ b̂i;p�i ðxi;jÞ
p�i ; i ¼ 0; . . .; I; j ¼ 1; . . .; n ð3Þ

3.2 Test Statistics Calculation

To test the discrepancy between process g and process 0, the hypotheses are set as
follows: the null hypothesis H0g: process i has consistent performance as process 0,
versus the alternative hypothesis H1g: process i has inconsistent performance as process
0, g = 1, …, I. We propose the Sg test statistic that sums up the absolute standardized
differences of the response variable at m evenly spaced values between a and b for the
explanatory variable.

Sg ¼
Xm

j¼1

ŷ0;j � ŷg;j
�� ��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r̂20 þ r̂2g

q ; g ¼ 1; . . .I ð4Þ

3.3 The Step-Up Procedure

The I test statistics are arranged in an ascending order before applying the sequential
tests. Let S(1) � S(2) � … � S(I) and {H0(g), Ha(g)}, g = 1, …, I, be the ordered
statistics and their matching hypotheses, respectively. H0(g) is the null hypothesis that
process (g) has consistent performance as process 0; Ha(g) is the alternative hypothesis
that process (g) has inconsistent performance as process 0, g = 1, …, I. For example, if
S3 < S1 < S2, processes (1), (2), and (3) refer to processes 3, 1, 2, respectively. The
main concept of the step-up procedure is to test sequentially from the least significant
hypothesis, and stop testing once rejecting a hypothesis. The test procedure starts with
testing {H0(1), Ha(1)}, H0(1) is rejected if S(1) is greater than the critical value. Then,
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reject all of the un-tested hypotheses and stop the test procedure. Otherwise, accept H0

(1) and continue testing {H0(2), Ha(2)} until {H0(I), Ha(I)} (Fig. 1). The processes being
rejected are claimed to have different quality performance from process 0. The pro-
cesses being accepted are claimed to have consistent quality performance as process 0.

The critical value, (CVa, CVa/2, CVa/I) is calculated by simulation. Two series of
non-linear profile data from the estimated polynomial regression model of process 0 is
generated under the null hypothesis. Then, calculate the test statistic Sg. Repeat for
R times and sort R of the test statistics. The critical value, CVa/(g-1), is the a/g*100%
percentile of the sorted test statistics, g = 1, …, I. Based on the prove in [12], the step-
up test scheme can control the overall error rate of no greater than a by modifying the
significance level of each sequential test to a/g, g = 1, …, I.

4 Simulation Analysis

The power is the probability of rejecting the null hypotheses given that the alternative
hypotheses are true. That is the probability of correctly rejecting the processes with
inconsistent quality performance as process 0. To evaluate the performance of the pro-
posedmethod,we analyze the power by simulation at I = 2, 4, 6. The underlyingmodel of
process 0 is set to Y0,j = 15 + 3X0,j− 5(X0,j)

2 + 1.5(X0,j)
3 + ei,j, ei,j * N(0,1). Two shift

Sort test statistics

S(2) α/2

Accept  H0(2)

S(1) α/Ι

Accept H0(I)

Stop testing.

Reject H0(2) , , H0(I)

Stop testing.

Yes

No

Reject H0(I)

Stop testing.
No

Reject H0(1) , , H0(I)

Stop testing.
No

Yes

S(1) α

Accept  H0(1)

Yes

Fig. 1. The step-up test procedure.
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patterns for alternative processes are investigated: (a) E[Yi|X] = (15 + i d0) +3X –

5X 2 + 1.5X 3, (b) E[Yi|X] = 15 + (3X + i d1) – 5X 2 + 1.5X 3, i = 1, …, I (Fig. 2). The
value for the explanatory variable is within a = 0 and b = 4. The shift magnitude is set as
d0 = d1 = 0.2, 0.4, …, 2. n = 10 samples are collected for data fitting. The difference
between profiles are calculated at m = 10 equally spaced x values between 0 and 4. The
overall error rate is set to a = 0.05. R = 105 simulation runs are performed under the null
hypothesis to calculate the critical values (Table 1). A large number of simulation runs is
applied to get stable critical values.

The power is calculated as the average percentage of the processes being rejected
among I different processes in 105 simulation runs. The power curves in Fig. 3 show
that the power increases as the shift magnitude increases, which is reasonable. The

(a) (b)

Fig. 2. The illustrations of the simulated mean shifts in (a) b0 and (b) b1 with I = 4.

Table 1. The critical values CV0.05/g for testing I = 2, 4, 6 processes, g = 1, …, I.

I\g 1 2 3 4 5 6

2 5.1632 5.7967
4 5.1632 5.7967 6.1763 6.4703
6 5.1632 5.7967 6.1763 6.4703 6.6859 6.8511

(a) (b)

Fig. 3. The power curves under I = 2, 4, 6 with shifts in case (a) and (b).

396 C. Lin and P.-Y. Lin



power increases by I. This phenomenon is because that the simulation sets different
nonlinear profile models for all of the alternative processes to be different from the
existing process. The shift magnitude also increases by I. The analysis result suggests
that the proposed method is effective in differentiating non-linear profiles for Process
Selection.

5 Conclusion

Process Selection is a critical task in production management. Selecting and using
multiple qualified alternative processes can increase production flexibility and capacity,
while maintaining quality. This research tackle the Process Selection problem by
proposing the Step-up Test Procedure. By modifying the significance level of each
sequential test along with using the step-up procedure, the proposed method controls
the overall error rate to be no more than a. The proposed method effectively differ-
entiate the non-linear profile of each alternative process from the existing process.
Manufacturers can then use the selected processes along with the existing process to
retain product quality in production. To relax the normality assumption, future research
will investigate nonparametric methods for data fitting.

Acknowledgments. The authors would like to thank the reviewers for their valuable comments
which greatly improve the quality of the paper.
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Abstract. This paper presents the mixed-integer linear programming (MILP)
based model to approach the admission control in flow shop scheduling problem
with queue time constraints, where there are various upper bounds limit in each
queue. The scheduling proposed in this paper iteratively retrieves the real-time
status of a production system such as machine failures and recoveries, and job
arrivals in each step and generate the most updated scheduling result at each
decision time. Our objective function is to minimize the occurrence of queue
time violation. We solve the MILP using combinatorial Benders’ cut (CBC),
where the MILP model is decomposed into two independent parts: the binary
variables as a master problem and the continuous variables as a slave problem.
We compare the CBC with the results gained from the CPLEX. The numerical
results indicate that the CBC indeed effectively and efficiently reaches the good
feasible solution within a reasonable timeframe in the context of timely updating
scheduling problem.

Keywords: Flow shop � Queue time constraint � Combinatorial Benders’ cut

1 Introduction

Flow shop production is a common system in a manufacturing system, where there are
several steps and each step has multiple machines. A current mega factory may have a
hundred of steps and machines with thousands of jobs; hence, the flow shop scheduling
is a challenge nowadays. Furthermore, each step in a flow shop typically has queue
time constraints, which prescribes an upper bound of waiting time between two con-
secutive steps. Such constraints are commonly observed in the semiconductor manu-
facturing [1, 2], food industries [3], and steel-making industries [4]. A typical queue
time constraint occurs after the furnace tube operations in a semi-conductor wafer
fabrication process since the queue time constraint can avoid the ab-sorption of the
particulates in air [5].

Due to the stochastic nature, several studies apply Markov decision processes to
flow shop scheduling problems with queue time constraints such as [6, 7]. [8] inves-
tigates a two-step model to determine the admission control of jobs in a flow shop
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scheduling with queue time constraints while it may not return the decision as the
problem size increases due to curse of dimensionality [9]. Moreover, the communi-
cation with industries reveals that statistical distribution information may be unavail-
able in the real-world production system or the front line manager may not believe that
the statistical model from historical data precisely describes the future stochastic pro-
cess in the manufacturing line.

Another approach for flow shop scheduling problem with queue time constraints is
heuristics [10–12]. [10] uses the ant colony optimization algorithm (ACO) to propose a
feasible solution of admission control problems. [11] determines a threshold to decide
whether the job is admissible to each step. [12] investigates production scheduling with
queue time constraints in semiconductor manufacturing by using several heuristics
methods. Although heuristics methods are able to look for a feasible (or near optimal)
solution within a reasonable time, the heuristics solutions may perform poorly if it falls
into a pitfall of local optimum. The lack of flexibility to the change in heuristics model
settings is another disadvantage.

We present a mixed integer linear programming (MILP) based model to approach
the admission control decision in a flow shop with queue time constraints by frequently
revising uncertain parameters such as machine failures and job arrival processes in each
step in the model. Due to the fast development of Industry 4.0, the vast deployment of
monitoring sensors enables frequently updating uncertain parameters in a stochastic
nature production system to enhance the accuracy of a deterministic model approaching
a stochastic nature system.

We further use combinatorial Benders’ cuts (CBC) to promptly solve the MILP
model when uncertain parameters are frequently revised according to the most updated
information from deployed sensors in a production system. With the CBC, the pro-
posed MILP is decomposed into two independent parts: integer and continuously parts.
The decomposition technique allows us to accelerate the computational time and
combines the if-then rule to reduce redundant constraints with the big-M method.

CBC is a relatively new method to solve MILP problems containing “big-M” [13].
Successful applications of CBC for solving integer programming models have been
shown by [14, 15]. [14] used CBC to solve quayside operations problem at container
terminals and reported that their approach is more efficient than the branch and cut
algorithm. [15] solved assembly line balancing problem and notified that the CBC is
capable to solve small to medium instances. [16] proposed a modification of CBC for
solving a vaccine allocation problem. Their computational results confirm that these
cuts extensively reduce solution times and the number of nodes explored in the branch-
and-bound tree for their problem.

The CBC will be applied to solve the admission control decision in a flow shop
scheduling problem with queue time constraints. The comparison between our pro-
posed method with the commercial optimization package ILOG CPLEX solver (IBM
ILOG 2014) shows that our method has better performance than the results gained from
the CPLEX. The remainder of the paper is organized as follows. Section 1 describes
the problem and mathematically formulates the proposed MILP model. Section 2
introduces the solution methodology of CBC and the computation results. Section 3
concludes of the research.

400 R. Nurdiansyah and I.-H. Hong



2 The Model

The proposed model considers a multi-step manufacturing process where each step has
multiple identically machines with a common queue. In each consecutive step, only
one machine can process one job at most in each time, and one job can only be
processed by one machine in each step. Various upper bounds limit the waiting times in
each queue. If the queue time is longer than the upper bound of the queue time
constraints, the job cannot be further processed and becomes scrapped.

A real-world production system involves with several uncertainties including
machine failures and recovery, and job arrival processes in each step. Unexpected
uncertain events typically cause the scheduled production plan infeasible to a real-world
production system and lead to a substantial loss due to scraped jobs. We explore such
stochastic-nature flow shop scheduling problems with queue time constraints by fre-
quently revising uncertain parameters in a production system and solving the mixed
integer linear programming model (MILP) for admission control decisions of jobs.
Following the similar concept, the scheduling proposed in this paper iteratively retrieves
the real-time status of a production system such as machine failures and recoveries, and
job arrivals in each step and generate the most updated scheduling result at each decision
time. The parameters and decision variables of the model are described in Table 1.
Equations (1)–(10) are the objective functions and the constraints.

min
s;e

XS
q¼1

XXqj j

i¼1

XS
f¼q

s fq;i þ
a

S� f
:e fq;i

� �
ð1Þ

subject to

Table 1. Parameters and decision variables

Parameters Decision variables
S total number of steps in

the production loop
s fq;i starting time of job i in queue q at future step f

M f number of machines at
step f

c fq;i ending time of job i in queue q at future step f

Xq set of jobs in queue q e fq;i queue time violation of job i in queue q at future step
f

p f
j

processing time of
machine j at step f

k f
q;m;p;n 0-1 variable that is equal to 1 if job m in queue q at

future step f is produced before job n in queue p, 0
otherwise

qT f queue time limit of step f y fq;i;j 0-1 variable that is equal to 1 if job i in queue q will
be processed in machine j in future step f,
0 otherwise

a f
j

earliest time of machine
j can process at step f

T current time decision
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XM f

j¼1
y fq;i;j ¼ 1; 8q 2 1; . . .; Sf g; 8i 2 Xq; 8f 2 q; . . .; Sf g; ð2Þ

s fq;i þ
XM f

j¼1
p f
j � y fq;i;j ¼ c fq;i; 8q 2 1; . . .; Sf g; 8i 2 Xq; 8f 2 q; . . .; Sf g ð3Þ

s fq;i �
XM f

j¼1
a f
j � y fq;i;j; 8q 2 1; . . .; Sf g; 8i 2 Xq; 8f 2 q; . . .; Sf g ð4Þ

s fq;i � cf�1
q;i ; 8q 2 2; . . .; Sf g; 8i 2 Xq; 8f 2 q; . . .; Sf g ð5Þ

s11;i � T ; 8i 2 X1 ð6Þ

s fq;i � cf�1
q;i � qT f � e fq;i; 8q 2 2; . . .; Sf g; 8i 2 Xq; 8f 2 q; . . .; Sf g ð7Þ

s fq;m þM 2þ k f
q;m;q0 ;n

� y fq;m;j � y f
q0 ;n;j

� �
� c f

q0 ;n
8q 2 1; . . .; Sf g; 8i 2 Xq; 8f 2 q; . . .; Sf g

ð8Þ

s f
q0 ;n

þM 3� k f
q;m;q0 ;n

� y fq;m;j � y f
q0 ;n;j

� �
� c fq;m

8q 2 1; . . .; Sf g; 8i 2 Xq; 8f 2 q; . . .; Sf g
ð9Þ

s ff ;1 � � � � � s f
f ; Xfj j � s ff�1;1 � � � � � s f

f�1; Xf�1j j � . . .� s f1; X1j j
8f 2 1; . . .; Sf g

ð10Þ

The objective function as shown in (1) is to minimize the starting time of all jobs at
each step and to minimize the occurrence of queue time violation. a is a weight value,
how much the price must be paid if there is situation that exceeds the queue time limit.
The denominator S – f is used to indicate that the downstream site does not want to
exceed the queue time limit.

Constraint (2) shows that every job must be processed to one of the machines at
each step. Constraint (3) determines the ending time of job i, by adding the starting
time of job i with processing time of machine j that processes job i. Starting time of job
i processed by machine j must be greater than or equal to the allowable time as
described in constraint (4). Constraint (5) means job i starts to be processed at step f if
job i has been completed in the previous step. Starting time of the first step must be
larger than or equal the time when the decision is made as shown in constraint (6).

Constraint (7) is set as inequality. When the value calculated on the left is negative,
variable e fq;i can be any positive number. But with the goal of minimum variable e fq;i,
this variable automatically controls zero as the best solution. When the value calculated
on the left is positive, variable e fq;i is also controlled to be equal to this positive number.

This study discusses flow shop scheduling problem with parallel machines. Con-
straints (8) and (9) indicate that when two jobs are allocated to the same machines at the
same time, successive relations must be considered. This is the most complicated to
modeling the Big M method. When y fq;m;j and y f

q0 ;n;j
are both 1, the job m and n are
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assigned to the machine j at step f at the same time. At this point, we have to use the
decision variable k f

q;m;q0 ;n
to control the sequence. If k f

q;m;q0 ;n
is 1, job m has priority than

job n to be processed. Constraint (8) will be a redundant constraint. Constraint (9) will
restrict the starting time of job n after the completion time of job m. On the contrary, if
k f
q;m;q0 ;n

is 0, job n has priority to be processed. The last constraints means all job in this

model follow FIFO rules as shown in (10).

3 Solution Approach and Numerical Results

We apply the CBC to solve the proposed MILP model, where the model is decomposed
into two sub problems: the binary variables y fq;i;j, k

f
q;m;q0 ;n

as master problem and the

continuous variables s fq;i; c
f
q;i; e

f
q;i as slave problem. The first phase is to solve the master

problem and to find a set of feasible solution Y�. The master problem is integer
programming, so the variables are binary variables. The result simply involves every
set of feasible solutions. Furthermore, we take the result from the first phase into the
slave problem. All constraints in the slave problem are continuous variables. Conse-
quently, the slave problem turns into a linear programming. Now, we can promptly
obtain the solution to the problem. The master problem and slave problem is stated as
follows:

Master problem:

minY�

s.t. constraints (2), (8), and (9)
Slave problem:

min
s;e

XS
q¼1

XXqj j

i¼1

XS
f¼q

s fq;i þ
a

S� f
:e fq;i

� �

s.t. constraints (3), (4), (5), (6), (7), and (10)
We compare the CBC on our proposed model for a six-step flow shop production

system with queue time constraints with the results obtained from the CPLEX. The
columns of MILP and CBC in Table 2 summarizes the returned objective function
values within 180 s obtained from the CPLEX and CBC, respectively for the various
problem sizes.

As the number of jobs in the system remains in 20, the CPLEX and CBC return the
same quality solution. However, the CBC outperforms the CPLEX when the number of
jobs in the system increases to 40. The CPLEX even cannot obtain the initial feasible
solution within 180 s when the problem size reaches 60, 80, and 100. The numerical
results demonstrate that the CBC indeed effectively and efficiently reaches the good
feasible solution within a reasonable timeframe in the context of timely updating
scheduling problem.
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4 Conclusions

In this paper, we propose the Mixed Integer Linear Programming (MILP) based model
to approach flow shop scheduling problems with queue time constraints. We devise the
model with queue time constraints by the big-M method. The model updates the
machine failures and recoveries, and job arrival processes in each step at each decision
time.

The model is decomposed into two independent parts, the binary variables as a
master problem and the continuous variables as a slave problem in order to create the
combinatorial Benders’ cut. The numerical results of the CBC are compared with the
results obtained from the CPLEX. The algorithms is tested on a six-step flow shop
production system with queue time constraints. The results show that the CBC has an
effectively and efficiently the good feasible solution. The CPLEX even has no solution
when the problem size reaches 60, 80 and 100 jobs within 180 s.
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Abstract. Container traffic between Busan and Japan is continuously blooming
as the global economy grows impressively. It is interesting to see that Busan in
Korea has great potential to be considered as a transit port for container
export/import in Japan instead of Japanese domestic transit ports, due to the
special geographic location and economical container handling cost. This paper
attempts to demonstrate the economic competitiveness of Busan port for con-
tainer transshipment. It describes models for analyzing the container trans-
portation time and cost by transshipment mode, specifically, transferring via the
ports of Japan vs. via Busan. A simulation programming method is developed to
build the models. A case study which considers twenty Japanese regional cities
has been presented. According to the comparison of simulation results and
sensitivity analysis, the paper concludes with a discussion and suggestions for
the container transportation transshipment network design of Japan.

Keywords: Simulation � Container � Transshipment � Network design

1 Introduction

With the continuous growth of the international trade cooperation of the world, con-
tainerization becomes progressively popular for commodity transportation. Japan, as
one of the most important trade nations in Asia, has a very large import and export
trade volume. Currently, the five major ports (Tokyo, Nagoya, Osaka, Yokohama, and
Kobe) are assuming the role of handling most of the container traffic in Japan. Con-
tainers are firstly transferred by trucking from regional cities to major ports. Then the
mode shifts from trucking to shipping, and the containers are transported by Ultra
Large Containerships (ULCS) from the major ports to destinations. However, for some
routes of container transportation in Japan, the handling cost and inland transportation
cost in Japan is relatively high, and the recent financial crisis and ensuing worldwide
economic recession have meant that enterprises are trimming their transportation
budget. A more economic, competitive way of container transportation may be
considered.

The purpose of our research is to find the best container transportation routes for
regional cities in Japan and establish the economic competitiveness of Busan port and
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the benefits that can be obtained when Busan is used for transshipment. The study
focuses on the time and cost comparison of two types of intermodal container trans-
portation. Few previous investigations of container transportation simulation models
have been found by us, besides that of Cortes et al. [4], who presented a simulation
model of freight traffic in the Seville inland port. For most of the other existing
research, simulation has been used to visualize the process inside container ports, e.g.
container terminal planning (Kim and Kim [5]), layout planning (Bruzzone and
Singnorile [6]), planning of maritime traffic (Kose et al. [7], Hayuth et al. [8]).

2 The Container Transportation Model

2.1 Candidate Ports and Cities

Twenty regional cities and twenty regional ports having a one-to-one relationship are
considered in this study, which means that the containers of each regional city will be
transported to the nearest regional port. Five domestic ports of Japan and Busan are the
transit ports; the main variations in this simulation comparison arise from the transit
process. In addition, one destination ports are considered, all of which are in North
America. Detailed information on the cities and ports is displayed in Table 1. As there
are two optional regional ports for Yamaguchi city to transit, we marked them as
Yamaguchi_1 and Yamaguchi_2 to distinguish.

2.2 Model Logic

The simulation model compares the total cost and time between two transshipment
modes: via Busan and via Japan.

Mode via Busan

(1) Containers are transported by truck from a regional city to a regional port in
Japan.

(2) A feeder ship is used for transporting containers from the regional port in Japan to
Busan.

(3) Containers are transferred to ULCS at Busan port and transported to North
America.

Mode via Japan

(1) Containers are transported by inland transportation (truck) from a regional
Japanese city to a major port in Japan.

(2) As with the case of Busan, maritime transportation by ULCS transfers the con-
tainers to North America.
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2.3 Assumptions

(1) We only consider the transportation of 20ft container in this simulation model, as
the specification of container truck in Japan is 20ft [9].

(2) Only one TEU container is considered for transportation from regional cities to
North America, which means after one TEU container has been transferred to the
destination, the next container arrives. There is no container aggregation in this
model.

(3) Containers may wait in the port due to the mismatch between the arrival time and
departure schedule. During the waiting time, the loading and unloading service for
the container can be completed, that is, the service time of container loading and
unloading is not considered.

3 Simulation Approach

3.1 Data Analysis

Processed Data. Usually, input data collection represented a significant portion that
30% of total project effort and time [10]. Thus, firstly we collected raw data from

Table 1. Candidate ports and cities

Regional city Regional port Transit port Destination

Sapporo Tomakomai Busan Long Beach
Aomori Hachinohe
Akita Akita
Sendai Sendai Tokyo
Niigata Niigata
Toyama Toyama
Kanazawa Kanazawa Yokohama
Shizuoka Shimizu
Tsu Yokkaichi
Okayama Mizushima Nagoya
Hiroshima Hiroshima Rotterdam
Yamaguchi_1 Tokuyama
Yamaguchi_2 Shimonoseki Kobe
Matsuyama Matsuyama
Kitakyushu Kitakyushu
Hukuoka Hakata
Saga Imari Osaka
Oita Oita
Kagoshima Shibushi
Naha Naha
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Japanese publications, and processed them before using them as the simulation input
data [11–13]. For a shipping route that may be served by more than one shipping
company, we selected the shortest transportation time. In case there was a direct route,
obviously, the direct route was chosen ahead of the transshipment route. If there was no
direct route, the transshipment time was selected. We also collected the shipping time
schedule of each candidate port. The phenomenon of scheduling mismatches can be
accurately simulated by ARENA. Table 2 show the information on shipping lines from
the transit ports to North America. We chose Long Beach to represent the ports of
North America. Table 3 displays the information on the times of shipping lines from
regional Japanese ports to Busan port.

We assume that the transportation speed is 50 km/hour; thus, the transportation time
can be obtained by dividing the distance by speed. The handling cost of each port is
presented in Table 4, and we assume that the handling costs of Japanese transit ports
are all the same.

Stochastic Parameters. Except the waiting time, all the parameters in this simulation
are stochastic. For most of the regional cities, we can obtain the maximum, mean and
minimum values of transportation time. Since triangular distribution is recommended
to be used in Monte Carlo simulation modeling when the underlying distribution is
unknown, but a minimal value, some maximal value and a most likely value are
available [14], we assume all the transportation time follow triangular distribution.

However, some transportation time just have mean value (only one service route),
we need to estimate maximum, mean and minimum values of these parameters.
Therefore, we calculated the minimum and maximum values by adding a multiplier
a%. The value of a is estimated according to the correlation of existing maximum,
mean and minimum values. Here a equals to 20.

During the data collection, we got only mean values of transportation cost, so
triangular distribution is not suitable for the simulation. As the fluctuation rate of cost is
equally likely to be observed, we obtained uniform distribution to the transportation
cost. All the values of cost can be multiplied by fluctuation rate b%. The value of b is
observed by logistics expert [9]. In this paper, b equals to 10.

Table 2. Information on the time from Busan and major Japanese ports to Long Beach (Unit:
days)

Transit
port

Average
waiting time
(days)

Transportation time
(days)

Frequency
(time/week)

Pattern

Min Mean Max

Busan 1.214 10.0 10.3 11.0 3 Direct
Tokyo 2.071 7.2 9.0 10.8 2 Direct
Osaka 3.500 8.0 10.0 12.0 1 Transshipment
Yokohama 3.500 9 9.5 10 1 Transshipment
Kobe 3.500 8.8 11.0 13.2 1 Transshipment
Nagoya 3.500 8.0 10.0 12.0 1 Transshipment
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Table 3. Information on the time from regional Japanese ports to Busan (Unit: days)

Regional
port

Average
waiting time
(days)

Transportation time
(days)

Frequency
(time/week)

Pattern

Min Mean Max

Hakata 0.929 0.5 0.8 1.0 9 Direct
Tomakomai 3.500 2.4 3.0 3.6 1 Direct
Niigata 0.786 3.0 4.0 5.0 6 Transshipment
Hiroshima 2.643 0.8 1.0 1.2 2 Direct
Naha 3.500 2.4 3.0 3.6 1 Direct
Shimizu 1.071 3.0 4.0 5.0 7 Transshipment
Akita 2.071 1.6 2.0 2.4 3 Direct
Shibushi 3.500 0.8 1.0 1.2 1 Direct
Sendai 1.500 3.0 3.3 4.0 3 Transshipment
Shimonoseki 0.643 1.0 1.3 2.0 6 Transshipment
Kitakyushu 0.643 0.5 0.9 1.0 13 Direct
Matsuyama 3.500 0.8 1.0 1.2 1 Direct
Oita 3.500 0.8 1.0 1.2 1 Direct
Yokkaichi 3.500 2.4 3.0 3.6 1 Direct
Mizushima 2.643 0.8 1.0 1.2 2 Direct
Hachinohe 2.071 2.4 3.0 3.6 2 Transshipment
Toyama 1.786 1.0 1.5 2.0 2 Direct
Tokuyama 2.643 0.8 1.0 1.2 2 Direct
Kanazawa 1.214 2.0 2.8 5.0 4 Transshipment
Imari 2.643 2.0 2.5 3.0 2 Transshipment

Table 4. Handling cost of each port (Unit: Yen/TEU)

Port Handling cost Port Handling cost

Hakata 14,580 Matsuyama 10,605
Tomakomai 10,605 Oita 10,605
Niigata 14,580 Yokkaichi 17,100
Hiroshima 14,580 Mizushima 20,000
Naha 10,605 Hachinohe 10,605
Shimizu 10,605 Toyama 10,605
Akita 10,605 Tokuyama 10,605
Shibushi 10,605 Kanazawa 10,605
Sendai 10,605 Imari 14,580
Shimonoseki 14,580 *Busan 114.6
Kitakyushu 14,580 Port of East Japan 28,300

*The unit of handling cost in Busan is USD
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3.2 The ARENA Simulation

We firstly conducted Monte Carlo simulation by using an Excel spreadsheet to study
this problem. We randomly generate every parameter to examine the total cost and time
of one replication and aggregate the simulation result after 100 replications. However,
Monte Carlo simulation is not very well suited for the simulation of dynamic models
even though it is quite popular for static models [15]. For this reason, we developed an
ARENA version 10.0 simulation model. The aim of this ARENA simulation study is to
measure the waiting time at the port and visualize the dynamics of the process [16].
Meanwhile, the result of ARENA simulation can be compared with that of Monte Carlo
simulation for examining the validity.

4 Comparison of Simulation Results

4.1 Candidate Ports

Twenty regional cities and twenty regional ports of Japan have been selected for this
case study. For the mode via Japan, we chose the transit major port that is the closest to
the regional city (Table 5).

4.2 The Case of the North America Route

The results show that most of the twenty regional cities – with the exception of Tsu,
Okayama, Hiroshima, and Shizuoka (For Shizuoka, both Busan and Japan major port is
acceptable) - enjoy cost advantages when using Busan for transshipment (See Table 6).
On the other hand, Busan is also superior in terms of shipping time when a container is
transported from Yamaguchi_2, Kitakyushu or Hukuoka city to Long Beach. The

Table 5. Corresponding Japanese major ports

Regional
city

Regional
port

Closest
major port
in Japan

Regional city Regional
port

Closest
major port
in Japan

Sapporo Tomakomai Tokyo Hiroshima Hiroshima Kobe
Aomori Hachinohe Tokyo Yamaguchi_1 Tokuyama Kobe
Akita Akita Tokyo Yamaguchi_2 Shimonoseki Kobe
Sendai Sendai Tokyo Matsuyama Matsuyama Kobe
Niigata Niigata Tokyo Kitakyushu Kitakyushu Kobe
Toyama Toyama Nagoya Hukuoka Hakata Kobe
Kanazawa Kanazawa Nagoya Saga Imari Kobe
Shizuoka Shimizu Yokohama Oita Oita Kobe
Tsu Yokkaichi Nagoya Kagoshima Shibushi Kobe
Okayama Mizushima Kobe Naha Naha Kobe
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reason why the costs of transiting via Japan are largely higher is that the maritime
transportation cost and handling cost are greater. Besides, the inland transportation cost
in Japan is much higher than the maritime transportation cost between the regional
Japanese port and Busan.

Table 7 provides the recommended target transshipment ports for regional Japanese
cities. The regional cities Yamaguchi, Kitakyushu, and Hukuoka are located close to
Busan; they enjoy advantages in both time and cost when Busan is used as the
transshipment port. Thus, Busan can be a good option for the transshipment port for
them. The results of Case I prove that Busan has strong competitive strength for
transshipment.

Table 6. Results of the comparison (Long Beach)

Results of the comparison (Long Beach)

Regional city Regional port Cost (USD) Time (days)
Busan Japan Busan Japan

Sapporo Tomakomai 2427.7 3625.5 18.2 12.0
Aomori Hachinohe 2407.3 2999.6 16.9 11.5
Akita Akita 2148.0 2888.3 15.7 11.7
Sendai Sendai 2142.8 2445.7 16.6 11.4
Niigata Niigata 2145.5 2418.4 16.5 11.4
Toyama Toyama 2013.1 2282.7 15.0 14.0
Kanazawa Kanazawa 2010.7 2132.7 16.1 13.8
Shizuoka Shimizu 2046.5 2041.6 16.5 13.2
Tsu Yokkaichi 2136.1 1708.9 18.2 13.6
Okayama Mizushima 2228.7 1928.9 15.2 14.4
Hiroshima Hiroshima 2180.9 2104.0 15.3 14.7
Yamaguchi_1 Tokuyama 2126.9 2521.0 15.3 14.8
Yamaguchi_2 Shimonoseki 2299.2 2528.5 13.8 14.6
Matsuyama Matsuyama 1967.3 2190.2 16.1 14.5
Kitakyushu Kitakyushu 2001.5 2664.9 13.1 14.8
Hukuoka Hakata 2014.6 2690.3 13.4 14.9
Saga Imari 2272.0 2817.7 16.8 15.0
Oita Oita 2154.8 2778.9 16.2 15.3
Kagoshima Shibushi 2004.8 3170.1 16.3 15.3
Naha Naha 2022.9 3497.5 18.2 15.8
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5 Conclusion

This paper has proposed simulation models of the container transportation network in
the Busan-West Japan region in order to compare the transportation time and cost via
two different transit ports and establish that Busan is more economical than other
options as a transit port. An ARENA simulation model was firstly presented. Then, we
conducted simulation experiments by using actual shipping data. Finally, we recom-
mended the target cities/ports in West Japan after an analysis of the experiment results.
From the analysis of the results of this paper, we can conclude that Busan is a highly
competitive transit port for container transportation for the cities that are located on the
western coast of Japan. However, currently there are a few shipping routes between
these two regions. To obtain benefits for Busan and regional cities in West Japan, more
cooperation should be established between both sides.

Table 7. Target transit port (Long Beach)

Transit port (Long Beach)

Regional city Cost Time

Transit port

Sapporo Busan Tokyo
Aomori Busan Tokyo
Akita Busan Tokyo
Sendai Busan Tokyo
Niigata Busan Tokyo
Toyama Busan Nagoya
Kanazawa Busan Nagoya
Shizuoka Yokohama/Busan Yokohama
Tsu Nagoya Nagoya
Okayama Kobe Kobe
Hiroshima Kobe Kobe
Yamaguchi_1 Busan Kobe
Yamaguchi_2 Busan Busan
Matsuyama Busan Kobe
Kitakyushu Busan Busan
Hukuoka Busan Busan
Saga Busan Kobe
Oita Busan Kobe
Kagoshima Busan Kobe
Naha Busan Kobe
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Abstract. The overall performance of manufacturing companies has become
increasingly dependent on their ability to coordinate a network of suppliers
effectively. For manufacturers of customized equipment, it is even more
important to coordinate several such network relationships concurrently to
achieve service level objectives while minimizing inventory- and quality-related
costs. In this paper, we investigate the causes of delivery variance in an
engineer-to-order supply chain. Using four case companies within the global
supply chain of a customized maritime-equipment manufacturer, we discuss
these causes of delivery-time variance and suggestions for managing them.

Keywords: Performance management � Supplier development
Global manufacturing network

1 Introduction

The overall performance of manufacturing companies – and especially, the ‘on-time’
delivery of products to customers – is increasingly dependent on their ability to
coordinate a network of suppliers effectively. For manufacturers of customized
equipment such as thruster systems used in large ships, purchased components and sub-
assemblies can represent up to eighty percent of the total contract value [1, 2]. Hence,
manufacturers of complex, customized-equipment (also referred to as engineer-to-order
or ETO) often need to coordinate several such networks of suppliers concurrently to
deliver products on time, at minimum cost and at the right quality [2]. Consequently,
the delivery performance of suppliers plays a vital role in the overall delivery per-
formance of ETO manufacturers [1, 2].

Supplier delivery performance is often measured using two performance indicators:
delivery lead-time, which is an indication of how soon an order can be fulfilled; and
delivery reliability, an indication of the variance or the deviation from the expected or
promised ‘delivery window’ [3]. All deliveries outside the expected delivery window
are considered as not being delivered on-time, since they always lead to additional
costs [4] in the form inventory handling costs or disruptions to planned allocation of
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manufacturing resources. It could also be in the form of penalties from the end-
customer for late order delivery.

This paper presents empirical findings (Sect. 4) from an investigation of the causes
of demand variance in a ship building supply chain. The study comprises four suppliers
and a focal company, which manufactures several critical subsystems for ship builders
in Asia and Europe. The management team of the focal company in this study iden-
tified long delivery lead-time and high delivery variability as key issues hampering the
competitiveness of its Asian operations, which is the target of this study. Thus, this
study was commissioned to investigate the factors affecting the delivery performance of
the four tier-2 suppliers – tier-2 because the focal company is itself a ‘tier-1’ supplier
for ship-builders. One important objective of the study, therefore, was to enable
management adequately price the cost of this variance into supply chain transactions
and to serve as a motivation for improvements by its members. To address this
objective, we briefly considered the theoretical background (Sect. 2) for supply per-
formance in ETO supply chains. Thereafter, a description of the data collection
methodology and a case description follows (Sect. 3). The findings are presented in a
structured format (Sect. 4), and discussed in final section.

2 Theoretical Background

2.1 Market and Supply Characteristics of ETO Supply Chains

A central challenge in ETO markets is high demand fluctuation, which is generally
higher than that witnessed in, say, mass production cases, and is almost impossible to
forecast [1, 2, 5]. This condition creates a big challenge for manufacturers and at the
same time, a business opportunity for companies that are able to deliver in short lead
time and within the promised delivery window [6]. In addition to delivery performance,
other sources of competitiveness are: design or engineering competences, price and
responsiveness [1]. High degree of responsiveness is particularly important in the
tendering phase. Caron and Fiore [7] and Gosling and Naim [8] have also identified
flexibility in the order fulfillment process as a crucial for order-winning by ETO
companies. Surveys [9] have further revealed that seventy percent of project-based cost
overruns are due to delivery untimeliness, and that on-time delivery is a good indicator
for projects that want to achieve minimize such costs.

Because of such demand characteristics, combined with the fact that each produced
unit is a large proportion of the production capacity, a major source of risk for ETO
companies is, therefore, that supplier relationships can vary significantly [1, 6]. One
reason for this variation is the demand uncertainty, which limits cooperative long-term
supply chain relations [1]. To cope with this uncertainty, a large portion of production
is outsourced – sometimes up to eighty percent [1, 2]. In order to reduce supply
uncertainty many ETO companies use multi-sourcing [6] which is characterized by
mutual mistrust and “win-lose” transactions [1]. Furthermore, ETO companies recog-
nize that there are benefits in developing suppliers for long-term collaboration [1]. For
those long-term collaborations, the delivery variance must be minimized or eradicated
where possible.
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2.2 Causes of Delivery Variance in Supply Chains

The difficulty in controlling ETO delivery timeliness arises from the poor coordination
of the interface between engineering and production, and especially in coordinating
multiple organizations, not coordination in single organization [10]. Furthermore, the
trend of outsourcing production to low-labour cost countries and retaining engineering
as a core expertise has resulted in an even larger gap between engineering and pro-
duction leading to more delays in delivery. Several other causes have been documented
in the literature [10, 11] namely:

a. Procurement phase delayed due to missing designs and poor quality of
documentation;

b. High number of quality problems at the supplier; information flow not integrated
between supplier and buyer;

c. Poor visibility of business processes by decision makers and workers;
d. Excessive optimism in business partner’s skills;
e. Poor delivery documentation;
f. Long-lead times, which increases the chance of occurrence of unpredicted events

(e.g. strikes, new trade regulations etc.); and
g. Changes in technical requirements after production starts.

Some of causes originate from process and product uncertainty, while others
originate from the people-related and organizational factors.

2.3 Management of Delivery Variance in Supply Chains

According to Guiffrida and Jaber [12], supply chain managers can use delivery-
variance reduction in order to improve delivery performance in a similar way that
quality managers historically used the reduction of process variation to improve pro-
duct quality. In their model, the delivery variance (v) is traded-off against investment in
continuous improvement of on-time delivery (cost). Defining the variables G(v), total
cost supplier untimeliness; Y(v), the expected cost (penalty) of untimely delivery; C(v),
investment cost for delivery variance reduction; and v, delivery variance, Guiffrida and
Jaber [12] obtained the following (Fig. 1):

Fig. 1. Optimal delivery variance model [12]
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The model suggests that there is a variance level, v*, at which total cost of
untimeliness is minimized. This indicates that a trade-off must be regarding (a) how
much to invest in efforts to reduce the cost of untimely delivery and (b) how much
penalty is expected due to untimely delivery. Several ways to control this variance have
been reported namely: the supplier gaining tighter control over process flow times;
enhanced coordination of freight transport; more efficient material handling of out-
bound stock by the supplier and inbound stock by the buyer; and improved commu-
nications between both parties [12, 13].

3 Methodology and Case Description

3.1 Data Collection Method

This paper uses a case study design with five units of analysis – the four tier-2
suppliers, serving a common customer which will be referred to as Company S – not
real name. Company S is a customized-equipment manufacturer serving the ship
building industry. Data is collected using semi-formal interviews based on an interview
guide, in addition to factory tours at Company S and the four tier-2 suppliers. The
interviews were conducted with the supply chain management staff of Company S by
the second author using an interview guide, with follow-up phone calls and meetings
with the four suppliers for clarification and verification.

The objective of the interview was to identify the critical processes and procedures
that contribute to poor supplier delivery performance at the four tier-2 suppliers. The
interview guide was designed to elicit the causes for poor delivery performance, the
implications of poor supplier delivery performance, and the current supplier delivery
performance practices. Followed-up meetings aimed to elicit managers’ recommen-
dations about how the delivery performance could be improved.

3.2 Case Selection and Description

The four suppliers operate in China and Europe, while Company S has its headquarters
in Europe and a production subsidiary in China. Out of several suppliers, these four
suppliers (of Company S) were selected based on following criteria:

a. The supplier has underperformed the expectations and targets set by Company S
during the past two or more years;

b. The suppliers deliver different kind of components which have a significant impact
on the operational performance of Company S.

Supplier A is a European company producing slip ring units, which are one of the
most critical outsourced subassemblies in Company S products. Design and production
of main components are carried out in Europe, after which those components are
shipped to China for other production activities. Customers, such as Company S, place
orders through the main office in Europe.

Supplier B manufactures larger casted main components for Company S. The
production process has two phases – casting and machining. These phases are carried
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out in separate sections within the same plant in China and shipped to Company S. The
components are partly made-to-stock in the casting phase and made-to-order in the
machining phase.

Supplier C is responsible for machining several key components. For this study,
three most valuable components are considered. Supplier C ships components directly
to Company S after the production. All components are made-to-order.

Supplier D delivers numerous types of hydraulic systems components such as
hoses, couplings and connectors from its facilities in Northern Europe from where all
orders are fulfilled and shipped to Company S in China. The hoses are made-to-order
while the rest of the components are standard and directly shipped from the stock.

4 Causes of Delivery-Time Variance

In this section, the causes for high delivery-time by the case suppliers are presented -
see Table 1. Poor delivery performance by these suppliers to Company S typically
disrupts its production plans in two ways. Firstly, since the production planning at
Company S is scheduled based on the available production slots and delivery dates
promised to the customer, delivering earlier than agreed is generally disadvantageous.
This due to increased inventory levels and capital tie-downs.

Meanwhile, the second issue – of late deliveries from supplier – is adjudged by
Company S to be of greater criticality. Such delays lead to production stoppages,
waiting, overtime work, risk of high penalty and reputational damage from the ship-
yards. These then lead to increased costs in project execution and reduced profitability.
To manage its own consequent order fulfillment process variability, which is relatively
high, Company S uses internal buffers.

Table 1. Summary of observations at the case companies

Supplier A Supplier B Supplier C Supplier D

Primary
source of
untimely
delivery

Poor coordination
between design
departments of Co.
S and Sup-A

Defective output
from the casting
process

Lack of process
standardization

Long transport
time;
inflexibility in
order fulfilment
process

Where/when
does it
happen?

Design phase, due
to need for
customer and 3rd

party approval

Casting process
facility

Entire
operation
relating to this
supply chain

Rush orders

Other
observations

Internal planning
and control
problems leading to
missing parts

Poor coordination
within the two sites;
high inventory after
casting process

Need to have
large time
buffers for
delivery of
orders

Internal
planning and
control, leading
use of large
buffers
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5 Discussion and Conclusions

The purpose of this paper was to investigate the causes of delivery variance in a global,
engineer-to-order maritime-equipment supply chain. Furthermore, we wanted to
observe how those causes are managed in an empirical setting – the focal company of
this study and four of its main suppliers. We found that the most significant causes for
delays were poor communication and coordination at Supplier A, process inefficiency
at Supplier B, lack of process standardization at Supplier C, and a long transport
distance in addition to inflexibility in the order-fulfilment process at Supplier D. The
lack of transparency in suppliers’ order fulfillment process made it difficult for Com-
pany S to coordinate and manage suppliers. Very often, problems are discovered much
later in the production process. As a result, it is highly problematic to trace the
sequence of events that led to the issue precisely, and thus develop solutions to avoid
such issues in the future. This is especially true with supplier A and B, who produce
long lead-time components.

One reason for this is that process times are not measured at the suppliers, making it
very difficult to trace the sources of process variability. Therefore, one key outcome of
this study was the proposal that Company S and its suppliers begin to monitor actual
process times or order fulfillment times, especially for orders involving long lead-time
items. Another suggestion is to introduce delivery-time windows (or period) in pur-
chase orders, thus allowing suppliers more flexibility in planning their own production
to accommodate other operational constraints. In cultures where there is punishment for
revealing issues, a management policy that rewards openness – maybe in the form of a
continuous improvement programme – will lead to improvements.

Culture also plays a role – both within the focal company and at the suppliers. We
observed that workers at the suppliers were afraid of being caught to have made
mistakes, and for issues to be traced back to them. For the same reason, supplier
development is also difficult because the local supply chain team (i.e., in Asia as
opposed to Europe-based headquarters) of the focal company prefers that problems are
not traceable. This way, those knotty issues can easily be ascribed (and this is often the
case) to the differences between the European and Asian business environment.

Future research will extend the preliminary findings of this study by investigating
how the use of penalties and rewards will work in this setting. In the next phase of this
study, the use of a systematically determined penalty for untimely delivery from
suppliers will be explored within this supply chain, as this is currently not in use. The
penalty can be based on a revised and agreed delivery-time window, so that suppliers
know the customer requirements, and are motivated to improve delivery-time perfor-
mance. In the same vein, manufacturers such as Company S could also explore the
possibility of rewarding suppliers who consistently exceed the performance targets
either by publicizing this or by awarding a rank score which will influence future
contract awards.
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Abstract. Discrete Event Simulation (DES) is a well-known approach to
simulate production environments. However it was rarely used for operative
planning processes and to our knowledge never in terms of multiple disposition
levels. In this paper we develop the necessary adjustments to use DES for this
purpose and show some theoretical advantages.

Keywords: Discrete Event Simulation � Advanced planning
Production optimization � Multi-level production

1 Introduction

Companies strive for competitive advantages. With the proliferation of modern
machinery the focus has changed to a higher relative importance of time-to-delivery, a
reliable order promising and high utilization of expensive assets as quality and product
features become more and more standard [1]. All these factors are highly influenced by
the production planning. IT systems were developed and deployed in order to improve
these functions. This started from material requirements planning (MRP) systems
which do not consider capacities and recently advanced planning systems (APS) which
do.

The acceptance of such software packages is somewhat limited as often companies
experienced so called ERP-nervousness [2]. This term implies that the planning results
– most importantly promised delivery dates – vary from planning run to planning run
and leave customers and companies puzzled for a reliable deadline. On the other hand,
Discrete Event Simulation (DES) – or more generally simulation – has been used for a
long time to model uncertainties and provide reliable insights under stochastic
conditions.

Before a literature survey is given, the next chapter will outline the problem and
some generally applicable principles. In the literature survey we will consider briefly
alternative solution approaches and their shortcomings before focusing on DES and its
current lack of support for multi-level production planning. In the remainder we will
present the solution approaches.
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2 Problem Description

This paper focuses on job shops. The machines are grouped by their technological
characteristics and not by the sequence of the jobs on hand as these might differ
significantly. The production is described by a set of production orders, each consisting
of a sequence of operations. Every operation requires a machine and an operator for a
specific time. The operators are qualified only for some machines and not for others.
Furthermore some operations have a bill-of-material which describes the required
components.

The existence of significant setup times mandates the production of larger lot sizes
which in turn mean that one production order might fulfill multiple demands. Therefore
n:m relationships between component manufacturing orders and assembly orders might
exist and this is repeated over different levels of production. E.g. a set of hundreds of
pistons is manufactured which in turn is used to produce different engines which are
then used for multiple cars. We will refer to this as order networks, describing the
component flow between different orders, and multi-level production.

The objective of any production planning algorithm must be to time the execution
of the operations in such a way, that (a) machines are utilized as much as possible
(b) stocks are kept to a minimum and therefore produced as late as possible (c) dead-
lines for deliveries are met for the overall products.

While these objectives should be fulfilled in the best possible way the restrictions
have to be taken into account: (a) Material availability (no production can be scheduled
before the components are ready) (b) machine and personal capacity has to be available
and (c) may not be double-booked. Obviously deviations from the plan will happen and
must therefore be buffered against which increases stock levels and reduces overall
efficiency.

3 Literature Survey

3.1 Classical Approaches Without Simulation

Many companies use an MRP like system [3]. These systems generate assembly orders
for the customer orders and derive secondary demands from the bill-of-material
information. In order to do so, they sort all materials by their disposition level and
calculate for each level the demand. In terms of timing they assume a fixed lead time
per material or operation. This approach however does not take the actual capacity into
account and therefore generates invalid plans [4]. Additionally small changes in
available quantities have significant impact on the deadlines [5].

Another approach is to use linear optimization programs that depict the capacity as
a set of equations where the sum of all processing times in a period may not exceed a
threshold [6]. These systems are computationally complex and therefore often have to
be very simplified models of reality.

A well utilized approach is job-based-sequencing [7, 8]. In this approach the final
orders are sorted by their creation date. The algorithm works its way backwards from
the last to the first operation and finds a slot in the Gantt-chart of a machine where to
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plan the order. If components are needed, they are scheduled in the same way.
However, this approach has multiple draw-backs:

• As the free slots get smaller and smaller, large operations cannot be scheduled in
and require the system to find a slot with long lead times

• For the same reason a minor disruption needs to find a new slot which might differ
significantly from the previously assigned slot, so small changes result in dispro-
portionally large shifts of overall planned deliveries.

• Once the system comes into the past it switches to a forward calculation, but usually
it does not change the already scheduled sub-components which are therefore
delivered too early.

3.2 Priority Based (Simulation) Approaches

Another approach is based on priority rules. In every situation the sequence is built by
ordering the operations according to a simple rule. These approaches are often used for
“Leitstand”-type systems which only plan short term operations but take the earliest
start and latest end date per order from another (MRP)-system.

A number of works starting in the 1960 have analyzed the effect of priority rules on
certain target objectives. An excellent overview is given by Ramasesh [9]. In this paper
among others the coordination of multiple components in an assembly job is proposed
via means of different rules which assign priorities based on the question whether an
order is on a critical path or not. However, this implicitly assumes that the assignment
of component orders to the assembly order is fixed and known in advance. In contrast
classical approaches are able to reassign material reservations and thus use an addi-
tional degree of freedom to optimize performance.

A specific implementation of this is discrete event simulation that uses priority rules
to simulate the passage of time [10, 11]. There at every time step the most urgent job is
scheduled on a machine. The end of a job or a shift is an event which triggers the
selection of the next job from the queue. This might include Kanban-like material
systems, in which the event “out-of-stock” generates a new production order. This does
not include the handling of “push”-type orders for which no regular stock is held as is
the case in manufacturing-to-order environments. The name is unfortunate, because it
mixes the algorithm (prioritized queues, event based processing) with the purpose
simulation. However, the algorithms yields dates for each operation and therefore the
same result as classical day-to-day planning approaches.

Yet, these systems are focused very much on high-level capacity and strategy
analysis instead of a productive scheduling [12]. The few exceptions were generally in
the semi-conductor field [13, 14] where very complex routings have to be faced, yet
material availability and therefore order networks are not needed.

Some approaches have tried to combine simulation approaches with other systems.
Some authors use simulation results considering capacity to adopt the lead times of
MRP-like systems [15, 16]. Graves and Milne propose a way to schedule the order
release based on previous simulation results by allowing a maximum threshold of time
in the system [17]. Again other works combine DES with optimization approaches,
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typically meta-heuristics as genetic algorithms or simulated annealing. None of these
use the DES as a full production planning program in its own right [11, 14, 15].

3.3 Summary of Literature Survey

A vast body of literature exists on a number of classical, non-simulation based planning
solutions. But small deviations lead to massive changes in the planning result (Ner-
vousness). On the other hand Discrete Event Simulation has been used successfully in
highly uncertain environments as strategic planning and factory design. However, it
was mostly limited to that role. Again there are many such papers (Table 1).

There are far fewer papers for the usage of DES in day-to-day production planning,
but these fall in two categories: (a) Scheduling single-level productions or (b) the
combination of DES with other systems, e.g. genetic algorithms or simulated annealing
or MRP systems. Both approaches follow the hierarchical planning paradigm in which
capacity and material are planned separately.

This paper shall develop a system based on DES, which uses the inherent stability,
but extends it towards the requirements for a day-to-day planning in multiple dispo-
sition levels. This is not trivial for reasons given in the solution part.

4 Solution Approach

In this article a system based on a discrete event simulation was developed to work on
multi-level-order networks. The implementation was done in Java. The data model
consists of orders which (with the exception of customer orders) deliver a material to
stock and contain a number of operations. These operations require a machine for a
certain processing time and a minimum time between operations for transport. The
machine itself needs a qualified person from a pool. The operators have a set of shifts in
which they can work. The start and end of a shift as well as the start and end of the
processing of an operation are depicted as events in the DES. Additionally the end of
an order triggers the start of succeeding operations of other orders. Some of the
additional, novel aspects needed for an operative planning are described in the fol-
lowing part.

Table 1. Comparison of approaches in literature

Criteria DES Classical This paper

Calculates dates on operation level Yes Yes Yes
Reduces nervousness Yes No Yes
Used for day-to-day planning Rarely Yes Yes
Copes with multiple disposition levels as stand-alone tool No Yes Yes
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4.1 The Due Date Problem

The due dates are calculated by a fixed lead time which is calculated backwards from
customer orders to its components. The resulting deadline might be in the past as it is
only used for the priority rules, not the actual calculation of planned dates. While
conventional due dates consist of just one date, the operative planning required a split
between the wish of the customer (often unrealistic, but the earliest allowed delivery
time) and the order promise date which results from the first capacitated planning run.
Therefore an internal synthetic date is used as due date. This is calculated as follows:
As long as the (simulation) time is before the promised date (calculated backward from
the last to the first operation with fixed lead time), the wished date is used. However,
once the promised date is before the simulation time, so that the order is getting urgent,
than the promised date is used minus a large surcharge (e.g. 10 years) to make sure that
promised orders have higher priorities than a mere wish. This additionally allows
having different surcharges for different customers, yet keeping the capacity available
unless the due date is really in danger.

4.2 The Order Release Problem

As a DES is a forward calculating system the order release is a major problem. Without
such a mechanism it would flush all orders immediately into the (simulated) produc-
tion. However, it became clear in first experiments that low priority orders finish their
operations more or less regardless when they are released. This happens because the
relative order of the due dates and the capacity constraints just lead to a longer waiting
time. Therefore the date results (last Plan = LP) from one planning run are used to
determine the order release as a fixed lead time before the next run. Therefore only a
fixed advancement for the LP is allowed. Experiments show very little deviations
between the planning runs despite vastly different order release times. In the second
planning run orders are often released weeks after the results from the first run.
Consecutively they finish the first operations much faster, but at the bottleneck (and one
operation is always the bottleneck) and after the difference mostly is down to a few
minutes.

While this logic discusses only the order release based on bottlenecks in later
operations and has little advantages over CONWIP (constant level of Work-in-
progress) or other mechanisms here, it can be extended to order networks. In this case a
late assembly (e.g. because of a late purchase order) allows the manufacturing of
components only a fixed lead time in advance of the calculated planned date. In other
words: In a first simulation run all orders are released quite early (only restricted by the
wish-date). A late purchase order or a capacity bottleneck results in a late delivery
(despite potentially a high priority). This information is used to withhold the order
release in the second run for a fixed lead time of the date calculated in the first run. This
second run takes place immediately after the first run and together they form a pro-
duction plan. As discussed analysis shows that despite large differences in order release
times the final outcome does virtually not change.
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4.3 The Material Availability

At the core of the system is the ability to account for material not yet on stock or in
other words the capacitated, simultaneous planning of multiple disposition levels. The
actual check for the availability is quite simple: The bill of material for an operation is
known and its start is only allowed once all requirements are fulfilled.

Also the assignment of material to one of multiple, competing demands can just be
handled in the same way as any other priority rule for capacities. However the prior-
isation of production orders becomes much more complex and is subject to ongoing
experiments.

In a discrete event simulation the speed of the processing of an order depends on
the priority an order has. This priority in turn depends on the usage. So a production
order which is only delivered to stock will have a lower priority and hence slower
progress than an order used for an urgent customer order. Thus unwanted and hard to
solve feedback loops are happening where changes in the assignment of material
reservations have impact on the planned dates and therefore the database of the
assignment. We will report hopefully in the near future on progress on this topic.

5 Evaluation

The developed system is used by an industrial company in a real-world example since
2016. Before the introduction of the new DES-based system a Job-based-sequencing
(JBS) was used. The company has roughly 400 employees, thereof 100 in direct
manufacturing. The monthly revenue is ca. 5 million €, the total order book contains
4000 customer orders with 20 million € worth. Every day 30.000 manufacturing
operations are planned within less than a minute (JBS needed hours). The planning
results in terms of revenue, utilization etc. are approximately comparable between JBS
and DES and obviously depend strongly on the production environment.

After the rollout of the new system the actual delivery performance (# of orders
delivered on time) increased from 75% to 85%.

To separate the real-world influences from planning performance the planning
results for two consecutive days were compared. 3.488 identical customer orders were
planned on both days. After this one day DES had 136 delayed orders (3.9%) compared
to the previous planning run. However, only 46 (1.32%) were delayed by more than
one day so that a small change had a disproportionate effect. The respective figures for
the JBS were 22% and 5% and therefore worse by a factor of 4-5.

6 Conclusion and Outlook

Production planning and scheduling remain important, yet not fully satisfactory solved
problems. One of the most pressing one is the nervousness, defined as a permanent
change of planned delivery times from planning run to planning run despite only
modest changes of the input. Existing systems tend to increase this problem while
discrete event simulation from its base in simulation under highly unreliable and

430 E.-A. Stehr et al.



stochastic data promises a better performance in this way. However the usage of
multiple production echelons requires many changes to the original idea of a DES.

The separate train of thoughts of simulation experts and operative planners has so
far inhibited the development of such extensions to the algorithms. While our solution
is not yet fully finished we have some very promising indications. This includes
apparently a much more robust planning result especially compared to job based
sequencing. The outlook is therefore twofold:

• To fully develop a system to improve the material reservation in a multi-level
production environment. This has to focus on the priorisation of component orders
and the (re)-assignment of demand material reservations under the framework of a
DES.

• Further evaluation of the complete system against a set of performance criteria,
namely the quality of the plan (measured in utilization and output, tardiness, stock
levels and so forth) and the stability of the plan (measured in the change of planned
delivery dates under defined levels of changed input).
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Abstract. Pricing and ordering decision in multi-period supply chain
environments is not explored comprehensively. We consider three prag-
matic procurement scenarios where the retailer can procure products
(i) by maintaining strategic inventory, (ii) in bulk in first-period and dis-
tribute them in forthcoming selling period, and (iii) without maintaining
any inventory. The results suggest that conventional single period plan-
ning exhibit sub-optimal characteristics. Build-up strategic inventory is
not always profitable for the retailer. The retailer can also earn more
profits by employing a bulk procurement strategy.

Keywords: Multi-period supply chain · Inventory · Game theory

1 Introduction

Efficient inventory management is one of the key issues in retailing. Retailers
maintain inventory to reduce transportation cost, take advantage of quantity dis-
counts, ensure continuity of selling activities, evade variations in wholesale price
and demand etc. [4,5,9,10]. However, Anand et al. [1] reported that retailer’s
decision to maintain inventory in multi-period supply chain interactions under
manufacturer-stackelberg game can reduce the degree of double marginalization.
They found that the retailer can force the manufacturer to reduce the wholesale
price of forthcoming periods by maintaining surplus order quantities as strate-
gic inventory. Arya and Mittendorf [3] proved that the manufacturer can curtail
advantage of the retailer in building strategic inventory by introducing consumer
rebate. Consumer rebate prevents the retailer to maintain high amounts of SI.
Arya et al. [2] extended this enticing stream of research and compare the effect of
SI in the presence of multiple retail outlets. Hartwig et al. [6] conducted empirical
investment to explore the effect of SI and found that the retailer can immensely
induce differentiated wholesale pricing behaviour by building up SI. Mantin and
Jiang [7] explored the impact of the product quality deterioration in the pres-
ence of SI. Moon et al. [8] analyzed the impact of SI in perspective of supply

c© IFIP International Federation for Information Processing 2018
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chain coordination. They found that the optimal supply chain profit cannot be
achieved by implementing quadratic quantity discount contract mechanism. All
the above cited contributions consider multi-period interaction among supply
chain member to explore the consequences of SI.

In the existing literature on supply chain models, it is assumed that the
retailer procures products to satisfy demand in each selling period. However, in
practice, the retailer maintains SI to satisfy future demand. But, to the best
of the authors’ knowledge, the advantage of SI is not fully explored in current
state. We consider three procurement decision for the retailer and explore the
pricing and ordering behaviour under five consecutive selling period. It is found
that the pricing behaviour is correlated with procurement decision. The single-
period procurement decision always leads to suboptimal solution. The supply
chain members can receive higher profit if the retailer maintains SI or procures
in bulk.

2 Problem Description

We explore the interaction in a serial supply chain with one retailer and one
supplier under price-sensitive demand in a fifth-period game. The retailer in the
supply chain has a downstream retail monopoly and rely solely on the upstream
supplier for the retailed good. Three procurement strategies are considered. In
first procurement strategy (WSI), the retailer may maintain SI in between two-
consecutive selling period. In Second procurement strategy (BP), the retailer
procures in bulk for the first selling period and distribute those in forthcoming
periods. Third procurement strategy (BM) is similar to the conventional litera-
ture, where the retailer procures products to satisfy demand for each period. We
consider linear price sensitive demand and derive optimal solution. For feasibility
of the optimal solution, it is assumed that the retail (pt) and wholesale prices
(wt) at each period satisfy the following relations pt > wt > 0, ∀t = 1, . . . , 5.
The unit holding cost for the retailer is h. All the parameters related to market
demand are common knowledge between supply chain members [6].

2.1 Optimal Decision in the Presence of SI

At the beginning of each period (t = 1, · · · , 5), the supplier determines a whole-
sale price (wwsi

t ). The retailer then procures (Qwsi
t ) amounts of product and sets

retail price (pwsi
t ) to satisfy market demand (qwsi

t = a − bpwsi
t ). If the procured

quantity at each period is larger than the quantity sold in the that period (i.e.,
if Qwsi

t > qwsi
t ), then the retailer builds up SI (Iwsi

t = Qwsi
t − qwsi

t ) to be sold
in the immediate period and invests hIwsi

t as holding cost. The profit functions
for the supplier and retailer are obtained as follows:
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πwsi
r5 = pwsi

5 (a − bpwsi
5 ) − wwsi

5 (a − bpwsi
5 − Iwsi

4 )
πwsi

m5 = wwsi
5 (a − bpwsi

5 − Iwsi
4 )

πwsi
r4 = pwsi

4 (a − bpwsi
4 ) − wwsi

4 (a − bpwsi
4 + Iwsi

4 − Iwsi
3 ) − hIwsi

4 + πwsi
r5

πwsi
m4 = wwsi

4 (a − bpwsi
4 + Iwsi

4 − Iwsi
3 ) + πwsi

m5

πwsi
r3 = pwsi

3 (a − bpwsi
3 ) − wwsi

3 (a − bpwsi
3 + Iwsi

3 − Iwsi
2 ) − hIwsi

3 + πwsi
r4

πwsi
m3 = wwsi

3 (a − bpwsi
3 + Iwsi

3 − I2wsi) + πwsi
m4

πwsi
r2 = pwsi

2 (a − bpwsi
2 ) − wwsi

2 (a − bpwsi
2 − Iwsi

1 + Iwsi
2 ) + πwsi

r3 − hIwsi
2

πwsi
m2 = wwsi

2 (a − bpwsi
2 − Iwsi

1 + Iwsi
2 ) + πwsi

m3

πwsi
r1 = pwsi

1 (a − bpwsi
1 ) − wwsi

1 (a − bpwsi
1 + Iwsi

1 ) − hIwsi
1 + πwsi

r2

πwsi
m1 = wwsi

1 (a − bpwsi
1 + Iwsi

1 ) + πwsi
m2

The optimal solution for the retailer fifth-period optimization problem presented
in the first equation is obtained by solving dπwsi

r5
dpwsi

5
= 0. On simplification, we have

pwsi
5 = a+bwwsi

5
2b . The optimal solution for the supplier fifth-period optimization

problem presented in the second equation is obtained by solving ∂πwsi
m5

∂wwsi
5

= 0.

On simplification, one can obtain wwsi
5 = a−2Iwsi

4
2b . The profit function for the

retailer and supplier in fifth-period is concave because d2πwsi
r5

dpwsi
5

2 = −2b < 0 and
d2πwsi

m5

dwwsi
5

2 = −b < 0, respectively.
Substituting the optimal response obtained in fifth-period, profit function for

the retailer in fourth-period is obtained as follows:

πwsi
r4 =

a2 + 12aIwsi
4 − 12Iwsi

4
2

16b
+ pwsi

4 (a − bpwsi
4 ) − (a − Iwsi

3 − bpwsi
4 )wwsi

4 − hIwsi
4

The optimal solution for the above problem is obtained by solving ∂πwsi
r4

∂pwsi
4

= 0

and ∂πwsi
r4

∂Iwsi
4

= 0. On simplification, pwsi
4 = a+bwwsi

4
2b and Iwsi

4 = 3a−4b(h+wwsi
4 ))

6 .
Substituting optimal response, the profit function for the supplier is obtained as
πwsi

m4 = (a−Iwsi
3 )wwsi

4 + b(4h2−4hwwsi
4 −17wwsi

4
2
)

18 . After solving first order condition,

the wholesale price for the fourth period is obtained as wwsi
4 = 9a−2bh−9Iwsi

3
17b .

Because ∂2πwsi
r4

∂pwsi
4

2 = −2b < 0 and ∂2πwsi
r4

∂pwsi
4

2
∂2πwsi

r4

∂Iwsi
4

2 −
(

∂2πwsi
r4

∂Iwsi
4 ∂pwsi

4

)2

= 3 > 0;

and ∂2πwsi
m4

∂wwsi
4

2 = − 17b
9 < 0, the profit function of the retailer and supplier are

concave. Similarly, the profit function for the retailer in third-period is obtained
as follows:

πwsi
r3 =

155a2 − 118abh + 304b2h2 + 846aIwsi
3 − 460bhIwsi

3 − 423Iwsi
3

2

1156b

+pwsi
3 (a − bpwsi

3 ) − (a − Iwsi
2 + Iwsi

3 − bpwsi
3 )wwsi

3 − hIwsi
3
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Corresponding optimal retail price and SI are pwsi
3 = a+bwwsi

3
2b and Iwsi

3 =
423a−2b(404h+289wwsi

3 )
423 , respectively. Substituting optimal response for the retailer,

profit function for the supplier in third-period is obtained as follows:

πwsi
m3 =

3awwsi
3 − 2Iwsi

2 wwsi
3

2
+

b(38824h2 − 27400hwwsi
3 − 54561wwsi

3
2)

39762

and corresponding wholesale price is wwsi
3 = 59643a−27400bh−39762Iwsi

2
109122b . Note the

the third-period optimization problem for the retailer and supplier are concave

because ∂2πwsi
r3

∂pwsi
3

2 = −2b < 0 and ∂2πwsi
r3

∂pwsi
3

2
∂2πwsi

r3

∂Iwsi
3

2 −
(

∂2πwsi
r3

∂Iwsi
3 ∂pwsi

3

)2

= 423
289 > 0; and

∂2πwsi
m3

∂wwsi
3

2 = − 18187b
6627 < 0. The second-period profit function for the retailer is

obtained as follows:

π
wsi
r2 = p

wsi
2 (a − bp

wsi
2 ) − (a − I

wsi
1 + I

wsi
2 − bp

wsi
2 )w

wsi
2 − hI

wsi
2 +

0.208932a2 − 0.335467abh + 1.17731b2h2 + 0.721424aIwsi
2 − 0.776356bhIwsi

2 − 0.240475Iwsi
2

2

b

Corresponding optimal retail price and SI are pwsi
2 = a+bwwsi

2
2b and Iwsi

2 =
3a
2 − 2b(5288037907h+2976902721wwsi

2 )
2863480311 , respectively. Substituting optimal response,

the profit function for the supplier in second-period is obtained as πwsi
m2 =

2awwsi
2 − Iwsi

1 wwsi
2 + b(2.62087h2 − 1.41726hwwsi

2 − 1.79158wwsi
2

2
), and correspond-

ing wholesale price is wwsi
2 = 0.558166a−0.395535bh−0.279083Iwsi

1
b . Note the second-

period optimization problem for the retailer and supplier are concave because
∂2πwsi

r2

∂pwsi
2

2 = −2b < 0 and ∂2πwsi
r2

∂pwsi
2

2
∂2πwsi

r2

∂Iwsi
2

2 −
(

∂2πwsi
r2

∂Iwsi
2 ∂pwsi

2

)2

= 0.961899 > 0; and
∂2πwsi

m2

∂wwsi
2

2 = −3.58316b < 0, respectively. Finally, the first-period profit function
for the retailer is obtained as follows:

πwsi
r1 =

1
b
[0.285445a2 − bIwsi

1 (2.1416h + wwsi
1 ) + ab(pwsi

1 − wwsi
1 − 0.716806h)

+0.714555aIwsi
1 − 0.178639Iwsi

1

2
+ b2(3.19862h2 − pwsi

1 (pwsi
1 − wwsi

1 ))]

Correspondingly optimal retail price and SI are pwsi
1 = a+bwwsi

1
2b and Iwsi

1 =
2a−5.99421bh−2.79895bwwsi

1 . Substituting the optimal response for the retailer,
the profit function for the supplier in first-period is obtained as follows:

πwsi
m1 = 2.5awwsi

1 + b(5.54404h2 − 2.41898hwwsi
1 − 2.20576wwsi

1

2
)

and corresponding wholesale price is wwsi
1 = 0.566697a−0.548333bh

b . Note that the
first-period optimization problem for the retailer and supplier are concave as
∂2πwsi

r1

∂pwsi
1

2 = −2b < 0 and ∂2πwsi
r1

∂pwsi
1

2
∂2πwsi

r1

∂Iwsi
1

2 −
(

∂2πwsi
r1

∂Iwsi
1 ∂pwsi

1

)2

= 0.714555 > 0; and
∂2πwsi

m1

∂wwsi
1

2 = −4.41153b < 0, respectively. By using back substitution, one can
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obtain the following optimal solutions:

w
wsi
1 =

0.783349a − 0.274166bh

b
w

wsi
2 =

0.442669a + 0.849025bh

b
w

wsi
3 =

0.335378a + 1.73797bh

b

w
wsi
4 =

0.242614a + 2.15087bh

b
w

wsi
5 =

0.161743a + 2.10058bh

b

p
wsi
1 =

0.783349a − 0.274166bh

b
p

wsi
2 =

0.721334a + 0.424512bh

b
p

wsi
3 =

0.667689a + 0.868984bh

b

p
wsi
4 =

0.621307a + 1.07544bh

b
p

wsi
5 =

0.580871a + 1.05029bh

b

I
wsi
1 = 0.413846a − 4.45946bh I

wsi
2 = 0.579595a − 5.45874bh

I
wsi
3 = 0.541729a − 4.28498bh I

wsi
4 = 0.338257a − 2.10058bh

π
wsi
r5 =

0.230379a2 − 0.509631abh − 3.30933b2h2

b2
π

wsi
m5 =

2.20622(0.0769991a + bh)2

b2

π
wsi
r4 =

0.423153a2 − 1.75473abh − 4.75054b2h2

b2
π

wsi
m4 =

0.0555915a2 + 0.985682abh + 4.59145b2h2

b2

π
wsi
r3 =

0.546283a2 − 3.20185abh − 1.7504b2h2

b2
π

wsi
m3 =

0.154342a2 + 1.59964abh + 5.12115b2h2

b2

π
wsi
r2 =

0.550566a2 − 3.71641abh + 4.73697b2h2

b2
π

wsi
m2 =

0.35107a2 + 1.34668abh + 3.91231b2h2

b2

π
wsi
r1 =

0.362978a2 − 1.25738abh + 6.82633b2h2

b2
π

wsi
m1 =

0.708371a2 − 1.37083abh + 6.20725b2h2

b2
.

2.2 Optimal Decisions in Scenario BP

At the beginning of first period, the supplier determines a wholesale price (wbp
1 )

and then the retailer procures a − bpbp
1 +

∑4
t=1 Ibp

t unit of products and sets the
retail price (pbp

1 ). In next four selling period, the supplier determines wholesale
price (wbp

t ) and then the retailer procures (qbp
t = a − bpbp

t − Ibp
t−1)(t = 2, · · · , 5)

units of product and sets retail price (pbp
t ) to satisfy market demand. The profit

functions of the supplier and retailer for five consecutive selling periods are
obtained as follows:

πbp
r5 = pbp

5 (a − bpbp
5 ) − wbp

5 (a − bpbp
5 − Ibp

4 )

πbp
m5 = wbp

5 (a − bpbp
5 − Ibp

4 )

πbp
r4 = pbp

4 (a − bpbp
4 ) − wbp

4 (a − bpbp
4 − Ibp

3 ) − hIbp
4 + πbp

r5

πbp
m4 = wbp

4 (a − bpbp
4 − Ibp

3 ) + πbp
m5

πbp
r3 = pbp

3 (a − bpbp
3 ) − wbp

3 (a − bpbp
3 − Ibp

2 ) − h(Ibp
3 + Ibp

4 ) + πbp
r4

πbp
m3 = wbp

3 (a − bpbp
3 − Ibp

2 ) + πbp
m4

πbp
r2 = pbp

2 (a − bpbp
2 ) − wbp

2 (a − bpbp
2 − Ibp

1 ) − h
∑4

t=2
Ibp
t + πbp

r3

πbp
m2 = wbp

2 (a − bpbp
2 − Ibp

1 ) + πbp
m3

πbp
r1 = pbp

1 (a − bpbp
1 ) − wbp

1 (a − bpbp
1 +

∑4

t=1
Ibp
t ) −

∑4

t=1
Ibp
t + πbp

r2

πbp
m1 = wbp

1 (a − bpbp
1 +

∑4

t=1
Ibp
t ) + πbp

m2

The optimal solution for the retailer fifth-period optimization problem is
obtained by solving dπbp

r5

dpbp
5

= 0. On simplification, we have pbp
5 = a+bwbp

5
2b . The
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optimal solution for the supplier fifth-period optimization problem is obtained
by solving ∂πbp

m5

∂wbp
5

= 0. On simplification, one can obtain wbp
5 = a−2Ibp

4
2b . The

profit function for the retailer and supplier in fifth-period are concave because
d2πsi

r5

dpbp
5

2 = −2b < 0 and d2πbp
m5

dwbp
5

2 = −b < 0, respectively. Similar to previous subsec-

tion, the profit function for the retailer in first-period is obtained as follows:

π
bp
r1 =

a2 − 3I
bp
1

2
+ 3a(I

bp
1 + I

bp
2 + I

bp
3 + I

bp
4 ) − 4bh(I

bp
2 + 2I

bp
3 + 3I

bp
4 ) − 3(I

bp
2

2
+ I

bp
3

2
+ I

bp
4

2
)

4b

+(p
bp
1 − w

bp
1 )(a − bp

bp
1 ) − (I

bp
1 + I

bp
2 + I

bp
3 + I

bp
4 )w

bp
1 − h(I

bp
1 + I

bp
2 + I

bp
3 + I

bp
4 )

Optimal solution for the retailer first-period optimization problem is obtained
by solving ∂πbp

r1

∂pbp
1

= 0; ∂πbp
r1

∂Ibp
1

= 0; ∂πbp
r1

∂Ibp
2

= 0; ∂πbp
r1

∂Ibp
3

= 0 and ∂πbp
r1

∂Ibp
4

= 0, simultaneously.

After solving, following solution is obtained: pbp
1 = a+bwbp

1
2b ; Ibp

1 = 3a−4b(h+wbp
1 )

6 ;

Ibp
2 = 3a−4b(2h+wbp

1 )
6 ; Ibp

3 = 3a−4b(3h+wbp
1 )

6 ; Ibp
4 = 3a−4b(4h+wbp

1 )
6 .

We compute the following Hessian matrix to check concavity:

H
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The values of principal minors are Δ1 = −2b < 0; Δ2 = 3 > 0; Δ3 = − 9
2b < 0;

Δ4 = 27
4b2 > 0 and Δ5 = − 81

8b3 < 0, i.e. profit function for the retailer is concave.
Substituting the optimal response for the retailer, the profit function for the

supplier in first-period is obtained as πbp
m1 = 45awbp

1 +b(120h2−40hwbp
1 −41wbp

1
2
)

18 and
the corresponding wholesale price is wbp

1 = 5(9a−8bh)
82b . By using back substitution,

one can obtain the following optimal solutions:

w
bp
2 =

15a + 14bh

41b
w

bp
3 =

45a + 124bh

123b
w

bp
4 =

45ab + 206bh

123b
w

bp
5 =

3(5a + 32bh)

41b

p
bp
1 =

127a − 40bh

164b
p

bp
2 =

7(4a + bh)

41b
p

bp
3 =

2(42a + 31bh)

123b
p

bp
4 =

84a + 103bh

123
p

bp
5 =

4(7a + 12bh)

41b

I
bp
1 =

11a − 28bh

82b
I

bp
2 =

33a − 248bh

246
I

bp
3 =

33a − 412bh

246
I

bp
4 =

11a − 192bh

82

π
bp
r5 =

503a2 − 4320abh − 13824b2h2

3362b
π

bp
m5 =

2(6a + 29bh)2

1089b

π
bp
r4 =

3018a2 − 23583abh − 39074b2h2

10086b
π

bp
m4 =

5(405a2 + 4446abh + 12538b2h2)

15129b

π
bp
r3 =

4527a2 − 31869abh − 6254b2h2

10086b
π

bp
m3 =

6075a2 + 55620abh + 140756b2h2

30258b

π
bp
r2 =

3018a2 − 18909abh + 21770b2h2

5043b
π

bp
m2 =

10(405a2 + 2970abh + 7126b2h2)

15129b

π
bp
r1 =

5(5727a2 − 15648abh + 114976b2h2)

80688b
π

bp
m1 =

5(405a2 − 720abh + 4256b2h2)

2952
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2.3 Benchmark Model

In Scenario BM, the retailer does not maintain SI or procure products in bulk.
The profit functions for the retailer and supplier in each selling period are πbm

r =
(pbm − wbm)(a − bpbm) and πbm

m = wbm(a − bpbm), respectively. One may obtain
the optimal response function of the retailer by solving first order condition of
optimization as p(wbm) = a+bwbm

2 . Substituting optimal response, the supplier’s

profit function is obtained as follows, πm = wbm(a−bwbm)
2 and the corresponding

optimal wholesale price is wbm = a
2b . Based on the optimal decisions, the closed

form profit functions can be obtained as, πbm
r = a2

16b and πbm
m = a2

8b . Note that
in absence of additional inventory, wholesale and retail prices remain uniform in
each period.

3 Managerial Implications

Proposition 1. In procurement scenario BP,

(i) the retailer and supplier sets maximum retail and wholesale price in first
selling period, respectively.

(ii) the retail and wholesale prices increases from the second selling period.
(iii) the amount of products distributed by the retailer decreases as the selling

period progress.

Proof. The retail and wholesale prices, and SI in Scenario BP satisfy the fol-
lowing relations:

p
bp
1 − p

bp
2 =

15a − 68bh

164b
> 0 and p

bp
2 − p

bp
3 = p

bp
3 − p

bp
4 = p

bp
4 − p

bp
5 = − h

3
< 0

w
bp
1 − w

bp
2 =

15a − 68bh

82b
> 0 and w

bp
2 − w

bp
2 = w

bp
3 − w

bp
4 = w

bp
4 − w

bp
5 = − 2h

3
< 0

I
bp
1 − I

bp
2 = I

bp
2 − I

bp
3 =

2bh

3
> 0

The above inequalities ensures proof.

Proposition 2. In procurement scenario WSI,

(i) the retailer and supplier sets maximum retail and wholesale price in first
selling period, respectively.

(ii) the retail and wholesale prices decreases from the second selling period.

Proof. The retail and wholesale prices, and SI in Scenario WSI:

p
wsi
1 − p

wsi
2 =

0.0620142a − 0.6986787bh

b
> 0, p

wsi
2 − p

wsi
3 =

0.053645a − 0.444472bh

b
> 0,

p
wsi
3 − p

wsi
4 =

0.046382a − 0.206451bh

b
> 0, p

wsi
4 − p

wsi
5 =

0.04044a + 0.02515h

b
> 0

w
wsi
1 − w

wsi
2 =

0.12402847a − 1.397357bh

b
> 0, w

wsi
2 − w

wsi
3 =

0.1072902a − 0.888943bh

b
> 0

w
wsi
3 − w

wsi
4 =

0.092764a − 0.41290bh

b
> 0, w

wsi
4 − w

wsi
5 =

0.080871a + 0.05029bh

b
> 0

The above inequalities ensures proof.
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Proposition 3.

(i) The retailer decision to maintain SI always outperforms the single period
procurement decision if h ∈ [

0.0591229a
b , 0.125072a

b

]
(ii) Supply chain member receives higher profits in procurement scenarios under

BP compared to BM.

Proof. The following relations ensure that the average profits of the supplier
always greater compere to the profit earns by the supplier in Scenario BM:

πwsi
m1 /5 − πbm

m =
0.016674272a2 − 0.27416633ahb + 1.2414495b2h2

b
> 0

πbp
m1/5 − πbm

m =
9a2 − 180ahb + 1064b2h2

738b
=

9(a − 10bh)2 + 164b2h2

738b
> 0

Similarly, the difference of average profits obtain under different scenarios with
profits obtain in Scenario BM are

π
wsi
r1 /5 − π

bm
r =

0.0100956a2 − 0.251475abh + 1.36527b2h2

b
if h ∈

[
0.0591229a

b
,
0.125072a

b

]

π
bp
r1/5 − π

bm
r =

171a2 − 3912abh + 28744b2h2

20172b
> 0

The above inequalities ensures proof.

The graphical representation of the profit functions of the retailer and supplier
are shown in Figs. 1a and b.

Fig. 1. a. Average Profits of the retailer b. Average profits of the manufacturer a =
200, b = 0.2, h = 50 Scenario BP (green), WSI (Brown), and BM (Blue) (Color figure
online)

Figures 1a and b demonstrate the profits of the supply chain members if the
retailer makes procurement planning for five consecutive cycle. It is found that
Scenario BM is always outperformed by both scenarios BP and SI. It is found
that the profit functions of the retailer does not demonstrate a cumulatively
pattern. Due to additional procurement in the first selling period, the profit
functions demonstrate that nature. However, one can not conclude with regards
to the optimality of the procurement planning of the retailer.

Price elasticity and product holding cost are two extremely important fac-
tors affecting procurement decision and overall profitability. Price-elasticity is a
critical factor [11,12] influencing the demand. Therefore, more analytical inves-
tigations are required to obtain concrete conclusion.
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Fig. 2. a. Average Profits of the retailer b. Average profits of the manufacturer a =
200, b = 0.6, h = 10 Scenario BP (green), WSI (Brown), and BM (Blue) (Color figure
online)

Fig. 3. a. Average Profits of the retailer b. Average profits of the manufacturer a =
200, b = 0.8, h = 5 Scenario BP (green), WSI (Brown), and BM (Blue) (Color figure
online)

4 Conclusion

The pricing and procurement decisions in a supplier-retailer five-period supply
chain is explored in this study. Under price sensitive demand, impact of three
procurement decisions are analyzed and corresponding Stackelberg equilibriums
are compared. The comparison among equilibrium outcomes in perspective of
profits of each supply chain members demonstrate how the procurement decision
is influencing the overall preference of the supply chain members. In contrast to
Anand et al. [1], it is found that the build-up SI is not always profitable for the
retailer, and manufacturer also. Price-elasticity and holding cost of the retailer
are critical factors effecting procurement decision.

The present analysis can be extended to include several important features.
For the analytical tractability, we consider five consecutive selling period. In
future, one can extend the generalized version of the proposed model. One can
also consider the effect of product deterioration or imperfect quality item.
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Abstract. This study addresses a multi-period part selection problem for
flexible manufacturing systems in which processing times are controllable. The
problem is to determine the set of parts and their processing times while sat-
isfying the processing time and the tool magazine capacities in each period of a
planning horizon. The objective is to minimize the sum of processing,
earliness/tardiness, subcontracting and tool costs. Practical considerations such
as available tool copies and tool lives are also considered. An integer pro-
gramming model is developed, and two-phase heuristics are proposed in which
an initial solution is obtained by a greedy heuristic under initial processing times
and then it is improved using local search methods while adjusting processing
times. Computational experiments were done on a number of test instances, and
the results are reported.

Keywords: Flexible manufacturing systems � Controllable processing times
Part selection � Heuristics

1 Introduction

Flexible manufacturing system (FMS) is an automated manufacturing system that
consists of numerical control machines and an automated material handling/storage
system, which are controlled by a computer control system. Each machine has an
automatic tool changer that can interchange cutting tools automatically, which allows
consecutive operations to be performed with negligible setup times. Therefore, an FMS
is capable of processing various part types simultaneously with higher utilization.

Part selection, alternatively called batching in the literature, is the problem of
selecting the parts to be produced during the upcoming planning period. Most previous
studies on FMS part selection propose single-period models that determine a set of
parts to be produced simultaneously during an upcoming period. See Hwang and
Shogan [1], Kim and Yano [2] and Bilge et al. [3] for examples. To obtain better
solutions over the planning horizon with multiple periods, some articles extend the
single-period models to multi-period ones. See Stecke and Toczylowski [4] and Lee
and Kim [5] for examples.
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This study focuses on a multi-period part selection problem with controllable
processing times, which is the problem of determining a set of parts and their pro-
cessing times in each period of a planning horizon. The controllable processing times
imply that part processing times are not given, but can be changed to cope with system
requirements such as energy consumption, scheduling performances, and so on. See
Nowicki and Zdrzalka [6] for the detail of the controllable processing time concept.

To represent the problem mathematically, an integer programming model is
developed. Then, due to the complexity of the problem, two-phase heuristics are
proposed in which an initial solution is obtained by a greedy heuristic under initial
processing times and then it is improved using local search methods while adjusting
part processing times. Computational experiments were done, and the results are
reported.

2 Problem Description

The FMS considered in this study consists of one or more numerical control machines,
each of which has a tool magazine of a limited tool slot capacity. The machines can
process different parts with negligible setup times if tooled differently in the tool
magazines. To produce a part, several tools are required and each tool requires one or
more slots in the tool magazine, where each tool has multiple copies with a limited life.
Also, processing times of parts are controllable with different processing costs.

The problem is to determine the set of parts to be produced in each period of a
planning horizon and their processing times while satisfying the constraints on pro-
cessing time capacity, tool magazine capacity, tool copies and tool lives. The objective
is to minimize the sum of part processing, earliness/tardiness, subcontracting and tool
costs. The problem can be represented as the following integer programming model.
The notations used are summarized below.

Parameters
di due-date of part i
cp j

i
processing cost of part i under the jth available processing time

cdih earliness or tardiness cost of part i incurred when it is assigned to period h, i.e.

cdih ¼ �i � di � hð Þ; if h� di
si � h� dið Þ; if h� di;

�

where �i and si are per-period earliness and tardiness cost of part i, respectively
csi subcontracting cost of part i
ctt cost of tool type t
p j
i

jth available processing time of part i

p1i � p2i � � � � � pJii and cp
1
i � cp2i � � � � � cpJii for all i:

� �

TCt number of available copies of tool type t
TLt life of tool type t
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st number of slots required by tool type t
Ut set of parts that require tool type t
L aggregated processing time capacity in period h
S aggregated tool magazine capacity in period h

Decision variables
x jih = 1 if part i is assigned to period h with the jth available processing time, and 0

otherwise
yth number of copies for tool type t used in period h

Now, the integer programming model is given below. The detailed explanation is
skipped here due to the space limitation. The problem [P] is NP-hard because the
problem with fixed part processing times can be reduced to the generalized assignment
problem that is known to be NP-hard [7].

P½ �Minimize
XI

i¼1

XJi

j¼1

XH

h¼1
cp j

i � x jih þ
XI

i¼1

XJi

j¼1

XH

h¼1
cdih � x jih

þ
XI

i¼1
csi � 1�

XJi

j¼1

XH

h¼1
x jih

� �
þ

XT

t¼1

XH

h¼1
ctth � yth

subject to

XJi

j¼1

XH

h¼1
x jih � 1 forall i ð1Þ

XI

i¼1

XJi

j¼1
p j
i � x jih � L for all h ð2Þ

XT

t¼1
st � yth � S for all h ð3Þ

XH

h¼1
yth � TCt for all t ð4Þ

X
i2Ut

XJi

j¼1
p j
i � x jih � TLt � yth for all t and h ð5Þ

x jih 2 0; 1f g for all i; j and h ð6Þ

yth � 0 and integer for all t and h ð7Þ

3 Solution Approach

3.1 Phase I: Obtaining an Initial Solution

An initial solution is obtained by sorting the parts in the non-increasing order of
subcontracting costs and allocating each part in the sorted list to the period with the
smallest earliness/tardiness cost while satisfying the constraints.
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3.2 Phase II: Improvement

Before explaining the improvement methods, the processing time adjustment method
when a part cannot be moved to a period due to the time capacity is explained.

Adjusting Part Processing Times. If a part cannot be allocated to a period due to the
processing time capacity, it is checked if the part can be allocated to the period after
adjusting the processing times of the part as well as the parts allocated already to the
period. Specifically, it is checked if a part to be moved can be allocated to a period
while improving the current solution after its processing time is reduced. If it is not
possible, the processing times of the parts allocated already to the period are changed
one-by-one and check the possibility of moving the part to the period. For this purpose,
the following rules to select the part to be moved are tested. In the following, jðiÞ
denotes the index for the processing time selected for part i.

CTR (cost/time ratio): select part i� such that

i� ¼ argmini2Xh
cpj ið Þ�1

i � cpj ið Þi

� �.
pj ið Þi �pj ið Þ�1

i

� �n o

MCI (minimum cost increase): select part i� such that

i� ¼ argmini2Xh
cpj ið Þi � cpj ið Þ�1

i

n o
MTD (maximum time decrease): select part i� such that

i� ¼ argmaxi2Xh
pj ið Þi �pj ið Þ�1

i

n o

Improvement. The improvement method consists of interchange, insertion, pertur-
bation and reallocations of subcontracted parts in sequence. For the current solution, let
PT and PE denote the set of tardy and early parts, respectively.

Interchange Method. The parts in PT (PE) are sorted in the non-increasing order of the
tardiness (earliness) costs. Then, according to the sorted list, each part is interchanged
with the ones in the periods with less earliness (tardiness) costs than that of the part
considered while adjusting the processing times of the parts to be interchanged and
included in the periods that the parts are to be inserted and the best one is selected.

Insertion Method. Each part in PT and PE is removed from its original period and then
it is inserted to another feasible period that reduces the total cost. To reduce the search
space, we consider the periods with less earliness or tardiness costs than that of the part
to be moved for the parts in PT and PE. The following two methods are tested.

BI (best improvement): The parts in PT (PE) are sorted in the non-increasing order
of their tardiness (earliness) costs. Then, from the first part in the sorted list, it is
removed from its original period and then allocated to the first feasible period that
improves the current solution while adjusting the part processing times.
HI (hybrid improvement): From the first part, the first and the best periods that
improve the current solution are found and then the better one is selected.
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Perturbation Method. Each of the parts allocated to its due-date period is moved to the
period with the minimum increase in cost and then the part with the largest earliness or
tardiness cost is moved from the original period to the due-date period.

Reallocation Method. The subcontracted parts are sorted in the non-increasing order of
subcontracting costs. Then, from the first to the last part in the sorted list, it is inserted
to the first feasible period that improves the current solution while adjusting the pro-
cessing times of relevant parts, where the insertions are done from the due-date to other
periods in the non-decreasing order of earliness and tardiness cost.

4 Computational Results

Computational experiments were done to identify the best one among the 6 combi-
nations of 3 processing time adjustment methods (CTR, MCI and MTD) and 2 vari-
ations of the improvement methods (BI and HI). The algorithms were coded in C++
and the tests were done on a PC with Intel Core i7 CPU at 3.40 GHz.

The first test was done for small-sized test instances and reports the percentage gaps
from the optimal solution values, i.e. 100 � Ca � Copt

� ��
Copt, where Ca is the objective

value obtained from combination a and Copt is the optimal values obtained from the
CPLEX with a time limit of 3600 s. For this test, 60 instances with 5 periods were
generated randomly, i.e. 10 instances for each of the 6 combinations of 3 levels for the
number of parts (20, 30 and 50) and 2 levels of the number of tools (tight and loose).
The detailed data generation method is skipped due to the space limitation.

Test results are summarized in Table 1 that shows the number of instances that the
CPLEX gave optimal solutions within 3600 s and the average percentage gaps.
Although no one dominates the others, CTR-HI works better than the others and its
overall average gap was 1.80. Finally, the CPU seconds of the two-phase heuristics are
not reported since all the test instances were solved within 3 s.

Table 1. Test results for small-sized test instances

Number
of parts

Number of
periods

Tooling
tightness

Nopt
a /

CPUopt
b

CTRc MCIc MTDc

BI HI BI HI BI HI

20 5 Tight 10/28.9 3.70/0.6d 3.70/0.8 2.56/0.6 2.56/0.7 2.84/0.7 2.84/0.8
Loose 10/602.2 3.80/1.5 3.53/3.3 4.37/0.9 4.49/1.0 4.00/1.0 4.35/1.1

30 5 Tight 10/81.6 0.87/1.7 0.83/2.3 1.26/2.2 1.26/2.6 1.37/2.1 1.37/2.4
Loose 8/162.1 1.06/1.8 1.14/2.4 1.45/2.3 1.45/2.6 1.04/2.3 1.26/2.5

50 5 Tight 9/963.7 1.06/2.9 0.84/3.4 0.78/3.0 0.78/3.2 1.10/2.8 1.11/2.5
Loose 8/1206.5 0.65/4.2 0.75/5.0 0.75/3.7 0.69/3.6 0.59/3.4 0.59/3.8

Average 1.86 1.80 1.86 1.87 1.82 1.92
aNumber of instances that the CPLEX gave the optimal solutions (out of 10 instances)
bAverage CPU seconds of the CPLEX (for the instances that the optimal solutions were obtained)
cProcessing time adjustment methods: CTR (cost/time ratio), MCI (minimum cost increase), MTD
(maximum time decrease)
dAverage percentage gap/CPU second out of 10 instances
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The second test was done on large-sized instances. Because the optimal solutions
could not be obtained, we compared them using the relative performance ratio, i.e.

100 � Ca � Cbestð Þ=Cbest;

where Cbest is the best objective value among those obtained by all combinations.
Table 2 shows the test results that are similar to those for the small-sized instances.

5 Concluding Remarks

We considered multi-period part selection for FMSs with controllable processing times.
The problem is to determine the set of parts and their processing times that satisfy the
processing time and the tool magazine capacities in each period of a planning horizon
for the objective of minimizing the sum of part processing, earliness/tardiness, sub-
contracting and tool costs. The number of available tool copies, tool life restrictions and
tool sharing were also considered. An integer programming model was developed, and
then two-phase heuristics were proposed in which an initial solution is obtained by a
greedy algorithm under initial processing times and then it is improved using two local
search methods. Computational experiments were done on a number of test instances,
and the best ones were reported.

For further research, it is needed to develop meta-heuristics that can improve the
solution quality especially for large-sized instances. Also, the problem can be inte-
grated with other problems such as loading and scheduling.

Acknowledgement. This work was supported by the Technology Innovation Program funded
by the Ministry of Trade, industry & Energy, Korea Government. (Grant code: 10052978-2015-

Table 2. Test results for large-sized test instances

Number
of parts

Number of
periods

Tightness of
tooling

CTR MCI MTD

BI HI BI HI BI HI

30 10 Tight 2.49/2.2a 2.44/2.7 1.94/2.2 1.18/2.5 3.19/2.3 3.19/2.6
Loose 0.85/2.6 0.85/2.9 2.96/2.4 2.54/2.8 3.07/2.7 3.18/2.8

15 Tight 2.85/2.5 2.85/2.8 2.98/2.6 3.18/3.1 4.55/2.7 4.55/3.1
Loose 1.92/2.8 1.92/3.1 3.76/2.8 3.76/3.6 0.48/2.8 0.48/3.3

50 10 Tight 1.33/4.9 1.33/5.4 2.85/4.7 2.85/5.5 0.82/5.3 0.85/5.8
Loose 1.18/5.0 1.10/5.6 0.78/5.6 0.78/6.0 1.58/5.1 1.49/5.6

15 Tight 1.43/5.8 1.68/6.3 2.14/5.9 2.14/7.0 1.26/5.9 1.90/6.8

Loose 1.81/7.4 1.77/8.4 1.80/6.7 1.80/7.8 2.56/7.1 2.22/8.1
100 10 Tight 0.55/21.2 0.38/24.0 1.13/18.9 1.14/24.9 0.63/15.1 0.44/26.8

Loose 0.51/18.5 0.50/18.9 0.56/18.6 0.69/21.7 0.30/16.0 0.30/15.3
15 Tight 0.57/19.1 0.57/20.8 1.78/15.4 1.70/17.9 0.74/15.1 0.74/19.9

Loose 1.03/14.4 1.03/16.3 0.62/15.3 0.74/17.9 0.86/13.1 0.86/16.9

Average 1.49 1.46 2.22 2.15 1.89 1.90
aAverage relative performance ratio/CPU second out of 10 instances
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4, Title: Development of a jig-center class 5-axis horizontal machining system capable of over
24 h continuous operation).

References

1. Hwang, S., Shogan, A.W.: Modelling and solving an FMS part-type selection problem. Int.
J. Prod. Res. 27(8), 1349–1366 (1989)

2. Kim, Y.-D., Yano, C.A.: A due date-based approach to part type selection in flexible
manufacturing systems. Int. J. Prod. Res. 32(5), 1027–1043 (1994)

3. Bilge, Ü., Albey, E., Beşikci, U., Erbaur, K.: Mathematical models for FMS loading and part
type selection with flexible process plans. Eur. J. Ind. Eng. 9(2), 171–194 (2015)

4. Stecke, K.E., Toczylowski, E.: Profit-based FMS dynamic part type selection over time for
mid-term production planning. Eur. J. Oper. Res. 63(1), 54–65 (1992)

5. Lee, D.-H., Kim, Y.-D.: A multi-period order selection problem in flexible manufacturing
systems. J. Oper. Res. Soc. 49(3), 278–286 (1998)

6. Nowicki, E., Zdrzalka, S.: A survey of results for sequencing problems with controllable
processing times. Discret. Appl. Math. 26(2–3), 271–287 (1990)

7. Garey, M.R., Johnson, D.S.: Computers and Intractability. Freeman, New York (1979)

Due-Date Based Multi-period Part Selection for Flexible Manufacturing Systems 449



Inventory Model with the Consideration
of Pricing, Product Substitution and Value

Deterioration

Felix T. S. Chan1(&), J. H. Ruan1,2,3, A. H. Tai4, S. H. Chung1,
and A. E. E. Eltoukhy1

1 Department of Industrial and Systems Engineering, The Hong Kong
Polytechnic University, Hung Hom, Hong Kong

{f.chan,junhu.ruan,nick.sh.chung}@polyu.edu.hk,

elsayed.abdelrahman@connect.polyu.hk
2 College of Economics and Management, Northwest A & F University,

Yangling, China
3 Institute of Systems Engineering, Dalian University of Technology, Dalian,

China
4 Department of Applied Mathematics, The Hong Kong Polytechnic University,

Hung Hum, Hong Kong
allen.tai@polyu.edu.hk

Abstract. Nowadays, due to the radical development for the e-commerce
means, it becomes a trend to buy the products, especially the electronic prod-
ucts, directly from the manufacturers instead of retailers. It is commonly known
that each entity in the market has the autonomy to deciding both the
production/inventory plan and the pricing plan. Nevertheless, the existing
research focuses either on the production planning or pricing. Using such
approach can generate optimal solution for production and pricing, but the
global optimal solution for integrated production planning and pricing is not
guaranteed. Investigating the literature reveals that there are two literature
review studies indicate that it is of great important to study the integrated model
in production and inventory control problem with perishable and substitutable
product. Therefore, this study aims to discuss the aforementioned problem by
solving an inventory model with the consideration of pricing, product substi-
tution and value deterioration. For this purpose, we propose a Mixed Integer
Linear Programming model to represent our inventory model and develop a
method to find out the best pricing strategy and its corresponding production
plan. To demonstrate the validity of the proposed model, we present an example,
the results reveal that our model can efficiently handle the proposed problem.

Keywords: Production planning � Inventory control � Product substitution
Product pricing
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1 Introduction

The process of launching new electronic models to the market happens frequently,
owing to the advance technology development. Indeed, this process is a strategy for
companies in order to keep up with the customers’ changing needs. By doing so, both
the new and old models of the product are available in the market. This results in a
value deterioration for old models, and hence leads to price reduction of old models to
attract customers who were not willing to buy this product with its original price. This
situation is quite complex for companies, as it is difficult to set optimal price for both
models while considering the customer preference. This difficulty stems from the fact
that large price difference might lead in demand drop for new model, whereas small
price difference might cause in a slow inventory consumption for old model. This
problem has received much attention from researchers. For example, Zhou et al. [1]
discussed how to find out the optimal pricing for fashion product by considering the
inventory cost. The challenge faced by companies is not only the price but also the
demand of the product, which is affected by the customer preference. For example,
with respect to the price sensitive customers, large price difference motivates them to
buy the old models, whereas for quality sensitive customers, they tend to buy the new
models.

Although the production plan and its corresponding cost account for a large portion
of the total company cost, they are seldom considered. Indeed, reasonable production
plan or strategy can significantly reduce the inventory cost and production cost as well.
Investigating the literature reveal that scholars focused on either the inventory cost with
pricing strategy, or production strategy alone. Towards the goal of approaching the
reality, it is of great importance to investigate the joint optimization for the production
and pricing strategies and see how they are affected by the customer preference. In
addition, this study considers one-way substitution, as it is commonly used in practice.
Note that substitution reflects the action of using one model in order to substitute
another one in order to satisfy the demand.

The above-mentioned problem is handled as follows. First, we model this problem
as a multi period dynamic lot size problem, while considering the one-way substitution
and value deterioration. Second, we propose a MILP model for this problem and
develop a response surface method to derive the optimal production quantity for each
period and its corresponding prices. The main objective is to maximize the overall
profit, by subtracting the production, inventory and conversion costs from the revenue
sales.

The rest of this paper is proceeds as follows. In Sect. 2, relevant literature review is
discussed. Section 3 presents the used notations and assumptions. Then, the mathe-
matical model is presented in Sect. 4. Numerical experiments are included in Sect. 5.
Finally, the conclusions are given in Sect. 6.
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2 Literature Review

This section mainly discusses the research work pertaining to production and inventory
control: substitution, deterioration, pricing and customer preference modeling. Indeed,
production and inventory control have been extensively discussed in the literature,
resulting in models such as Economic Production Quantity (EPQ) and Economical
Order Quantity and Dynamic Lot Sizing (DLS). Friedman and Hoch [2] was the first
author to introduce DLS while considering the deterioration rate of perishable products.
Later, Hsu et al. [3] integrated the DLS and products substitution. On the focus of
models that consider deteriorating product, Bakker et al. [4] provided a review paper,
which indicated that modeling the substitution and deterioration together is significant
and could contribute to the existing research. This point is also confirmed by another
review paper by Shin et al. [5]. On the other hand, the integration of pricing decision
with inventory problems has received much attention in the literature. For example,
Dong et al. [6] studied the dynamic pricing on substitutable products by adoption of
stochastic dynamic programming. However, few studies reported the customer pref-
erence. Chen et al. [7] studied the inventory problem assuming a simple form for the
customer preference, by proposing linear and exponential price-demand function.

3 Mathematical Model

In this section, we present the mathematical model for a multi-period dynamic lot
sizing model. Before presenting the model, we first define the notation as follows:

Parameters:
i: Index for production period, i 2 1; 2; . . .; nf g
j; k: Index for production status, j; k 2 1; 2; . . .;mf g
SPi: Setup cost for production period i
SCijk: Setup cost for conversion from status j to status k in period i
hij: Holding cost for product with status j in period i
p: Production cost ($/unit)
cjk: Conversion cost from status j to status k ($/unit)
dij: Demand for product in status j in period i
Iij: Inventory carried over after period i for product with status j
PNi1: Production node in period i
CNij: Conversion node in period i with product status j
Di: The total demand of all product statuses in period i

Decision variables:
prj: Selling price of product with status j
xi: Production quantity in period i
qijk: Conversion quantity from status j to status k in period i
fi :¼ 1 if produces in period i; ¼ 0 otherwise
rijk: ¼ 1 if converts products from status j to status k in period i; ¼ 0 otherwise
Based on the predefined notation, the MILP of the proposed problem is formulated

as follows:
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Max
Xn

i¼1

Xi

j¼1
prj � dij�

Xn

i¼1

Xi

j¼1
hij � Iij �

Xn

i¼1
p� xi þ SPi � fið Þ�

Xn

i¼1

Xi

j¼1

X j

k¼1
dij � qijk þ SCijk � rijk
� �

ð1Þ

s.t.:

xi ¼ di1 þ Ii1 �
Xi

j¼1
qij1 where i 2 1; . . .; nf g ð2Þ

Ii�1;j�1 ¼ dij þ Iij þ
Xj�1

k¼1
qijk where i ¼ j; i 2 2; . . .; nf g ð3Þ

Ii�1;j�1 ¼ dij þ Iij þ
Xj�1

k¼1
qijk �

Xi

k¼jþ 1
qijk where j� i; i 2 2; . . .; nf g ð4Þ

xi �M � fi where i 2 1; . . .; nf g ð5Þ

qijk �M � rijk where k� j; j� i; i 2 2; . . .; nf g ð6Þ

Inj ¼ 0 ð7Þ

The objective function is presented in Eq. (1). First term calculates the sum of
revenue made from selling all the products. Second, third and last terms represent the
total holding cost, production cost, setup cost and conversion cost, respectively.
Equation (2) defines the flow balance for production node PNi. Equations (3) and (4)
require that at the conversion node CNij, the number of inventory carried from period
i� 1 must equals to the sum of outgoing flow including demand dij, inventory carry-
over in period i and outgoing conversion quantity qijk minus the sum of incoming
conversion quantity qikj, if any. Equations (5) and (6) limit the value of production
quantity xi and conversion quantity qijk . M is taken as a value large enough to satisfy
the production speed. Equation (7) states the inventory carry-over in the last period n
should be zero.

The demand of each model in each period depends on the price of all models,
which are given below:

Di ¼ pi 1þ pr1 � pr
pr1

� �
; where pr ¼

Pm
j¼1 prj
m

:

Here pi is a coefficient for demand which can be determined by past sales history.
The demand of product model with status j in each period i can be further represented
as:

dij ¼
Qj � aj � prj �

Pm
k¼1 bjk prj � prk

� �
Pm

j¼1 Qj � aj � prj �
Pm

k¼1 bjk prj � prk
� �� �� Di for k 6¼ j;
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where aj; bj;Qj are the coefficients for this demand price function and they are deter-
mined by consumer behavior.

4 Solution Methodology

Due to the complexity of the problem, instead of using the traditional analytical
method, we propose an integrated three-stage approach in this study. Details of each
stage are presented below:

• Stage 1: Design of experiments

Central Composite Design is utilized to generate the combinations of decision variables
DP1; DP2; . . .; DPn�1ð Þ. Note that DP is the price difference between each model, i.e.

DP1 ¼ pr2 � pr1; � � � ;DPn�1 ¼ prn � prn�1:

Each control variable is divided into a number of levels and the value of a is
selected according to the design.

• Stage 2: MILP optimization

In this study, CPLEX is employed to solve the problem. The MILP for the network
flow problem is input and coded in CPLEX. In each run, the data of price and demand
are changed according to the design of experiments. Obtained optimal solutions and
data are recorded for further analysis in Stage 3.

• Stage 3: Response surface method

We utilize full quadratic regression function is selected to find the relationship between
control variables and response.

5 Numerical Experiments

In this section, we conduct one numerical example to evaluate the performance of the
proposed method. This example investigates a model with 4 periods, each decision
variables are divided into five levels, which are set at (−1.682, −1, 0, 1, 1.682). In total,
we conduct 15 runs of experiments. For the basic demand in each period, it is given as
pi ¼ 500; 800; 1300; 700. The coefficients for the demand price function are
Qj ¼ 240; 240; 20; 10; aj ¼ 0:3; 0:6; 0:05; 0:025; bj;k ¼ ð0:1; 0:6; 0:05; 0:025Þ;
ð0:02; 0:01; 0:2; 0:02Þ; ð0:01; 0:01; 0:01; 0:05Þ: The price of new product for all the
period is set at $400. The range of each price difference DP1, DP2, DP3 is assumed to be
from 1 to 100, which means discount rate within range from 0% to 25%. After con-
ducting the design of experiments, and solving the MILP using CPLEX, the results data
for profit are analyzed using Minitab by adoption of full quadratic regression analysis.
For illustration simplicity, pr1, pr2, and pr3 have been replaced by A, B, and C,
respectively.
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The result of Analysis of Variance shows that R-sq, R-sq(adj) and R-sq(pred)
equals to 99.77%, 99.56% and 98.22% respectively, which means the regression
function can well describe the behavior of the model proposed. Figure 1 illustrates the
response surface of the regression model. As can be observed from the surface plot, the
function shows concavity in all the three sub-figures. Through the regression model
shown in (14), the optimal combination of (DP1, DP2, DP3) is determined as (14, 34,
1). Figure 2 shows the optimal solution for pricing strategy. The optimal prices for all
the four models are ($400, $386, $352, $351). To be noticed, the optimal value of C,
which represents DP3, lies beyond the minimum range designed. It means that the
optimal price difference between third and fourth product status should be smaller than
$1. Under this circumstance, the results suggest that the price of fourth model should be
kept as the same as the third model which leads to zero demand for the fourth model. It
can also be interpreted that the fourth model should be removed from the product line.

6 Conclusions

This research specifically looked at a problem inspired by a practical example of
electronic product, a multi-period, multi-item dynamic lot sizing model is used to
formulate the problem. An integrated three-stage method is utilized to solve the

Fig. 1. Response surface of the regression model in Example 1 (a) A vs B (b) A vs C (c) B vs C.

Fig. 2. Predicted optimal pricing strategy.
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problem proposed which consists of Design of Experiment, MILP and Response
Surface method. One example also shows the impact of changing cost structure on the
joint strategy. The results show that the proposed method can provide satisfactory
performance to this type of problem. Both the production and pricing strategies are
optimized. This study can provide managerial implication and practical guidance to
decision makers on the selection of optimal pricing and production strategies.
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Abstract. Multiple inbound containers are piled up at the same stack in con-
tainer terminals, which causes re-handles during the retrieval or carry-out pro-
cess by road trucks. This inefficiency of the retrieval operation comes from the
fact that the retrieval sequence of inbound containers is extremely uncertain and
the retrieval sequence is not from the top to the bottom. This study discusses
how the re-handling operations can be reduced by utilizing information on the
estimated truck arrival times which may be collected from GPS in a smartphone
owned by the truck driver. Algorithms for scheduling the pre-marshaling
operation and determining the storage locations of re-handled containers are
proposed. This study relaxed the constraint that a yard crane may relocate a
container into another slots only in the same bay. The performances of the
proposed algorithms are compared with each other by simulation studies.

Keywords: Truck arrival information � Container terminal � Re-marshaling
Inbound containers � Simulation

1 Introduction

At container terminals, when an inbound container to be picked up (target container) is
not at the top of a stack, then all the containers placed on the top of the target one have
to be relocated to other stacks, which is unproductive and called re-handling operation.
The re-handling operation is due to the fact that the positions of the containers do not
are matched with the retrieval sequence of containers. When containers are positioned
at the locations where no re-handlings are necessary, we say that the containers are well
placed.

There have been two types of previous studies on container re-handling problems in
container yards. The first one is the Container (Block) Relocation Problem (CRP or
BRP) where, for a given priority of containers for retrievals, the container to be
retrieved next and the locations of the relocated containers for the retrieval should be
determined [1, 3, 6]. The other is the Container Pre-Marshalling Problem (CPMP) in
which, for a given priority of containers for the retrieval, containers are relocated in
advance (before trucks arrive at the yard) so that they are well placed [2, 5, 7]. Related
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to utilizing the information of truck arrival times, the connection between container
relocation and truck arrival sequence is presented [8]. Recently, the container relocation
problem with the truck appointment system was combined [6]. They introduced a CRP
model under the assumption that container retrieval times are provided in terms of time
windows of specific length. In [4], the yard management by utilizing the real-time
location information of trucks was firstly discussed.

This paper extends the pre-marshalling operation with real-time information of
truck arrival by considering the gantry move of yard crane during pre-marshalling or
re-handling operations, which provides better candidate stacks with blocking containers
to be move to. The objective of this paper is to minimize the number of re-handles and
the turnaround time of trucks for inbound containers considering estimated arrival
information of trucks.

2 Estimating the Possibility of Re-handles

As illustrated in Fig. 1, a terminal operation system (TOS) receives the real-time
position of each truck from real-time truck locating systems (RTLSs) with the support
of information technologies (ex. GPS). Then, TOS will estimate the truck’s expectation
and standard deviation of the remaining time before the arrival (RTBA) which can be
derived by using its expected arrival time and the current time when collecting
information. Whenever a yard crane becomes idle, TOS will issue pre-marshalling
orders.

This study assumes the uncertainty of an RTBA of a container which is represented

by a random variable X following a general distribution with parameters l and r like
Eq. (1). In Eq. (1), f represents a probability density function of X where l and r
denote the expectation and the standard deviation of RTBA, respectively.

X� f ðl; r2Þ ð1Þ

The container to be relocated to the topmost position during the re-marshalling
process is called ‘target container,’ while containers on the top of the target container
are called ‘blocking containers.’ For a pair of containers in the same stack, let
Xl � f ðll; r2l Þ for container l in a lower tier and Xh � f ðlh; r2hÞ for a container h in a

Fig. 1. Real-time truck locating system (RTLS) and information on their arrivals
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higher tier. the probability that container l will be retrieved earlier than container h can
be expressed in Eq. (2) where the variance of RTBA is assumed to be proportional to
the expectation of RTBA.

PðXl \XhÞ ¼ Uð lh � llffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lhr

2
h þ llr

2
l

p Þ ð2Þ

A badly-placed container (container l) is defined as a container which has at least
one container (container h) at a higher tier of the same stack such that

P Xl \Xhð Þ� d ð3Þ

where the threshold d is a decision parameter that will be found by using a simulation
experiment.

Among all the badly-placed containers, only those whose expected value of RTBA
is shorter than a lead time for pre-marshalling (T) will be included into the list of
containers to be pre-marshalled.

3 Pre-marshalling Algorithm for a Yard Crane
with Multi-bay Coverage

The overall pre-marshalling procedure is described as follow:

Step 1: Select the target container for pre-marshalling operation
Step 2: Select the stack for a blocking container to be moved to

The target container of Step 1 is the badly-placed one with shorter RTBA by using
Eqs. (1) and (2). After selecting the target container, the target stacks onto which
blocking containers are to be moved must be determined in Step 2. The main idea of
selecting the target stack is that the blocking container should be moved to a stack
where there is a lower possibility of creating additional re-handles. Let

P si; bð Þ ¼ U
lmin sið Þ � lbffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lmin sið Þr2min sið Þþ lbr
2
b

p
 !

ð3Þ

where lb and r2b represent the mean value and the variance of RTBA of the blocking
container (container b), respectively, and lmin sið Þ and r2min sið Þ represent the mean and
the variance of RTBA of the container whose mean RTBA is smallest in stack i.

Then, Pðsi; bÞ implies the probability that the relocated container is retrieved earlier
than the container whose mean RTBA is smallest in stack i.

In general, the re-handles of a yard crane occur within a bay without its gantry
move. In the case of conventional equipment such as a RTGC (Rubber Tired Gantry
Crane), it takes quite long time to move in the gantry direction. Thus, it makes sense to
re-handle containers within a bay. However, in the case of an automated RMGC (Rail
Mounted Gantry Crane), there is no need to restrict the gantry move within a bay
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during re-handling operation. Therefore, this study allows yard cranes to be able to
relocate a container into any slot within the nearest n bays during pre-marshaling and
re-handling operation.

Let the set of stacks, excluding the stack where container b is currently located,
whose value of Pðsi; bÞ is larger than or equal to a threshold value d be SW and those
whose value of Pðsi; bÞ is smaller than a threshold value d be SB. If there exist multiple
in SW , then select the stack with the smallest value of Pðsi; bÞ. If there exists no such a
stack, then select the stack with the largest value of Pðsi; bÞ in SB. The procedure is
summarized as follows:

Step 2-1: Select candidate stacks which are located within the coverage range (n)
from the target container and have empty slots. Let SW ¼ ijP si; bð Þ� df g. If SW ¼ ;,
then go to Step 2-3; otherwise, go to Step 2-2.

Step 2-2: s� bð Þ ¼ argmini2SWP si; bð Þ. If there exist multiple candidate stacks, run
Tie-Break-Rule and s� bð Þ is the target stack for container b to be move to. Stop.

Step 2-3: Let SB ¼ ijP si; bð Þ\df g. s� bð Þ ¼ argmaxi2SBP si; bð Þ: If there exist
multiple candidate stacks, run Tie-Break-Rule. Stop.

The following rules are used as the Tie-Break-Rule in the order of (1) lowest
position; (2) shortest traveling time of yard cranes; (3) random.

4 Simulation Experiments

A simulation model was developed for evaluating the proposed algorithm. It was
programmed by Tecnomatix Plant Simulation, Siemens PLM Software Inc. For the
input data, we collected the field data which represents inbound containers for around 2
months at ‘S’ container terminal in Busan, South of Korea. As attributes of a container,
container ID, discharging time and retrieval time were used in the simulation.

It is assumed that the layout of a container terminal consists of 10 blocks with 32
bays, 10 rows, 6 tiers. We assume that the utilization of a bay is 80%. That is, the
maximum number of containers that can be stored in a bay was restricted to be 48.

In the experiment, it was assumed that the terminal operator receives the updated
information on the expected RTBA for each inbound container in every 10 min after
the truck starts its travel.

In the simulation program, the terminal operations were assumed as follows:
(i) container discharging and retrieving operations have higher priorities than pre-
marshalling operations. It means that pre-marshalling operations are carried out only
when a yard crane is idle; (ii) if ll [ lh, then r2l [ r2h. That is, the travel time with a
longer expectation has a larger variation, which is a reasonable assumption.

Effects of Pre-marshaling Operation. In order to evaluate the effect of the pre-
marshalling operation (PM), the cases with PM were compared with those without PM
where T = 4,800 s, r ¼ 2:7, d ¼ 0:52. Table 1 shows the results of comparison, which
estimates that the turnaround time at block per truck can be reduced by 45.0% by the
pre-marshalling operation. In addition, the number of re-handles per container during
the retrieving operation (RT) can be reduced by 95.7%, while the total re-handles may
increase by around 10.5%.
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In Table 2, the effect of the coverage of yard cranes on the re-handling operation
including PM and RT is analyzed. The wider coverage of yard cranes may provide
better candidate stacks for a blocking container to be moved to during PM and RT. It
means that the relocated blocking containers may have a higher possibility to find a
storage location without re-handle. Instead, the longer gantry travel time may result.
Table 2 shows that as the coverage of yard cranes becomes wider, the total average
number of re-handles is reduced by 22%.

Performances for Various Lead Time of Pre-marshaling (T). Table 3 shows that
the performances of the pre-marshalling strategies on the various lead times of pre-
marshalling (T) where r ¼ 2:7, d ¼ 0:52. As the value of T is smaller, some oppor-
tunities for the pre-marshalling can be missed, which leads to increase the turnaround
time of trucks at a block with the increase in the number of re-handles during retrieval
operation. On the contrary, as the value of T becomes larger, the number of containers,
which are pre-marshalled, increases and thus more re-handles for pre-marshalling
occurs. However, those for retrievals slightly decreases.

Table 1. Effects of pre-marshaling operation.

Type of
operation

Truck turnaround time at
block (sec)

The number of re-handles per container
During PM
(1)

During RT
(2)

(1) + (2)

Case without
PM

551.43 0.000 1.147 1.147

Case with PM 303.09 1.215 0.054 1.268

Table 2. Results of pre-marshaling operation considering traveling time of yard crane.

Coverage (n) of
yard crane (bays)

Truck turnaround
time at block (sec)

Number of re-handles per container
During PM (1) During RT (2) (1) + (2)

0 303.09 1.215 0.054 1.268
1 301.92 1.169 0.049 1.218
2 301.48 1.161 0.048 1.210
3 301.25 0.955 0.039 0.993

Table 3. Performances for various lead times for pre-marshalling (T).

T (sec) Truck turnaround time at block (sec) Number of re-handles per container
During PM (1) During RT (2) (1) + (2)

1,200 327.82 1.068 0.121 1.189
2,400 306.34 1.175 0.055 1.230
3,600 306.02 1.199 0.055 1.254
4,800 303.09 1.215 0.054 1.268
6,000 304.60 1.216 0.056 1.272
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Impacts of Uncertainty ðrÞ on Re-handles. Table 4 illustrates how the uncertainty of
truck arrival influences terminal operations. The higher uncertain truck arrival means
that it is difficult to estimate the truck arrival, which makes the possibility of creating
additional re-handles lower. Thus, as r increases, the number of re-handles during PM
declines, but those during RT rises with the growth of truck turnaround time at block. If
r is larger than around 100, then the value of truck turnaround time becomes similar to
the case without PM in Table 1, which implies that the information on truck arrivals is
less useful.

5 Conclusions

This paper discusses the pre-marshalling operation for inbound containers by using
uncertain truck arrival information. The pre-marshalling algorithm utilizes the uncer-
tainty of truck arrival to reduce the possibility of creating additional re-handles, which
leads to decrease the turnaround time of trucks. In addition, we investigate the impact
of gantry move of yard cranes during re-handling operation. The simulation model is
developed to perform the experiments. The result shows that the pre-marshalling
operation can reduce the truck turnaround time by 45.0% in comparison with the case
without it. Moreover, the pre-marshalling strategies in practice are examined. Finally,
we discuss the valid degree of uncertainty for the implementation. In further researches,
it is essential to collect/define information of container retrieval from various stake-
holders and evaluate the validation for its application.
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Abstract. This paper proposes a novel dual resource constrained
(DRC) scheduling problem under identical parallel machine environment that
consider operator working modes and moving activity between machines with
regards to the makespan minimization objective. We define the working modes
as all operator activities when the operators interact with the machines such as
loading, setup, controlling, and unloading. Firstly, we provide the mathematical
model of the problem using Mixed Integer Linear Programming (MILP). We
add unloading activity beside setup to be included in the model. Also, we
consider the moving activity that is usually neglected in DRC scheduling
problem. Moreover, we propose a permutation-based genetic algorithm (PGA)
to tackle the computational burden of the bigger size problem. Then, we run a
full factorial experiment with replication to compare the solution quality and
computational time of our PGA to the solver and random search method. The
results show that our proposed PGA could solve the problem in a reasonable
time that is faster than the solver with a good quality solution that is better than
random search.

Keywords: DRC scheduling � Working modes � Moving � Makespan

1 Introduction

Recently, many industries use partially automated machines for producing products
which operators can leave them in the machining time. The operators are necessary for
such only activities like the loading and unloading jobs, sometimes controlling or doing
the setup [1]. The total idle time of operators becomes the highest if they only operate a
machine each. However, assigning an operator to two or more machines results in some
machine waiting time that increases the makespan or the tardiness.

Dual resource constrained (DRC) scheduling considers both machine and operator
resources as limiting resources [2]. Most research in DRC scheduling deals in a con-
dition that the operator number is not less than the number of machines, e.g. [3, 4]. On
the next level, we find articles that deal with fewer operators, but they cannot supervise
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many jobs at the time [5, 6]. Only a little research considers an operator can supervise
several machines simultaneously [7] as in [1, 8].

There are several approaches to solve the DRC scheduling with each operator can
process many jobs simultaneously. One approach uses a given finite set of working
modes as a reference to estimate the job processing time using multipliers [1]. The
other approach uses mixed-integer linear programming (MILP) model allowing an
operator to do many setup activities and leave the machine while processing the job to
minimize the makespan [8]. In this work, we combine the advantages of both to
propose a new approach by applying MILP model to get a more accurate solution and
considering many working modes such as loading, setup and unloading activities. Also,
this research considers transportation time between machines.

2 Problem Statement

Figure 1 illustrates the proposed DRC scheduling problem with three identical parallel
machines and two same-skill operators with five jobs. It must consider not only the
sequence of jobs in each machine but also the activity/task sequence of jobs and
moving sequence performed by each operator that makes this problem becomes harder
to solve. Therefore, we must include the operators’ assignment on the Gantt chart to
describe the schedule. The new consideration of task allocation causes the job
assignment to the operator becomes more flexible in which one job can be performed
by different operators, e.g., setup performed by an operator and unloading by another
operator. We only consider setup (that includes loading) and unloading activities in the
model. This contribution do not appear in the traditional scheduling problem since the
operators always control the same machine. The other contribution related to moving
route and time makes the computation of makespan more precise.

We describe the problem statement of this DRC scheduling problem as follows.
The production system consists of a set M of m identical parallel machines and a set
W of w identical operators where w � m. This production system must produce a set
N of n jobs aiming at the minimization of the makespan. Each job needs three sequence

M31 M12 M21

M23

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

Notes:
Sj : Setup of job j Uj : Unloading of job j Mhi :

Pj : Machining of job j

Re
so

ur
ce

Time period (minutes)

Machine 1

Machine 2
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Operator 1

Operator 2

S4

S4 P4

S2 P2 U2

S2 U3 U2

U4 S1 P1 U1

S3 P3 U3

S3 U4 S1 U1

Operator moving from 
machine h  to machine i 

Fig. 1. An illustration of a Gantt chart of the proposed DRC scheduling problem with 5 jobs
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activities, which are setup, machining, and unloading performed on a unique machine.
Each operator can contribute to any b activities of working modes from a set B. In our
case, the b value is two consisting setup and unloading activities. Thus, each operator
could move from one machine after finishing one activity b to the other machine to
perform any activity in set B. Any activity b of job i starts if both the assigned machine
j and operator k are available.

3 The Mathematical Model

We refer to the previous research [8] then adjust and add some new constraints to build
our own MILP model. We adjust some constraints in several ways by adding new
activity indices (1 for setup and 2 for unloading) to the decision variables and place the
operator indices as the main resource instead of the machine. It is because the operator
assignment is more complicated than the machine since two operators are possible to
execute the same job. We also include transportation time between machines as a new
parameter. The mathematical formulation is reported as follow.

Indices

f ; j; l ¼ 0; 1; 2; . . .; n jobs k; q ¼ 1; 2; . . .;w workers
g; h; i ¼ 1; 2; . . .;m machines a; b; c ¼ 1; 2 activities

Parameters

Pl the processing time of job l Tgi the moving time
between machine g and i

Obl the operation time of activity b of job l B a big number

Decision variables

Xkhajibl a binary variable that result in 1 if worker k is assigned to do activity b of job
l on machine i after finishing activity a of job j on machine h.

Qfl a binary variable that result in 1 if setup activity of job l performs before
unloading activity of job f in the same machine.

Oc
bl the operation completion time of activity b of job l

Pc
l the processing completion time of job l

Tc
bl the transportation/moving completion time before doing activity b of job

Cmax the makespan

Model

minimize Cmax ð1Þ
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Constraint (2) ensures the assignment any activity of specific job to only one
operator and one machine, and there is only one activity of one job which precedes.
Constraint (3) forces that each activity of one job precedes at most one other activity of
one job conducted by the same operator. Constraint (4) denotes each worker starts by
unloading of job 0. Constraint (5) ensures that there is no assignment for setup of job 0.
Constraint (6) forces that setup and unloading activities of one job must perform on the
same machine. Constraint (7) ensures the feasibility of sequence of activity by each
operator: if activity b of job l precedes activity c of job f, it must have a predecessor of
activity a of job j. Constraint (8) states that the minimum time lag between the oper-
ation completion time of and the moving completion time before activity b of job
l must be equal to its operation time. Constraint (9) denotes that the difference between
the moving completion time to do activity b of job l and the completion time of
previous activity a of job j is at least equal to the moving time required by itself.
Constraint (10) ensures, on each machine, that the unloading activity is possible after
the machine finishes processing the job. Constraint (11) forces that each machine starts
processing the job immediately after the setup activity. The twofold constraints
(12) accommodates the feasibility sequence on each machine: if setup activity of job
l and unloading activity of job f processed on the same machine, then unloading
activity of job f must be completed before setup activity of job l starts, or vice versa.
Constraint (13) fixes there is no time for unloading activity of job 0. Constraint
(14) defines the makespan value. Finally, Constraint (15) and (16) define the corre-
sponding binary variables.

4 The Proposed Permutation-Based GA

One of the most common meta-heuristic technique used in scheduling problem is
Genetic Algorithm (GA) [9]. Since it is proven and easier to develop, we consider GA
to solve our problem at first that can perform as the basic comparator to other tech-
niques for the future research. Genetic algorithm (GA) that is found by Holland in 1975
mimics the biological processes [10]. This meta-heuristic procedure works with a set of
solutions (chromosomes) called as population. A chromosome, which contains alleles,
represents one solution that is evaluated by its fitness value that indicates the objective
function. The initial population usually comes from a random process. At every iter-
ation, the selection mechanism chooses a couple of chromosomes (parents). The
parents follow the crossover mechanism to generate new solutions (offspring) by
combining their structure. Moreover, each chromosome can experience changing of
allele sequence based on the mutation scheme to prevent the solution trapped into local
optima. Finally, this algorithm will stop to iterate after it meets the stop criterion such
as the maximum iteration number (generation number).

The encoding scheme plays a vital role to yield the effectiveness and the efficiency
of the algorithm [7]. On the other hand, our DRC scheduling deals with three kinds of
assignments: sequence of activity between jobs, operator to each activity, and machine
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to each job. We use a simple single-string as one chromosome containing n alleles that
represent the sequence of jobs. In decoding phase, this sequence becomes a reference in
resulting those three assignments to get the fitness value (the makespan). In the
mathematical formulation, let �l ¼ p ið Þ becomes the job on the i-th allele to represent a
job sequence chromosome (see Fig. 2).

Our decoding algorithm consists of seven steps (as follow) that need an iterative
process as many as the number of activities, which is twice of the jobs number.

We use the binary tournament as our selection method since it is more efficient than
rank method and more effective than roulette wheel method [11, 12]. Moreover, we
choose two-point crossover that has been largely adopted in combinatorial problem and
block swapping scheme [13] for our crossover and mutation schemes. Finally, the stop
criterion is the number of generations.

Fig. 2. An example of a chromosome represents a job sequence (4-1-5-3-2) with n = 5 jobs
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5 Numerical Examples and Computational Results

The objective of this benchmark is to compare the performance of the solution quality
and run time between solver (SLV) using Gurobi 7.5.2, PGA, and random search
(RS) which are executed on 16-GB RAM PC powered by an octa-core 3.6-GHz
processor. The PGA and RS have been coded in RUBY® language. The RS uses same
encoding and decoding scheme as in PGA to get the fitness value of a string. The stop
criterion for RS is the number of evaluated strings as many as in PGA.

Our experiment consists three cases based on the number of jobs (n), machines (m),
and operators (w) – small, medium, and big-sized problem (see Table 1). We generate
all parameters from uniform distributions which are U[1, 79], U[1, 99], U[1, 20], and U
[3, 10] respectively for setup, machining, unloading, and moving time. The solver is
time limited in the medium-sized problem for 300 s and not run in the big-sized
problem despite memory problem.

Table 1. Computational results

Case Subcase
(n � m � w)

Gurobi gap**
(%)

RPD Mean Run Time Mean
(sec)

SLV PGA RS SLV PGA RS

Small-sized
problem
PGA parameter*
[10; 20; 0.5; 0.1]

4 � 3 � 2 0.00 0.00 0.00 0.00 8.93 0.01 0.00
4 � 4 � 2 0.00 0.00 0.75 0.75 1.49 0.01 0.01
4 � 4 � 3 0.00 0.00 0.00 0.00 0.69 0.01 0.01
5 � 3 � 2 0.00 0.00 0.00 0.00 116.99 0.01 0.01
5 � 4 � 2 0.00 0.00 6.00 6.00 46.89 0.02 0.01
5 x 4 x 3 0.00 0.00 0.00 0.00 637.52 0.01 0.01
Average 0.00 0.00 1.13 1.13 135.42 0.01 0.01

Medium-sized
problem
PGA parameter*
[50; 150; 0.5; 0.1]

9 � 4 � 2 55.36 20.43 0.65 1.29 300 0.60 0.58
9 � 4 � 3 50.82 23.98 0.33 0.65 300 0.74 0.71
9 � 5 � 2 52.53 13.26 0.93 1.00 300 0.61 0.58
9 � 5 � 3 48.10 37.62 0.29 1.71 300 0.75 0.72
10 � 4 � 2 66.87 56.21 1.03 2.07 300 0.66 0.63
10 � 4 � 3 59.35 46.43 0.79 1.90 300 0.81 0.79
10 � 5 � 2 70.36 74.48 0.76 1.52 300 0.67 0.65
10 � 5 � 3 60.11 74.0 1.02 2.22 300 0.83 0.80
Average 57.94 43.31 0.72 1.55 300.00 0.71 0.68

Big-Sized
Problem
PGA parameter*
[150; 200; 0.8;
0.05]

100 � 15 � 7 – – 0.47 5.02 – 75.47 68.69
100 � 15 � 9 – – 0.38 3.99 – 88.22 80.23
100 � 20 � 7 – – 0.80 3.57 – 77.75 70.69
100 � 20 � 9 – – 1.27 6.34 – 94.98 84.32
Average – – 0.73 4.73 – 84.10 75.98

*PGA parameter respectively consists of generation number, population size, and crossover and
mutation probability
** Gurobi gap measures the difference between its lower and upper bound
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Before comparing, we set GA parameter using a full factorial experimental design
without replication for each case and analyze the result using graphical descriptive
statistics to find the convergence point that represents the optimal generation number
and Tukey test with 95% confidence interval to find the least population size from the
best. Then, both parameters are used in another full factorial experimental design to
find the optimal crossover and mutation probability in each case.

The number of strings needed to reach convergence point becomes higher when the
case becomes more complex. The algorithm needs only 200 strings in the small-sized
problem and needs more strings of 7,500 and 30,000 strings respectively for medium
and big-sized problems. On the other hand, the generation number is always smaller
than the population size in all cases. Also, in our experiments, we acknowledge that the
crossover probability never becomes lower when the case becomes more complex,
which needs to be analyzed more deeply in the future.

We implement a full factorial experiment design with five replication for PGA and
RS and without replication for the solver. To evaluate the solution quality, we use
relative percentage deviation (RPD) for each method i according to the Eq. (20):

RPDi ¼ 100 � TCTi � TCTmin
i

TCTmin
i

ð20Þ

Where TCTi is the total completion time (makespan) resulted from method i and
TCTmin

i is the best makespan among all methods.
Table 1 also shows that PGA and RS can yield the optimal solution in the small-

sized problem except for subcase 4 � 4 � 2 and 5 � 4 � 2. We acknowledge that our
decoding algorithm always assigns a resource immediately after it is free, but, in that
subcase, the optimal solution has different sequence logic. Our meta-heuristics also
have better computational time than the solver in the small-sized problem.

The PGA outperforms other methods for average RPD in the medium-sized
problem respectively with only 0.72% compared to RS with 1.55% and solver with
43.31%. Also, in the big-sized problem, the average deviation of PGA solution from
the best is only 0.73% compared to the RS with 4.73%. By running for 5 min, the
Gurobi solver can only reach 57.94%, on average, of the difference between its upper
and lower bounds in the medium-sized problem. We also acknowledge that the solver
cannot reach the optimal solution after one day running. Moreover, the computational
(run) time of PGA is very reasonable compared to the RS that the difference is not more
than 15 s even in the big-sized problem.

6 Conclusions

In this paper, we propose a novel DRC scheduling under an identical parallel machine
environment that considers operator working modes and moving activity concerning
the makespan minimization objective. We develop a MILP model at first, but it can
only solve the small-sized problem in reasonable time. Therefore, we propose a
permutation-based genetic algorithm (PGA) to tackle the computational burden. To test
its performance in solution quality and computational time, we compare the PGA to the
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solver and RS. Firstly, we set the PGA parameter using statistical approaches. We
acknowledge that the appropriate parameters depend on the case. The comparison
results show that the PGA could solve the problem in a reasonable time that is faster
than the solver with a good quality solution that is better than random search. There are
several ideas for improvement for the next potential research. First, to involve a new
social objective function such as operator’s productivity or workload balance. Second,
to extend the model into more complex machine configuration, e.g., flow shop or job
shop. Third, to implement other meta-heuristics methods.
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Abstract. In order to rationalize process planning activities or to improve
process planning outcomes, various process planning approaches with different
degrees of computerized support and automation have been established.
Ranging from general to very specialized approaches to specific problems, these
approaches have specific advantages and drawbacks. When designing new
approaches as well as selecting existing ones for application in the field, their
properties have to be considered comprehensively. However, existing research
only selectively touches on the objectives regarding the planning process or the
quality of information generally requested from process plans. This paper pre-
sents the synthesis of a comprehensive process planning assessment framework,
including planning process and outcome related criteria, based on an extensive
literature review.

Keywords: Process planning � CAPP � Assessment framework
CAPP selection

1 Challenges Assessing Process Planning Approaches

The necessity to rationalize process planning activities has led to the establishment of
various planning approaches with different degrees of computerized support and
automation [1]. Next to an increase in planning efficiency, the proposed planning
approaches aim at improving the quality of the process sheets, which in many cases do
not meet the requirements of the stakeholders [2].

Ranging from general to very specialized approaches to specific problems, these
approaches have specific advantages and drawbacks [3]. As the importance of single
properties of these approaches naturally depends on the specific application scenario,
companies have to cover their basic process planning needs by producing reliable
documents for production scheduling and control activities. Therefore, when designing
new approaches as well as selecting them for application in the field, the properties and
suitability of the approaches should be considered comprehensively.

While standard references in the production engineering field cover the conven-
tional contents of the final process plans, their description of the planning process
usually does not deliver a target system or criteria for optimization [1, 4]. Newly
developed planning approaches mostly do state their specific motivation and the
improvement potentials regarding the planning process or outcome they want to
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address. However, there are no comprehensive assessment frameworks for process
planning available.

The paper is structured as follows. In Sect. 2, we give an overview over existing
approaches for assessing process planning. We then outline the research methodology
of the extensive literature review. In Sect. 3, we analyze the relevant evaluation criteria.
In Sect. 4, we present the synthesis of the criteria in the assessment framework. In
Sect. 5, we present a brief first case study for basic validation, and, in Sect. 6, we
conclude the paper.

2 Theoretical Framework

2.1 Deficiencies of Existing Approaches

Standard references in the field of production engineering and management provide a
generally applicable and neutral definition of the planning process and the desired
outcomes (e.g. [4]). Additionally, for evaluating the planning process success, some
publications refer to the general objective of achieving an optimal relation between the
use of resources and desired outcome (e.g. [1]). Beyond this hardly tangible objective
regarding the characteristics of the resulting process plan, the authors describe general
trends like Simultaneous Engineering (SE), the questioning of the separation of plan-
ning and control, as well as decentralization and automation of the planning process
[1]. However, stated benefits [4] of automating the planning process can be interpreted
as assessment criteria for process planning: improved productivity, lower production
cost, consistency, time savings and rapid integration of new production capabilities.

Research articles focusing on process planning in many cases focus on enhancing
understanding and technology regarding specific planning problems, e.g. the automated
selection of machining parameters [5], automated discovery of typical process routes
[6] or selecting “optimal” process plans [7]. The researchers usually either loosely state
their objectives or feature explicit, even multi-criteria, objective functions [8] with
regard to the specific planning problem at hand. Denkena et al. [9] provide research
touching on a wider range of relevant criteria regarding technological and business
considerations. However, to the knowledge of the authors, there are no research articles
providing a comprehensive overview over all relevant criteria.

Although neither evaluation criteria for the planning process, nor the resulting
process plans are well covered, methods for performance measurement of general
business processes might partially be applicable to process planning. While widespread
methods for BPM assessment (e.g. CMMI and BPMM) rely on rather abstract process
maturity models, more tangible process KPIs are usually company and process specific.
However, Fishermanns [10] provides several universal criteria that can partially be
adapted to the planning process: repetitiveness, personnel qualification, personnel
count, intensity of communication, intensity of documentation, process complexity,
determinacy, task difficulty, consistency, external relations, relevance of quality, time
and cost.
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2.2 Research Methodology

In order to achieve the stated objective of developing a comprehensive assessment
framework, the evaluation criteria to be considered, are extended by a rigorous and
systematic literature review. The review is considered an explorative background
review, in order to inform the design process. This section shall provide information on
the coverage of the review [11].

The review was largely organized sequentially [11]. The search covered literature
since 2000. The search string was (“process plan”) AND (quality OR requirements OR
assessment OR criteria) and its German equivalent. Table 1 provides an overview of
the databases and search providers as well as the results.

Many articles identified by the keyword searches (‘hits’) do not focus on the
research question at hand, but merely offer insights into the topic incidentally as
described in Sect. 1. In addition, the search string has widespread application beyond
the field of production engineering. Therefore the articles have been evaluated (the
most highly prioritized hits in the cases of google scholar and ScienceDirect) based on
their abstracts, in order to assess their relevance for the review (‘reviewed’) [12].
58 articles have been reviewed (cf. Table 2). Other Journals include the International
Journal of Computer Integrated Manufacturing (3), Annals of the CIRP (2), Journal of
Materials Processing Technology (2) and several more.

Table 1. Database search

Provider Database Language Limitation Hits Reviewed

Google scholar Any English None (16.100) 28
Google scholar Any German None (14.200) 4

wti Technik German None 197 4
IEEE Xplore Any English None 25 9
EBSCOhost Business source premier English None 54 7

ScienceDirect Any English Review & research papers (5.044) 6

Table 2. Literature review

Journal/Conference paper 2000–2004 2005–2009 2010–2014 Since 2015 Total

International journal of advanced
manufacturing technology

3 4 2 0 9

Conference papers 0 5 2 2 9
International journal of production research 3 1 2 0 6
ZWF Zeitschrift für wirtschaftlichen
Fabrikbetrieb

1 0 0 5 6

Procedia CIRP 0 0 1 4 5
Journal of intelligent manufacturing 3 0 1 0 4
Other 8 6 5 0 19
Total 18 16 13 11 58
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3 Evaluation Criteria for Process Planning

The relevant literature has been analyzed for references to criteria, requirements and
objectives regarding the planning process and the resulting process plan. The criteria
listed in Fig. 1 represent the references in the reviewed articles in the most objective
way, but are not completely mutually exclusive.

Other criteria are flexibility (10), process capability (6), transparency (6), ease of
use (4), costs (3) and iterations (3) as well as process capability (4), integrity (3),
energy consumption (3), resource consumption (3), timeliness (2) and emissions (1).

The criteria have been synthesized from the illustrated literature review, structured
and aggregated in order to generate comprehensive listings to be used in the assessment
framework described in Sect. 4.

4 Process Planning Assessment Framework

4.1 Application

The process planning assessment framework is aimed at informing the decision-making
process of researchers and practitioners. It is supposed to ensure that all relevant criteria
are taken into consideration. Subject of the assessment are the planning process, albeit
manual or automated, and the resulting process plan. The following Sect. 4.2 contains
the comprehensive listings of the respective assessment criteria. To aid understanding
and standardized assessment, descriptions on their relevance as well as examples are
provided. As the criteria are multi-dimensional and not fully independent from each

Fig. 1. Criteria referenced in the reviewed literature
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other, they partially complement or conflict with each other. Therefore, in application,
the criteria have to be prioritized. The approach follows a traditional multi-criteria
utility analysis [13], as shown in Fig. 2.

The planning levels of process/operations planning (Fig. 3) serve as assessment
dimensions for the process plan assessment. During assessment, the user applies the
relevant criteria to the required information of the planning level of interest. The
subprocesses shown in Fig. 4 are selectable assessment dimensions of the planning
process.

4.2 Assessment Criteria

The criteria for the assessment of the planning process (Fig. 4) are structured into cost
related criteria, criteria regarding desirable process characteristics and criteria related to
user interaction with the process and its tools.

Due to the limitations of the format [12], selective references are provided in the
figure.

The criteria for the assessment of the resulting process plan (Fig. 5) are structured
into objective data requirements as well as subjective optimization criteria.

Fig. 2. Assessment approach

Fig. 3. Planning levels
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During assessment, the user applies the relevant criteria to the required information
of the planning level of interest (Fig. 3). For example, when choosing or designing a
process planning approach for individual production, the stakeholders might decide
that the planning approach should primarily provide information on macro/process
plan level because the operations planning is left to experienced machine operators.

Fig. 4. Planning process assessment

478 G. Schuh et al.



5 First Case Study and Basic Validation

The assessment framework is illustrated with the example of an industrial partner in the
metal working industry. All subprocesses are determined to be relevant dimensions,
while only the macro planning level is of interest in this case (cf. Fig. 2, step 1).
Weighting the assessment criteria in a pair-by-pair comparison (cf. Fig. 2, step 2),
effort and duration prove important for the planning process. Most important criteria for
the resulting process plan are feasibility, integrity and correctness/accuracy.

Figure 6 shows two macro level process plans for a piston variant, generated
manually and by a generative computer-aided process planning (CAPP) system. The
relevant stakeholders have assessed (cf. Fig. 2, step 3) the rather quick manual plan-
ning process positive in terms of duration and effort. The automated and even faster
generation by the CAPP system is rated very positive, however length and effort of the
CAPP system setup and update process are rated very negatively.

Comparing the resulting process plans to several executed manufacturing orders for
the parts number, the characteristics of the manually generated process plan are
established as very positive. It is showing occasional deviations to other workstations
with the same capabilities as well as statistical variations of processing and setup times.

Fig. 5. Process plan assessment
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The characteristics of the automatically generated process plan, without any further
human intervention, are assessed as neutral. All necessary machining operations are
included in the right order, however the operations sequence needs to be comple-
mented. Two workstation IDs are missing for integrity, while the accuracy of the
standard times is significantly off in several instances.

According to the assessment regarding the criteria relevant to the company, it
becomes obvious, that at the current stage manual process planning remains the norm,
while further capability improvements of the CAPP system will be investigated.

6 Conclusion

The assessment framework presented in this paper offers comprehensive criteria and
corresponding descriptions for both the planning process, as well as the resulting
process plan. It can serve researchers developing new process planning approaches for
reference and enables practioners reengineering their planning process to assess their
respective options with the criteria relevant to them. The assessment framework was
validated with an SME.

Further research needs to be done on the measurability of the criteria. More vali-
dation needs to be done to further detail the approach and to ensure applicability in
various fields/sectors.

Acknowledgement. The authors would like to thank the German Research Foundation DFG for
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Abstract. The stocker system is the most widely used material han-
dling system in LCD and flat panel fabrication facilities (FABs). The
stocker mainly consists of one or two cranes moving along a single track
to transport lots, or cassettes, containing 10 to 30 thin glass substrates
between processing machines. Because the stocker system is the primary
material handling system in the FABs, its performance directly affects
the overall performance. In this study, we investigate the scheduling of a
dual stocker system operating with two cranes simultaneously on a single
track and propose a learning-based scheduling algorithm for the system.
We report some of the results of our long-term efforts to dynamically
optimize the dual-crane stocker. We fisrt show the modeling and algo-
rithm to minimize the make-span of the jobs. We incorporate the model
to dynamically allocate jobs. In particular, we use a reinforcement learn-
ing method in the scheduling algorithm. The model is validated in an
extensive simulation study based on actual data.

Keywords: Reinforcement learning · Scheduling · AMHS

1 Introduction

The thin film transistor liquid crystal display (TFT-LCD) is one of the most
widely used LCD due to its high image quality. An automated material handling
system (AMHS) is commonly exploited in TFT-LCD manufacturing to deal with
complicated movements of cassette, a container holding LCD glasses. The stocker
system is a main component of AMHS in TFT-LCD fabrication facilities (FABs),
which consists of one or two cranes on a single rail and shelves used as buffer
spaces. The processing machines are attached to the stocker system (Fig. 1). The
crane travels along with a rail and moves up and down to pick up and set down
a cassette. Recently, two cranes are usually used in most TFT-LCD FABs in
order to increase throughput of the stocker system, which is referred to as the
dual crane stocker.

Since two cranes travels on a single rail simultaneously in the dual crane
stocker, a strategy to avoid collision within cranes should be designed. Most
c© IFIP International Federation for Information Processing 2018
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Fig. 1. The stocker system

dual crane stockers in industry adopt first-in-first-out (FIFO) rule based on an
area segregation. As shown in Fig. 1, the stocker is divided three sections and
each crane travel only up to share zone and only one of cranes can occupy share
zone to avoid a collision. Although this operation rule is simple and effective in
avoiding collisions, it arouses two kinds of inefficiency. First, when a crane use
the share zone, another crane should wait until the occupying cranes work is
done, which is called blocking. Second, an additional movement is necessary to
hand over a cassette to another crane when the cassette could not be transported
directly by a crane. For example, if a cassette should move from section A to
section B, crane 1 transports the cassette from section A to an empty buffer in
the share zone. Then crane 2 picks up the cassette on the share zone and trans-
ports it to the destination in section B. These inefficiency could be handled by
effectively determining the size or location of the share zone. However, a proper
scheduling rule without the share zone would be the best way to maximize the
stocker systems capacity as long as the collision is avoided. There were a few
studies about the stocker system in TFT-LCD. Jang et al. [4] proposed an ana-
lytical model for measuring the performance of the single crane stocker system.
Several studies dealt with the stocker for layout design with TFT-LCD plant and
suggested mathematical model including determination of the share zone [3,7].
Reinforcement learning is a method that learn a policy based on an action value
from experience. Once the agent is trained through many experiences, it can
select an appropriate action in a short time. Most researches in this field focused
on choosing appropriate heuristics [1,8] which is different with our approach in
that dual crane stocker scheduling problem do not have typical scheduling rules.
Meanwhile, Bradtke [2] showed that DP-based reinforcement learning converged
to the optimal policy with non-linear function approximators. Dietterich et al. [9]
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applied TD(λ) to train a neural network to learn heuristic evaluation function in
job-shop scheduling problem. These results presented a possibility of DP-based
scheduling with neural network could work in other domain. Recently, Google
Deep Mind team showed that Deep-Q Network, combination of reinforcement
learning and deep neural network [5], could learn policies successfully in Atari
games and surpass the performance of all previous algorithms. In this paper,
we formulate a scheduling problem for dual crane stocker applying dynamic
programming (DP). DP approach could find an optimal solution for a static
case, but curse of dimensionality makes the computation time to increase expo-
nentially. Thus we used neural network to approximate non-linear relationship
within features. In particular, we suggested a novel image based input shape to
represent the state accurately and adopted convolution layer to take into account
interactions between movements.

2 Modeling Assumptions

The assumptions for the stocker model are as follows.

– Both a transportation from a processing machine to a shelf and from a shelf
to a processing machine were considered as a same kind of a job.

– Initial jobs were generated randomly with pre-determined origin location and
destination.

– Though vertical and horizontal movement of the crane occur simultaneously,
the horizontal movement was solely considered. Since it takes much more
time to move horizontally than vertically, vertical movement of a crane is
negligible.

We used a term bay as a unit of a location in the stocker system. There are
two sets of load ports, the spaces for cassettes, in upper and lower side of Fig. 1
(lower panel). However, it is not necessary to distinguish transports into load
ports at upper or lower since the total travel time is same as long as the bay
number is same. The difficulty of dual crane stocker problem comes from colli-
sion avoidance movement. The cranes should maintain safety distance to avoid
collision. Even if same crane selects same job, the processing time could be quite
different because of an interference within two cranes. The final objective of
the dual stocker scheduling problem is finding an optimal scheduling rule on
dynamic environment that jobs are generated continuously. In order to achieve
that goal, we first focused on scheduling for the given jobs in static case whose
measurement is makespan.

3 Dynamic Programming

The problem can be formulated using dynamic programming (DP). Some nota-
tions are defined as follows. B ∈ [1, be] is the set of bay numbers in the stocker sys-
tem where be is a last bay number. Each job is numbered according to the enter-
ing sequence and represented with origin location and destination as ji = (oi, di)
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where (oi, di) ∈ B. The state of the stocker we made consisted of crane work
state and waiting job list, S = <C,J>.

– C = {c1, c2 | c1, c2 ∈ {0, j1, ..., jN}} represent which job is transported by the
cranes at the state. If a crane is not assigned by any job, 0 is used.

– J = {ji∈W |W is a set of waiting jobs} is waiting job list. At the initial
state, J = {j1, ..., jN}. If a job is selected by decision making agent, the job
is deleted from the set J. Thus, J = ∅ at the terminal state.

As we mentioned, the state of the stocker in DP is a decision point of decision
making agent. Since the decision making agent choose jobs from waiting job list,
action set A is same with set J. Though the state is defined, more information is
necessary to express a specific status of the system. It is referred to as attribute
and they consisted of locations, destinations, operation status and remaining
time of the cranes.

– L = {l1, l2 | l1, l2 ∈ B} represents locations of the cranes
– D = {d1, d2 | d1, d2 ∈ B} represents destinations of the cranes
– Os = {os1, o

s
2 | os1, os2 ∈ {Retrieve, P ickup,Deliver, Setdown, Idle}}

– Tr = {tr1, t
r
2 | tr1, tr2 ∈ R

+} represents the remaining time in current status of
the cranes.

After defining the state, we developed the optimization problem to mini-
mize the makespan of the given job. This makespan minimization is structurally
equivalent to the shortest path problem and it can be solved using a DP app-
roach. Since the states were defined as the decision points and we considered
the optimal makespan for given jobs, the model is categorized as a deterministic
finite state, discrete time DP model. The notation for the model was as follows:

– st: state of the stocker system at time t;
– at: decision for the next job at time t;
– Pt(st, at): interval time between st to st+1 when action at is taken at st; and
– Vt(st): total time from time t at the current state st. (cost-to-go function).

Then the recursive equation is

Vt(st) = min
at

{Pt(st, at) + Vt+1(st+1)} (1)

To solve this equation, it is necessary to expand overall state space in order
to compute Pt(st, at) for all t. Then calculate V0(s0) by backwards induction
using (1). Although DP approach find optimal solution, the computation time
increases exponentially. When the number of initial job is up to five, it took less
than 10 s. However, it took about 200 s in six initial jobs and more than 3 hours
in seven, which is not applicable practically.
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4 Deep Q Network

Deep Q network (DQN) is a reinforcement learning algorithm adopting neural
network as an approximate function. We introduce DQN briefly and explain a
novel shape we made in order to increase a performance of the algorithm. The
key points of DQN are experience replay and separate network, which are the
techniques for training neural networks without diverging. Experience replay
is a methodology that storing agents experiences at each time step to a replay
memory and exploiting mini-batch data drawn at random from the pool of stored
samples for Q-learning. This technique makes the training data not to have a
bias due to a correlation between adjacent data. Next, DQN copies a target
network Q̂ from learning network Q in order to generate Q-learning targets
(yj). The algorithm become more stable by preventing the network Q from
oscillation or divergence. The full algorithm of DQN is presented in Algorithm1.
We implemented this algorithm using a tensorflow.

Algorithm 1. Deep Q network
1: Initialize replay memory D
2: Initialize action value function Q with weight θ using Xavier initialization
3: Initialize target action value Q̂ with weight θ− = 0
4: for episode = 1, M do
5: Initialize s0
6: for t = 1, T do
7: Choose at ∼ ε-greedy policy
8: Take action at, observe rt, st+1

9: Store transition (st, at, rt, st+1) in D
10: Sample random minibatch of transitions (sj , aj , rj , sj+1) from D

11: yj =

{
rj if j + 1 = T

rj + γmina′Q̂(st+1, a
′; θ−) otherwise

12: Perform a gradient descent with respect to the network parameter θ
13: Every C steps update Q̂ = Q
14: end for
15: end for

The performance of deep Q-learning or neural network depends on various
factors. Though the system environment is identical, the result can be consider-
ably different in accordance with the shape of input data. We suggest two kinds
of shape, simple integer type and vector expression of moving trace. Though
an integer shape contains all information of a state, it could be not efficient
for a neural network to predict an action value due to its excessive simplicity.
The action value of a state is determined by cranes movement and remained
jobs origin-destination (OD) pair. From this attribute, visualizing the traces of
movement and od pair might be a new approach for input shape. For instance,
with a case in Fig. 2, first moving trace of crane 1 is delivering movement from
bay 4 to bay 8. Likewise, if the picked action has been job 4, first moving trace
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of crane 2 is a retrieving movement from bay 17 to bay 13, and second is a deliv-
ering from bay 13 to bay 9. Moving direction is expressed with color that red is
toward right side and blue is the opposite. The remained jobs trace also could
be drawn in the same way (Fig. 2). The drawn traces are converted to a number
matrix. In the first column, crane moving priority index is added to describe
which crane would move first. The other values are converted from the traces
using integer 1 and −1, which represent moving to right and left respectively.
Therefore, the size of the matrix is (N + 4) × (be + 1).

Fig. 2. Trace-shape of movements

5 Experiment Result

5.1 Static Case

The scheduling performance comparison of dynamic programming (DP), deep
Q-network (DQN) and first-in-first-out rule (FIFO) was conducted using 100
randomly generated test set along with various initial job numbers from 3 to 10.
The performance of learning based algorithms was evaluated after learning with
50,000 episode and hyper-parameters of each method was tuned respectively.
We constructed neural network with two layers and 8 filters for convolution, two
hidden layers and 32 nodes for fully connected network. The learning rate was
0.001 and the exploration rate was 0.2 for DQN.

Figure 3(a) is summarized graph comparing the makespan of three meth-
ods. Since DP guarantee optimal solution, any other methods cannot be better
than the DP solution. However, since DP needs enormous computation time as
the initial job number increases, results for more than 7 initial jobs were not
computed.
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Fig. 3. Performance comparison graph

5.2 Dynamic Case

The dynamic case considers the dynamic job allocation to the stocker crane when
jobs are continuously created. With the insight gained from the static case, we
applied the the DQN model to the dynamic case with some modification of the
model. The primary goal of the dynamic model is to reduce the average waiting
time of the lots with an optimal job allocation policy. The dynamic model is
created through the following three steps.

First, it create a neural network from the approach of the rolling horizon
approach extended from the static case. That is, the results of the dynamic
allocation from the rolling horizon approach have been used to train the neural
network. Second, the Q-value based priority rule is developed on top of the
neural network. The jobs in the queue are prioritized based on the Q-value of
each job—the lower the Q-value, the higher the priority the job is given. This
approach significantly reduces the waiting time of the jobs. The third step is
that the neural network with the Q-value based priority rules is modified with
rolling out heuristics approach which is proposed in [6]. We call this approach
developed from the three step, DP+DQN model.

Figure 3(b) shows the preliminary result of the dynamic case. The y-axis and
x-axis represent the average delivery time of the lots and the load factor, λ. The
constant value is multiplied to the base from-to value. The higher the load factor,
the higher from-to deliver requirement. The proposed DP+DQN is compared to
the FIFO rule and the static DP with rolling horizon case. The result shows that
the DP+DQN outperforms compared to the rest of the approach. It also shows
a stable performance even the load factor reached to the 50, where the rest of
the cases tend to increase the waiting time significantly.

6 Conclusion

In this paper, we suggested dynamic programming model for dual crane stocker
scheduling problem and developed the model into the deep Q network (DQN).
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We obtained an optimal solution considering interference within two cranes in
case of relatively small number of initial jobs using DP approach. We proposed
the trace shape of input data and applied convolution layer to improve the
performance of neural network. The model is first developed for a static case
where the model seeks to optimal crane move sequence to minimize the makespan
of the jobs in the queue. With the insight gained from the static case, we further
developed the dynamic case to find an optimal policy to allocate the jobs in a
dynamic environment. The preliminary case shows that the proposed DQN+DP
outperforms the FIFO and DP with rolling horizon.

The work is still far from complete. An extensive numerical cases studies are
still needed to verify the approach. Also, we still need to provide logical and
numerical verification that how the proposed approach outperforms the existing
approach. Also we still need to investigate in which case the effectiveness of the
proposed case is weakened. We proposed this to the future study.
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Abstract. The increasingly evolving industrial context in manufacturing and
service industries calls for an adaptation of the practices and content of engi-
neering education curricula. More active learning approaches are required in
order to easily grasp new business challenges and strategies, such as customer
centric enterprise and mass customisation. This paper reports on a case study
based lecture about mass customisation which was given to students pursuing a
Master of Science degree in Industrial Engineering. The lecture echoes the Kolb
model for Experiential Learning and refers to guidelines about accreditation
requirements. An analysis of the achievement of learning outcomes is realized
based a student survey conducted upon two different classes.

Keywords: Industrial transition � Case study � Experiential learning
Accreditation � Mass customisation

1 Introduction

Manufacturing and service industries challenges are increasingly evolving which calls
for a proactivity of the company so as to keep up with these evolutions. Recent
technological advances, increasing market segmentation and individualised demands,
competition on both prices and quality, are among the factors motivating companies to
pursue more customer centric business strategies, such as mass customisation (MC). In
a simple way, MC aims to fulfil customer individual demands with near mass pro-
duction efficiency (Salvador et al. 2009; Medini 2015). A full understanding of MC and
customer orientation in operations management requires an adaptation of the practices
and content of engineering education curricula, towards more active learning approa-
ches (Kolb and Kolb 2005; Bassetto et al. 2011; Visich et al. 2012; Peillon et al. 2016;
Medini 2018).

This paper reports on a case study based lecture about MC, which has been given to
students pursuing a Master of Science in Industrial Engineering. The lecture echoes the
Kolb model for Experiential Learning and refers to guidelines about accreditation
requirements. An analysis of the achievement of learning outcomes is performed based
a students’ survey conducted upon two different classes.
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The remainder of the paper is organised as follows: Sect. 2 provides a brief
overview of the related background literature. Section 3 reports on a method for
designing a course integrating an active learning approach and accreditation require-
ments. Section 4 shows a designed course following the proposed method. Section 5
discusses the achievement of the learning outcomes based on students’ perceptions,
considering two courses with different integration levels of experiential learning.
Concluding remarks are given in Sect. 6.

2 Background Literature – Experiential Learning Theory
and Application in Engineering Education

Experiential Learning theory sees the learning as “the process whereby knowledge is
created through the transformation of experience. Knowledge results from the com-
bination of grasping and transforming experience”. According the experiential learn-
ing theory, learning is a recursive process assimilated to a four-stage cycle spanning
over: concrete experience (CE), reflective observation (RO), abstract conceptualization
(AC), and active experimentation (AE) (Fig. 1). Students can start learning through
concrete experience that they observe and reflect upon, deriving from their reflection
abstract concepts. They then draw new implications from these abstract concepts and
test them through active experimentation (Kolb 1984; Kolb and Kolb 2005).

Kolb and Kolb (2005) identified a number of educational principles that ensure the
consistency of the experiential learning experience of the students and avoid miss-
educative experiences: respect for learners and their experience, begin learning with the
learner’s experience of the subject matter, creating and holding a hospital space for
learning, making space for conversational learning, making space for development of
expertise, making space for acting and reflecting, making spaces for feeling and
thinking, making space for inside-out learning, making space for learners to take
charges of their own learning. These practices within engineering courses support an
improvement of the students’ retention rate (Kolb and Kolb 2005).

Experiential learning has been widely used in a variety of engineering education
contexts and within many universities all over the world; examples of these are
reported in the following research works (Bassetto et al. 2011; Visich et al. 2012;

CE - Concrete 
Experience

AE - Active 
Experimentation

AC - Abstract 
Conceptualisation

RO - Refective 
Observation

Feeling

Thinking

WatchingDoing

Fig. 1. Kolb learning cycle
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Medini 2018). Despite the large use of experiential learning and the increasing
awareness of its benefits to the students, guidelines for designing effective experiential
learning courses or activities are scarce. Most of experiential learning applications are
inspired by the basic learning cycle and design methods of the activities or courses, are
either implicit or briefly presented.

3 Course Design Following EUR-ACE Guidelines
and Experiential Learning Principle

This section provides a structured method for course design following an experiential
learning principle. The method builds on EURA-ACE (European Accreditation for
Engineering) guidelines for educational programmes design, and on learning cycle and
educational principles from the experiential learning theory. More specifically, the
general steps of the method are inspired by previous works on how to develop a
programme based on accreditation criteria (EURA-ACE) (Chuchalin and Kriushova
2011). The identification and articulation of learning modules and modes is inspired by
the experiential learning cycle and educational principles.

Figure 2 shows the steps of the method, reported on in the boxes. Vertical arrows
refer to the main used concepts from literature. Full line horizontal arrows illustrate the
sequence of the steps, while the dashed arrows show some of the main iterations which
occur during the design process. The general design steps are needs analysis, general
objectives identification, learning outcomes definition, learning modules identification,
building syllabus, and course assessment plan.

Needs analysis is recognized as an important step in course design which con-
tributes towards more contextualised content (Lekatompessy 2002). This step is
expected to enlighten the course designers on the learners’ current skills, knowledge
gaps, objective and subjective needs, and on the expected use of the know-how and
knowledge transmitted through the course. Needs analysis is not a one-shot action; on
the contrary, it should support a continuous improvement process of the course.

Needs analysis contributes to the subsequent steps namely the formalisation of the
course general objectives and learning outcomes. Similarly to the programme design
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Fig. 2. Course design method
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context (ENAEE 2005), in course design, the general objectives should reflect how the
needs of the students (or any other targeted public) are met through the course.

Learning outcomes refer to the graduate attributes in terms of technical and soft
skills that can be achieved through the course (Chuchalin and Kriushova 2011). The
definition of learning outcomes uses the revised taxonomy of Bloom (Krathwohl
2002). The dimensions of the revised taxonomy are as follows: Remember – Retrieving
relevant knowledge from long-term memory. Understand – Determining the meaning
of instructional messages, including oral, written, and graphic. Apply – Carrying out or
using a procedure in a given situation. Analyze – Breaking material into its constituent
parts and detecting how the parts relate to one another and to an overall structure or
purpose. Evaluate – Making judgments based on criteria and standards. Create –

Putting elements together to form a novel, coherent whole or make an original product.
In the next step of course design, the learning modules are identified and mapped to

learning outcomes. The share of the grades among learning modules is partly based on
learning modules importance to learning outcomes achievement. The identification of
learning modules is inspired by experiential learning theory in order to define the
learning cycle. The four learning stages of experiential learning theory are used as
guidelines to identify the focus of each learning module. Altogether, learning modules
should support a specific learning cycle.

The subsequent step, build syllabus, consists in defining how learning modules will
be actually conducted (e.g. sequence, organisation, teaching technologies, etc.) and
how the grades are assigned. This step is referred to in Fig. 2 by Build Syllabus.

In the final step in course design, course assessment, the methods and ways of
assessing the course will be designed. Usually, students’ surveys are an easy-to-
implement method and provide valuable insights into student perceptions.

4 Designed MC Course

This section reports on the design of new course following the presented method,
starting from a similar course which has been given to MSc students in 2016. The use
of the method supported substantial modifications in both objectives and content of the
course. Next paragraphs illustrate the six design steps.

Needs Analysis. The course is developed within an MSc programme in Industrial
Engineering. The students have backgrounds in industrial or mechanical engineering.
They hold either a bachelor or an Engineer or equivalent MSc degree in these domains.
Most of the students are international and come from Europe, North Africa, Asia and
Latin America. This also means that the course language should be no other than
English, as it is the most likely common language for all students. Within the context of
industrial transition, the students lack a deep understanding of how business strategies
such as MC could foster the industrial renewal and how they can actually be
implemented.

General Objectives. The objective of the course is threefold; first introduce MC as a
customer centred strategy, second enlighten the students on how MC can actually be
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implemented in the manufacturing and service industries, third enhance students’
research abilities and critical thinking.

Learning Outcomes (LOs). The learning outcomes of the course are as follows:

– LO1 – Understand MC philosophy and main capabilities (choice navigation,
solution space development, robust process design (Salvador et al. (2009));

– LO2 – Analyse how these capabilities can be put in practice;
– LO3 – Evaluate the experience of a given company with MC implementation;
– LO4 – Plan the required actions for a service company to benefit from MC;
– LO5 – Criticize the soundness of case studies analysis performed by other peers.

Learning Modules (LMs). Learning modules include the following:

– LM1 – An introduction into the topic.
– LM2 – A seminal paper reading about MC capabilities.
– LM3 – Analysis of mass customisation case studies.
– LM4 – Review of peers’ work about case studies analysis.

The planned contribution of learning modules to the learning cycle is reported on in
Fig. 3.

Table 1 reports on the mapping between learning modules and learning outcomes:
a ‘+’ in the crossing between a given row i and a given column j means that
LMi contributes to the achievement of LOj. Clearly, case studies (LM3) have the most
significant contribution to learning outcomes. However, these cannot be achieved
without the other learning modules altogether. This is quite expected because of the
involvement of LM3 in various learning stages of the experiential learning cycle.

Build Syllabus. The course is organised as follows; LM1 is planned in the beginning
so as to provide an introduction and the instructions to the students. Afterwards,
students are left with the paper reading (LM2). A summary of the paper is required
which enhances also the reflective observation activity in reference to experiential
learning cycle. Upon finishing off with the seminal paper, students start working on
three assigned case companies (LM3). The students are asked to report on how these
companies implemented the three MC capabilities, seen in LM2. The provided input
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Fig. 3. LMs mapping to learning cycle
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material consists basically of (i) written interviews of mass customisation experts
speaking about case companies’ experiences with MC, and (ii) case companies’
websites. A first deliverable including the article summary and case studies analysis is
due one week after the beginning of the course. Then students are asked to identify the
actions required to pursue MC considering an integrated product and service offering.
A second deliverable summing up this effort is due two weeks after the beginning of
the course. Upon receiving students’ deliverables, a peer review process is launched
and need to be finished within one week. A presentation session is planned few days
later to discuss the case studies. The interactions between students are enhanced by
their recent peer review experience.

Requisite skills can be met with an industrial engineering or engineering man-
agement background. The evaluation is based on the deliverable quality, the presen-
tation and discussion, and a final exam about MC case.

Course Assessment. The questionnaire will be given to students few days after the
last session. A hard copy is used to increase the response rate and avoid non-
exploitable answers. The questionnaire include the following sections: students back-
ground, MC implications to firms strategy and competitiveness, MC implications to
variety management, MC implications to production and supply chain management,
Experiential learning approach, and MC topic relevance. A full version of the ques-
tionnaire can be found in Medini (2018).

5 Students Perception and Insights into Learning Outcomes
Achievement

A survey was conducted in 2018 upon achieving the course. In order to evaluate the
course improvement actions, the results were compared with the ones from a previous
survey conducted in 2016 with another class taking the same course but with a different
structure (Medini 2018). Figure 4 depicts the aggregate results of the surveys according
to the questionnaire sections.

In the case of the adapted course, the sample size ranges between 12 and 13 while
in the case of the traditional course the sample size is in the range 14–17. The questions
are answered using a 5 levels grid (1 strongly disagree, 5 strongly agree). In student
surveys of the previous traditional course and the redesigned, adapted course, most of
the students are international and have similar past education.

Overall, it can be seen that there is an improvement in the achievement of the
objectives.Unsurprisingly,MC implications to production and supply chainmanagement

Table 1. LOs and LMs mapping

LO1 LO2 LO3 LO4 LO5

LM1 +
LM2 + +
LM3 + + + +
LM5 + + +
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were better grasped in the traditional course. This is because the case studies are not
directed towards these topics. Moreover, the traditional course included two simulation
sessions addressing partly production management issues. However, the perceptions of
the students from the adapted course indicated that this course bringsmore evidence of the
relevance of the MC topic, and of the experiential learning approach.

Figure 5 shows a world cloud derived from students’ answers to the open-ended
questions of the survey, related to the adapted course. The size of the words is pro-
portional to their frequency of occurrence. The world cloud is generated by the R
software (Ihaka and Gentleman 1996) with the following rules: number of the words in
the cloud should not exceed 30 (for the sake of readability), and minimum occurrence
frequency of the words in students comments is 2 (to cover as many topics as possible).

It can be seen that case studies are prevailing in the answers of the students,
highlighting particularly a positive perception of the students. The case studies helped
some students to understand ‘…in a more concrete and independent way how mass
customisation is implemented…”. Some other less frequent key words reflect the

3.5
3.6
3.7
3.8
3.9

4
4.1
4.2
4.3

 MC implications
to firms strategy

and
competitiveness

MC implications
to variety

management

MC implications
to production

and supply chain
management

Experiential
learning

approach

MC topic
relevance

Adapted course Traditional course

Fig. 4. Summary of the survey results

Fig. 5. Word cloud of students’ comments

Integrating Experiential Learning and Accreditation Requirements 499



positive impact of the learning practices, e.g. self-learning, apply, real. Interestingly,
the word “prof” (professor) appeared several times highlighting the need of some
students to get continuous feedback on their work by the instructor. This can be
addressed by intermediate discussion sessions. The survey revealed another potential
improvement avenue that is, to visit companies and gain more insights into their
experience with the mass customisation.

Although these findings need more evidence, they provide valuable insights into
the impact of the proposed approach and into some potential improvement avenues.

6 Conclusion

The interdisciplinary topics brought by the industrial transition require proactivity on
the side of academicians so as to design adapted course content and use appropriate
teaching methods. This paper calls for integrating experiential learning theory and
accreditation guidelines in the (re)design of courses in the engineering education
domain to keep up with the industrial transition context. It was shown through the
surveys that these approaches are likely to improve the achievement of the course
objectives and student satisfaction.

Acknowledgements. The author would like to thank Omar Ezzat for his support in the peer
review process and the management of the various deliverables from the students.
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Abstract. The function or department of production control in manufacturing
companies deals with short-term scheduling of orders and the management of
deviations during order execution. Depending on the equipment and charac-
teristics of orders, sequence dependent setup times might occur. In these cases
for companies that focus on high utilization of their assets due to long phases of
ramp up and high energy costs, it might be optimal to choose sequences with
minimal setup time times between orders. Identifying such sequences requires
detailed and correct information regarding the specific setup times. With
increasing product variety and shorter lot sizes, it becomes more difficult and
rather time intense to determine these values manually. One approach is to
analyse the relevant features of the orders described in the route sheets or recipes
to find similarities in materials and required tools. This paper presents a
methodology, which supports setup optimized sequencing for sequence
dependent setup times through constructing the setup matrix from such route
sheets with the use of data analytics.

Keywords: Production control � Setup time optimizing sequencing
Feedback data

1 Introduction

In manufacturing industry, the adherence to delivery dates is one of the main logistics
goals to stay competitive in a global market. Companies that use energy-intense assets
such as the plastics industry also pursue a high utilization of their assets to reduce
production costs per part. The following paper deals with a practical use-case derived
from an ongoing research project. The overall project aims to improve production
control through application of Artificial Intelligence. The specific company manufac-
tures plastic films and bags with help of blow film extrusion in a high variety. Due to
the various fields of application for plastic bags, these are available in a wide range of
colors, thickness and compositions of material. Depending on several product features,
the changeover processes varies depending on warm-up and cleaning phases of the
machines as well as on material changeovers that require flushing and batch number
restrictions. In consequence, the setup times vary between orders and currently are

© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
I. Moon et al. (Eds.): APMS 2018, IFIP AICT 535, pp. 502–509, 2018.
https://doi.org/10.1007/978-3-319-99704-9_61

http://orcid.org/0000-0002-3405-9815
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_61&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_61&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_61&amp;domain=pdf


taken into account manually based on experience but not with different setup times in
the planning system.

Over the past years, the company has created more than 1,000 customer specific
recipes stored in route sheets in the ERP-System. At this time, there is no option
implemented, that visualizes known or undiscovered similarities between orders to
simplify this planning step, although the production planners assume, that setup times
actually vary between orders. The idea is to support a sequence dependent sequencing
by calculating the setup times between orders from feedback data and building up a
setup matrix. This information is a feasible input for scheduling software. The devel-
oped concept will allow companies with sequence dependent setup times to derive
setup matrices automatically from once defined input data.

The remainder of this paper is organized as followed: Initially existing literature in
the field of generation of setup matrices is reviewed as well as a brief description of
similar problems such as paint-job sequencing. Secondly, we present our proposed
methodology to define required data and the formulation of hypothesis. Finally, an
extended generic setup matrix is presented to depict the results of our pursued analysis.

2 Literature Review

The overall goal of setup time optimizing sequencing in flow-shops and job-shops is to
reduce the setup times between successive orders with sequence dependent setup times
by finding a suitable, nearly optimal sequence. This requires a sufficiently large number
of possible subsequent orders. Implemented correctly, such an optimization will likely
reduce setup costs and at best can increase the available capacities of a workstation or
even of the entire production system if the workstation is a throughput bottleneck. In
the latter case, setup time optimizing sequencing can even positively affect the schedule
reliability when reducing the production’s backlog [1]. It should be noted, that reducing
actual setup times with concepts such as SMED (Single Minute Exchange of Die) in
most cases has a bigger impact on the overall optimization of production systems but
cannot be realized without investments in new equipment [2].

Sequence dependent setup times occur, when different products are processed on
the same machine and a change of equipment, such as tools, is necessary to manu-
facture a specific variant. Furthermore, the amount of time necessary must vary due to a
different extent of work depending on the prior setup situation [3]. Besides tool
changes, sequence dependent setup times can also occur when changing the material or
additives (such as paint) when using machines that depend on a continuous flow of
material like in paint shops or in our case blow film machines.

To depict the different setup times between variants, changeover matrices are used
to consider the actual setup time between two specific product options with its features
(see Table 1). Such matrices consist of discrete setup times between each product or
whole product families. Similar matrices are used in paint shops with a high variety of
colors to reduce flushing times between colors that otherwise would mix and result in
color defects [4]. Modern production planning and scheduling tools offer the capability
to consider such setup times in form of matrices in regard to specific products or
product groups [5]. SAP APO even allows the automatic generation of setup groups
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and setup matrices from up to six characteristic values. Therefore, the individual and
disjunctive characteristics must be known, which is not the case in our example [6].

In Operations Research, a vast number of heuristics exists to solve scheduling
problems with sequence-dependent setup times. A comprehensive overview is pre-
sented by Allahverdi [7]. With more than 500 papers, the topic seems to be of high
scientifically relevance. In contrast to this, the practice often lacks robust data to feed
such algorithms. To address this issue, White and Wilson [8] develop an approach
which estimates setup times by applying classification to a limited number self-
recorded setup times. The classification structure consists of several elements such as
the number of work pieces operated simultaneously, the loading of the work pieces and
distinguishing features of products and implications to the required tools. The required
data is presented with a real world example of a lathe. As a result, the setup times are
estimated with a statistical regression model. Furthermore, an efficient heuristic to
sequencing orders is presented. The approach does not take into account start-up phases
and is limited to a set of 93 input data sets [8]. Bagherpour et al. [9] present an
approach with the application of fuzzy logic to estimate setup times in sequence
dependent single machine scheduling problems. In contrast to many other approaches,
the setup time is not assumed as deterministic, but depends on the level of technology
and the degree of the similarity of the operations carried out by the machine [9].
Unfortunately, the authors do not elaborate this statement.

Whereas in areas with discrete manufacturing such as machining, setup times
mainly depend on the actual work that has to be done when doing a changeover and
therefore can be related to the tools [8], in process industry the values may depend on
several different factors such as the previous material color, density, batch number etc.
To the best knowledge of the authors this topic hast no been discussed in research
dealing explicitly with the ex-ante estimation or calculation of sequence dependent
setup times from feedback data and routing tables.

3 Deriving Setup Time Matrices from Routing Tables

The following section includes the description of the proposed methodology for gen-
erating setup matrices from route sheets and feedback data. The procedure consists of
four steps (see Fig. 1), which are described in the following. The image is simplified
for better comprehension; in practice, it might be necessary to do the steps 2 to 4 in an

Table 1. Example for a changeover matrix with five different products

From/to operation Product 1 Product 2 Product 3 Product 4 Product 5

Product 1 - 14 25 15 20
Product 2 25 - 17 12 21
Product 3 33 17 - 18 10
Product 4 15 12 8 - 7
Product 5 20 25 35 5 -
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iterative manner to achieve the best results due to recognition of previously unknown
features in data required.

3.1 Process Analysis of Setup Process

Since the setup matrix consists of changeover times between products, the first step of
the methodology includes a detailed analysis of the setup process itself. Hereby a
process flow chart should give an overview of all necessary and possible activities
related to the setup process. In some cases, dedicated setup plans might be available
and already give a good overview of all work steps regarding the different adjustment
options and changeable tools on the machine. The flow chart should not only visualize
the actual order of working steps, but also include following information defined by
White and Wilson [8] and be complemented by own findings:

• How the material in the machine is clamped/fixed within the machine,
• what the moving parts of the machine are and how they are adjusted (e.g.

description, scale and range),
• how the material is loaded into the machine and from the machine,
• which features of the loading/unloading device have to be adjusted,
• what the product features are and how these are related to the tool/tools

characteristics,
• what product features are influenced by the features of the former material during

the run-up period of the process (e.g. colour, density, etc.).

When doing material changeovers on machines that use a continuous flow of
material (such machines for film blowing machines or plastic injection molding), it has
to be defined which quality of the final product can be regarded as acceptable. For
applications of automated data processing, these quality features should be measurable
and stored in an appropriate frequency.

Structured description of 
the setup process itself

Identification of order 
induced changes

Definition of desired 
state after setup 
activities

Definition of required 
granularity for matrix 
columns and rows

Filling of matrix with 
calculated setup times

Gathering expert 
knowledge about 
possible influence 
factors from interviews

Definition of information 
needed

Identification of corres-
ponding features in data

Identification of feasible 
classification algorithms

Modification and 
application of algorithms

Discussion of results 
with experts for 
validation

Process analysis of the 
setup process

Derivation of setup 
matrices

Analysis of gathered 
data

Description of influence 
factors on the setup time

Fig. 1. Overview of the proposed methodology to generate setup matrices from route sheets and
feedback data
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3.2 Description of Known and Presumed Influence Factors
on the Setup Time

The formerly described factors lead in practice to a specific setup time. In contrast to
the approach of White and Wilson [8], our methodology aims at the extraction of the
features from already preserved data in business applications such as the ERP-System
(Enterprise Resource Planning) and a Process Data Acquisition (PDA). Whereas White
and Wilson [8] consider manual recorded setup processes with a predefined structure,
we pursue to do the regression by the analysis of the existing routing tables and orders
(which include the required tools as well as the material processed in the machine.).
These data is stored in different tables of the ERP-System like route sheets, past
production orders and recipes. The durations for the changeover are derived from
feedback data gathered at the machine from manual and automated inputs. As stated
before, the changeover is seen as finished, when the product has achieved the desired
quality. Therefore, we also take into account the waste produced during run-up and
run-down phases. All data has been extracted by doing a so-called database dump.

Although in our case a lot of the necessary historical data is already stored in the
database, the influences on the relations between several features is often only know to
the production planner. In the presented case a longer cleaning run after black and red
colours is necessary. Furthermore, the change of density of the final product between
two processed batches is crucial to the time needed for adjustment needed during run-
up. With the help of expert interviews, we were able to formulate three starting
hypotheses for the classification of factors. These are:

1. The changeover from a setup with for medium density films to a setup for high-
density films is less critical in terms of duration and scrap than vice versa.

2. The changeover to another colour from a red or black colour additive takes a longer
run-up phase to achieve the desired colour accuracy and therefore more crap and a
longer setup (ramp-up) time.

3. The changeover of the format might require a change of take-up reels and therefore
a longer setup time due to more work.

Beside the formulation of hypotheses, the required information has to be defined.
The actual setup times have to be extracted from the feedback data that includes the
reported time spent for setup operations. Furthermore, the weight of wasted material
during the run-up phase is stored and assigned to the order. Those data can be found in
a variety of business applications such as ERP-System or the Manufacturing Execution
System (MES). If the data is not available, historical data can also be extracted from the
machine itself, e.g. an installed process control system. In other cases, it might be even
necessary to digitize handwritten or unstructured data from printed templates. Table 2
gives an overview of the defined data and data sources for our use case.
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3.3 Analysis of Gathered Data

The next step in automated generation of setup matrices is the analyses of the previ-
ously defined data. The most feasible algorithms have to be defined yet. Nevertheless,
we present a conceptual problem description to execute multivariable regressions.

To describe the characteristics that have an impact on the actual setup times we
propose a classification scheme based on a tuple notation. In a tuple notation charac-
teristics are referenced by a symbolic notation, so that instead of the multitude of
possible order characteristics, a particular setup situation can be briefly described by a
tuple [10]. For our example of the blow film machine, we identified three main
characteristics.

1. Density of main ingredient a1 2 H, L, Linf g whereby H is for “High Density”, L is
for “Low Density” and Lin is for linear low-density polyethylene.

2. Desired colour of the final product a2 2 �; b, rf g whereby � is for any colour except
r for red and b for black.

3. Format of the uncut film a3 2 06; 08; 10; 12; 16f g whereby the number gives the
wide of the film in decimetres.

The corresponding data will be stored in one database by joining different tables
from the various IT-systems. It might be necessary to perform some prior calculations,
such as the derivation of the setup time from two timestamps. This highly depends on
the specific structure of the data. With help the of regression analysis such as regression
trees [11] or using pivot tables, each tuple-set of an order will be compared to the tuple-
set of the previously processed order. From those combinations, specific values are
calculated whenever possible. With an increasing number of characteristics, (exceeding
the three initially defined), it might be necessary to classify orders in terms of several
attributes. Those must not consist of only one characteristic, but also can represent a
combination of characteristics.

Table 2. Defined input data to calculate setup times

Name Format Description Source

Order number String ERP (list of orders)
Format Integer ERP (routing table)
Colour String RAL Code ERP (bill of material)
Materials used Int ERP (bill of material)
Density of final product String ERP (bill of material)
Processing time (plan) Real Time in seconds ERP (route sheet)
Previous order String ERP (feedback data)
Subsequent order String ERP (feedback data)
Duration of setup Real Seconds MDA/PDA
Duration of production run Real Seconds MDA/PDA
Produced scrap during run up Real Meters MDA/PDA
Produced scrap during run down Real Meters MDA/PDA

MDA: Machine Data Acquisition; PDA: Personal Data Acquisition
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3.4 Derivation of Setup Matrices

The results of the regression analysis and changeover process classification shall lead to
quantitative relationships between setup characteristics. Those are depicted in an
extended setup matrix (see Table 3). The highlighted elements mark the concept of
visualizing changeover situations that have shown major deviations from the planned
setup-times in the past. This information could result in the planning decision to
schedule a utility worker for the affected shift. The table only includes production
orders and not all possible combinations.

Compared to static setup matrices, the proposed extended setup matrix combines
two new aspects: Instead of relating to a specific product or material number, actual
orders and the main characteristics for the changeover are visualized. These helps when
dealing with a big variety of material. Since the data has some uncertainty, we state the
mean value µ as well as the sample standard deviation r of the analyzed setup times.
The setup matrix can either be used as a visual support the production planner or
(reduced to its mean values) further processed for scheduling tools such SAP APO
[12]. The setup matrices should not only be considered for already known setup sit-
uations, but adapt to new possible sequences. Those arise from new rout sheets, which
are created when designing new products. Therefore, a continuous analysis of recipes,
orders and feedback data is advised.

4 Conclusion and Outlook

Setup matrices are required to schedule setup time optimizing sequences to increase the
utilization of costs intense assets. It has been shown, that most research work assumes
deterministic setup matrices but only few deal with the determination of actual setup
times. With an increasing number of product variants, the number of different route
sheets and varying setup times increases as well. The paper presents an approach to
generate setup matrices by analyzing routing tables and feedback data. In the next step,

Table 3. Example for an extended setup matrix generated from historical data

From/to Order Order 715 Order 716 Order 717 Order 718 Order 719

Order 715
(L �j j 10)

- µ = 13,2
r = 3,6

µ = 10,3
r = 2,5

µ = 14,7
r = 3,3

µ = 11,5
r = 2,8

Order 716
(H �j j 08)

µ = 17,3
r = 4,4

- µ = 17,6
r = 4,5

µ = 10,7
r = 2,6

µ = 14,3
r = 3,1

Order 717
(L �j j 12)

µ = 5,1
r = 1,2

µ = 13,7
r = 3,4

- µ = 9,6
r = 1,9

µ = 11,8
r = 2,9

Order 718
(H|r|12)

µ = 21,2
r = 5,2

µ = 13,1
r = 2,7

µ = 4,3
r = 0,9

- µ = 22,7
r = 5,5

Order 719
(L|b|08)

µ = 14,1
r = 2,8

µ = 13,3
r = 2,8

µ = 15,2
r = 3,1

µ = 18,7
r = 3,9

-
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the formulated hypotheses will be analyzed to do the classification. The results will
then be discussed with the experts from the company and adjusted where necessary. In
future research it has to be evaluated which data analysis approach (e.g. data mining)
and which algorithm is the most suitable for such a problem.
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Abstract. Among the knowledge, skills, and abilities related to safety
that are required in healthcare practitioners, the present study focuses
on skills other than specialized techniques (nontechnical skills), which
have drawn much interest, especially in recent years. From our previous
research, we know that nontechnical skills may greatly increase the safety
of operating rooms, which is also increasingly being recognized by med-
ical workers. Therefore, in this research, we investigated the usefulness
of evaluation of nontechnical skills in Japan. We collected data for eval-
uation at a hospital from between February to and August 2014 using
the nontechnical skills (NOTSS) assessment system. The total number
of data sets was 270. 18 doctors participated, including five evaluators.
We found it difficult for us to evaluate leadership in NOTSS. To perform
NOTSS in Japan, different evaluation indicators may be necessary that
change to leadership. We will propose that indicator in the future.

Keywords: Nontechnical skill · Leadership · ANOVA

1 Introduction

Among the knowledge, skills, and abilities related to safety that are required in
health-care practitioners, the present study focuses on skills other than special-
ized techniques (nontechnical skills), which have drawn much interest, especially
in recent years. Research concerning human error in aviation started in the 1960s
because flight crew were unable to say anything to the aircraft pilots, who wielded
absolute power, which led to aircraft accidents [1,2]. Previous studies [3–5] have
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shown that nontechnical skills are essential to increase safety standards further,
which is increasingly being recognized by health-care practitioners. The con-
struction of an effective and efficient evaluation system for nontechnical skills
is extremely important, and the development of educational programs to link
the results of such an evaluation system with the improvement of nontechnical
skills is essential [6]. Nontechnical skills can be examined in all facets of medical
care, however, because surgical treatments are invasive and put patients at high
risk, increasing safety is especially in line with policy priorities. Therefore, the
present study focuses on the field of surgery [7]. The principal aim of the present
study is to evaluate of leadership in nontechnical skill for surgeons (NOTSS).
It is often said that Japanese do not demonstrate leadership, so we confirm it
in actual surgical operation. In this study, it is an analysis of leadership using
medical data, but we think that this study has needs in a wide field including
such as management engineering.

1.1 The Importance of Nontechnical Skills

It has become clear that when performing medical activities, most problems that
occur during operative treatment are related to nontechnical skills (Table 1). It
has been reported that 43% of surgical errors are due to a lack of communication
[8] and 97% of bile duct injuries are due to a failure to recognize a situation [9].

Table 1. Report on medical accidents. (Japan Council for Quality Health Care [10]).

Reason for accident Percentage

Knowledge was insufficient 3.4%

Technical skill was insufficient 2.4%

Confirmation was neglected, observation was
neglected, or explanation was insufficient

59.2%

Others 35%

Furthermore, the World Health Organization (WHO) has published a stan-
dardized guide for hand hygiene and a safety checklist for operative patients [11],
and a global movement to improve patient safety has begun. The WHO safety
checklist for operative treatment has been tested in various countries world-
wide and the incidence of complications and mortality associated with operative
treatment decreased 36% and 47%, respectively, after the introduction of the
checklist.

There has been a trend to focus on skills related to medical treatment to
achieve good results, but whether or not the medical practitioners possess supe-
rior skills, the team performance is low when individual situation awareness and
decision-making skills are insufficient, when communication with other team
members cannot be performed well, or when leadership cannot be exercised.
Therefore, we introduce an educational program for the specialization of non-
technical skills for surgeons during operative treatment to ensure the maximiza-
tion of the operative team performance [12].
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1.2 Organization of Nontechnical Skills

To utilize the NOTSS system and assess behaviors effectively, Yule et al. [13]
noted that the following three points are necessary: (i) fundamental knowledge
concerning NOTSS and human performance and error management, (ii) funda-
mental principles in the use of psychometric tools to understand the NOTSS
system and to evaluate behaviors in the clinical setting, and (iii) training in the
use of a corrective program to construct objective evaluation criteria. To achieve
these points, Yule et al. [13] categorized nontechnical skills into four groups, and
each skill was further subcategorized into three elements (Table 2).

Table 2. NOTSS: four skill classifications and the three elements for each classification.

Classifications Elements

Situation awareness Gather information
Understand information
Foresee the future and act accordingly

Decision making Examine choices
Make a choice and share with team members
Carry out the choice and confirm the progress

Communication and
teamwork

Share information with team members
Build mutual understanding
Coordinate team behaviors

Leadership Set performance standards and maintain them
Support members
Manage team pressure

Using evaluation criteria as such as that shown in Table 3, each category was
scored and the evaluation criteria were standardized.

Table 3. NOTSS: standardization of the evaluation criteria.

Criteria value Evaluation criteria contents

4. Good The operative treatment performance was consistently high.
Standards were maintained and treatment was also a good
example for the promotion of patient safety

3. Acceptable Standard and satisfactory performance, but with room for
improvement

2. Marginal Elements for concern were present and there was considerable
room for improvement

1. Poor Patient safety was compromised and there were potentially
dangerous elements present. Significant improvement is needed

N/A. not applicable In this case, “skill” was not necessary
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2 Evaluation of Nontechnical Skill

2.1 Basic Nontechnical Skill Evaluation Data

Evaluations were performed on site using the NOTSS assessment system. We
collected data at a hospital from between February to and August 2014. The
medical facility had 527 beds and 150 doctors. Nineteen surgeons, including
six residents, work in the 60-bed surgical ward. About 1200 cases are operated
annually. We assume a target performance of one operation per day. We included
surgeons who have performed the same procedure more than 10 times. There-
fore, high-risk operations were not included and infrequent procedures in which
surgeons do not have much experience were not included. We also assumed that
emergency surgeries would be excluded from this study because the NOTSS
assessment system should be used in operations when the surgeon has plenty of
time to prepare for the operation and can usually operate without being stressed
during the procedure.

Evaluation was performed by having a single evaluator evaluate a single sur-
geon. The total number of data sets was 270. Eighteen doctors participated,
including five evaluators. We removed an executive surgeon from the operator
evaluations for the statistical analysis. The evaluation data was input by each
evaluator using a personal computer or tablet. In the data tabulation, each ele-
ment was scored out of a total of 48 points, with three elements in each category.
Each element had a maximum score of four points. Therefore, each category had
a total of 12 points, with 48 points in total. Data for elements that did not have
an evaluation value were treated as missing values as appropriate. The NOTSS
evaluation data is shown in Table 4. From these results, the evaluation of situa-
tion awareness has high scores and small variations, but the leadership evaluation
shows that the scores vary with low scores. For the correlation coefficient, the
value related to leadership is low.

Table 4. Basic NOTSS evaluation data (Mean, standard deviation, correlation coeffi-
cient).

Classifications Mean Dev Situa Decision Commu Leader

Situation awareness 10.03 3.83 1.0 0.87 0.81 0.67

Decision making 9.94 4.39 0.87 1.0 0.86 0.73

Communication and teamwork 9.89 4.53 0.81 0.86 1.0 0.72

Leadership 9.49 5.66 0.67 0.86 0.72 1.0

Next, when performing the principal component analysis, the results are as
shown in the Fig. 1. From Table 5, principal component 2 has a positive lead-
ership value, and the influence of leadership is significant. From Fig. 1, we get
that the variation in the PC 1 direction is small, but the variation in the PC 2
direction is large. From this result, we think that the quality of evaluation differs
from that of other categories in the evaluation of leadership.
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Fig. 1. Principal component analysis of 4 categories.

Table 5. Principal component analysis of 4 categories.

Classifications PC1 PC2 PC3 PC4

Situation awareness 0.504 −0.424 0.563 0.498

Decision making 0.520 −0.240 0.075 −0.815

Communication and teamwork 0.509 −0.122 −0.801 0.286

Leadership 0.464 0.864 0.184 0.058

Cumulative proportion 0.833 0.925 0.971 1.000

2.2 Analysis by Two-Way Factorial ANOVA Without Replication

We are interested in whether NOTSS was different for every surgeon and every
category. Using a statistical method, we analyze the obtained data to derive our
results. We categorize two types, such as surgeon and evaluator, and analyze by
two-way factorial analyses of variance (ANOVA) without replication.

We focus on the mean for each surgeon. Figure 2 indicates four categories
of means for each surgeon. We used two-way factorial ANOVA without repli-
cation for Fig. 2 to produce an ANOVA table (Table 6). From Table 6, we
find P = 4.84E − 23 for surgeons. Therefore, significant difference is found
between surgeons for a mean NOTSS with 95% significance. Similarly, we find
P = 1.87E − 4 for categories. Thus, there are significant differences between
categories.

2.3 ANOVA of Categories

We know there are significant differences in means and variance for surgeons
(Table 6). Here, we explore which pairs of categories have significant differences.

As shown in Fig. 2, the horizontal axis indicates the Surgeon ID. Figure 3
indicates the boxplot for four categories. We can find the whole to have a low
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Fig. 2. Four categories of means for each surgeon.

Table 6. ANOVA table of four categories of means for each surgeon.

Variation
factor

Variation Degree of
freedom

Variance Observed
variance
ratio

P-value F boundary
value

Surgeon 124.203 12 10.350 89.163 4.843E-23 2.033

Category 3.012 3 1.004 8.650 1.870E-4 2.866

Error 4.179 36 0.116

item of the leadership. First, we use the Bartlett test to confirm the homogeneity
of variances (P = 0.116) for these categories. We set the significance level at 5%.
The null hypothesis is that the mean of the population of each category is equal.
An alternative hypothesis is that there is a difference in the means in at least
one set in each category. We use the Bonferroni adjustment method to obtain
P-values (Table 7). Thus, we find that leadership differs from the awareness,
decision, and communication categories with 5% significance.

Fig. 3. Boxplot for the surgeon means in each category.

2.4 Analysis Using Surgeon’s Experience and Surgical Difficulty

Next we analyzed using surgeon’s years of experience and surgical difficulty
level [14]. Surgical difficulty is classified in three level. The correlation coefficient
between experience years and surgical difficulty level is 0.70, which shows that a
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Table 7. ANOVA results for means of categories.

Pairs Awareness Decision Communication Leadership

Awareness - - - -

Decision 1 - - -

Communication 1 1 - -

Leadership 1.00E-03 2.27E-02 5.40E-03 -

veteran doctor is conducting a surgery with a high degree of difficulty. From the
Fig. 4, the higher the surgical difficulty level, the higher the leadership evaluation
tends to be. However, there are similar trends in other categories, not limited
to leadership. Scatter plot of surgical difficulty level and leadership evaluation is
shown in Fig. 5. The correlation coefficient between experience years and leader-
ship evaluation is 0.64, which is the largest among the categories. The variance
of the leadership evaluation of doctors with experience years less than 10 years
is 5.09, which is the largest among the categories. On the other hand, the dis-
tribution of the leadership of doctors with more than 10 years of experience has
fallen sharply to 1.34. From this data, we consider that the years of experience
has an influence on leadership.

Fig. 4. Histogram of surgical difficulty
level and leadership evaluation.

Fig. 5. Scatter plot of surgical diffi-
culty level and leadership evaluation.

3 Conclusion

In this study, it is difficult for us to evaluate leadership in NOTSS. There are
differences in values for the respective roles and we need to standardize this
aspect of evaluation. Especially for Japanese, leadership is difficult to evaluate.
To perform NOTSS in Japan, different evaluation indicators may be necessary
that change to leadership. We will propose that indicator in the future. These
study results show that the experience of the surgeon is influential for NOTSS.
Therefore, hospitals should necessarily cooperate with an education system to
provide NOTSS to their staff [15]. We hope that NOTSS will be applied widely
in hospitals.
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Abstract. To be competitive, it is important for companies to create a breeding
ground for innovation without jeopardizing productivity. The challenge posed
by industrial companies and the innovation research community is how to
promote innovation while achieving efficient execution. The ability to balance
execution and innovation is referred to as organizational ambidexterity (OA),
which includes several dimensions, concepts and approaches where a central
task can be identified. The purpose of this paper is to investigate what conse-
quences result from different dimensions of a task in relation to the types of its
actions, and their effects on OA. The focus of the task is firstly investigated,
followed by the development of nine scenarios via combining the designers’ and
the performers’ perspectives of the task. A brief analysis of the scenarios
indicates that there is no single optimal scenario; rather, the scenarios represent
different states that are appropriate for certain conditions, and dynamic adap-
tation should be encouraged in relation to the changing conditions. This type of
dynamics is particularly expected to prevail in small and medium-sized enter-
prises (SME) because the roles that are responsible for tasks in these organi-
zations are less specialized. Therefore, SMEs must define tasks that include both
explorative and exploitative parts, either simultaneously or sequentially, to
stimulate employees to work ambidextrously and thereby develop the concept of
task-based ambidexterity.

Keywords: Organizational ambidexterity � Task-based � SME

1 Introduction

An important contribution of the field of operations management is the strengthening of
the manufacturing industry [1]. Competitiveness is challenging to establish; as shown
by Porter [2], it can be either strictly focused on cost leadership or differentiation by
other means. For a company to be competitive regarding differentiation by other means,
it is of particular importance to create a good breeding ground for innovation. To
support differentiation it is important that innovation embrace implementation of new
and/or significantly improved processes and methods as well as develop new products
for the market, however, a narrow focus regarding innovation can jeopardize pro-
ductivity if it is not carefully employed [3]. Some ideas are not fruitful, and “trial and
error” might require the use of several resources without significant results [4]. By
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contrast, the drive for efficiency might inhibit innovation [3], and lack of time,
reduction of risk, and variation all affect the innovation culture negatively [5].

From this perspective, a workplace can be seen as a site of two logics [6] that are
interdependent but often competing for resources. One logic is characterized by
exploitation, the use of current knowledge to execute a task. The other logic is char-
acterized by exploration, the development of new knowledge to innovate. Here, we
face a dilemma. The challenge posed by industrial companies is how to promote
innovation while achieving efficient execution. The ability to balance execution and
innovation, which is referred to as organizational ambidexterity (OA), is essential for
sustained growth and survival [7].

Current OA frameworks are primarily developed in larger multi-divisional orga-
nizations and typically based on split organizational designs, where execution-
exploitation actions are relegated to established operations divisions, while innovation-
exploration actions are mainly the responsibility of research & development (R&D)
and new venture divisions. However, the organization of small- and medium-sized
enterprises (SMEs) is not suitable for such a division because these organizations are
usually based on a more integrative perspective. SMEs provide particular opportunities
for investigating and extending the knowledge of OA because of the more integrative
organizational design of SMEs. The need for OA research in manufacturing SMEs is
consequently interpreted as a two-fold issue: SMEs have a strong potential to take
advantage of adapting OA practices and the SME context provides interesting
opportunities for capturing the OA-phenomenon.

A key characteristics of SMEs is their flat and flexible organizational structures
which put more emphasis for their success, compared to larger organizations, on the
CEO’s knowledge and competence versus managerial practices and processes [8].
Furthermore, these organizations are also more dependent of the CEO’s capability to
innovate [9]. Recently, scholars have questioned whether small companies’ depen-
dence on the CEO’s individual knowledge is effective or whether it actually
underutilizes other employees’ talents and knowledge [10]. Knowledge creation in
SMEs is often based on experience, is tacit, and is generally strongly connected to a
few individuals [11]. Their small organizational numbers mean that they rarely have the
aforementioned split arrangements found in larger firms. It is typical for one employee
to be responsible for several functions [10]. Within the context of manufacturing SMEs
it is therefore relevant to consider both managers and other employees as developers of
their own work [9]. Expertise, experience, ideas, creativity, and skills among
employees are drivers as well as valuable resources regarding the company’s inno-
vative work [6, 12]. A concept known as employee-driven innovation (EDI), which
emphasizes the importance of the employees’ contribution in innovation, regardless of
their position in the company, has therefore been suggested [12]. From this perspective,
new knowledge of ambidexterity can be developed from understanding how the phe-
nomenon occurs within the SME context and thus supporting SMEs to benefit from the
new knowledge on how to manage the balance between exploitation and exploration.

The research area of OA includes several dimensions, concepts and approaches of
ambidexterity. Structural ambidexterity is the most researched concept of ambidexterity
in organizational structures, it deals with integrative structural mechanisms to achieve
ambidexterity [7]. Contextual ambidexterity means that an organization shifts form

A Framework for Task-Based Ambidexterity in Manufacturing SMEs 519



exploitation to exploration according to the changing demands of its operating envi-
ronment (its context) [13]. The concept of individual ambidexterity emphasizes an
individual’s ambidexterity versus that of the organization [14]. There are also
sequential and simultaneous ambidexterity approaches, where the main difference is
temporal [15]. The task is a central level of analysis for them all.

The purpose of this paper is to investigate what consequences result from different
dimensions of a task in relation to the types of its actions, and their effects on OA.
Furthermore, the paper outlines empirical studies to pursue in relation to manufacturing
SMEs and the findings.

2 Research Method

This conceptual paper stems from a research project about innovation capabilities
within manufacturing SMEs, initiated in 2018, and up till this point no empirical data
has been analyzed. The literature was collected through snowball sampling with the
purpose of understanding the concepts, approaches, dimensions, and types of actions
within OA from a task-based perspective.

3 Theoretical Framework

The unit of analysis here is the task to be performed, which acts as a foundation for the
introduced concepts, approaches, dimensions, and types of actions that are connected to
OA. OA is firstly outlined, including the knowledge dimensions of exploration and
exploitation. Then, the three concepts of OA, structural, contextual, and individual, are
described. Thereafter, the sequential and simultaneous approaches are presented.
Finally, the designing and performing of the task’s knowledge dimensions of execution
and innovation are outlined.

3.1 Dimensions of OA

March [4] concluded that, to stimulate OA, an organization needs to adapt quickly to
employees’ ideas rather than vice versa. He developed two knowledge dimensions,
exploration and exploitation, which he recommends should be balanced within orga-
nizations. His definitions of the terms are as follows: “Exploration includes things
captured by terms, such as search, variation, risk-taking, experimentation, play, flexi-
bility, discovery, and innovation. Exploitation includes such things as refinement,
choice, production, efficiency, selection, implementation, and execution.” [4, p. 71].
Companies tend to focus their resources in exploitation mode [6]. A study by O’Reilly
and Tushman [7] indicated that innovative projects proved to be more successful if they
were based in an ambidextrous organization that had the ability to balance the
exploration of new possibilities and the exploitation of old certainties. If the focus was
on exploration without exploitation, the cost of experimentation would be high and
often without benefit. If the opposite occur, and the focus was on exploitation without
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including exploration, there would be a high risk of facing a suboptimal stable equi-
librium [4].

3.2 Concepts of OA

The concepts of particular significance for OA are related to structural, contextual, and
individual perspectives. Structural ambidexterity, the most researched concept, occurs
when firms jointly conduct exploration and exploitation activities by developing spe-
cialized compartmental structures [16]. It could be viewed as structuring the organi-
zation’s business units to achieve ambidexterity, where the business units are either
independent or interdependent of each other [15]. Contextual ambidexterity is defined
as “the behavioral capacity to simultaneously demonstrate alignment and adaptability
across an entire business unit” [13]. All aspects of the organization are working
together toward the same goal, and activities are adapted within the business unit to
meet changing demands. Individual ambidexterity is defined as a human’s cognitive
ability to flexibly adapt by shifting between exploitation and exploration in a simul-
taneous or sequential cycle [14]. If the organizational context is dynamic and unpre-
dictable, it is necessary to have individual ambidexterity to achieve success [17].

3.3 Approaches of OA

The approaches of OA have either sequential or simultaneous character. In the
sequential approach, the organization periodically switches between exploration and
exploitation either within or between business units to become ambidextrous over time.
It is believed that it is possible for a company to find focus and be efficient by being
internally consistent [16]. The simultaneous approach is connected to adaptive systems
research, and it is believed that successful businesses should be able to balance both
explorative and exploitative tasks via either separated or united performers at once
because they often reinforce one another. Some studies have indicated that organiza-
tions that balance ambidexterity simultaneously tend to be more innovative [16].
However, to ensure that business units align, overall values and strategies should be
shared [7].

3.4 Designing and Performing Tasks

To stimulate employees’ contributions, tasks can be designed by the organization to
include important ingredients, such as the following: (1) variation to support the use of
different skills, (2) opportunities to see the entire picture (i.e., the complete product
realization process as well as employees gaining an understanding of the meaning of
their work as part of a whole), (3) autonomy to influence the situation, (4) autonomy in
the development of the task, and (5) feedback on performance [18]. More or less
complex tasks cause different patterns of behavior and require different types of
learning and knowledge- from routines to reflection [6].

A task consists of activities which is the sum of aggregated actions performed by
employees and/or machines. An action stands for the smallest entity of work that an
activity can be divided into [19]. An execution action involves the responsibility to
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follow instructions and procedures to control product quality. An innovation action
involves the responsibility to develop and improve the nature of the task itself [6].

4 OA from a Task Perspective

To achieve OA, the task perspective is interesting to investigate since it offers an
opportunity to study the interplay between the task designer and the task performer. As
a foundation for task-based ambidexterity, the focus of the task is first established.
Thereafter, the task is defined in terms of “design” and “perform”, which, in combi-
nation, make it possible to identify nine scenarios of the task.

4.1 Task Focus

One way of explaining a task’s focus is through the knowledge dimensions, including
exploration only, exploitation only, or both (Table 1). If there is no influence of neither
exploration nor exploitation it is categorized as void based on these two dimensions (1).
When only exploration is required, the focus of the task is to innovate (2). If only
exploitation is required, the focus of the task is to execute (3). Finally, when the task
requires both exploration and exploitation at the same time, both dimensions are
needed to execute and innovate, which here is called exovate (4), meaning that
simultaneous ambidexterity is required.

If sequential ambidexterity is applied, the task’s focus switches between innovate
(2) and execute (3); however, no exact estimation regarding how much time could pass
between the two states of a task, and still refer to the ambidexterity as sequential, has
been identified in the literature.

4.2 Ambidexterity Scenarios Based on Task Design and Task Perform

Task design can be conducted by either an organization or a manager, or by an
employee without a formal management position. The task is designed in one of three
different dimensions (Table 1, focuses 2–4). If the designer promotes innovation, it will
encourage development through new ideas, questioning current work processes, and
experimentation. If it promotes execution, it will encourage effectiveness, following
routines, and adjusting current work processes. If the designer has expectations
regarding exovation, it will encourage both innovation and execution simultaneously.

Employees consequently perform tasks focusing on either execution, innovation, or
exovation. Actions of execution are defined as exploitative, actions of innovation are

Table 1. The focus of the task, based on Engström and Wikner [12]

No exploration Exploration

No exploitation 1. Void 2. Innovate
Exploitation 3. Execute 4. Exovate
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defined as explorative and actions of exovation are defined as both, simultaneously. By
combing the design and perform parts of a task, it is possible to identify nine scenarios,
as shown in Table 2, where Exe indicates Execute, Inn indicates Innovate, and Exo
indicates Exovate.

In Exe-Exe, the focus of both the designer and the performer is execution, which is
characterized by short-term efficiency. Importantly, this might lead to suboptimal stable
equilibrium if extended long term. In Inn-Inn, the focus is on innovation, which is
likely conducive to growing ideas; however, if it is not based on applicability regarding
execution, there is a great risk of implementing an expensive experiment that is either
impossible or ineffective. In Exo-Exo, both parties design and perform the task
simultaneously ambidextrous, which is likely a good environment for applying inno-
vative ideas and streamlining operations. Exe-Inn and Inn-Exe are both interesting
because their foci differ between the designer and the performer. In Exe-Inn, the focus
of the designer is on innovation, while the performer stresses execution. One cause for
this could be overly high expectations from the designer compared to the capability of
the performer, which can cause frustration for both parties. In Inn-Exe, the designer’s
focus is execution, while the performer emphasizes innovation. One cause for this
could be that the performer uses potential innovations that the designer is unable to
capture. Although this could cause frustration and dejection within the company, it
could potentially be solved by creating different forums for innovation. Notably, both
Exe-Inn and Inn-Exe offer strong possibilities for development. In the scenarios of Exe-
Exo and Inn-Exo, exovation is encouraged by the designer but is performed as either
execution or innovation. Further study is needed in this area; yet, it could be related to a
combination of the same issues as in Exe-Inn and Inn-Exe (i.e., lack of performer
competence and/or a designer who is unable to capture innovation). The scenarios of
Exo-Exe and Exo-Inn, where the performer is exovate but the designer only requires
execute or innovate, represent situations where performers are more capable than
needed.

Interestingly, this brief analysis indicates that Exe-Exe, Exe-Inn, Inn-Exe, Inn-Inn
and Exo-Exo all seem to have limitations in that each scenario is not sustainable in the
long-term. All scenarios offer advantages and disadvantages but remaining in one
scenario for an extended time will probably be costly in some form.

Moving between Exe-Exe, Inn-Inn, and Exo-Exo and utilizing ambidexterity in
either a sequential or simultaneous way could potentially be more efficient from a long-
term perspective. Scenarios in which the designer and the performer are aligned and
share the same view of the task will more likely be fruitful, easier regarding resource

Table 2. Designing and performing a task

Design (task dimension)
Execute Innovate Exovate

Perform
(type of action)

Execute Exe-Exe Exe-Inn Exe-Exo
Innovate Inn-Exe Inn-Inn Inn-Exo
Exovate Exo-Exe Exo-Inn Exo-Exo
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allocation and finding the right competences, and better at avoiding frustration. Being
in Exo-Exe and Exo-Inn could be better if the aim is either Exe-Exe, Inn-Inn, or Exo-
Exo compared to being in Exe-Exo or Exe-Inn. This is because it is probably easier for
the designer to consider if the task should be designed differently and, if so, to change it
compared to changing either the competence or the culture of the performer(s).

5 The Concept of Task-Based Ambidexterity

By identifying and mentally visualize the concept of task-based ambidexterity we can
identify the interplay between the designer and the performer, thus, finding a way to
study the phenomenon of ambidexterity more thoroughly. EDI supports the idea of all
employees’ contributions to innovation; however, the concept of task-based
ambidexterity outlined here highlights the importance of employees also focusing on
exovation to create a balance between innovation and execution. This requires the
organization to design tasks that include both explorative and exploitative parts, which
are implemented either simultaneously or sequentially, to stimulate employees to work
ambidextrously. This relates well to Hackman’s [18] critical aspects of tasks that help
employees stimulate knowledge creation in organizations and March’s [4] statement
that organizations need to adapt quicker to employees than vice versa.

Since the SME context is often both dynamic and unpredictable compared to the
context of larger organizations, it is crucial for SMEs to stimulate their employees to be
ambidextrous to achieve success. This indicates that SMEs could benefit from more
knowledge about OA to make explicit decisions, moving between the different sce-
narios. Studying the context of SMEs can provide mutual benefits; such as insights into
the concept of task-based ambidexterity together with benefits that SMEs can obtain.

This research clearly indicates that ambidexterity is more than a static mode;
instead, it can be achieved in several ways both sequentially and simultaneously.
Future research could examine the time perspective as well as how OA occurs on
different organizational levels. Empirical studies could also be used to understand the
interplay between the performer and the designer, including how employees perceive
the task given by the designer and vice versa. By using either an in-depth or a narrative
approach, it would be possible to gain a deeper understanding of the phenomenon.

Acknowledgements. This research was performed in collaboration with industry in project
Innovate (KKS-20170312) and were financed by the research environment SPARK at Jönköping
University and The Knowledge Foundation (www.kks.se).

References

1. Slack, N., Chambers, S., Johnston, R.: Operations Management. Pearson Education, London
(2010)

2. Porter, M.E.: Competitive Advantage of Nations: Creating and Sustaining Superior
Performance, vol. 2. Simon & Schuster, New York (2011)

524 K. Sollander et al.

http://www.kks.se


3. Lovén, E.: Kreativitet, innovation och lean. In: Sederblad, P. (ed.) Lean i arbetslivet. Liber,
Stockholm (2013)

4. March, J.G.: Exploration and exploitation in organizational learning. Organ. Sci. 2(1), 71–87
(1991)

5. Hongyi, C., Taylor, R.: Exploring the impact of lean management on innovation capability.
In: 2009 Portland International Conference on Management of Engineering & Technology,
PICMET 2009, pp. 826–834. IEEE (2009)

6. Ellström, P.-E.: Two logics of learning. In: Antonacopoulou, E., Jarvis, P., Andersen, V.,
Elkjaer, B., Høyrup, S. (eds.) Learning, Working and Living, pp. 33–49. Palgrave
Macmillan UK, London (2005). https://doi.org/10.1057/9780230522350_3

7. O´Reilly, C.A., Tushman, M.L.: Organizational ambidexterity: past, present, and future.
Acad. Manag. Perspect. 27(4), 324–338 (2013)

8. Smith, M.H., Smith, D.: Implementing strategically aligned performance measurement in
small firms. Int. J. Prod. Econ. 106(2), 393–408 (2007)

9. Burton, M.D.: The company they keep: founders’ models for organizing new firms. Artic.
Chapters 259, 13–39 (2001)

10. Karltun, J.: On stage. Acting for development of businesses and ergonomics in
woodworking SMEs. Linköping University (2007)

11. Ates, A., Garengo, P., Cocca, P., Bititci, U.: The development of SME managerial practice
for effective performance management. J. Small Bus. Enterp. Dev. 20(1), 28–54 (2013)

12. Høyrup, S., Bonnafous-Boucher, M., Hasse, C., Lotz, M., Møller, K. (eds.): Employee-
Driven Innovation. Palgrave Macmillan UK, London (2012). https://doi.org/10.1057/
9781137014764

13. Gibson, C.B., Birkinshaw, J.: The antecedents, consequences, and mediating role of
organizational ambidexterity. Acad. Manag. J. 47(2), 209–226 (2004)

14. Good, D., Michel, E.J.: Individual ambidexterity: exploring and exploiting in dynamic
contexts. J. Psychol. 147(5), 435–453 (2013). https://doi.org/10.1080/00223980.2012.
710663

15. Simsek, Z.: Organizational ambidexterity: towards a multilevel understanding. J. Manag.
Stud. 46(4), 597–624 (2009)

16. Chen, E.L., Katila, R.: Rival interpretations of balancing exploration and exploitation:
simultaneous or sequential. In: Handbook of Technology and Innovation Management,
pp. 197–214 (2008)

17. Davis, J., Eisenhardt, K., Bingham, C.: Optimal structure, market dynamism, and the
strategy of simple rules. Adm. Sci. Q. 54, 413–452 (2009)

18. Hackman, J.R., Oldham, G.R.: Word Redesign. Addison-Wesley Publishing Company Inc.,
Boston (1980)

19. Engström, A., Wikner, J.: Identifying scenarios for ambidextrous learning in a decoupling
thinking context. In: Lödding, H., Riedel, R., Thoben, K.-D., von Cieminski, G., Kiritsis, D.
(eds.) APMS 2017. IAICT, vol. 514, pp. 320–327. Springer, Cham (2017). https://doi.org/
10.1007/978-3-319-66926-7_37

A Framework for Task-Based Ambidexterity in Manufacturing SMEs 525

http://dx.doi.org/10.1057/9780230522350_3
http://dx.doi.org/10.1057/9781137014764
http://dx.doi.org/10.1057/9781137014764
http://dx.doi.org/10.1080/00223980.2012.710663
http://dx.doi.org/10.1080/00223980.2012.710663
http://dx.doi.org/10.1007/978-3-319-66926-7_37
http://dx.doi.org/10.1007/978-3-319-66926-7_37


Analyzing Intuitive Skills of a Waitperson
in a Restaurant Dining Room Using a Serious

Game

Fumihide Nishimura1, Emi Kinoshita1, Tomomi Nonaka2,
and Hajime Mizuyama1(&)

1 Aoyama Gakuin University, Sagamihara, Kanagawa 252-5258, Japan
mizuyama@ise.aoyama.ac.jp

2 Ritsumeikan University, Kusatsu, Shiga 525-8577, Japan

Abstract. It is important to shorten customers’ waiting times in a restaurant,
and their waiting times at the table are largely affected by how waitpersons
perform their tasks in the dining room. However, the quality of their work still
depends heavily on their experiences and intuitive skills. Thus, this paper pro-
poses a serious game emulating the tasks of a waitperson in the dining room of a
restaurant, and analyzes the intuitive skills for the tasks by using the game. It
defines two distinctive tactics called collection of multiple tasks and movement
on a prediction basis, and introduces several measures on these tactics. As a
result, by analyzing the game score, waiting times and these measures obtained
from game experiments, several characteristics of the skills have been suc-
cessfully revealed.

Keywords: Serious games � Intuitive skills � Service science
Service management

1 Introduction

In recent years, as the popularized terms product service systems (PSSs), servitization,
service production, etc. indicate, service providing systems have become an important
field of production and operations management research. In the restaurant industry, for
instance, it is important to improve customer satisfaction to increase sales. It has been
pointed out that the customer satisfaction is affected by various waiting times [1, 2].
The shorter the waiting times, the higher the customer satisfaction in general, and the
more customers will visit the restaurant. This also highlights the importance and dif-
ficulty of shortening waiting times. Vries et al. [3] empirically shows that the waiting
times do have a significant impact on the revenue of a restaurant.

Hwang and Lambert [4, 5] investigated the relationship between the resource levels
and the waiting times through numerical simulation. Shimmura et al. [6] also utilized
numerical simulation to reduce staff motion and thereby customers’ waiting times by
redesigning kitchen layout. Further, several authors studied how to shorten the waiting
times of customers in the waiting room until they are assigned to a table in the dining
room [7–10]. Then, in the dining room, waitpersons are required to take care of the
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customers so as not to have them wait too long at the table. Roy et al. [11] and Tanizaki
and Shimmura [12] modeled the waitpersons’ operations in the dining room using a
queuing network and two-dimensional cellular automata respectively, and studied
appropriate resource levels.

However, the quality of the operations also depends largely on the experiences and
intuitive skills of the waitpersons performing the operations. Since it is not realistic to
fully automate the interactions with customers in all the restaurants, it is important to
deepen the understanding on the skills and devise how to properly train and/or support
them. In order to address this challenge, this paper proposes a serious game emulating
the operations of a waitperson in the dining room of a restaurant, and analyzes the
intuitive skills for the tasks by using the game. Serious games provide a cost and time
efficient tools for collecting (virtual) operational data for skills analysis and it is usually
easier to conduct if-then analysis on the games than in actual fields. Games can also be
used for training the skills uncovered through the analysis. A similar approach has been
successfully applied to table assignment operations in a restaurant in an authors’ earlier
work [10].

2 Tasks of a Waitperson

The main tasks of a waitperson include seat guidance, receiving orders, serving dishes,
clearing dishes and accounting. Among them, this paper focuses on receiving orders,
serving dishes and clearing dishes, which are thought to have a big influence on the
customers’ waiting times at a table. It further defines two distinctive tactics of the
waitperson, which are taken while performing the tasks; collection of multiple tasks and
movement on a prediction basis. When a waitperson carries out two or more tasks of
receiving orders, serving dishes, or clearing dishes in a single tour departing from the
tray point until returning to the same point again, it is said that collection of multiple
tasks is taken. This tactic can be quantified by calculating how many tasks are collected
in a tour, how many tasks are performed at a same point without moving, etc. When a
waitperson moves closer to a customer in anticipation that she/he will be called by the
customer or the customer will finish the meal soon, it is said that movement on a
prediction basis is taken. In order to capture this tactic, the position of a waitperson
before and after a task occurs is compared, and the distance that the waitperson
approaches to the task point is calculated. The larger this approaching distance, the
more it is likely that the waitperson took a movement on a prediction basis. This paper
analyzes the intuitive skills of a waitperson by focusing on these two tactics.

3 Proposed Serious Game

The proposed game was created using a programming language called Processing [13].
As shown in Fig. 1, the locale of the proposed game is a restaurant dining room having
six tables. The customer at each table may require tasks of receiving orders, serving
dishes and clearing dishes, and the player is expected to carry them out by controlling a
waitperson agent in the dining room.
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The player can move the waitperson agent from the current point to an adjacent one
on the grid at a time. In order for the agent to carry out a task, it must be at the upper,
lower, left-hand or right-hand side point of the table to work on. When the agent
performs serving dishes and/or clearing dishes, it has to hold a tray. The number of
dishes that can be placed on a tray is limited to five, and the agent can hold at most one
tray. Further, dishes to deliver and those to be cleared cannot be kept on a same tray at a
same time. There should not be any dishes on the tray, when the agent receives orders
from a customer. Accordingly, possible task configurations in a single tour of the
waitperson agent can be summarized as shown in Fig. 2.

Customers arrive at the restaurant randomly one by one. Then, they are assigned to
a table on first-come first-served basis. When there are two or more tables are available,
a table is chosen randomly. After a while, they place an order for up to three dishes
only once at a table. Each customer leaves automatically, when the meal is over.

When a task to be done by the waitperson agent occurs, the color of the corre-
sponding element changes from white to yellow, orange and red as time elapses
without being handled. When the color of an element is white, it means that the
corresponding task has not yet occurred. For example, when a white dish is on a table,
the customer is still eating it and the task of clearing it has not yet called for. When the
task is carried out by the agent, a certain score is given or deducted according to the
color of the corresponding element. That is, if the color is yellow, 10 points are added,

Fig. 1. Restaurant dining room in the game
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and if the color is red, 10 points are subtracted. Further, 10 points are added each time a
dish is sold.

4 Game Experiments and Their Results

Game experiments are conducted with 16 university students, and various measures
related to the game scores, waiting times and each tactic are calculated from the log
data of every game session. Some of the participants have worked in a restaurant as a
waitperson, and the others have not. Further, the length of the experience differs among
those who have worked in a restaurant. Accordingly, the skill levels of the participants
are expected to be significantly varied among them.

4.1 Collection of Multiple Tasks

In order to analyze the intuitive skills concerning collection of multiple tasks tactic
utilized in the game sessions, cluster analysis and principal component analysis are
applied to the data on the total sales, average waiting time of each task, and average
number of collected tasks in a single tour (see Fig. 3).

Fig. 2. Possible task configurations in a single tour

Analyzing Intuitive Skills of a Waitperson in a Restaurant Dining Room 529



As shown in Fig. 3, players are categorized into four groups, A, B, C and D. How
players handle the tasks in each group can be characterized by looking into their game
play data more in detail. As shown in Fig. 4, the players in group A did not collect
many tasks in a tour and this results in a higher number of inefficient movements. These
features further lead to low turnover rates and long waiting times. To sum it up, this is a
group of low skill players.

The players in the other groups collected more tasks in every tour. However, the
waiting times in group B are significantly larger than the other groups. This shows that
the players in group B collected tasks by only considering task efficiency but not
waiting times. On the other hand, the waiting times in groups C and D were shorter
than average. In these groups, tasks were performed in relatively large batches at an
earlier timing, and, as a result, the turnover rate and the sales were increased and the
waiting times were shortened. Accordingly, the players in groups C and D seem to
possess higher skills.

Comparing these two groups, it seems that the players in group C put a higher
weight on shortening the waiting times. Whereas the players in group D seem to pursue
two objectives of shortening the waiting times and increasing the task efficiency in a
more balanced manner, and, as a result, achieved the highest sales.

Fig. 3. The results of the analyses on collection of multiple tasks

Fig. 4. Averages of sales, waiting times, and collection of multiple tasks in each group
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How the players in group D perform the tasks can be characterized with two
features. The first feature is that they tended to clear dishes after receiving orders. The
second feature is that they tended to receive orders after serving dishes. From these two
features, it is implied to be important to handle other tasks before clearing dishes.

4.2 Movement on a Prediction Basis

Similarly, the intuitive skills concerning movement on a prediction basis tactic utilized
in the game sessions are analyzed using the data on the total sales, average waiting time
of each task, and average approaching distance (see Fig. 5).

As shown in the Fig. 5, players are categorized into three groups, A, B and C, this
time. How players handle the tasks in each group is characterized similarly by looking
into their game play data.

As shown in the Fig. 6, the average approaching distance of the players in group C
is significantly shorter than that of the other groups. This shows that the players in this
group did not or cannot move the waitperson agent on a prediction basis. As a result,
their sales values are lower than the average. To sum up, group C can be deemed as a
group of low skill players.

Fig. 5. The results of the analyses on movement on a prediction basis

Fig. 6. Averages of sales, waiting times, and approaching distance in each group
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The average approaching distances of groups A and B are equally high, so the
players in these groups seem to have taken the tactic well. However, the average
waiting times and the resultant sales values are different between the groups. That is,
the average waiting times is longer and the sales value is smaller in group A. The
reason for this seems to be that the players in this group left some tasks for a long time,
and, as a result, the turnover rate became low. Thus, it can be concluded that it is group
B that contains the players with high skills.

How the players in group B perform the tasks can be characterized as follows. That
is, they tended to shorten the waiting times by properly predicting the completion time
of cooking dishes and when customers finish their meal. Therefore, it is implied to be
important to predict the completion time of cooking dishes and eating them and to start
acting earlier based on the prediction.

5 Conclusions

This paper analyzed a waitperson’s intuitive skills for shortening the customers’
waiting times at a dining table using a serious game newly developed for this purpose.
It defined two distinctive tactics called collection of multiple tasks and movement on a
prediction basis, and introduced several measures on them. By analyzing the game
scores, waiting times and these measures obtained from game experiments, several
characteristics of the skills have been successfully revealed. That is, it is clarified that
two tactics defined are actually utilized by the players, different players apply the
tactics differently, and when and how the tactics are applied affects the overall per-
formance of the operations.

However, it is still not clear what makes it possible for skillful players to properly
determine when and how each tactic should be applied. To understand this aspect of the
skills, it will be helpful to study what input information they utilize when determining
when and how they apply the tactics. In order to make this study possible, the game
should be extended so that it can control what information and when the players are
provided with.

Further, various waiting times at a dining table depend not only on how the
waitperson performs the tasks, but also which tables customers are assigned to. That is,
if two customers are assigned to tables which are close to each other, it will be easier
for the waitperson to work on them efficiently. In this paper, since table assignment is
determined automatically in a random manner, the potential interactions between the
skills of table assignment and the tasks taken up in this paper are difficult to capture.
Thus, an important future research direction is combining the proposed game with the
table assignment game developed earlier by the authors, so that the interactions can be
studied. It is also interesting to extend the proposed single-player game to a multi-
player one and analyze collaborative skills among multiple waitpersons.
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Abstract. This paper presents challenges of using discrete event simulation
when supporting decision in early stages of production system design, when
significant changes are introduced. It was based on three real-time case studies
performed at one manufacturing company during 2014–2016. Challenges in the
cases were mapped to previous literature, pointing out discrepancies and high-
lighting three additional challenges, specifically related to issues in the early
stages of the production system design process. The significant change intro-
duced to the assembly system, and the early phases of evaluation put significant
challenges to the use of discrete event simulation and the study points out further
efforts needed to support manufacturing companies under change, with an
established industrial structure and legacy systems to consider.

Keywords: Production system design � Discrete event simulation
Case study

1 Introduction

As manufacturing companies currently meet major change drivers in terms of digi-
talization, technology development, sustainability and market behavior, many pro-
duction systems need to deal with significant changes in terms of product portfolio,
volumes, and its role in the value chain. In addressing these significant changes,
modeling and simulation is a fundamental concept for analyzing behavior and per-
formance in a future setting, and in the area of production system design, literature and
practitioners have for long underlined the benefits of discrete event simulation
(DES) [1–3]. DES involves the modeling of a series of events when state changes occur
at discrete points in time [3], and is used for decision support in production system
design because of its ability to evaluate change dynamically [4, 5]. DES is suggested to
create knowledge, generate understanding, visualize results, and communicate pro-
duction system design decisions across different functions within a manufacturing firm
[6]. The further development of streamlining simulation-based production systems
engineering based on input data from digital twins is a current strong development [7].
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However, research has long indicated the limited use of DES at manufacturing
companies [8] where specific challenges have been pinpointed. As the DES use can be
separated into the three model process phases of design, development and deployment
[3], challenges have been discussed from different perspectives. This identification of
challenges in DES use for decision support has preponderantly centered on difficulties
in the development phase of DES models. This approach stems from the realization that
a single DES model is often incapable of supporting all production system design
decisions and that detailed questions about a production system’s performance will
arise during the design process [3]. In line with this, Heilala et al. [10] analyze the
support of production system design and operations decisions based on DES use. Also,
the deployment phase are exposed to challenges due to the need to build trustworthy
DES models for factory management to commit to production system design decisions.
This situation underscores the issues that arise when determining which elements of a
production system to represent when supporting decisions through DES during pro-
duction system design and thereby achieve a successful implementation of DES models
[11]. In addition, contextual circumstances related to the introduction of significant
changes, such as the lack of information necessary to commit to decisions during
production system design, upset the validity of a model and question the credibility of
its results [12].

Concluding, current understanding of challenges in DES use for manufacturing
applications has so far focused on the use of DES during the operation of a production
system or in the final stages of production system design. Thus, the aim of this paper is
to revisit the challenges of DES use when supporting decision in early stages of
production system design, when significant changes are introduced. We present
empirical findings from three real-time case studies performed at one manufacturing
company. Each case follows early design stages of a production system and where the
DES was suggested to support design decisions. DES was used in two of the three
cases, but in one of the cases DES was decided not to be used. The study explores the
basis for the decisions of using, or not using, DES during the early design stages where,
for the company, new assembly system concepts were to be evaluated. The study
contributes to a more established scientific fundament in a practitioner’s context,
relying on a trial and error tradition. It presents live empirical evidence on challenges
while using DES in early design stages of assembly systems for manufacturing com-
panies with an established industrial structure and legacy systems to consider.

2 Material and Method

Three real-time case studies were conducted at a Swedish manufacturing company
from the heavy vehicle industry with sites around the globe. Live projects during 2014–
2016 were followed and data were collected during 12 months for Case 1, 14 months
for Case 2 and for 5 months for Case 3. Data collection for each case included
interviews, participant observation, company documents, and discrete event simulation
models. Collected data included five interviews per each case. Interviewees were
selected on the basis of their participation in each production system design project and
included a manufacturing research manager, two logistics developers, two consultants,
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six manufacturing engineers, two project leaders, a manufacturing engineering man-
ager, and one assembly system concept owner. Interviewees described the reasons
behind the start of production system design, and activities in the design of the pro-
duction system. Finally, interviewees reported on the conclusions and consequences of
the designed production system. Interviews were recorded and transcribed and lasted
between 38 to 120 min. Interviewees were individually contacted at a later date, and
shown the transcribed texts for approval.

Additionally, data were collected through participant observation including weekly
project meetings, workshops, informal conversations, and floor shop visits. Also,
company documents related to each production system design project were analyzed.
Collected data included the examination of seven DES models developed in Cases 1
and 3 which focused on understanding the consequences of introducing production
system changes during production system design. Data analysis followed three streams
of concurrent activities: data condensation, data display, and conclusion drawing [13].
Each case was first treated individually as a separate study. Then a cross case synthesis
and analysis was employed to gain a comprehensive understanding across cases [14].
The analysis was based on earlier identified challenges in using DES in manufacturing
application from [1, 9, 11]. Conclusions were finalized based on the comparison and
contrasting of theoretical findings with cross case synthesis.

3 Discrete Event Simulation in Three Cases

All three cases were initiated by a corporate decision to allocate resources and actions
to the transformation of product-specific assembly systems into multi-product assembly
systems. The objectives of this transformations are best explained by the manufacturing
research manager of Case A, “There was the vision to utilize our production system in a
more efficient way. We believed it was important to make a better utilization of our
industrial footprint, being closer to customers with standardized production of prod-
ucts.” Design and implementation of multi-product assembly systems was a corporate
objective included in the manufacturing company’s strategy.

Case 1 explored the design of a multi-product assembly system where five different
product families and all variations in each product were to be assembled in one
assembly line. This multi-product assembly system included shared technical solutions,
assembly processes, tools, assembly operators, and logistics. The aim of this production
system design project was to increase the flexibility of manufacturing sites in addition
to meeting the company’s strategic objectives previously mentioned. Five DES models
were developed during the production system design project.

Case 2 concerned the design of an assembly system in which powertrains of five
different product families could be assembled in the same multi-product assembly line.
When designing the multi-product assembly system, the design project aimed at
minimizing product cost and investment levels required to design a multi-product
assembly system while at the same time complying with the manufacturing company’s
strategic objectives. In Case 2 DES use during production system design was proposed;
there was interest in using DES in the production system design project team, but DES
was ultimately not used during production system design.
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Case 3 investigated a production system design project that introduced a multi-
product assembly system to replace the site’s existing product-specific system in which
different families of cabs could be assembled in the same line. The designed production
system aimed to comply with the manufacturing company’s strategic objectives as well
as the site’s need to increase production system efficiency and reduce assembly line
space. The production system design project included the development of two DES
models. Summarizing the findings, Table 1 classifies the identified challenges of DES
support of production system design decisions for the three cases (C1, C2 and C3)
based on the three DES model process phases [9]. The list of challenges is put together
from existing literature [1, 9, 11].

Table 1. Empirical identification of challenges of DES supporting production system design
decisions in Cases 1, 2, and 3. List of challenges based on [1, 9, 11].

Challenges of DES supporting production system
design decisions

C1 C2 C3

Design Decision support restricted by question specific model
formulationz

p p p

Representation of production system dynamics and
complexity
Validity of a model’s detail level

p
Simplification of production system complexity and
factor interdependence

p

Non-uniform abstraction level for model simplification
p p

Modelling combinatorial explosion of options in a
production process
Incomplete and conflicting production system
knowledge

p p

Development of simulation and production system
knowledge

p p

Software diversity and lack of standardization
Development Model verification and validation

p p p
Model development time

p p
Input data collection and its analysis

p p p
Input data availability and quality

p p p
Deployment Model interoperability and information sharing across

models

p

DES industry acceptance
p p p

Communication of results for effective decision making
p p

Simulation model maintenance
Consideration of trade-off and non-intuitive decisions

p
High cost and low re-usability of models

p p
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4 Discussion on Why, and Why not, to Use DES

Identified Challenges in DES Model Design Phase
The challenges of DES use supporting production system design decisions seen in the
DES model design phase confirm the importance of the objectives of a model [15]. In
all cases identifying the specific questions that a DES model should address was a
challenge. As expressed by the project manager in Case 1, “Are we doing the right
thing? Should we do it this way? No one really had an answer for that.” This related to
specifying the level of abstraction of a model when incomplete and conflicting pro-
duction system knowledge existed [1]. The point in case is described by the manager in
Case 3, “you can do it in a lot of ways and still get the same result. What should we
choose? It’s not only about the pieces, it’s the system around you, and finding the right
solution for you.” This could be explained by the presence of high uncertainties in early
design phases [16] and the lack of overall comprehension of the intricacies of a pro-
duction system during its design [9]. Specifying what to model and how to do so
required the assistance of DES experts in all cases. This exposed the lack of resources
with the right competence to build DES models [11], the absence of standards to aid the
development of DES models [17], and the dependency on individuals instead of
processes to achieve DES use during production system design.

Identified Challenges in DES Model Development Phase
DES model development in its relation to input data and DES model verification was
the most frequent of challenges of DES use when supporting production system design
decisions, a situation consistent with current findings [18]. The reasons behind this
challenge were related to the absence of a real world from which to draw data and came
as a consequence of introducing a change that was significantly different from the
manufacturing company’s current operations [19]. This issue was increased by the high
levels of uncertainty, which involve the probability that certain assumptions made
during design are incorrect or that the presence of entirely unknown facts has a bearing
on the future of a designed production system [20]. This is instantiated by the project
manager in Case 2, “There were many unknowns in this innovative project, which
different from doing business as usual. We were doing this (transformation) for the first
time with no recipe.”

Identified Challenges in DES Model Deployment Phase
Challenges associated with the deployment of a DES model in support of production
system design decisions were also present. These were linked to the limited use of DES
in the industry. Model developers had to continuously show in what ways DES con-
tributed to the design of production systems [9], as exemplified by the consultant in
Case 2, “There was a need to present simulation testing at very different levels (in the
organization). Simulation is important, but it is really difficult to make a crisp con-
clusion for everyone to see. Especially when so little is known.” Further, communi-
cation of DES model results required the interpretation of experts, a situation that
limited effective decision making by project team members [10]. Similarly, the low-
reusability of DES models was linked to the lack of in-house resources with DES
know-how that could modify or re-use developed models at later times.
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Discrepancies Between Challenges in the Case Studies and Earlier Literature
Empirically not all challenges in DES use outlined in [1, 9, 11] were detected (see
Table 1), and different levels of concurrence of challenges in DES use existed across
cases. The absence of previously identified challenges (Table 1) does not indicate a
disagreement with extant theory. The dearth of evidence on this matter is explicated by
contextual circumstances. The absence of challenges regarding representation of pro-
duction system dynamics and complexity, as well as modelling the combinatorial
explosion of options in a production process was a consequence of the choice of what
production system to model and how to model. DES models incurred in assumptions
and simplifications that limited the representativeness of complexity and options.
Challenges affecting simulation model maintenance were not discovered as DES
models were not re-used after presentation of model results had taken place.

Also, case data show the presence of challenges additional to those specified in
literature when DES supported production system design decisions. First, DES model
objectives did not establish a direct connection to the high level objectives pursued by
the manufacturing company. This constitutes a severe challenge to the characterization
of a production system during its design and the decisions involved [21]. Second, DES
use was severely limited by the absence of a rigorous production system design process
with clearly defined milestones for DES use [10]. The project manager in Case 1
exemplifies, “We could not specify an implementation (for DES) at the beginning. We
had to investigate if it was a good idea first, look into this and start to generate ideas,”
and a production engineer from Case 2, “Of course we tried to look for benchmarking
but there are not so many examples in this kind of industry for this type of a change.
There is actually no case available where you can find something similar.”

5 Conclusion

This study revisited challenges of using DES when supporting decision in early stages
of production system design, when significant changes are introduced. It was based on
three real-time case studies performed at one manufacturing company during 2014–
2016. Challenges were mapped to previous literature, pointing out discrepancies and
highlighting two additional challenges, specifically related to issues in the early stages
of the production system design process. The significant change introduced to the
assembly system, and the early phases of evaluation put significant challenges to the
use of discrete event simulation. Future research efforts are needed support manufac-
turing companies under significant change, with an established industrial structure and
legacy systems including: (1) model design in terms of alignment to high level business
objectives and knowledge, (2) input data and model validation during model devel-
opment, and (3) model knowledge, reuse, and interoperability during model
deployment.
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Abstract. Innovation is a necessity for the survival in the dynamic and com-
plex environment companies are currently in. Innovation is not only the result of
a creative development process, but comes out also from the value adding
process itself, and derives from the generation of knowledge, including the
interaction and application of knowledge for market success. Therefore, the
ability to collect all possible knowledge and trigger it for success is of great
importance for being competitive. This is also the main focus of participatory
design activities. In this work, with a special view on the importance of
knowledge management, an approach using the analysis of relevant and avail-
able knowledge has been set up for the determination of suitable methods for
participatory design activities. In detail, objectives of knowledge management
are identified according to different requirements of the innovation lifecycle.
Cognitive and technology gaps among participants are further analyzed to
provide an in-depth view on the problem of participatory design. With the
matching of problems with the potentials of possible participatory design
methods, proper methods are further identified, which helps to realize objectives
of knowledge management, in the end leading to the success of value adding.

Keywords: Knowledge management � Participatory design
Innovation lifecycle

1 Introduction

Ever increasing global competitive pressure, shrinking product lifecycles and fast
changing technologies are driving companies towards innovation to remain in the
competition [1]. Quite often, innovation is related to the occurrence of new products
and technologies [2]. But currently, innovation is more and more seen as the process
which results from various interactions among different participants. Especially, when
it comes to new product development, innovation is particularly characterized by value
adding, which derives from the generation of new knowledge and includes the inter-
action and application of knowledge for market success. It is the participation and
interaction of all involved actors (e.g. designers, users, machine operators,
suppliers/partners, logistic operators and customers), which finally leads to the success
and competitiveness of companies. Therefore, participatory design for the full
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encouragement of all potential knowledge and its interaction is highlighted as one of
the most focused issues of company management. A suitable knowledge management
within the participatory design is an alternative shortcut contributing to the success of
value adding.

When it comes to the aspects of knowledge management, it is not only the content
of knowledge, but also the way in which different knowledge pieces interact with each
other is crucial to the success of value adding. The manners of knowledge interaction is
highly related to how the approach of participatory design is established. However,
question arising here is: How to find out and establish appropriate approaches for the
realization of efficient participatory design? And derived questions that should be clear
are:

– What is an efficient participatory design?
– Which approaches are existing for carrying out participatory design?
– With a view to the objectives of knowledge management and also the real condi-

tions of participants, how to identify a suitable approach for participatory design
activities?

With all these in mind, the purpose of this work is to provide an approach, which
helps to setup an efficient participatory design model. General work begins with the
introduction of the relevant background. Further work goes on with a vast review on
the theoretical basis. Related participatory design approaches are investigated based on
the state of art. With a view to the importance of knowledge management, a general
logic is composed as the rule for determining suitable participatory design methods.
A detailed model is further established for interpretation. An empirical study is con-
ducted for validation purposes. A conclusion of the work is composed in the end.

2 Definition and Possible Methods of Participatory Design

2.1 Participatory Design and Knowledge Management

Participatory Design is “an emerging design practice” that involves different stake-
holders within various co-design activities throughout the designing process [3]. Here,
beside designers, stakeholders involve not only other discipline members from a
development team (e.g. machine operators, project manager and general manager), but
also external stakeholders within the supply chain (e.g. logistic operators, suppliers and
partners). For better marketization, potential customers beyond the boundary of the
company or industry would also be included during the design stages. Therefore, these
stakeholders have usually “different backgrounds, experience, interests and roles within
the project” [3]. For the full encouragement of participatory design activities, the
consideration of the detailed contents of knowledge brought from the participants is of
great importance. Moreover, the way how to trigger knowledge interactions dependent
on the real situation is sometimes even more important and necessary. This brings
special emphasis on the issues of knowledge management.

Knowledge management is a “planned, structured approach” to realize sharing,
acquisition, refinement, distribution and application of knowledge as in the
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organizational asset [4]. With a view to the vast body of literature and practice, we see
knowledge management has been widely used in many fields, e.g. new product
development [4], organizational leaning, organizational innovation, project manage-
ment [5], and so on. In this paper, while considering the relative advantages, knowl-
edge management has been involved as an important tool in the development of
efficient participatory design, which can help to access and structure the experience,
knowledge and expertise of participants to create new competitiveness advantages, to
enable better performance and in the end to increase value adding and customers’
satisfaction [6]. And the establishment of an efficient participatory design requires not
only the planning of knowledge pooled by participants, but also the structuring of
knowledge for proper “collision”, which leads to knowledge fusion and fission for
creating new value [1].

2.2 Possible Methods Used for Participatory Design

The arrangement of an appropriate participatory design is, to some extent, a crucial
determinant of innovation. Knowledge generation and value adding are all illusory
scenarios if the knowledge from relative stakeholders could not be structured and
formalized in a suitable way. Hence, studies of participatory design are highly
emphasized both in theory and practice. Methods, such as LEGO® SERIOUS PLAY®
[7], LEGO® MINDSTORMS®, scenario analysis, role plays, prototypes, Mind
Mapping, morphological boxes, story-telling, persona, brain writing, diagrams and
image schemes, contextual inquiry, ethnographic methods, participatory ergonomics
[8], have come up during the past periods.

Numerous works can also be found dealing with the classification of participatory
design methods [3, 9, 10]. Some focused on a basic understanding and tried to propose
proliferation of theoretical foundation, e.g. in the works of Muller and Kuhn [9], more
than 20 methods have been listed out, where two issues namely “position of activity in
the development cycle or iteration” and “who participates with whom in what” have
been concluded as the logics for the taxonomy. With the analysis of application cases
in practice, others attempted to make a comparison among different participatory
design methods, to help to list out the key features for the identification [10]. With the
aim of combining theory and practice, works from Sander, Brandt and Binder [3] also
tried to sort the situations of participatory design based on the purpose (for probing,
priming, understanding or generating), group size and composition (individual or
group) and manners of participatory design (face-to-face or on-line). Taken together, all
these works contribute to the idea of the current work, yet two shortcomings can still be
found: (1) the ignorance of knowledge management, though the compositions of
knowledge and how the knowledge would be structured for collision are the core for
the defining of an efficient participatory design; (2) the lack of a systematic approach,
which can be used as a reference of application. Though a systematic method is of great
importance for the decision support related to the participatory design activities, only
partial theoretical and practical assets could be found separately. However, with a view
to different objectives of knowledge management within various innovation stages, a
bridge with an overall mindset to match the real conditions with the potential abilities
of existing participatory design methods, is still a gap. Therefore, a more
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“contemplative and nuanced approach” is required [4], so as to answer “how to get
appropriate approaches for the realization of efficient participatory design?”

3 Establishment of the Proposed Approach

3.1 Framework of Participatory Design

Based on the aforementioned analysis, a general framework of participatory design has
been composed as shown in Fig. 1. As can be seen, three issues compose the initiate
status of participatory design. Those are the position in the innovation lifecycle, the
team composition and the degree of prior knowledge [8]. The general work of par-
ticipatory design begins with the identification of the objectives of knowledge man-
agement. This is based on the analysis related to the position in the innovation lifecycle.
Real conditions of knowledge, pooled by participants, are further analyzed with the
consideration of the team composition and the degree of prior knowledge. Cognitive
gaps and technology gaps among participants can also be identified according to the
analysis of the real conditions. When taking into account both the objectives and real
conditions, the logic of knowledge management plays the role of a bridge to match the
existing gaps with the possible abilities of participatory design methods, which in the
end leads to the identification of suitable methods.

3.2 Detailed View of the Approach

Based on the composition of the general framework, the proposed approach has been
detailed as shown in Fig. 2. It can be seen, that the approach could be divided in three
stages: (1) obtain detailed objectives of knowledge management; (2) analyze the real
conditions of the knowledge pool to find gaps among participants; (3) match to
determine a proper participatory design method, to realize the objectives of knowledge
management.

Detail objec ves 
related to 
knowledge 
management 

Real condi on about 
the knowledge of 
par cipate

Team composi on

Degree of prior 
knowlege

Gaps among 
par cipants 
considering:
- Cogni ve;
- Technology. 

Posi on in 
innova on lifecycle

Logic of knowledge 
management
- match gaps with features of  
par cipatory methods 
- determine proper… method

Fig. 1. General approach for the establishment of participatory design
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(1) Obtain detailed objectives of knowledge management

Knowledge management is a “set of activities, initiatives and strategies” [11],
which enables effective and efficient usage of knowledge and helps to create new value.
Within different stages of the innovation lifecycle, the target of knowledge manage-
ment varies differently, e.g. the idea generation stage requires more knowledge sharing
and obtaining; the validation stage needs more valuation and refinement of knowledge.
Based on the works of Plessis [4] and also Grant and Dumay [12], activities and
detailed objectives of knowledge management have been gathered as: knowledge
sharing and obtaining; acquisition and creation; valuation and refinement; storage
and retrieval; distribution and also application. Here, knowledge sharing and
obtaining mainly refers to the engagement and participation of all stakeholders,
communication to share ideas, which triggers the obtaining of information and inter-
actions for new ideas. The acquisition and creation of knowledge is a more in-depth
stage, which relates to reconstructing and synthesizing of knowledge and also the
organization of knowledge for getting general concepts [12]. The Valuation and
refinement is mainly connected with the set-up of metrics for evaluation and attempts to
refine the knowledge accordingly; the storage and retrieval includes the codifying and
documenting of knowledge for storage. The distribution is more the spreading of
information in hope to get better effects for the existing knowledge pool [11]. The
application refers to the usage of knowledge to realize value.
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(2) Analyze the real conditions of the knowledge pool

According to Tawalbeh et al. [8], the real conditions about the knowledge pooled
by the participants could be analyzed from both a horizontal and also a vertical per-
spective (see Fig. 2). Here, the horizontal perspective focusses on considering the team
composition, where enterprise-specific or production-area-specific indicators would be
used for the analysis. In detail, enterprise-specific issues include knowledge on cog-
nitions, mindsets, norms, values, hierarchy, business process and other special char-
acteristics of the company [1]; and the production-area-specific items are more focused
on the technical know-how. Indicators, such as education background, previous work
done in certain areas, or simply working with similar technologies or in the same type
of industry would be used for interpretation. Beside the horizontal perspective, a
vertical one, focusing on conditions regarding the degree of prior knowledge would
also be taken into account. Different levels of the knowledge base of each participant
can also be assessed accordingly. As a result, a knowledge distance, namely cognitive
and technology gaps could be identified based on the above knowledge portfolio and
their relative levels. Methods with multi-dimensional scaling analysis proposed for
instance by Stuart [13] and Baum et al. [14] are suggested as the references for further
work here.

(3) Match to determine a proper participatory design method

With the consideration of the objectives of knowledge management, and based on
the knowledge gaps among participants, detailed requirements can further be gathered
for the determination of a participatory design method. Detailed characteristics listed
out for the identification and classification of participatory design methods from [3, 7–
9] would be involved for the interpretation of each method’s features. With the
matching of requirements with potential features and abilities of participatory design
methods, the target method (the most suitable one) could be identified as a result. This
general idea is displayed in Fig. 3.
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4 Empirical Study

The German initiative “Mittelstand 4.0-Agentur Prozesse” is a platform focused on the
digitalization of resource and process management [7]. The main target of this initiative
is to support the qualification of information multipliers, who are enabled to help small
and medium-sized enterprises and also handicraft companies [8]. Here, the major
activities of knowledge management are related to the distribution and transfer of
digitalization knowledge. The participants have different backgrounds, experience and
interests. As most participants come from different industries, a big gap exists both on
cognitive and technology aspects. Therefore, as shown in Fig. 3, the requirements on
the participatory design method are identified as “requirement 3”. To deal with this
special condition, a method, which embodies the ability to deal with the big gap (on
cognitive and technology related knowledge), should be considered for facilitating
participatory design.

With these requirements in mind, a vast search through all possible methods has
been conducted. In the end, LEGO® SERIOUS PLAY® has been identified as the
proposed method. LEGO® SERIOUS PLAY® is “an innovative hands-on and minds-
on method based on metaphorical thinking to improve the understanding of processes”
[8]. In this case, a fictive company has been modelled as the objective of the inves-
tigation. Each of the participants has been pointed to a special role within this objective
company. Via the establishment of the fictive company, problems with the gaps con-
sidering the special company and industry could be solved. As all participants were
introduced to the same objective company, they were moved to the same knowledge
level for a common understanding. With the introduction of the theory and warming up
with Lego, all participants could feel free to design their view of the future versions of
the objective company in the year 2020. Moreover, with the learning-by-playing
approach, concrete actions for realization could be worked out suitably when consid-
ering the scenario of their working area within this fictive company and also with the
consideration of external influences of the system’s environment. A joint model rep-
resenting the common understanding of the digitalization has also been concluded.
Taken together, with the logic of knowledge management, LEGO® SERIOUS PLAY®
has been confirmed as an appropriate method within this project. Here, the problems
with the cognitive and technology gap have been solved smoothly and the knowledge
of the different participants has been fully shared and triggered under a common
understanding. Therefore, the approach proposed as in this paper could be seen as to be
validated to some extent.

5 Conclusion and Outlook

With a view to the importance of knowledge management, a new approach has been set
up using knowledge analysis as a basis for the determination of participatory design
methods. This helps to answer the question: How to identify appropriate approaches for
efficient participatory design? With help of knowledge management, the participatory-
design approach has been established in a general system. This helps to fill the gap
between real conditions and existing participatory design methods. Moreover, with the
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detailed interpretation of three application stages, this approach also helps to build a
bridge between theory and practice. Based on an empirical study, the proposed
approach was validated. Considering that the research work is still in progress, the
established approach has only been applied to one case. More empirical studies with
quantitative analysis have been planned to be carried out in the following work. When
it is well confirmed, the proposed framework could be used as a reference model for
practice within different industries.
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Abstract. This paper provides an extension to a family of games that are in the
theme of distributed energy systems. This extension of the family of games is a
direct result of developing a derived type of game, that is, an energy trading and
investing game that involves the infrastructural usage of a new technology, in
this particular case, blockchain (a type of distributed ledger technology). The
game’s novel architecture is explained succinctly, and some results are dis-
cussed. Shortly, the extensions of the generic architecture are listed, and special
emphasis is put on the idea that such a game must have a two-phased play – one
with the novel technology not active and one with it activated. Finally, some
insights in game architecture development and the necessary next steps are
posited.

Keywords: Serious games � Blockchain � Renewable energy

1 Introduction

To keep up with the latest innovation trends and remain competitive, companies should
continuously be aware of novel technologies that can impact their processes and decide
whether they should adapt and use those emerging technologies. Nevertheless,
technology-driven trends are sometimes irrelevant for certain industrial domains. One
of the researcher’s challenge is to make an early context-dependent distinction between
new valuable technologies from irrelevant ones for specific and generic cases of
application. Many times, new technologies have often had quite different effects that
initially expected. A classic example is the steam machine, initially envisaged an
applied to pump water out of mines; creative people adapted it quickly for transporting
goods and people. Another relevant example is the early digital DARPANet which was
intended for military command, control, and intelligence (C2I); nowadays the civilian
version of the Internet and its applications are used to bring people close for personal
and social goals, business and commerce, entertainment and politics. However, the
stakeholders who are responsible of taking the decision to use the novel technologies
with positive disruptive potential are not always convinced of the benefits of their
adoption. In some cases, a healthy skepticism is welcome, because more than many
technology-driven “silver-bullets” did not deliver, leaving stakeholders burdened with
huge investments that never paid off. A relatively recent (2012) example is Google
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Glass and its promise to revolutionize how social networks will work in the future.
Although the technology itself was working and up to the promised task, concerns
about the privacy of others (nobody likes to be recorded without their knowledge),
price (around $1500) and copyright infringement (in movie theaters), kept the device
from going mainstream, though it is still used in some professional applications.
A simple way to make the stakeholders in a certain domain aware about the impli-
cations of a new technology is to show the impact of this technology on the business
processes via a serious game. This paper shows how a novel technology trend can be
included in the architecture of serious games, and how such games can be used to make
players/stakeholders aware and understand these technologies. The next section pre-
sents the novel technology trend, Sect. 3 presents how a serious game can be used to
increase stakeholder trust in certain aspects of a complex business process, Sect. 4
illustrates the application of a novel technology to energy markets, Sect. 5 explains
how an existing generic architecture for serious games was extended, Sect. 6 comments
on the preliminary results, and Sect. 7 concludes the paper.

2 Distributed Ledger Technology as a Novel Trend
in Various Domains

A technology trend that is currently in its ascent phase is the distributed ledger tech-
nology (DLT) called blockchain [1], which enables some currently popular (albeit
controversial) cryptocurrencies like Bitcoin. DLT is a technology that entails a record
of information (a database), that is shared across a network. In a blockchain-based
system, all transaction data is multiply stored in blocks that are attached to each other to
form a chain. The transactions in the system are continuously reviewed by a fixed
number of independent members, which opens the possibility that intermediaries who
are centrally organized and trusted are not any more necessary. For example, in pro-
cesses like payments, clearings, and settlements, blockchain technology offers a
decentralized solution for storing data in a secure, verifiable, and trustworthy way [2].
Due to the hype it generated, many different businesses are interested in the technology,
but they do not understand the possibilities of the technology or are wary or even afraid
to invest for its implementation. In Europe, various industries like finance, education,
logistics, the energy industry and also individual companies are exploring the possi-
bilities for applying DLT in their business [3]. For example, the European Central Bank
published an exploratory paper [4] about possible use cases in security markets, sug-
gesting several scenarios, and recognized that DLT holds potential for the financial
industry. Another immediate and already adopted application is in supply chains of
products that are sensitive to tampering, like second-hand cars, where the mileage and
maintenance status of the car is essential for trust [5]. Researchers also point out that
one of the biggest potential application of blockchain technology is in the area of smart
contracts, that is a self-executing contract that can be used as an alternative to
enforcement, and does not need the intermediaries like e-commerce sites, credit card
companies, or courts [6]. This raises the possibility to have peer-to-peer contracts in a
decentralized energy market, where consumers are sometimes producers and vice-
versa. To see where DLT can be of an added value requires a better understanding and
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more awareness of the potential applications of DLT. The authors of this paper con-
sider that serious games can be one of the solutions that can bring awareness, under-
standing, and the ability to think of new applications for a specific technology in a
given industrial context.

3 Raising Stakeholders’ Trust and Understanding
with a Serious Game for Peer-to-Peer Distributed Energy
Systems

The authors’ previous research involved the building of and experimenting with serious
games in relation to various infrastructural inception problems like the development of
a bio-gas infrastructure in the Netherlands, and also the development of local small-
scale demand and supply infrastructure for wind power. The need to quickly prototype
games led to the development over years of a game generic architecture and the
guidelines to apply it for a given context [7]. This architecture is considered a constant
work in progress, as an artefact of design science at work, trial and error, and refine-
ment. This generic architecture has a primary purpose for the games developed from it,
that is, to convince stakeholders that investing in a multi-player inception infrastructure
brings rewards in the long term. Typically, there is a blockage in this kind of invest-
ments, because all stakeholders wait for the others to make the first move. For example,
in an variant of the game where LNG-powered truck-refueling infrastructure was
envisaged, the truck fleet owners waited for the stations owners to develop new sta-
tions, and station owners waited that truck fleet owners acquire more LNG-powered
trucks. Stakeholders like investors, LNG distributors, customers who wanted a “green
logistic” image were not even factored in this “chicken and egg” problem mitigation.
The game could bring together all these stakeholders and show them that various long
term scenarios can be discovered via game playing, where all stakeholders ended in a
win-win outcome. A new step forward towards the extension of the generic architecture
of this kind of games that was done recently, via implementing a new kind of game, i.e.
the “blockchain within local energy” game. Here, the main purpose of the game is not
the discovery of win-win scenarios of investment and return of investment. The goal is
to make stakeholders adopt a novel technology. The previous experiences with the
afore mentioned games hinted that serious gaming is potentially helpful in under-
standing possibilities of new technologies. In the bio-gas game [8], the main goal was
to gain insights in the factors that contribute to success or failure in the complex and
difficult investment processes for the gas and bio-gas infrastructure in The Netherlands.
Nevertheless, the players (who were technical and non-technical stakeholders in the gas
industry) became aware and understood the finer points related to the technological
details of the infrastructure. In a mere presentation of the technologies involved, the
stream of information was unidirectional and the listeners often forget what was pre-
sented. With serious gaming, the technology was “experienced” and discussed between
the players engaged in the game. Extant literature also supports this finding, it has been
confirmed that a game is beneficial for learning knowledge that is considered outside
the normal expertise of a player [9].
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4 Distributed Ledger Technology in Distributed Energy
Systems

A promising use case for DLT is in the energy industry. This is because the popularity
of distributed energy resources (DERs) is rising. This is enforced by the fact that solar
and storage technology is decreasing in price and becoming more available for
households. Blockchain, by its nature, allows that the systems can be organized and
coordinated in a decentralized manner. Thus it fits the decentralized organization of the
energy infrastructure discussed. There are many systems in the energy industry where
the infrastructure is organized in a decentralized manner, some already supported by
blockchain technology. In Brooklyn, NY, an initiative [10] was taken by a community
which organized a local market where electricity is exchanged. In this community,
households owning solar panels are able to sell electricity to other members of the
community, so they can keep trading profits within the community. This incentivizes
and simplifies the process of investing in now solar panels, wind turbines, or local
energy storage, simply because the community members no longer have to pay for the
service of an intermediary. The transaction system is based upon blockchain technol-
ogy, where the participants pay each other with a local cryptocurrency. Another
example, which is a global initiative, where incentives facilitated by DLT are provided
for solar powered energy is SolarCoin [11, 12]. This is a special kind cryptocurrency
that since January 2014 is distributed amongst owners of solar panels that are located
anywhere in the world, even off-grid. The goal of the creators of the coin is to
incentivize generating renewable energy and to that end, they give 1 SolarCoin to
people for every MWh that they produce with their solar panels. Later, these producers
will be able to exchange SolarCoins as consumers of other green and ethical goods
made available for trading with this currency, invest in new production capacity created
by SolarCoin buyers, donate for charity, etc. At the time of writing this text, there were
6,980,342.4 SolarCoins granted to solar energy producers in 59 out of the world’s 215
countries. Nevertheless, the application of the blockchain technology in energy can be
segmented in local, private blockchain applications – which can interact with cryp-
tocurrencies like SolarCoin (but not necessarily). In the Netherlands, in Amsterdam, a
pilot project [13] was initiated by a collaboration between De Ceuvel, Alliander, and
Spectral. In this project, locally produced renewable energy is distributed in a com-
munity supported by blockchain technology. Participants of the system can trade
energy from peer to peer and handle transactions via a specially created cryptocurrency.
These examples show that companies are actively searching for blockchain technology
applications in redesigning energy infrastructures. To make potential participants in
such a complex system more aware of the benefits of DLT, it was considered that a
serious game could make them discover the benefits. Moreover, playing this game
together with the participants, new use cases could be discovered. What the initial
attempts for gaming also show is that there are numerous parties that are very willing to
deploy such a blockchain enabled micro-grid. However, some of these stakeholders are
not yet convinced, and the intention is that the game playing helps them to get in touch
with the blockchain technology and its usefulness in the DER context.
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5 The Specific Features of the DLT Energy Game

The blockchain energy game is designed simulate an energy exchanging community
that consists out of households of which some own solar panels or wind power micro-
plants. The owners of the electricity producing units may consume the output them-
selves, however when they have a surplus they want to sell it to the existing grid. The
main problem in this scenario is that price they get for their produced electricity is fixed
and quite lower than the two fixed prices (peak and through prices) that are currently
offered in the energy retail contracts. Moreover, the selling price can be perceived by
these prosumers as ridiculously lower in comparison with the volatility prices that
appear on the higher level spot-market managed by the grid (energy prices can go 100
times over the average when the demand is high). However, retail contract participants
cannot play on this spot-market, which is only for specialized traders who trade on the
supply and demand of high-volume producers and users (trading kilowatts vs trading
megawatts) This inability to participate in the higher level market where prices are
dynamic, and profit can be made during high demand period, reduces the incentive to
invest in extra producing capacity. The grid operator has the responsibility to maintain
grid stability and provide a reliable power supply. Traditionally, the electricity supply
was a one-way stream, but nowadays distributed reusable energy resources are gaining
popularity. However, solar and wind produced electricity which puts power back on the
grid creates instability and it becomes nowadays a challenge for grid operators. The
game is to be played in two distinct phases: the first phase is the current real-world
situation with limited selling prices for produced electricity to the grid and increasing
instability of the grid due to DERs. In the second phase the blockchain technology is
introduced and this enables an energy exchanging community. Peer-to-peer trading,
smart contracts, and transactional transparency are introduced. In both phases,
households have the option to invest in solar panels, wind micro-plants, and also
electricity storage units. In the first phase, the households with solar panels will con-
sume their own produced electricity and they will want to sell their surplus to the utility
company. However, they will receive a very low fee for every kWh they want to sell.
Thus, investing in a collection of solar panels that has a capacity that is higher than
their own consumption is not attractive. The attractiveness of (extra) production
capacity and eventual storage is linked to the consumption of the households and to the
producing capacity. The higher the consumption of the household and its storage
capability, the higher the capacity needed to meet this demand – and the potential to
sell energy to the grid, albeit this is constrained by un-attractive low and fixed prices.

When the second phase begins, the ability to sell energy to neighbors at dynamic
prices will be given to the households that own production capacity. A solar panel
owner without storage can sometimes sell its surplus to neighbors at a better price than
selling it to the grid. This incentivizes investment in extra solar panels in the energy
exchanging community. The equilibrium of such a community would be when there
are enough solar panels to be self-sufficient within the community. The grid instability
that arises with the increasing nationwide popularity of DERs can be diminished by
establishing such a community. That is, within the community the frequency and load
of the network will be managed separately from the normal grid. This enables further
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an increasing number of DERs, while maintaining stability. When the self-sufficiency
of the community increases, the distance that power has to travel before it can be
consumed also decreases significantly. Investment in local storage allows players to
choose the right time to sell the excess energy, for a better price. The game is pur-
posefully designed to show the difference of the situation ex-ante and ex-post block-
chain implementation. Players will notice that the price they are able to sell their energy
for is much higher than before. The payback period of the return of the investment in
producing units for solar and wind decreases significantly and investing in more power
capacity is therefore incentivized. The previous papers [7, 8] showed games where an
infrastructure is developed to enable local exchanges between producers, transporters,
storage owners, and consumers of electricity or biogas. In this novel game, exchanges
of electricity are also played, but now these exchanges are supported by blockchain
technology which allows for a novel manner to register and manage transactions. The
new game extends the existing generic architecture of energy trading games with a new
set of functions and guidelines, that will be applied when the game should include the
adoption of a new technology (which is not blockchain necessarily). There are a few
new aspects that appear in the upgraded architecture. First, the main goal of the game is
that a new technology is communicated via the game. The balance between showing
the application and the inner workings has to be carefully thought of. Too much
showing the inner workings of blockchain would not serve the purpose of under-
standing the applications of the new technology on a more meta level. In this particular
example, the possibility to record in a trustworthy and immutable manner all the
transactions between participants explains actually how the price calculations and
settlements between participants can be done securely and fair for all. Second, the game
has first to be played without the novel technology to show the status quo and only then
starting the game over from the initial situation – but now with the technology “en-
abled”. This shows clearly to the stakeholders the difference in the outcomes with and
without the technology. Finally, all the “commercial” information is communicated to a
“blockchain” and this is used to enable visual feedback for the players and control
against cheating. This last aspect is less generalizable, but the idea for the generic
architecture is that visual tools should be used to show the impact of the technology and
also give hints about how it works and how it is applied in the context.

6 First Results and Next Steps

After the first test run of the game, feedback was collected for improving the game and
the guidelines for serious game creation. The game showed to be able to start up
conversation and thought about the new technology and how it can be applied in
society. Understanding and awareness of the application of blockchain in distributed
energy systems were both increased. The players could clearly see how solar panel
owners in the current situation are not incentivized to invest in more solar capacity
because of the low profits realized by selling their solar power. When DLT was
enabled, the community of households could exchange energy internally. This showed
that DLT can act as a catalyst for the energy transition by incentivizing DER invest-
ments. For the next steps in developing the game, a second technology, that is, energy
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storage should be included not a as mere investment, but as an enabling technology
(like blockchain in the first experiment). Efficient and long lasting electric power
storage at its current prices ($400 per installed kWh) is considered not attractive
economically to invest in, even in a community setting. However, the costs per
installed kWh storage are expected [14] to drop significantly in the coming years –

especially due to economies of scale, which is also simulated in the game. Positive
practical examples are seen in Texas [15], where storage is now continuously installed
to balance the intermittency of the fast-growing local wind power generation, and in
Australia, where recently Tesla exceeded expectations with a large-scale storage project
[16]. This opens the expansion of the generic architecture of this kind of games to not
only one technology in a game setting, but to two or more technologies that enable the
investments or even catalyze the use and expansion of each other in a cascading effect.

7 Conclusions

The game sessions played strongly support the assertion that beside the well-known
results, a serious game can also be used to increase the understanding and awareness of
new infrastructure system stakeholders about new technologies, such as blockchain.
This is an interesting finding, even more stringent today, as companies need to keep up
with new ideas, innovations, and technologies that appear and evolve at an increasing
pace – like for example, the Physical Internet [17]. The main message of this paper is
that a new game can be built easier based on the generic architecture proposed and
expanded to increase understanding to enable discovery of new applications of tech-
nologies or how they can be applied in certain industries. The paper has shown through
the example of the two distributed energy system games that it is possible to develop a
generic game architecture. The two successive development of novel games, on top of
the same generic architecture, helped to further this architecture into a new dimension,
that is, the technological one.
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Abstract. Our societies need game changers that have the competencies to
develop emerging business ecosystems based on digital data. We claim that
these competencies can be taught through a networked education service process
between students, companies of the emerging ecosystem, and university
teachers. We present a case study of two university courses in Industrial
Management that deal with networked business process development and
management, and co-development intervention methods. Both courses include
student assignments on an emerging ecosystem case. The assignments were
integrated into the studying process through co-creative workshops with the case
representatives. According to the results, all actors in the networked education
process received value. First of all, the students accumulated competencies and
expertise in developing business ecosystems. Facilitated by the students, the
company representatives co-created in the workshops a shared understanding of
their collaborative service process and service model, which triggered real-life
innovations. The teachers realized their new roles and tasks as the “process
owners” of the education service. - The results support the networked service
approach in university education for competence co-creation. More experi-
mental case and action research applying this approach is clearly worthwhile in
all disciplines where students need to co-create competences in interaction with
external actors that represent the field in practice.

Keywords: Ecosystem � Competence � Education � Service � Co-creation

1 Introduction

Our societies are currently transforming, with digitalisation as a key driving force.
Through collecting, sharing, and exploiting data, companies, as well as public sector
and third sector bodies, can cooperate efficiently in novel ecosystems with each other
and the end users of the new products and services they provide – nationally and more
and more also globally. Digital data opens up enormous possibilities for new business,
but organisations lack the necessary collaboration competencies for turning the pos-
sibilities into value-adding business model innovations. Universities are in a central
role in the national and global innovation systems. How can they answer to the request
for new competencies to develop and manage emerging business ecosystems?

© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
I. Moon et al. (Eds.): APMS 2018, IFIP AICT 535, pp. 557–565, 2018.
https://doi.org/10.1007/978-3-319-99704-9_68

http://orcid.org/0000-0001-6480-5711
http://orcid.org/0000-0003-1200-4773
http://orcid.org/0000-0001-9296-7320
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_68&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_68&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99704-9_68&amp;domain=pdf


In this paper, we show how universities can educate game changers that have the
capabilities needed to develop business ecosystems. We claim that the competencies
are taught through a networked education service process between students, companies
of the emerging ecosystem, and university teachers. We present a case study of two
university courses in Industrial Management that collaborated with an emerging
company ecosystem. Following the service-dominant logic [1], we analyze how this
education service created value to all its actors: the students, the business ecosystem,
and the university teachers.

2 Theoretical Background

2.1 Education as a Networked Service

Following the service-dominant logic [1], education can be conceptualised as a service
process, where the students as “consumers” and the teachers as “producers” co-create
in interaction the core value of the service, i.e., learning [1, 2]. If external actors, such
as company representatives, participate in the process, we can speak of a networked
education service (Fig. 1).

In networked education service, the teachers are the process owners, but the stu-
dents are responsible for their own learning. The teachers integrate into the students’
studying processes the external actors’ operant resources, to enhance the students’
learning. In the interaction between the students, the company representatives, and the
teachers, an innovative knowledge community emerges where all actors co-create
knowledge [3, 4]. The students as participants gain new knowledge and expertise; the
company representatives gain shared understanding about their collaborative opera-
tions and business, which can even lead to innovations in real-life. Moreover, the
teachers gain ideas for improving the networked education service process, as well as
for empirical research.

Our case study explores the interaction of teachers, students, and company repre-
sentatives in two university courses. How was company interaction integrated into the
studying process of the students in these courses? What value did the students co-create

Fig. 1. A course as a networked, interactive service process.
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for their learning? Did they develop expertise? Moreover, what value did the compa-
nies and the teachers receive from the networked education service process?

2.2 Process and Business Model Innovations in Ecosystems

Innovation can be defined as an idea or invention that is implemented and creates added
value [5]. A central principle of successful implementation is the participation of the
users in innovation. It has two roots: one is the law of requisite variety, the other is the
principle of empowerment. According to the law of requisite variety [6], to achieve its
goal against a set of disturbances, the system’s degree of internal specialisation must be
at least as high as the environment’s variety. Applying this law to innovation, the team
should possess enough variety of knowledge to cover the complexity of the problem
[7]. Thus, for process innovation, the employees who have the operational process
knowledge should participate in innovation to ensure the quality of the innovation.

The principle of empowerment is key to implementation and thus for the final
success of the innovation [8, 9]. The employees are the key actors in realising the
developed process ideas into practice, i.e., in implementation. Employees that partic-
ipate in innovation develop a shared understanding, commitment, and “ownership” of
the change. Therefore, they further the implementation instead of resisting it.

In emerging ecosystems in the era of digitalisation, business model innovations are
based on the business potential of data sharing and inter-organisational value co-
creation. Thus, based on the law of requisite variety and the principle of empowerment,
these innovations cannot be developed by one company. The new processes and
business models have to be innovated in collaboration with all potential ecosystem
actors that share the joint objective for value creation. The participants in innovation
have to represent both the operational process knowledge and strategic business
knowledge, as well as knowledge about the companies’ ICT systems and new digital
technologies.

Empirical evidence of real-life experiments for business model innovation in
companies is scarce [10]. In company networks, learning quickly from business model
failures and successes are hardly possible. Therefore, experiments for innovation
should be arranged in a “laboratory setting,” as a series of participative knowledge co-
creation workshops with all relevant ecosystem actors [11, 12]. In workshops, neutral
facilitators should apply experimental co-creation methods such as process simulation,
gaming, and value network co-creation methods [12]. The successive workshops can
provide a temporary governance structure for the implementation of joint business
model innovations in real-life ecosystems [11, 12].

Specific new competence for business innovation in emerging ecosystems is the
facilitation of inter-organisational co-creation of business processes and business
models. The two university courses that we analyse include assignments that have been
developed to answer precisely to this request. They allow the students to develop and
apply facilitation skills for inter-organisational business co-creation in a laboratory
setting. The courses as a whole teach the development of emerging inter-organisational
business, focusing on business processes and business models, coordination, and
knowledge co-creation, as well as co-development methods and management of
developmental intervention projects.
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3 Case: Two Courses in Networked Business Innovation

Our study concerns two Master level courses at Aalto University, Industrial Engi-
neering and Management: “Management of networked business processes” (the
autumn course), and “Co-development interventions in business networks” (the spring
course). Following the idea of education as a networked service, the courses were
designed to include student assignments with companies forming a business network.
The selected company network consisted of a service business company and its two
partners with whom it had realised its first business case. This business case was used
as a pilot case in the student assignments on both courses. The assignments were
integrated into the teaching and studying processes of the courses for the first time in
the study year 2017–18, with 33 students in the autumn, and nine students in the spring.

The unit of analysis in this case study is the education service process in the two
courses. Our research design combines a case study approach [13] with participatory
action research since the authors acted as teachers in the courses [14].

Our data consists of (1) Documents of the education service process: the teachers’
notes from planning meetings with the company, e-mails with the company repre-
sentatives, and two collaboration contracts; (2) Teaching material of the two courses,
student assignment presentations, and reports; (3) Video recordings and photos from
workshops; (4) Ex-post interviews with four representatives of the pilot network
companies (April 2018); (5) Open student feedback from the two courses. The data in
1, 2 and 3 was used to describe the collaborative teaching process. The feedback data in
4 and 5 was used to evaluate the co-created value of the education.

4 Findings

4.1 Description of the Networked Education Process

In spring 2017, based on former research contacts, the pioneers from the company
contacted the teachers, seeking for collaboration potential. This led to negotiations
about collaboration in student assignments of the two courses. The objectives and
schedule of the assignments were planned together. Agreements on the study projects,
separately for the two courses, were signed between the University, the company, and
the students. For the company, the confidentiality of business-critical information was
crucial.

In the assignments, the tasks of the student teams were to plan, facilitate and
analyze the co-creation of the company and its network partners in workshops, two in
the autumn and three in the spring. In the autumn, the focus of co-creation was on the
pilot service process and its challenges, whereas in the spring the students could
continue from the autumn results. First, they facilitated the co-creation of solutions to
the process challenges, thereafter they continued with the networked service concept,
and finally with the emerging service ecosystem (Table 1).
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The teachers supported the students via lecturing about theories and methods,
guiding the preparation of the workshops, rehearsing with the students the facilitation
and co-creation methods, and participating in the workshops as their background
support.

Table 1. Description of the co-creation workshops

Workshop Goal Participants Methods Activities End-result

I
20.10.
2017
3 h

Model the
service
process

26
students;
11 from the
pilot
network;
3 teachers

Process
interview;
Process
modelling

Student teams
interviewed the
pilot companies on
their joint service
process

A draft of an
inter-
organisational
process model

II
1.12.
2017
2 h

Develop the
service
process

18
students;
7 from pilot
network;
3 teachers

Facilitated
process
discussion with
visual process
models

Students facilitated
the discussion on
the modeled
process. The pilot
companies co-
created further
process ideas

A refined
process model.
Process ideas
and challenges

III
9.3.
2018
3 h

Create ideas
for solving
identified
process
challenges;
Create ideas
for the
service
concept

8 students;
5 from pilot
network;
3 teachers

Two games as
triggers of
facilitated
discussions.
Role play by
students in
discussions,
substituting
missing pilot
network people

Students prepared
the workshop and
the games, guided
by the teachers.
Students facilitated
the games and
discussions of the
pilot network
representatives

Service concept
ideas put on the
related phases
of the service
process model.
Ideas on
revenue
generation.
Ideas of the
service
ecosystem

IV
16.3.
2018
3 h

Enlarge the
service
concept to
ecosystem
level

9 students;
6 from pilot
network;
1 from
larger
ecosystem;
3 teachers

Modelling the
value network
and the
ecosystem

Students prepared
and facilitated the
workshop guided
by the teachers.
Students visualised
the value network
and the ecosystem
map

Service concept
for the
ecosystem
level.
Visualized value
network of the
future service

V
23.3.
2018
2 h

Developing
the service
concept

9 students;
4 from pilot
network;
3 teachers

Facilitated
discussion of
the results,
using visual
models

Students presented
the end report of
the spring
assignments and
facilitated the
discussion on key
findings

Converging of
the ideas for the
networked
service concept
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The teachers also communicated with the company representatives during the
course, to keep up their motivation to participate in the workshops. The representatives
of the company and its partners participated actively in all workshops, according to the
demanding course schedule. They also prepared some background material for the
autumn and a presentation for the last workshop in spring. The company and its
partners experienced co-creation in a “course laboratory setting”.

The students received additional operant resources into their studying process via
the integrated interaction with the companies in the co-creative workshops: applying
the theories and methods taught at the lectures, and guided by the teachers, the teams
prepared the workshops, facilitated the workshop discussions, analyzed the results,
wrote the reports, and presented and discussed the results again in workshops with the
companies. They were “learning by doing” and developing expertise in facilitating
inter-organisational co-creation of business processes and business models.

4.2 The Value of the Networked Education Service to the Companies

The end report of the students in March 2018 provided the company and its partners
important new knowledge that had been co-created in the workshops, concerning the
emerging ecosystem’s service model and future development potential. The report
included the roles and relationships of the actors; a specified value proposition; clari-
fication of customer needs, service offering and the service delivery channels; a
modular service pricing model; and principles of brand management for the service.

We were also interested in the added value to the pilot case network: did the ideas
co-created in the educational service process get implemented into innovations [5]?

The preliminary findings from the interviews with four representatives of the
companies, conducted in April 2018, give some positive evidence of implementation.

The CEO of the company stated in the interview that the process modelling in
autumn 2017 was a turning point in the development of the company and its networked
service. After the workshop in December 2017, the company board decided that the
company was not yet ripe for the development of a formal strategy. Instead, they
developed an operational program for the following year.

According to the CEO, it was crucial that key representatives from all partners
participated in the process workshops. “Only then can the core of the service be
revealed.” “You do not imagine what the customers and partners think in the service
process, but they tell it and bring their knowledge into the co-creative process devel-
opment in a focused way.” The process modelling and discussion helped the company
to understand its role as the integrator of the networked service. It realised that it has to
keep the ownership of the networked service process. The co-created process under-
standing became a central tool for marketing and sales. It helped the company to
crystallise and to communicate their service offering. This understanding was instru-
mental also in formulating the web communication of the company.

The spring assignments on developing the service concept and the broader service
ecosystem were beneficial as well. The games helped to create applicable knowledge.
One practice developed in the game was implemented in customer relationship man-
agement. According to the CEO: “Yes, it started with the game!”- A significant result
was the modular pricing model of the service that students created as a result of the
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fourth co-creative workshop. The company applied the model immediately in its sales
process.

According to the CEO, the assignments as a whole gave confidence in the new
networked service. The discussions in the workshops “lifted the hidden knowledge of
the entrepreneurs into focused use for knowledge co-creation”. As an overall result, the
company’s service concept is now way ahead of its competitors.

The two partners of the company do not report as many concrete results from their
participation in the assignments. However, the business development manager of one
of them stated that the neutral facilitation of the students was an essential trust-building
element: the collaboration in teaching had no vested interests, except learning. Lis-
tening to the questions and answers of the other partners in the facilitated process
discussions in the workshop strengthened his insights about the potential to productize
his company’s competencies. In February 2018, the new brand and the new name of
the company were published, and according to the interviewee, the ideas from the
service process discussion were “triggers and important accelerators of this change”.

4.3 The Value of the Networked Educational Service to the Students

Through the case assignments that were integrated into the courses, the students
assimilated the practical skills of facilitating networked business co-creation. In the
autumn course, they became proficient in collaborative business process modelling, in
the spring course in facilitating the co-creation of business models and ecosystems.

The autumn course students evaluated their learning in the assignment positively:

“The case-based group assignment was one of the things where I learned the most. It was
motivating that we were able to give improvement suggestions to real companies, and know
that they would possibly actually benefit from it.”

“It was super to learn to make a process model which is a skill that I will need later on as well.”

“It supported my learning well. However, I would use more time to go through how process
maps are drawn.”

“In the beginning, it seemed like it is very easy to model the process. We realised that it is not as
easy as it seems and this was my biggest learning here.”

Some autumn students felt unsure at the beginning of the assignment. According to
their feedback, they would have needed more support from the teachers at the very
start:

“I liked the task to develop a business process. However, the interview session was quite
challenging because so many non-process-related topics were discussed.”

“Hands-on doing always supports learning. For the interview session I think I’d not let
everyone interview, preferably everyone would formulate the questions together, but only some
2–4 students would interview. Or maybe students would be in the audience, learning by
watching the teachers do the interview?”

“It helped to use the (theoretical) topics in a real case. There could be clearer instructions.”
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The spring course students continued in their assignments from the autumn results,
which gave them a smooth start. Their feedback was very positive; one student was
even employed by the company right after the course ended. The students appreciated
the interaction and knowledge co-creation with the companies for their learning:

“The subject and contents were great and well thought. The real-life case assignment supported
greatly my learning, as well as the hands-on experience of workshop facilitation.”

“This course was refreshing since we got to work with an actual client on an actual case.
Writing lecture diaries was more effective than having an exam on theoretical aspects.”

“The practical group work and discussing the articles supported learning; the diaries did not.”

“The final project experience and class discussion were very useful.”

“… It was nice to get feedback from the company people concerning the work done during the
course.”

4.4 The Value of the Networked Educational Service to the Teachers

The university teachers experienced their new roles as “process owners” of the net-
worked education service, and will manage their courses similarly in the next school
year. Their first task is to recruit fruitful case networks for the student assignments. For
this, their former research partners and alumni provide an invaluable case “resource
pool”. When planning and running the courses, the teachers collaborate with the
company network and integrate the assignments into the course objectives and
timetables, and into the studying processes of the students. To familiarize the students
with facilitation of inter-company knowledge co-creation, the teachers facilitate with
the students the very first workshop, and support the facilitation in the latter workshops
if needed.

The teachers are also active researchers in the field, and the case network that
participated in the education process can potentially become an object for future
research.

5 Discussion

The case study shows that the two courses created value for all their actors. The
students developed expertise as facilitators of inter-organisational process and business
model innovation and ecosystem development. The company actors co-created a
shared understanding of their service process, service model, and ecosystem, and
implemented the ideas into innovations in the business world. The teachers realized
their new roles and tasks as the “process owners” of the education service. As
researchers, they gained access to a potential research case. - The results give support to
university education as networked service for competence co-creation. More experi-
mental case and action research applying this approach is worthwhile in all disciplines
where students need to co-create competences in interaction with external actors that
represent practice.
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