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Preface

The present book includes extended and revised versions of a set of selected papers
from the 8th International Joint Conference on Knowledge Discovery, Knowledge
Engineering and Knowledge Management (IC3K 2016), held in Porto, Portugal, during
November 9–11, 2016.

IC3K 2016 received 186 paper submissions from 46 countries, of which 9% were
included in this book. The papers were selected by the event chairs and their selection
was based on a number of criteria that include the classifications and comments pro-
vided by the Program Committee members, the session chairs’ assessment, and also the
program chairs’ global view of all papers included in the technical program. The
authors of selected papers were then invited to submit a revised and extended version
of their papers with an addition of at least 30% novel material.

The purpose of IC3K is to bring together researchers, engineers, and practitioners on
the areas of knowledge discovery, knowledge engineering, and knowledge manage-
ment. IC3K is composed of three co-located conferences (KDIR, KEOD, and KMIS),
each specialized in at least one of the aforementioned main knowledge areas.

The papers selected to be included in this book contribute to the understanding of
relevant topics. We selected three papers focusing on machine learning, two of them
with applications to data mining and one related to natural language processing; in an
adjacent area we selected four other papers addressing text mining or data mining in
detail. In the area of knowledge engineering, there are three papers addressing ontology
engineering and knowledge representation and one focusing on conceptual software
design. Finally, four papers addressing intelligent information systems, in particular
communication, collaboration, and information sharing, and three papers focusing on
knowledge management and enterprise systems complete the collection for this book of
a total of 18 papers.

We would like to thank all the authors for their contributions and also the reviewers
who helped ensure the quality of this publication.

November 2016 Ana Fred
Jan Dietz

David Aveiro
Kecheng Liu

Jorge Bernardino
Joaquim Filipe

The original version of the book was revised: For detailed information please see Correction. The
correction to the book is available at https://doi.org/10.1007/978-3-319-99701-8_19
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Image Representation for Image Mining:
A Study Focusing on Mining Satellite
Images for Census Data Collection

Frans Coenen1(B) and Kwankamon Dittakan2

1 Department of Computer Science, The University of Liverpool,
Liverpool L69 3BX, UK
coenen@liverpool.ac.uk

2 Faculty of Technology and Environment, Prince of Songkla University (PSU),
Phuket, Thailand

kwankamon.d@phuket.psu.ac.th

Abstract. This paper firstly presents a taxonomy for mage representa-
tion in the context of image mining. The main premise being that the
actual mining algorithms that may be used are well understood, it is the
preprocessing of the image data that remains a challenge. The require-
ment for the output from this preprocessing is some image representa-
tion that us both sufficiently expressive while at the same time being
compatible with the mining process to be applied. Three categories of
representation are considered: (i) statistics-based, (ii) tree-based and (iii)
point series based. The second contribution of this paper is an analysis
of the proposed representations categories with respect to a novel image
mining application, the collection of individual household census data
from satellite imagery, more specifically Google earth satellite imagery.
The representations are considered both in terms of generating census
prediction models and in terms of applying such models for larger scale
census prediction.

1 Introduction

Image mining is an important element of the canon of data mining. Decision mak-
ing is routinely supported by visual information and visualisations of data. At
the same time our ability to collect visual information (image data) is increasing
rapidly, partly because of technological advancements and partly (and associated
with the first) the increasingly reduced cost of collecting such data. For exam-
ple the collection of retina images are now routine for anyone visiting an opti-
cian, whilst the cost of Magnetic Resonance Imaging (MRI) scans has reduced
considerably. The computing power available to process images is also rapidly
increasing. Consequently the demand for utilising image data for the purpose
of extracting information (image mining) is increasing. It should also be noted
here that the images we wish to process, although typically 2D in nature, can
also be in a 3D format; our ability to collect 3D (volumetric) data has also been
advancing such that 3D data is now also readily available.
c© Springer Nature Switzerland AG 2019
A. Fred et al. (Eds.): IC3K 2016, CCIS 914, pp. 3–27, 2019.
https://doi.org/10.1007/978-3-319-99701-8_1
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4 F. Coenen and K. Dittakan

The challenge of image mining is not so much the algorithms used to extract
knowledge from image data, these tend to be well understood, but the end to
end process from the initial image representation to the final knowledge inter-
pretation. Although our ability to process large quantities of data is increasing,
typically we are still not able to represent image data in its entirety (pixel by
pixel), nor in most cases would this be useful; although the use of techniques such
as the Convolutional Neural Networks (CNNs) [23] is a significant step in this
direction. The manner in which we represent the image data we wish to mine is
of great significance (the “rubbish in rubbish out” aphorism is applicable here).
This paper seeks firstly to provide an overview of image representation for image
mining by considering an “image representation for image mining” taxonomy.
Secondly this paper seeks to present this taxonomy in the context of a particular
application domain, the mining of satellite imagery to collect census data.

Broadly, image representation for image mining can be viewed according to
whether we wish to consider an entire image or simply one or more elements
within an image. The later requires the representation process to be preceeded
by a segmentation process so as to isolate the elements of interest (segmentation
is outside the scope of this paper). In both cases similar techniques can be used
for representation purposes, the distinction is the amount of storage that might
be required. The most common representation used for data mining in all its
forms is the feature vector representation where we conceptualise the domain of
interest in terms of an n dimensional feature space where each dimension is an
attribute contained in the domain of interest. Using the feature space concept
each example (record or image) is defined in terms of a feature vector V =
{v1, v2, . . . , vn} where each element vi relates to an attribute value in dimension i.
Thus, using the feature vector mechanism, prior to the application of any mining
activity, it is necessary to first preprocess the data so that a collection of feature
vectors, Φ = {v1, V2, . . . , Vm}, can be generated. The image mining domain is no
exception, the challenge is identifying the image features to be included in the
feature space. In this context three categories of representation are considered
in this paper: (i) statistical, (ii) graph based and (iii) point series. A second
challenge is that frequently the number of dimensions is large (the “curse of
dimensionality” aphorism is also applicable here). Many of these dimensions
(features) are likely to redundant or not useful. To reduce the set of dimensions
a feature selection process is typically adopted. Although not a central theme of
this paper a number of feature selection methods (χ2, Gain ratio and Information
gain) were considered respect to the population estimation application domain.

There are a great variety of data mining techniques applicable to image data
and data in general [12]. So as to limit the scope of the work presented in this
paper the focus is on prediction (classification) using supervised learning. A
process whereby prelabelled training data is required from which a predictor
can be “learnt”. Thus the desired feature vectors used for training purposes
need to include a class attribute value c drawn from a set of such values C.
Thus in this case the feature vectors are of the form {v1, v2, . . . , vn, ci} where
ci ∈ C. To obtain some degree of confidence in a generated predictor a further
prelabelled test set is required to which the prediction model can be applied and
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the generated predictions (classes) compared to the known predictions. Once we
are satisfied with the operation of our predictor it can go into usage and be used
to label previously unseen data.

To illustrate the ideas concerning image representation presented in this
paper a census collection application domain is considered. A census is a mecha-
nism for acquiring and collecting information about a population; a mechanism
widely used with respect to a variety of national, and local, government manage-
ment and planning activities. The most important element of a census is pop-
ulation count. However, census collection, and the associated post processing,
is expensive. The UK Office for National Statistics (UKONS) reported that the
UK 2011 census cost some £480 million [33]. The US 2010 census was reported
to have cost $13 billion [30]. The cost of census collection is also increasing,
according to the Australian Bureau of Statistics the Australian 2006 census cost
around AUD 300 million, whilst the 2011 census cost around AUD 440 million
[35]. The cost with respect to rural areas is typically greater than that of urban
areas because the communication and transport infrastructure in rural areas
tends to be less well developed. There is also often a lack of good will on behalf
of a population to participate in census collection, even if they are legally obliged
to do so, because people are often suspicious of the motivation behind censuses.

A potential solution is the usage of technology, namely the internet. However,
this requires a literate population and access to the necessary infrastructure. In
many parts of the world people remain unconnected to the internet. It is also inter-
esting to note that in the context of the UK 2011 census it was found that a fre-
quently cited reason for households not to have internet access was because of
a “life style” decision not to do so [29]. The solution advocated in this paper is
to create a prelabelled training set of household images, extracted from Google
Earth, with known family sizes and use this data to build a household size pre-
diction model that can then be used for large scale census collection exercises. Of
course it is acknowledged that this approach will not work well in cities where it
will be difficult to distinguish buildings in terms of number of inhabitants, how-
ever, it was anticipated that the approach would work well in rural areas; areas
where census data collection tends to be more of a challenge. In the context of this
census collection application domain, and with reference to the proposed image
representation for image mining taxonomy, the challenge is how best to represent
the satellite household image data. A number of different representations (using
the proposed taxonomy) are considered in this paper, evaluated and utilised with
respect to a large-scale study featuring a rural area of Ethiopia.

The rest of this paper is structured as follows. In Sect. 2 a review is presented,
founded on work presented in [7], regarding existing work on automating the cen-
sus collection process using satellite image data. The proposed image representa-
tion for image mining taxonomy is then presented in Sect. 3. The proposed solution
to the automated extraction of census data from satellite imagery, using the pro-
posed taxonomy presented in the previous section, is then presented in 4. Three
different catagories of representation are considered and evaluated as presented in
Sect. 5. The main findings are presented in the concluding section, Sect. 6.
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2 Previous Work

In this section some discussion concerning previous work on population esti-
mation is presented; the application domain focus for the discussion on image
representation for data mining presented later in this paper. Population esti-
mation has been a subject of researched amongst the Geographic Information
Systems (GIS) and remote sensing communities for some time. From the liter-
ature we can broadly divide this research activity into two categories: (i) area
interpolation and (ii) statistical modelling [42]. The work presented in this paper
subscribes to the second. Using area interpolation the idea is to use existing cen-
sus information concerning some geographic area and extrapolate this to obtain
a population estimation for a wider or alternative geographic area [24]. Statisti-
cal modelling in turn is concerned with the relationship between population size
or density and data obtained from GIS and/or satellite imagery.

Existing work on statistical modelling for the purpose of population estima-
tion can be further categorised according to the nature of the data on which
the population estimation generation is based, namely: (i) light intensity, (ii)
land usage, (iii) dwelling unit count, (iv) image pixel characteristics and (v)
physical or socio-economic characteristics. The central idea on which the first
is based is that there is a functional relationship between population size and
the amount of night time light emanating from an area. Examples can be found
in [3,6,28,36,39], where the relationship between population density and light
frequency were used to convert light frequency into a population density estima-
tion. In [36] the reported evaluation was directed at Japan and China, whereas
in [6] and [28] it was directed at China only; in [3] the evaluation was directed
at a population estimation of the Brazilian Amazon, whilst in [39] the study was
directed at the USA.

Work within the second sub-category is directed at the correlation between
population density and different types of land usage. The idea is to determine
population density according to land usage with respect to a set of one or more
sample areas and apply this knowledge to additional areas (as in the case of area
interpolation). Land usage categories are typically identified from satellite image
data. In [22] it is suggested that population densities for different types of land
usage can be determined from sample surveys or census statistics. Four different
types of land usage were extracted from four different cities in California, USA,
and population densities computed. In [27], six types of land usage were identi-
fied in the context of Landsat TM satellite images centred on Atlanta, USA. A
regression model was then applied to produce population densities for Atlanta. A
common way of distinguishing land usage types is by using some form of texture
analysis. There are a variety pf texture analysis techniques that can be adopted,
but one involves the usage of Local Binary Patterns (LBPs) [25,34], a techniques
utilised with respect to the work presented in this paper (see Sect. 4).

The third sub-category of approach to population size estimation using sta-
tistical modelling is to estimate the total “dwelling unit” count in a defined
region and multiply this by an average number of people expected to live in a
dwelling unit. There are various ways of obtaining an estimate of the dwelling
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unit count, but one suggested approach is to estimate this by analysing remote
sensing images; a idea also promoted in this paper. In the past, when there
was no effective ways of automatically identifying residential buildings within
remote sensing imagery, the dwelling units were manually identified from aerial
photographs (a laborious and time consuming process). With the advancement
of technology and the availability of satellite imagery more advanced “feature
extraction techniques” have been developed for this purpose [13]. In [4] a dwelling
unit count based approach is presented using IKONOS satellite images of the
Al Shaabia district in Khartoum, Sudan. The dwelling unit count approach has
some similarity with respect to the work represented in this paper.

In the fourth sub-category, the relationship between image pixel character-
istics and population densities is used for the purpose of population estimation.
The image pixel characteristics in question can be represented using a variety
of mechanisms, but common examples include mechanisms based on the spec-
tral reflectance values of image pixels and mechanisms based on image texture
analysis. Examples of using pixel characteristics for population estimation are
presented in [18] and [24]. In [18] a system was presented whereby texture anal-
ysis was applied to Google Earth satellite images, using block sizes of 64 × 64
and 32 × 32 pixels, to estimate population densities with respect to cities in
Pakistan. In [24] a variety of features were used, including: spectra signatures,
principle components, vegetation indices, fraction images, texture and temper-
ature. These features were extracted from Landsat ETM+ satellite images and
used to measure population density in the city of Indianapolis, Indiana, USA.

The final category of population estimation is founded on the usage of vari-
ous kinds of physical and socioeconomic information which is then interpolated
to give population estimations. For example, information about demography,
topography and transportation networks have all been used to estimate popula-
tion size. In [26] a mechanism was presented for estimating population size by
determining the correlation between the population in urban areas and the dis-
tance to the nearest Central Business Distract (CBD), distance to major roads,
slope and the age of the community.

What all the above approaches to population estimation modelling have in
common is that they are focussed on regions or areas rather than specific house-
holds as in the case of the work presented in this paper. As far as the authors are
aware the fundamental approach of estimating populations sizes at the household
level, as presented in this paper, is entirely unique.

3 The Image Representation Taxonomy

The proposed image representation for image mining taxonomy is presented in
Fig. 1. From the figure, at a high level and as noted in the introduction to this
paper, the image representations can be categorised according to whether we are
interested in entire images or some region (object) within an image set. We use
the terms global and local to differentiate between the two. An example where
we might wish to consider entire images, as shown in the figure, is in the case
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Fig. 1. Taxonomy for image representation for image mining.

of retina image analysis where we typically wish to classify images according to
whether they feature some eye condition or not. The most common eye conditions
that are considered in this respect are Age-related Macular Degeneration [2,
15,45] and Diabetic Retinopathy [1,37]. Frequently quoted examples where we
might wish to consider objects within images are with respect to MRI brain scan
data; in 2D the mid-sagital slice is often used. For example in [9] the object of
interest was the corpus callosum, the part of the brain that connects the left and
right hand sides of the brain, which was analysed in the context of the presence
of epilepsy (or not). In [41] the ventricles are considered but in terms of 3D
image analysis.

In Fig. 1 a distinction is made between non-contiguous region/object applica-
tions (such as the census collection based on individual household sizes domain
considered later in this paper) and contiguous region/object applications where
we have multiple neighbouring regions/objects. In the figure the latter is illus-
trated with a sheet metal forming 3D image application taken from [21] (see also
[11]) where a pre-specified shape is “pressed” out using a sheet metal forming
machine. However, the process introduces distortions (referred to as springback).
The idea presented in [21] was that if these distortions can be predicted they can
be compensated for. Sub-shapes in the manufactured shape were thus isolated
and considered to be objects in a 3D image mining exercise. The feature vectors
in this case comprised a shape description, not unlike the shape descriptions
used in [41] to represent ventricles extracted from MRI scans, and a numeric
distortion class label. Where we have multiple disconnected objects in an image
these can be processed in the same way as if there were only one object.
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Regardless of whether the nature of images are considered globally or locally
they can be represented either in terms of a set statistics extracted from the
image (object) or in terms of some graph/tree representation. In the case of
single objects we can also consider the boundary of the object which can then
be represented as a point series or curve. Statistical techniques are the simplest
approach to image representation for image mining. The most obvious statistics
that may be used are the first order statistical functions such as the mean, vari-
ance and standard deviation of the intensity or RGB or grayscale colour values.
For example in [44] (see also [43]) eleven different first order statistical features
were extracted from a breast biopsy image set in order to predict the presence of
breast cancer (or otherwise). In the case of objects we can use morphometrics of
various kinds describing the size and/or shape of an object (size can be expressed
simply in terms of a pixel count). Such simple statistics often do not work well
because they are not expressive enough; however they provide for a good bench
mark representation and are considered later in this paper as a means of repre-
senting households. A more sophisticated category of statistic involves the usage
of second order statistical functions applied to an intermediate representation,
examples include: (i) co-occurrence matrices, (ii) gradient analysis, (iii) Hough
transforms and (iv) Local Binary Patterns (LBPs). This last is used later in
this paper and thus is considered in further detail later in this section. Another
example where the LBP concept has been used as an image representation for
image mining can be found in [8] where X-ray images of knee joints are encap-
sulated using LBPs for the purpose of predicting the existence of osteoarthritis
(or otherwise).

A LBP is a texture representation method which is statistical in nature [25,
34]. Using the LBP approach a binary number is produced for each pixel, by
thresholding its value with its neighbouring pixels. Thus, with reference to Fig. 2
the grayscale value for the centre pixel pc is compared with that of the eight
neighbours and a value of 1 recorded if the value for pi is lower than that for pc,
and a value of 0 otherwise. In this manner we get eight binary values making
up an eight bit number. There are 256 different options, thus we can generate a
256 dimensional feature space with each dimension having values of between 0
and the maximum number pixels that can exist in any one image in the image
set. The example in Fig. 2 considers eight neighbouring pixels at a radius of one,
thus 8 × 1 LBPs. There are other possibilities, for example 8 × 2 or 16 × 2.

Fig. 2. Ilustration of the LBP concept.

d =

{
1, if pi ≤ pc

0, otherwise
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Fig. 3. Hierarchical decomposition, an example using MRI brain scan data.

A alternative popular method for representing images is to apply some form
of hierarchical decomposition to the image (with respect to both the global and
local situations) and to store the result in a quad-tree (for 2D image data) or oct-
tree (for 3D image data). Hierarchical decomposition has a well established track
record in the context of image analysis [31,38,40]?. An example decomposition is
given in Fig. 3, based on [10], where the Corpus Callosum featured in a 2D MRI
brain scan image has been segmented and decomposed (down to a maximum
decomposition level of 3) and rendered as a quad tree. Once we have a collection
of tree represented images/objects we can apply a subgraph mining technique (a
good review of such techniques is given in [19]) to the tree set and extract fre-
quently occurring sub-trees where frequent is defined in terms of some frequency
count threshold σ. A popular frequent subgraph mining algorithm used for this
purpose is the gSpan algorithm [17] adapted for the purpose of frequent sub-tree
mining rather than frequent sub-graph mining. The set of extracted frequent
subgraphs can then be viewed as features in a n-dimensional binary-valued fea-
ture space where n is the number of sub graphs and each dimension has two
values: present and not present. Issues with hierarchical decomposition include:
(i) the “boundary problem” where regions appear in different branches of the
tree and (ii) when to stop the decomposition (using either a critical function to
measure homogeneity or a pre-specified maximum level of decomposition).

Although quad trees are the most commonly encounter tree-based formalism
other types of tree (and graph) format can be adopted. In Fig. 4 (taken from
[14]) an alternative decomposition is shown with respect to a retina image. In
this case the decomposition alternates between “angular” and “circular” division.
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Fig. 4. Circular whole image decomposition with respect to a retina image (max level
of decomposition = 4) and Associated tree structure [14].

Angular division involves partitioning using a minor arc to divide a region into
two, whilst circular decomposition involves dividing a region into two using a
radius emanating from the centre of the image. At the top level the image is
divided into four quadrants; at subsequent levels the decomposition is conducted
in a binary manner as indicated by the example tree shown on the right of the
image.

Another popular mechanism for representing images is as a point series (or
curve). Although not indicated in Fig. 1 this can also be applied globally. The
simplest form of point series is a histogram, which can be directly translated
into a feature vector representation. For example histograms of intensity val-
ues, orientation gradients or LBPs. Alternatively, given an object of interest
contained within an image, we can represent the boundary in terms of a point
series using, for example, the concept of chain coding. Given a collection of
labelled point series, representing a set of images or objects within an image set,
a new image/object can be classified directly using (say) the well-established
KNN algorithm (k = 1 is often used). When using algorithms such as KNN we
need an appropriate similarity measure; Euclidean distance is frequently used
as a comparison measure but requires the point series to be of the same length.
Alternatively, we can look to work on time series analysis [20], for example the
use of Dynamic Time Warping (DTW) which produces a “warping path dis-
tance” defining the difference between two point series [5,32]. DTW has the
added advantage that the point series to be compared do not have to be of the
same length. The later was used in [9] to define shapes in 2D MRI brain scan
data and in [41] to define 3D MRI brain scan shapes.

4 Census Prediction Model Generation

In this section we return to the census collection estimation application domain.
Recall that the idea is to build a household size predictor using prelabelled
household images extracted from Google Earth and then to use this predictor
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Fig. 5. Google Earth image featuring a village in the Horro district of Ethiopia [7].

to produce population estimations of large areas. Recall also that to act as a
focus for this work a rural area of Ethiopia was selected. More specifically the
district of Horro located 300 Km to the northwest of Addis Ababa. An example
Google earth image from this area is presented in Fig. 5. Inspection of the image
indicates a large number of households.

To collect the required training data an “on the ground” team visited sample
households at two sites, Site A and Site B, within the district and collected family
size information together with the latitude and longitude of each household
so that the associated Google satellite images could be retrieved. At the time
the data was collected Google Earth did not readily facilitate the automated
extraction of satellite imagery, so instead the Google Static Map Service was
used. This featured an API that allowed users to download satellite images (one
image at a time) specified according to various parameter settings: (i) latitude
and longitude of the centre of the area of interest. (ii) image size (in pixels)
and (iii) zoom Level (level of detail). An image size of 1280 × 1280 pixels and
a zoom level of 18 was used. Each household was surrounded with a 256 × 256
pixel bounding box defined so as to cover the largest anticipated household (by
superimposing a box we do not have issues with irregular shaped household
plots). In this manner data for 120 households was obtained, 70 households for
Site A and 50 for Site B. The distinction between the two sites was that for Site A
the available Google Earth images were obtained in the “wet season” and so were
mostly green, while those obtained for Site B were obtained during the dry season
so were mostly brown. Some statistics concerning this training data are given
in Table 1 and Fig. 6. Note from the table that the population sizes have been
grouped according to three class labels: (i) Small, (ii) Medium and (iii) Large.
The reason for this was for prediction purposes categorical classification systems
as well as regression models (which produced a real value) were considered; as
described in further detail later in this section.
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Table 1. Statistics for training data
(Sites A and B).

Family Min. Max. Ave. Mode Site Site

Small 2 5 4.04 5 38 19

Medium 6 8 7.00 6 32 21

Large 9 12 9.80 9 10 10

All 2 12 6.31 6 70 50

Fig. 6. Histogram for training data house-
hold population sizes (Sites A and B) [7].

Given this training data the next stage was to represent the households using
an appropriate mechanism compatible with prediction model generation. To this
end each of the three categories of representation identified in the taxonomy
presented in Sect. 3 was used and a comparison conducted. Details concerning
each individual representation are given in Sub-sect. 4.1, 4.2 and 4.3 below; and
the conducted comparative evaluation reported on in Sub-sect. 4.4.

4.1 Satistics Based Image Representation

For the statistics based representation LBPs were used, generated as described in
Sect. 3. LBPs with eight neighbours and a radius of one were used (8× 1 LBPs).
Experiments were conducted (not reported here) using other LBP configurations
but no advantage was found. An example of the process of converting a Google
household image to an LBP image is given in Fig. 7. The left hand image shows
the raw Google image, the middle image the associated grayscale image to which
the LBP mechanism was applied and the right hand image the resulting LBP
rendition of the original Google image.

Once counts for each of the 256 possible LBPs had been obtained a 256
element feature vector could be generated, one for each household image. Feature
selection was then applied so as to reduce the overall number of dimensions and
retain dimensions which were good discriminators of household size. A subset
of the LBPs was thus retained. A number of feature selection methods were
considered but χ2 feature selection, with k = 40 (where k is the number of
dimensions to be retained), was found to produce the best result. Consideration
was also given to augmenting the LBP representation with additional statistics
(such as contrast, correlation, energy, homogeneity) but this was also found to
have little effect.

4.2 Tree Based Image Representation

The tree-based image representation generation process is illustrated in Fig. 8
(see also Fig. 3) where we start with a colour Google image (not shown), con-
vert this to a grayscale household image and the apply the decomposition. In
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Fig. 7. Process of converting a Google household image to an LBP image [7].

this manner a quadtree was generated representing each household in the train-
ing data. The nodes were labelled with a greyscale encoding generated using
a mean intensity of the greyscale colours in each region; for this purpose eight
labels were derived, each describing a range of 32 consecutive intensity values.
Frequent Sub-graph Mining (FSM) was then applied to the tree collection as
discussed in Sect. 3. A variation of gSpan was used, but other FSM algorithms
would be equally applicable. A σ value of 10 was used for the FSM; in other
words for a sub-graph to be considered frequent it had to appear in 10% of the
tree represented images in the training set. Note that low σ values are better
(nothing will be missed), however many more Frequent Sub-Graphs (FSGs) will
be identified than when a higher σ value is used. A feature selection strategy was
thus adopted so as to reduce the number of dimensions in a manner whereby
only highly discriminative features were retained. In this case gain ratio feature
selection, with k = 55, was found to produce the best result. Each record was
then presented in a feature vector format ready for prediction model generation.

4.3 Point Series Based Image Representation

For the point series based household mage representation seven different colour
histograms were generate: three describing the three channels in the RGB image
colour formalisation, three describing the three channels in the HSV image for-
malisation, and one using the greyscale formalisation. For each histogram 32
bins were used, thus feature vectors measuring 7 × 32 = 224 elements were gen-
erated. The authors again experimented with including statistical measures, but
it was again found that this made no difference (and in some cases proved to be
decremental). Feature selection was also applied to reduced the size of the fea-
ture space. As before a number feature selection strategies were considered (χ2,
Gain ratio and Information gain). Gain ration Feature Selection with k = 25
was found to give the best results.

4.4 Household Image Representation Evaluation

This sub-section presents a comparison of the above suggested image represen-
tation techniques, one for each representation category included in the proposed
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Fig. 8. Hierarchical decomposition process for an example Google household image [7].

image representation for image mining taxonomy. The comparison was conducted
by generating and testing predictors using each representation. For this purpose
two different categories of prediction model were considered: (i) classification
models and (ii) regression models; the distinction being that the first is used to
predict a class label while the second is used to predict a real value.

In the classification case three different classes were considered (as given in
Table 1) and six classifier generation models: (i) the Bayesian Network (BN)
model, (ii) the Neural Network (NN) model, (iii) Logistic Regression (LR), (iv)
Sequential Minimal Optimisation (SMO), (v) Averaged One Dependence Esti-
mation (AODE) and (vi) the well known C4.5 decision tree generation algorithm
(C4.5). These were coupled with χ2 and Gain ratio feature selection (with differ-
ent values of k). The metrics used for the evaluation were: (i) Accuracy (AC), (ii)
Area Under receiver operating Characteristic (AUC), (iii) the F-measure (FM),
(iv) Sensitivity (SN) and (v) Specificity (SP). The best results, generated using
Ten Cross Validation (TCV), are given in Table 2 (derived from work included in
[7]), with the very best results highlighted in bold font. For the statistics-based
household image representation χ2 feature selection with k = 40 was used. For
the tree-based image representation σ = 10 was used for FSG mining and gain
ration feature selection with k = 55. For the point series representation gain
ration feature selection was also used but with k = 25. From the table it is
interesting to note that the “best” representation depends on whether we have
wet (green) season or dry (brown) season image data. For the wet season the
statistics based representation, using LBPs and coupled with either LR or NN,
provided best results; while for the dry season the tree based representation
(coupled with BN) provided the best results.

In the context of the linear regression models a number of models were con-
sidered: (i) Linear regression (Linear Reg.), (ii) Least Median Squared regres-
sion (LMedS), (iii) Isotonic Regression (IsoReg) and (iv) Support Vector Machine
regression (SVMreg). Each was considered in isolation and when coupled with dif-
ferent feature selection strategies. Each was applied in the context of the satel-
lite household image training data expressed using the different representations
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Table 2. Household image representation evaluation using classification models and
TCV.

Classification model

generator

Site A Site B

AC AUC FM SN SP AC AUC FM SN SP

Stats. based (LR) 0.771 0.859 0.778 0.771 0.885 0.680 0.756 0.679 0.680 0.803

Stats. based (NN) 0.771 0.881 0.759 0.771 0.852 0.720 0.824 0.718 0.720 0.825

Tree Based (AODE) 0.629 0.815 0.627 0.629 0.753 0.800 0.863 0.785 0.800 0.871

Tree based (BN) 0.600 0.808 0.596 0.600 0.734 0.800 0.879 0.792 0.800 0.876

Tree based (NN) 0.686 0.819 0.685 0.686 0.782 0.620 0.789 0.628 0.620 0.829

Tree based (SMO) 0.729 0.791 0.727 0.729 0.818 0.620 0.733 0.610 0.620 0.781

Point based (BN) 0.700 0.807 0.687 0.700 0.782 0.700 0.798 0.692 0.700 0.829

Point series (C4.5) 0.671 0.724 0.668 0.671 0.760 0.500 0.598 0.499 0.500 0.718

Point based (LR) 0.657 0.822 0.662 0.657 0.806 0.640 0.821 0.633 0.640 0.798

discussed above. The metrics used for comparison purposes in this case were: Cor-
relation Coefficient (Coef), Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE). Note that metrics used for evaluating classification models, where
we wish to predict a categorical class, tend to be different to those that are typi-
cally used for evaluating regression models where we are predicting a real value.
Best results, again generated using TCV, are presented in Table 3 (also derived
from work included in [7]), with the very best results again highlighted in bold
font. In this case the LBP statics-based image representation outperformed the
other representations hence only results using the LBP representation are shown.
The table also gives results with and without the application of a feature selec-
tion strategy. A number of such strategies were considered, but Correlation-based
Feature Selection (CFS) was fund to produce the best results. From the table it
can be seen that the best performing regression model was SVM regression.

Table 3. Household image representation evaluation using regression models and TCV.

Regression method Site A Site B

Coef MAE RMSE Coef MAE RMSE

LinearReg −0.080 2.167 2.570 0.274 1.981 2.407

LMedS −0.288 3.262 3.894 0.215 1.952 2.353

IsoReg −0.309 2.382 2.841 0.156 1.940 2.295

SVMreg −0.279 3.367 3.970 0.308 1.778 2.056

LinearReg+CFS 0.084 2.145 2.550 0.400 1.727 2.093

LMedS+CFS 0.252 1.988 2.373 0.428 1.687 2.038

IsoReg+CFS −0.202 2.287 2.706 0.109 1.912 2.282

SVMreg+CFS 0.307 1.957 2.330 0.587 0.143 1.802
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5 Large Scale Study

Once a prediction model has been generated and tested so that an appropriate
degree of confidence can be attached to the model it can be placed into service.
This section considers firstly how the models, generated as described in the
previous section, can be applied in the context of regional census collection. The
section firstly presents the process whereby such a census might be conducted
and secondly considers the effectiveness of the result by considering a particular
benchmark region. The test area chosen for this purpose was an entire village and
its surrounding lands within the Horro district. The reasons why this area was
chosen was because this area was similar to the areas from which the prediction
model training data was obtained and because the population size of this village
was known; in 2011 the village was reported to comprise 459 households and a
population of 3,223 (thus ground truth data was available).

The rest of this section is organised as follows. Sub-sect. 5.1 describes the
satellite data collection process using the Google Static Map Service API. Once
the satellite image data has been collected the images need to be segmented to
identify “household images”; the mechanism whereby this was conducted is pre-
sented in Sub-sect. 5.2. To ensure no data was missed an overlap was used when
collecting the satellite image data, thus it was possible that specific households
would appear in more than one image. It was thus necessary to first remove
such duplicates before any further processing could be conducted. The duplicate
household detection and pruning process is considered in Sub-sect. 5.3. Once
the household images had been identified they could be represented using one
of the image representations considered above, to which any of the prediction
models also considered above could be applied. To evaluate the process the best
performing prediction models (see Sub-sect. 4.4) were applied to the data. The
results are presented and discussed in Sub-sect. 5.4.

5.1 Satellite Image Data Collection

In total 600 Satellite images, covering the area of interest were collected using the
Google Static Map Service API. An image size of 1280×1280 pixels and a zoom
level of 18 was used; because these were the parameters used for the training set
collection. Using the Google Static Map Service API images are downloaded in
an iterative manner image by image. A 320 pixel overlap was used, designed so
that every household will appear in its entirety in at least one collected satellite
image. For this to operate correctly it was necessary to: (i) convert the top-left
corner latitude and longitude of the current image into x and y pixel values,
(ii) add the required offset to obtain the top-left x and y coordinates of the
next image in the sequence, (iii) convert these new x and y coordinates back to
a latitude and longitude and (iv) repeat; a time-consuming process. Note that
Cartesian coordinates are planer values while latitude and longitude are geoidal
values, thus conversion was also not straight forward; note that the Google Static
Map Service uses the EGM96 spheroid (Earth Gravitational Model 1996). It took
356 s to collect the 600 required satellite images. Together these images formed
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Fig. 9. Fragment of collected satellite image patchwork [7].

a “patchwork” covering the area of interest. A fragment of this patchwork is
shown in Fig. 9.

5.2 Image Segmentation

The downloaded satellite images could contain zero, one or more households. It
was thus necessary to segment the images so as to identify households. As noted
previously, the typical household comprised at least one building with a tin roof
that was readily discernable (see Fig. 5). Visual inspection of a sample of the
images indicated that this was true in all the cases sampled. This feature could
therefore be usefully employed to identify households in the collected satellite
image data. Note that with respect to the training data (Sect. 4) segmentation
was not required because we knew where the households were because their
latitude and longitude had been collected as part of the knowledge acquisition
process.

The segmentation was conducted using a number of image masks. Experi-
ments were conducted using a variety masking techniques (a significant challenge
was the illumination of roads and water ways). The most appropriate mecha-
nism was found to be when the HSV representation was used together with a set
minimum and maximum thresholds. Given an image represented using one of
the HSV channels, pixels with values below and above the threshold were set to
black and the remaining pixels within the threshold range to white. Thus three
masks were produced: (i) hue, (ii) saturation and (iii) value. By combining these
masks pixels set to white in all three masks were identified as households. Exten-
sive experimentation (not reported here) was conducted to determine the most
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Table 4. Adopted HSV threshold values for household image segmentation.

Channel Min Max

Hue 0.35 0.65

Saturation 0.05 0.15

Value 0.80 1.00

Fig. 10. Illustration of the satellite image segmentation process [7].

appropriate threshold values, the selected values are given in Table 4. The entire
segmentation process is illustrated in Fig. 10 where we have an originnl image
featuring four households, the image translated into the HSV colour space, three
masks (hue, saturation and value) and the final result.

On completion of the segmentation process each household was represented
as a “blob” of white pixels. The centroid of each blob was considered to be
its location, described in terms of latitude and longitude coordinates, and this
location was identified in the original image. Each location in the original image
was then surrounded by a w×w bounding box (w = 256 was used as this was the
same value used for the prediction model training as described in Sect. 4). In this
manner a collection of household images was obtained. Note that the minimum
bounding boxes will be smaller and/or non-symmetrical near the edges of each
image.
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5.3 Duplicate Detection and Pruning

Using the above process 526 household images were identified. However, this
included duplicate households; households that appear in more than one image.
Inspection of the Fig. 9 indicates a number of duplicate households, some appear-
ing in two images and in some cases in four images. Such duplicate households
had thus to be pruned before any further processing could be conducted. The
duplicate detection and pruning process was as follows. The identified households
were listed in order of latitude. This list was then processed and households with
the same latitude and longitude label (within a level of tolerance) identified. If
two households with the same centroid latitude and longitude both comprised
256×256 pixel boxes the later was pruned. If the boxes were unequal in size the
household featuring the smaller sized box was pruned.

Using the above process a total of 526 households were detected including
duplicates. Duplicate detection identified 100 duplicate households, thus 426 out
of a “known” number of 459 households were identified. Suggested reasons for
the discrepancy were as follows. There was a two year time difference between
the “ground truth” survey and the satellite images; a period during which some
households may have fallen into disuse (manual inspection of a proportion of
the collected satellite images indicated that some buildings did indeed appear
to be roofless, thus supporting this conjecture). Inspect of the satellite imagery
indicated that a small number of buildings were very poorly defined and in some
cases had not been segmented correctly. It was also possible that the duplicate
household detection mechanism had detected some duplicates that were in fact
not duplicates (although no evidence for this was found). The overall run time
to segment and process the collected satellite image data was 1.370 s (22.8 min),
about 2.28 s per satellite image and 2.6 s per household.

5.4 Population Estimation Results and Evaluation

Once an appropriate set of household satellite images had been generated pre-
viously derived classification and/or regression models (of the form described
in the previous section) could be applied and an overall population estimation
extracted from the image data. In the case of classification models a class label
was produced for each household, to turn this into a population estimation each
class needed to be translated into a number of persons and then summed to give
a total number of persons. In the case of the classification models described in
Sect. 4 the average number of persons associated with each class was used. In
the case of the regression models a population size was derived directly.

The obtained results using the best performing classifiers/predictors iden-
tified in Sub-sect. 4.4 (see also [7]) are presented in Table 5 (best results high-
lighted in bold font): (i) Neural Network classifier generated using statistics-
based (LBP) Site A wet season data, (ii) Bayesian Network classifier generated
using Graph-based Site B dry season data, (iii) SVM Linear regression gener-
ated using statistics-based (LBP) Site A wet season data and (iv) SVM Linear
regression generated using statistics-based (LBP) Site B dry season data. The
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Table 5. Population estimation results.

Representation Prediction model Feature selec.

strat.

Population

estimation

Accuracy

(%)

Total run

time (Mins.)

Statistics-based

(LBPs)

Neural Network classifier

generated using Site A

wet season data

χ2 2,545 78.96 29.49

Graph-based (σ = 10) Bayesian Network

classifier generated using

Site B dry season data

Gain Ratio

(k = 55)

2,495 77.41 35.42

Statistics-based

(LBPs)

SVM Linear regression

generated using Site A

wet season data

CFS 2,548 79.06 29.48

Statistics-based

(LBPs)

SVM Linear regression

generated using Site B

dry season data

CFS 2,760 85.63 29.48

Table 6. Estimation of population size with respect to the Neural Network classifica-
tion model generated using the Site A data set.

Family size Average household
size (a)

Predicted num.
households (b)

Estimated population
size (a × b)

Small 4.04 156 630

Medium 7.00 261 1827

Large 9.80 9 88

Total 426 2545

Table 7. Estimation of population size with respect to the Bayesian Network classifi-
cation model generated using of the Site B data set.

Family size Average household
size (a)

Predicted num.
households (b)

Estimated population
size (a × b)

Small 4.04 226 7913

Medium 7.00 135 945

Large 9.80 65 637

Total 426 2495

calculation of the individual population sizes using Neural Network and Bayesian
Network classification is given in Tables 6 and 7 respectively (derived from [7]).
The best performing approach used a statistics-based representation coupled
with a SVM Linear Regression model. This produced a population estimation
of 2,760 compared to a “ground truth” of 3,223; thus an accuracy of 86%.

An accuracy of 86% might be argued to be unsatisfactory, however, we
can point to a number of reasons for the difference between the predicted and
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“ground truth” population sizes. Firstly the data from which the classification
(regression) models were generated might not reflect the data to which they
were applied as closely as was anticipated. Measures for determining the simi-
larity between satellite image data sets are a subject for future work. Secondly,
as already noted, there was a two year time lag between the date of the census
collection (2011) and the date of the satellite image acquisition (2013). Manual
inspection of a number of images showed signs of derelict (abandoned) house-
holds. It may thus be the case that between 2011 and 2013 depopulation had
taken place and that the produced population estimates were in fact a bet-
ter reflection of population size than initially thought. There have been recent
reports concerning the depopulation of rural Ethiopia [16]. Thirdly, and again as
already noted previously, census collection is often viewed with suspicion. Local
authorities may suspect that it is to be used for the levying of a local tax and
thus there may be an incentive to under report population size. Alternatively it
may be suspected that the census is to be used for allocating development funds
in which case there may be an incentive to over report.

6 Conclusions

In this paper we have presented a taxonomy for image representation for image
mining together with an illustration of the practical application of the taxon-
omy in the context of an automated census data collection application. The
main premise is that although the data mining algorithms that we might wish
to apply to image data are well understood the end to end Knowledge Discovery
in Data (KDD) process is less well established. The main challenge is how to
represent image data in such a way that the salient features are maintained while
at the same time ensuring compatibility with the data mining algorithms to be
applied. The proposed taxonomy, at a high level, differentiates between global
representations and local representations; the first being directed at applications
where we wish to consider image data in its entirety and the second where we
wish to consider one or more objects within individual images. A distinction
was also made between objects that are connected (contiguous) and not con-
nected. In the taxonomy, again at a high level and regardless of whether we are
considering images in their entirety or at a local level, we can identified three
categories of representation: (i) statistical, (ii) tree (or graph) -based and (iii)
point series based. The particular nature of the individual representations that
can be included in the categories depends on whether we are working at a global
or local level. At the local level we can, for example, consider the nature of the
boundary of the objects of interest which would not be applicable at the global
level.

The taxonomy was applied to a census estimation application domain so as
to illustrate the usage of the ideas presented by the taxonomy with respect to a
novel application domain. The motivation for the application was the resource
required to collect census data. The idea was to build predictors to predict indi-
vidual household sizes from satellite images of households. It was noted that
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although the idea would not work well in urban areas it would work well in
rural areas where the cost of census collection is the greatest. Three exemplar
representations were considered, one from each category: (i) a quadtree repre-
sentation from which frequently occurring sub-trees were extracted and used to
generate feature vectors (one per household), (ii) a statistics-based representa-
tion founded on the use of LBPs and (iii) a point series representation founded
on the use of collections of histograms. Training and test data was obtained from
two sites (Site A and Site B) in a rural area of Ethiopia featuring households with
a known location and “family size”. The known locations were used to obtained
Google Satellite images of the individual households. The distinction between
the two sites was that for Site A the satellite imagery was obtained during the
wet (green) season whilst that for Site B was obtained in the dry (brown) sea-
son. The collated individual household images were then represented, using the
three selected exemplar representations, to produce three versions of the data.
This data was then used to train predictors. Two categories of predictor model
were considered. Classification models where a “family size” class label was pre-
dicted (“small”. “medium” or “large”), and regression models where an actual
household size was produced. A range of classification and regression models
were considered coupled with different feature selection mechanisms. Of these
two classification models and two regression models were found to give the best
performance when evaluated using the training/test data and TCV, as follows:

1. Statistics-based using LBPs, Neural Network classification (generated using
Site A data) and χ2 feature selection.

2. Tree-based using Bayesian Network classifier generated (generated using Site
B data) and Gain Ratio feature selection.

3. Statistics-based using LBPs, SVM Linear regression (generated using Site A
data) and CFS feature selection.

4. Statistics-based using LBPs, SVM Linear regression (generated using Site B
data) and CFS feature selection.

The prediction models were then applied to a wider area (but in the same
rural region of Ethiopia), an entire village, where the number of households
and population size was known. The best performing approach was found to be
the LBP Statistics-based representation coupled with a SVM Linear regression
model (generated using the Site B data) and CFS feature selection. An accuracy
of 85.63% was recorded. Although (at face value) the population estimation
produced was not as accurate as the “ground truth” census data (this was to
be expected), the proposed method offered significant cost and time savings. A
number of reasons as to why the prediction was not identical to the “ground
truth” value can be identified:

1. The training data from which the prediction models were generated might
not reflect the data to which they were applied as closely as was anticipated.
Measures for determining the similarity between satellite image data sets are
a subject for future work.
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2. There was a two year time lag between the date of the census collection
(2011) and the date the satellite images were acquired (September 2013).
Manual inspection of a number of images indicated signs of derelict (aban-
doned) households. It was thus conjectured that it might be the case that
between 2011 and 2013 depopulation had occurred and that the produced
population estimate was in fact a better reflection of population size than
initially thought.

3. Census collection is often viewed with suspicion therefore there may have
been incentives to over or under report and therefore the “ground truth”
value night not have been entirely accurate (it should not be regarded as a
“gold standard”).

Whatever the case the results indicated that by using the proposed framework
effective population estimates can be obtained, in rural areas, at a very low cost
(almost zero).

With respect to image mining in general it can be observed that decisions are
regularly made with the support of imagery of some sort (Satellite Image, MRI,
OCT, and so on). It can also be observed that our ability to collect imagery of
all kinds (both 2D and 3D) has enhanced rapidly over the last decade (we can
do it cheaper and faster); we have seen a rapid growth in the global image sensor
market. There is substantial benefit to be gained from applying image mining
to this image date although it is essential that appropriate image representation
is used. There is also a lot of scope for alternative representations, especially
fuzzy and deep learning approaches and lots of scope for further application. A
further issue to be addressed is explanation mechanisms to give reasons as to
why particular predictions and/or classifications were arrived at with respect to
previously unseen images; this is of particular relevance with respect to medical
imaging applications.
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Abstract. The research presented in this paper basis on the premise that seg-
menting textual content into successive situations according to four components -
space, time, actors and motion – can help depicting a storyline in a way that
facilitates comparative analyses across texts, and ultimately fostering knowledge
discovery. The paper presents the original aim of the project and sums up the
knowledge modelling choices made in order to formalise the segmentation pro-
cedure through which sequences of situations are extracted. We then present
several proof of concept visualisations that facilitate visual reasoning on the
structure, rhythm, patterns and variations of heterogeneous texts, and summarise
how the space, time, actors and motion components are organised inside a given
narrative. The approach was tested across various types of text, in three languages,
and the paper details someof the potential benefits of the resulting visualisations on
the specific case of R. Queneau’s Exercises in style. The paper is concluded with a
straight to the point analysis of the approach’s actual weaknesses and limitations.

1 Introduction

A broad picture of the evolution of information sciences over the past decade shows
that big data, meaning here big volumes of data, dynamically changing data, as well as
high variety, highly heterogeneous data, has paved its way to the top of the research
agenda. In parallel, availability of large collections of non-structured textual content,
typically found in digital libraries, has fostered the emergence of research works clearly
intermingling knowledge discovery issues with visualization issues.

A typical example of such ongoing approaches is the ReNom virtual library project
[1]: “…the resource associates key texts by the two Renaissance authors [Rabelais and
Ronsard] with a system of georeferencing and a series of fact sheets corresponding to
the places and characters mentioned in the texts…”. In short, corpora of texts are
explored in search of Named Entities (names of places, or of people) that can then be
used as a means to navigate through the texts and to “… encourage a form of literary
tourism at once fun and instructive…”.

This example does show that parameters space, time and actors can be a relevant
entry point, a relevant filter, into text corpora. But the fact the approach bases on the
extraction of Named Entities is a strong limitation: what happens when the space
parameter cannot be associated with a given name, or is associated with a metaphoric
name (“the silver ribbon in the distance” vs. “on the banks of River Loire”)? What
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happens when an actor remains unnamed? With what geographical map can fictional
places (e.g. the city of Barchester in A. Trollope “Barchester towers”) be associated?

Furthermore such approaches are primarily designed as means to navigate inside
text corpora, not across text corpora, and to localise elements in the flow of the text
rather than to actually segment it. They provide no systematic, abstract overview of a
text’s structure that would enable comparative analyses – only the number of occur-
rences of a given Named Entity in a given text can be considered as a somewhat
“generic” feature.

Finally, Named Entities are in the above example basically associated on one hand
to positions in texts, and on the other hand to a “visual” component that can be either a
map (localising a name of place) or an image (portrait of a person). The visualization
components are designed as end-user services, displaying univariate data, and therefore
do not play a significant role in terms of analytical tasks.

Our research is an attempt at going one step beyond in terms of genericity (en-
compassing texts that refer or not to Named Entities, introducing a segmentation
method that covers various spatial scales, temporal markers or type of actors) and in
terms of abstraction at the visualisation step (introducing a set of visual disposals
allowing the analysis and cross-examination of multivariate data).

The title we have given to this contribution is a clear reference to R. Queneau’s
Exercises in style, one of the case studies that will be discussed. In that book the author
demonstrates how for one same “story” (meaning one same succession of events,
places, and people) there can be many ways to report how the story unfolds, there can
be many ways to word out the story. But if that is so, couldn’t there be a way to come
back to a sort-of “root structure” of stories, enabling us to compare visually what they
do have in common, and in what they differ? Wouldn’t it be possible (and useful in
terms of analytical tasks) to uncover and visualise that “root structure” – a storyline
acting as the background of the story itself.

Our research can be seen as exploring one possible answer to these questions – a
generic answer, applicable across various textual content, providing relatively satis-
factory results, but definitely not the ultimate and unique answer.

It builds on the premise that a narrative can be segmented into successive or parallel
situations differentiated from one another other basing on changes in time, space,
actors, or motion. Each situation is therefore associated with four descriptors, and a
change of value of one of these four descriptors is enough to trigger a new situation.

Such situations act as a semantic filter, helping to analyse and compare heteroge-
neous texts and collections of texts basing on common metrics (Fig. 1).

Fig. 1. Identification of situations in heterogeneous texts [2].
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Visualisations depicting sequences, rhythms, alternations of situations can then
help experts and end users perform reasoning tasks on the narrative structure of texts,
ranging from stylistic profiling (differences and similarities inside and across writing
genres, or inside an author’s works) to comparative analysis (different recounts of the
same story for instance) (Fig. 2).

The research unfolds in two sub-challenges a knowledge modelling challenge
(How can we spot changes in space? What exactly makes a space to be differentiated
form another – a name, a size? Who are actors - human beings only? …) and a
visualisation challenge (What visual solutions could help underlining expected or
unexpected patterns inside or across texts?).

The paper is structured as follows: Sect. 2 introduces the reason to be of this
research - it discusses the notion of situation that is at the heart of the approach. In
Sect. 3 we position our contribution with regards to existing approaches in the fields of
visual analytics on one hand, and of text analysis on the other hand. Section 4 details
our choices in terms of knowledge modelling, i.e. how the space/time/actors/motion
components are used in the segmentation of textual content. Section 5 then presents a
series of experimental visualisations corresponding to alternative combinations of
variables and ultimately to alternative reasoning tasks. We then illustrate the potential
benefits of these visualisations in terms of knowledge discovery for text analysis on one
specific case: R. Queneau’s Exercises in style. Section 6 describes the implementation
and evaluation efforts carried out up to now. In Sect. 7 we pinpoint strengths and
weaknesses of the approach, and in particular challenges ahead if wanting to apply the
approach on a large scale. Finally, a short conclusion section sums up what we think
can be considered as fruitful feedbacks from this study.

The paper is an extension of a preliminary contribution entitled StorylineViz: A
[Space, Time, Actors, Motion] - Segmentation Method for Visual Text Exploration [2].

Fig. 2. A comparison of how situations unfold in time and space in three recounts of the same
story (from R. Queneau’s Exercises in Style). Note for instance that only situations (a, b) remain
systematically the same across in these three versions.

30 J.-Y. Blaise and I. Dudek



2 Research Issue

2.1 Origin of the Research

There is naturally a large range of features researchers may want to extract from text
corpora, and analyse through visual means. Some are clearly structure-related, like in
Marshman’s [3] comparative analysis of lexical knowledge patterns. Others by contrast
focus on spotting topics like Sabol’s topical-temporal maps [4], a visual metaphor
allowing an interactive analysis of how prominent topics in large collection of news
releases change over time.

So why did we choose to focus on extracting the spatio-temporal content of textual
data? The idea came as a natural continuation of years of research conducted on the
architectural and urban heritage. Our usual concern, intersecting InfoVis (Information
Visualisation) and Heritage sciences is analysing and visualizing architectural trans-
formations, from the point of view of morphology (changes of shapes), from the point
of view of chronology (duration, dating of changes), and from the point of view of
events and people (correlation of data about changes) [5, 6]. In short, we pull together a
large amount of heterogeneous historical evidence, implement ad hoc information
systems and ultimately provide researchers with means, inspired by the InfoVis legacy,
to analyse this evidence visually.

The input we handle is therefore historical evidence: hints about space (e.g. an edifice,
a garden, a marketplace), time (e.g. a period of construction), events (e.g. a war, a plague)
and people (e.g. a ruler, a builder, an owner). At the root of our research processes there
are physical (remains), visual (iconography) or written testimonies and pieces of data,
that we consider from the point of view of what they tell us of a space, of a moment in
time, of events and their impacts, of people that act in that space at that time.

A significant part of the historical evidence we use is extracted from texts, ranging
from inventories to travel diaries and historical research, used for instance to “anchor”
events and actors in time, space and context:

“… On Saturday, 12 August 1553, a fugitive from the holy inquisition rode into the village of
Louyset…” (N. Davies, Europe: A History, Pimlico, London 1997, p. 493)

At the end of the day hints are recorded as corresponding to a given place, a given
time, a given set of actors that altogether form a specific state.

Recounting and analysing an evolution can then be done by comparing successive
“states”, opening on a very general notion of ‘path’, understood as a series of situations
leading from an initial state to a final state. This series is consistent or not in terms of
spatial scale or quality of the information describing situations. It can be continuous or
not (i.e. including or not temporal breaks).

2.2 From Reasoning on States to Reasoning on Situations

The above notion of path can be used to interpret and structure (i.e. segment according
to consistent division lines) a variety of heterogeneous historical evidence: travel
diaries, witness reports, inventories, iconographic material, etc. But could it act as a
potential semantic filter far beyond its initial field of concern - historical evidence?
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When going through historical evidence quite often both place and time are likely
to be partially, when not poorly, described - a document will for instance mention
something occurring “on street A at the beginning of spring”. Neither space, nor time
are consistently defined inside sources, and across sources (varying precision, varying
granularity). In that context a ‘path’ - understood as a series of potentially ill-defined
situations - is obviously closer to the content of a narrative that to highly structured
data sets handled in route calculations offered by GPS applications for instance. Hence
the attempt we present in this paper to try and see to which extent such an approach to
text segmentation could be fruitful, beyond its initial context of emergence.

2.3 Segmenting Narratives as Series of Situations

StoryLineViz should be understood as a proof of concept study that aims at developing a
generic approach to narrative analysis, supporting the identification and visualisation of
significant patterns inside textual data, and ultimately knowledge discovery and sense-
making. Narratives as seen from that general point of view are strongly heterogeneous
(from whole texts to just series of facts, from a book or collection to a few paragraphs). In
addition, they can be contradictory or conflicting (different recounts of a series of events)
or transformed (typically by translations). As of today they are often categorised (a play, a
travel diary, an eye-witness report) and analysed from an expert’s point of view (lin-
guistics, literature, history, etc.) but hard to synthesize and to compare to one another.

In this contribution we propose an approach in which a narrative is segmented in a
series of situations in ordinal time (i.e. only the order of appearance of situations is
defined: situation A occurs before situation B, but neither A nor B need to be actually
dated). A situation is differentiated from another basing on the variation of one of the
four following parameters: time, space, actors, and motion.

Our approach’s core objective is to facilitate visual reasoning on the structure,
rhythm, patterns and variations of texts in order to enable comparative analysis and to
summarise in a clear-cut manner how the space/time/actors/motion components are
organised inside and across narratives.

Quantitative and qualitative parameters can then be taken into account, allowing the
association of causal or contextual indicators. The segmentation procedure is seen as a
common ground between varieties of narratives. It aims at facilitating visual reasoning
on the structure, rhythms, patterns and variations inside narratives or across collections
of narratives. If proven workable the approach opens a number of application scenarios,
among which:

• comparing oral or written recounts of the same series of events by different
witnesses,

• comparing different recounts of the same itinerary (e.g. what differences can be
spotted in the way pilgrims walk the Camino de Santiago today, and before, back to
the initial Codex Calixtinus),

• supporting the identification of trends, patterns, evolution in writing genres in an
edutainment-like approach (e.g. To which extent do classic Greek theatre plays and
their 20th century reinterpretations overlap with the famous “unity of space, time
and action” rule?),

• uncovering differences in the interpretation of texts by different readers.
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At the end of the day, the approach can also be seen as an attempt to step out of
discipline-specific frameworks so as to promote sort of “universal”, comparison-
enhancing, metrics of narratives. However it should be said right away that this
research makes no claim in the context of natural language processing or massive
content analysis – what is presented in our contribution is basically an attempt to try
and see if the specific segmentation bias we introduce could stimulate further research
and lead to unthought-of observations on the structure of narratives.

2.4 The Concept of Situation: Legacy, and Open Challenge

The idea that a narrative is (at least in part) composed of successive situations, cor-
responding to space/time/actors/motion components, is definitely not new.

J.R.R. Tolkien’s The Hobbit starts as follows: “… In a hole in the ground there
lived a hobbit.” The narrative is triggered in time, indications about space (a hole),
actors (a hobbit) and motion (no indication of movement in that sentence) are given.

The idea that a narrative can be presented, including visually, as a series of situ-
ations is also far from being new. Italo Calvino in his remarkable Collection of Sand
comments on the “figurative narrativity” of Trajan’s Column, along which Trajan’s two
wars in Dacia are recounted situation by situation through engravings. Situations fol-
low one another (ordinal time) along a 200 m long spiral, going from bottom to
top. Each bas-relief corresponding to one situation contains indications about space and
actors - Trajan before the imperial tent, a legionnaire digging a ditch, and so on.). In
another essay Calvino comments on the development and use of ribbon maps over time
- a map including time and space, a map representing a path. A beautiful example of
such maps is the mediaeval (12th century) ribbon map representing the “London To
Jerusalem” itinerary by Matthew Paris, on which each stopover is represented by an
outline of the city [7].

The idea to depict situations in a less figurative manner than in the above examples
ins not new neither. For instance Historical centographs developed during the 19th
century as a mnemonic system [8] introduce a level of abstraction, and an ambition for
visual comparative analysis, that are much closer to our approach. Centographs rep-
resent time (ordered time model) though grids of squares: a 10 � 10 grid represents
100 years. Each square (representing one year) is then subdivided in a 3 � 3 grid, with
each of the nine sub-squares representing a “variable” that can be chosen freely
(lifetime of a person, event such as a war going on, etc.). Users of the system would fill
in blank templates in order to underline co-occurrences in an attempts at facilitating
memorisation tasks for students. This example does not precisely correspond to the
notion of situation in narrative, but the visual solution can act as food for thinking:
space/time/actors/motion are four “variables” that we observe in order to trigger a
“situation change”.

More recent, and situated in terms of graphic language somewhere in between the
figurative nature of ribbon maps, and the strict abstract nature of centographs, is the
Home to School diagram by Yabuuchi [9] where an itinerary is depicted as a series of
situations each of which being associated with a set of “qualitative” variables (sound,
type of landscape, type of vehicles, etc.). The resulting visualisation is a very elegant
linear diagram looking more or less like a musical stave with each line bearing a
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variable, and the overall diagram clearly underlining consistent sequences in the overall
itinerary, major trends, and exceptional situations.

What can be said is that these examples do back up the idea that indeed a narrative
can be segmented into a series of situations, reduced to sequences that somehow
summarise the story, provide outlines, stop-points. But they give no hint at all on how
to segment narratives, on which division lines should be used to decide whether or not
a new situation has to be reported. Furthermore, they give no hint on how features
corresponding to each situation (e.g. space, time, actors, and motion) can be compared
to one another. For instance in the above example of Trajan’s Column the initial
situation, from the point of view of space is “the landscape of a fortified Roman Town”,
and the next situation “Roman soldiers crossing the Danube on a pontoon bridge”.
How do these “spaces” relate to one another? In Sect. 4 we propose a strategy for
associating each feature with a formal grid of descriptors designed as a mean to allow
for cross-examinations: the “fortified Roman Town” spatial indication would be asso-
ciated with scale 7, and the “Roman soldiers crossing the Danube” with scale 8.

In other words our contribution is definitely not in pushing forward the concept of
situation, but in the interplay between formal segmentation rules (enabling the iden-
tification of situations) and interactive visualisations (enabling a user-side analysis of
situations and sequences of situations). Ultimately the challenge addressed here is to
test a segmentation into situations that potentially says something about the structure of
the narrative itself, or about the producer of the narrative.

3 Scientific Context

Open access to massive textual content, typically as found in digital libraries, has
fostered the emergence of research works intermingling knowledge management,
visualization, and language processing issues. In this contribution we focus on large
non-structured texts. Unlike when handling structured data sets, working on large texts,
today often made available in large open access repositories such as Gallica, introduces
specific challenges. Oelke [10] summarizes some of them: quantity (amount of words),
polysemy (of words, references, literary imagery), flexibility (of rules in natural lan-
guages), interpretation (use of a predefined knowledge of the world by humans).

A typical example where space and actors are extracted from narrative texts is the
CHAPLIN (CHAracters and PLaces Interaction Network) tool [11] - following a user-
monitored extraction of terms graphs are produced that represent connections between
places and people. Another significant example, this time focusing on temporal aspects,
can be found in [12] - visual analyses of sentiments and character interaction in the
flow of a fiction – an approach closer to what will be discussed in this paper but basing
here again on the appearances and co-occurrences of named characters in chapters.

Said briefly, there is a move towards bridging the gap between on one hand
linguistics-based approaches – i.e. for instance spotting markers of cause-effect rela-
tions in text corpora, as in [13] – and on the other hand information visualisation
approaches – i.e. for instance tileBars for document visualisation [14], or basic
wordclouds. Hence supporting text analysis through visual means has become a hot
research topic in the field of visual analytics (VA), a field described in its early days by
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Thomas and Cook as “focusing on analytical reasoning facilitated by interactive visual
interfaces” [15].

Our study proposes an approach that centres on semantic aspects, applicable across
collections of texts. It builds on the idea that visualisation can help users explore,
analyse and cross-examine textual documents. This idea is backed by research works
covering a wide range of issues: VisRA tool [16] focuses on readability analysis,
VarifocalReader [17] focuses on multi-layer visualisation/navigation and interactive
annotation, POSvis [18] on relationships and co-occurrences in the flow of a text,
Wanner’s approach [19] digs in the notion of opinion and sentiment in book rating.

Those examples share a common mantra: human analysis of textual content and
sensemaking in large and/or complex textual data sets can be facilitated by adapted
abstract visualisations. They also share a common statement: full automatic algorithms
can hit their limit when facing complex texts.

Accordingly, our study does relate to the above research works in terms of scientific
context, but it clearly leaves aside the NLP (Natural Language Processing) issues. We
shall in this contribution focus on the knowledge modelling step on one hand, and on
the visualisation step on the other hand. Mainstream research works at the intersection
of VA and NLP have been investigating approaches that strongly rely on a line per line,
word per word analysis of textual content: statistical approaches (e.g. occurrences of
words, lengths, types of words), Named Entities Recognition (NER) related approaches
(e.g. user selections of words, ontologies, opinion indicators), machine-learning
approaches (e.g. extraction of significant linguistic patterns). In all these cases, lan-
guage itself - i.e. the occurrences, positions, lengths, relations of words and sentences -
is at the heart of a discipline specific analysis.

By contrast our approach builds on a segmentation bias that is:

• neutral - allowing for a discipline-independent cross-examination of texts,
• unrelated to text features such as lengths (a new situation can occur inside one

sentence, or after three pages),
• focusing on supporting visual comparisons of rhythms and sequences, at user-

chosen aggregation levels.

As will be discussed in Sect. 7, we do acknowledge that the language processing
step remains at this stage of our research an unaddressed issue. The segmentation of
texts used in the study has been done manually: it could be seen as a weakness in terms
of significance and reusability of the approach.

We believe that before any attempt at “automatizing” language processing it is key
to formalise a robust, insight-gaining, unambiguous segmentation protocol, and to
evaluate in what the visualisations can be beneficial. Accordingly we consider that our
study can contribute to pinpointing a new research path, at a time when the focus is
often put on the processing of massive data sets.
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4 Method

We introduce a text analysis method that builds on the identification of quadruplets of
components: actors, space, time and motion. These components are used to segment a
narrative and translate it into sequences of situations in ordinal time (only the order of
events considered) (Fig. 3).

A situation is basically a sort-of token, resulting from the segmentation procedure.
However we are here far from a segmentation at the word or sentence level: situations
are determined by changes of values in a quadruplet of descriptors (space, time, actors,
and motion). A change of one of the four descriptors introduces a new situation -
(Fig. 4). Situations occurring in the past of the story (e.g. reminiscences - narrating past
experiences) are differentiated from those occurring in the course of the story.

Situations are identified at this stage through a manual annotation and segmentation
process - a dozen of texts ranging from literature to ethnology have been tested,
covering three languages. Each situation is associated manually with a value for each of
the four descriptors, and with a short paraphrase summarising “what happens”. The
four values are translated into an alphanumeric code comprising indicators for each of
four parameters and separators that allow for a processing of the information (Fig. 5).

Fig. 3. Segmentation into situations - four indicators (Actum feria sexta ante Fabiani et
Sebastiani [19I] anno Domini 1596) [2].

Fig. 4. A segmentation procedure ending in the identification of independent situations basing
on changes in space, time, actors or motion: example of application to D. Adams’ The Long Dark
Tea-Time of the Soul [2].
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Situations can also be grouped by predefined sequences such as chapters (or any
other main division of a document). The way each component is defined and structured
is detailed in the following subsections. At the end of the analysis phase the text under
scrutiny is entirely transformed into sequences of situations as they occur in the nar-
rative. Sequences are then translated into a visual language.

4.1 Space Parameter

The space parameter defines where the action takes place (i.e. Where does the action
begin? Does it continue in the same location? Are the subsequently cited places well
identified or in vaguely mentioned locations? Are their many quick changes of space?
Are these changes related with a jump in time, a flashback for instance?). But ‘space’
as geographers, historians, architects, or ethnologists picture it is far from being one
and only one notion. It can be described quantitatively (positions, size, exact mor-
phology) or qualitatively (through linguistic indicators, or a relation to a Named Entity,
for instance a toponymy like in [20]).

In the context of this study we need to spot in the flow of a narrative the moments
when a change of space occurs, and therefore leads to a new situation (whether spaces
are associated with a given named entity - e.g. Paris, or are present in the flow of part-
of-speech – e.g. in the second cellar). Detecting such changes implies defining
unambiguous lines of division between spaces.

To do so, we reinterpret the concept of scale (in accordance with previous research
on spatio-temporal information retrieval [5, 21, 22]. What is meant by scale is not a
map’s numerical ratio, but the idea that spaces can be classified according to alternative
spatial granularities.

Our model of space includes 16 indicators (3 non-spatial descriptors and 13 scale
identifiers). The non-spatial descriptors concern the situations where space is not
clearly assessed (metaphorical descriptions, undefined space, space is not present) –in
other words non-spatial descriptors help dealing with incomplete, ill-defined, or simply
missing spatial information.

The thirteen scale identifiers are organised into six groups (e.g. in and around a
building, public spaces, open land). An additional parameter is taken into considera-
tion: primary vs. nested spaces. Primary spaces correspond to ‘simple’ situations (e.g.
Jane is in her room, Jane is walking in the garden). Nested situations appear when

Fig. 5. Example of the alphanumeric code resulting from the annotation phase (in red, the code
corresponding to the motion indicator - 0 static 1 dynamic – example from The Death of Achilles
by B. Akunin) [2]. (Color figure online)
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actors are inside vehicles or objects that can move or be moved inside a primary space
(e.g. Jane is travelling by train.).

4.2 Time Parameter

The time parameter corresponds to the when question: it explains the story’s devel-
opment over time (e.g. continuous progression from present to future, regressive
present-to-past development, multiple changes of time, etc.).

The time model builds on the notion of ordinal time [23]: situations are analysed
from the point of view of an order of appearance (before/after) in the flow of the
narration, but neither quantified nor anchored (Fig. 6).

A qualitative assessment of time continuity is associated to each situation change
(lapse of time separating a situation from the next one).

Successive situations are identified in the order of the narration (as the story
unfolds) as belonging to the present of the story or its past (things having occurred
“before the present of the story”). Situations can also be tagged as being parallel
(occurring at the ‘same’ time) (Fig. 7).

Additional indicators are used to further describe parallel situations (actors mutu-
ally aware of one another or not, typically), or to identify customary behaviours (oc-
curring repeatedly).

In the context of this study we need to spot in the flow of a narrative the moments
when a change of space occurs, and therefore leads to a new situation (whether spaces

Fig. 6. Change of situations - temporal disruptions.

Fig. 7. Top, past situations are represented below the horizontal line. Bottom, parallel
situations are represented by graphic elements “piled” one over the other above the horizontal
line [2].
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are associated with a given named entity - e.g. Paris, or are present in the flow of part-
of-speech – e.g. in the second cellar). Detecting such changes implies defining
unambiguous lines of division between spaces.

4.3 Actors

Actors are yet another trigger of situation change. They may be individuals, well
defined groups of people, but can they also be indistinctly specified groups (e.g. a
crowd), things (e.g. thinking machines), or animals? We here need to disambiguate the
very concept of actor: are ants mentioned in B. Werber’s Empire of the ants actors?

Our strategy is to consider actors as a being or a consistent group of beings, real or
imaginary creatures or entities, fitted with the ability to make choices and to act. Actors
may be human beings, but also gods (e.g. Zeus, Dionysus), thinking machines,
androids, animals (e.g. the wolf in Little Red Riding Hood), and so on. The description
of actors is then fine-tuned. Actors physically engaged in a situation (i.e. present) are
distinguished from actors that are only mentioned (e.g. in a conversation, or in
thoughts), individual actors are distinguished from consistent groups either identified
(e.g. the Celts) or not (e.g. a crowd) (Fig. 8).

Finally, major events concerning actors can also open up on a situation change – a
severe injury, or a death of an actor needs to be reported.

4.4 Motion

Finally, motion is also a key element in the definition of a situation (only the motion of
actors is considered). Motion is important to state since it helps unveiling spatial and
temporal continuities or discontinuities in the narrative. An intensive use of motion
indicators in a text may characterise writing genres (e.g. logbooks), may underline
recurrent stylistic elements (e.g. a speed chase with the police), stylistic characteristics
of an author, differentiate acts inside one play, help understanding changes in space,
and so on (Fig. 9).

Fig. 8. Actors appearing in each situation of S. Lem’s Trurl’s Machine. Situations are read from
left to right. Here Trurl and Klapaucius, the two engineers (bottom part of the lines showing
actors as silhouettes) are being chased by Trurl’s machine gone mad (top part of these lines, one
silhouette alone). A reference to past events is made (orange square below the horizontal grey
line), and that past situation concerns two actors not present but mentioned (white silhouettes).
(Color figure online)
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Naturally we need to be clear on what we mean by motion. The strategy is to focus
on movements that introduce a change of location but not necessarily a change of space
(e.g. someone is walking down a street). From the point of view of this criterion
situations may then be classified as static or dynamic. A dynamic situation implies the
motion of at least one of the actors, motion understood as moving in space (e.g.
walking, marching, strolling, running, driving a car…).

5 Visual Solutions

Our approach bases on the idea that interactive visual interfaces can help various target
users perform reasoning tasks in application fields ranging from expert analysis to
education or cultural mediation. Accordingly visualisation is a key component of the
study, both in the understanding of a given narrative’s “spatio-temporal profile” and in
fostering comparisons inside collections of texts. What is meant here by the term
visualisation is made clear by Sabol [24]: (a) graphical representation of data, infor-
mation and knowledge visualisation, (b) using the human visual system, supported by
computer graphics, to analyse and interpret large amounts of data, (c) visual repre-
sentation to aid cognition.

Depending on the parameters a user may choose to privilege (i.e. space, time, actors
or motion), different visualisations are proposed. We detail them in the following
subsections. All of these visualisations share some common design principles and a
graphic language that we try to adapt to a human’s visual apparatus limited number of
pre-attentive features [24]:

• Situations are represented one by one and aligned as they occur in the original text
(left to right, or top-down),

• Each situation is represented by an interactive symbol (a multidimensional icon).
Shape, colour and position are used to transfer visually the information on each
situation,

• A rephrasing of the actual text corresponding to each situation is available on user
demand,

Fig. 9. A partial view of motion analysis visualisation corresponding to S. Lem’s Trurl’s
Machine. Light grey elements indicate static situations (e.g. the engineers discuss with the mayor
of a town in which they sought refuge).
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• Parallel situations, i.e. situations co-occurring in time, are grouped and represented
together,

• Actors are visualised on user demand, with colours differentiating the nature or type
of actors (actors present, mentioned, injured, or groups of actors).

Situations are grouped by sequences (chapters or other grouping mechanism ade-
quate for a particular writing genre) in order to grab more easily an understanding of
the text’s structural features.

5.1 Spatial Sequences Visualisation

In the spatial sequences visualisation situations are represented in ordinal time from
left to right along horizontal bars. Each horizontal bar corresponds to a sequence of
situations. All reminiscences are situated below horizontal bars (Fig. 10 b1, b2, b3).
Colour and shapes are used to differentiate the occurrences of various spatial scales.

Fig. 10. Organisation and legend of the spatial sequences visualisation. Bottom, legends of the
visualisation - colours correspond to ranges of scales. Squares and circles differentiate nested
spatial configurations (e.g. driving a car in a city) from primary configurations (e.g. walking in a
city). Top, a partial view of the spatial sequences visualisation corresponding to Balzac’s Colonel
Chabert. Note for instance the contrast between spatial location of present (a1) and past (b1) of
the story in chapter one (colours), or the quasi-absence of past events in chapter 3 (b3) [2]. (Color
figure online)
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5.2 Motion Analysis Visualisation

The motion analysis visualisation uses the same general organisation as the previous:
situations are represented in ordinal time from left to right along a horizontal bar. But
here the focus is put on the motion component of the model: colours and transparency
representing different types of space are replaced by black-and-white motion indicators.

This visualisation is used to differentiate static and dynamic situations, thereby
better underlining in particular rhythms inside a text (Figs. 7, 9, 11 and 14).

5.3 Temporal Continuity

The temporal continuity visualisation focuses on assessing visually to which extent the
story unfolds without interruption in time (Fig. 12).

Fig. 11. Organisation and legend of the motion analysis visualisation. Left, a partial view of the
visualisation corresponding to S. Lem’s Cyberiada. Note for instance the long sequence of static,
nested situations in chapter 1. Right, legend of the visualisation [2].

Fig. 12. The temporal continuity visualisation: (a) applied to S. Lem’s Trurl’s Machine. The
visualisation shows an intensive use of parallel situations, and spots three lapses of time
disrupting the temporal continuity, (b) applied to Sophocles’ Antigone, the visualisation
illustrates the unity of time pattern - a typical example of classical unity of time rule for drama.
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Each sequence (i.e. chapter, episode, etc.) is here represented as a vertical line.
A line topped with an arrow shows a temporal continuity with a previous situation.
Small horizontal lines distributed on the left side of the vertical line correspond to
situations occurring in the past of the story. Parallel situations are identified by symbols
positioned on the right side of the vertical line. The vertical line is disrupted by various
symbols in cases of temporal discontinuity (different symbols are used to represent
short lapses of time, jumps in time, temporally unanchored events, etc.).

5.4 Spatio-Temporal Continuity

The spatio-temporal continuity visualisation builds on the same design as the previous,
but adds symbols representing the space parameter. Whereas in the spatial sequences
visualisation (Sect. 5.1) we only deliver an indication about the group of scales cor-
responding to a situation, we here allow for a visual coding of each of the thirteen
individual scales. Fine-grain differences can be made for instance to differentiate a
situation occurring inside a building from a situation occurring in a building’s court-
yard, or in a flat forming part of the building (Fig. 13).

5.5 Illustrating the Approach on a Case Study: Exercises in Style

Raymond Queneau’s Exercises in Style is a 1947 book in which the author retells the
same story 99 times, each time in a different “style”. The word “style” should however
here be interpreted as something of an over-simplification when reading the exact titles
given to the versions: “metaphorically”, “precision”, “logical analysis”, “philosophic”,
“official letter”, etc. What Queneau does really is demonstrating there is a distance
between the events reported and the wording. Briefly said the story is this of someone

Fig. 13. Spatio-temporal continuity visualisation corresponding to Antigone of Sophocles. Note
contrast in terms of space between the past of the story (symbols on the left of the vertical lines)
and the present of the story (symbols situated on the vertical time-line and on the right of it). Note
also that in the present of the story space remains unchanged (in front of the palace).
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who gets on a bus, witnesses an altercation between a long-necked man and another
passenger, and then notices this same long-necked man two hours later close to a
railway station and getting advice on adding a button to his overcoat. Because it clearly
questions the distance between facts and reports of facts, between what makes “style” a
layer “above” the meaning of what is said, Queneau’s work was obviously a promising
test bench for our approach.

And indeed, as is shown in the examples proposed below, the series of events reported
in each of the 99 versions is not exactly the same: the storyline remains, but there are here
and there situations that are added, withdrawn, or modified in terms of what is known of
each situation. Because the method we explore involves exclusively relations between
time, space, actors and movement, we naturally make no claim that the segmentation
procedure we propose, and the visualisations we have tested, do cover the entire subject
matter of Queneau’s illustration of the distance between a storyline and its wording.

But the following examples show our approach does help pointing out significant
resemblances and contrasts between versions, trends and exceptions in the whole
collection of 99 versions – i.e. encourages analytical reasoning on textual content.

Highlighting Differences. This first series of visualisations show the approach does
help highlighting differences between the various versions of the story. Some sharp
contrasts can be noticed in terms of quantities (number of situations, number of situ-
ations that include motion, etc.) but also in terms of “stylistic figures” (use of recol-
lections, parallel situations, metaphors, etc.) (Fig. 15).

Fig. 14. Motion analysis. Two by two comparisons underlining differences between versions:
(a) story told in the present vs. as a recollection; (b) high contrast in number of situations;
(c) spaces named vs. unspecified; factual vs. metaphorical recount.

Fig. 15. A comparison of temporal patterns across 6 versions showing a strong variety.
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Spotting Groups and Patterns within Groups. The fact that stories differ from one
another is not surprising – the visualisations in that case basically back up something
that is rather intuitive for readers, and give some “factual” basis to that intuition. But
the fact that within the collection there are consistent groups of stories (in terms of
space/time/actors/motion components) and that within these groups there are some
specific patterns just cannot be noticed naturally, intuitively. Yet such groups, and
patterns, are clearly spotted in the examples below (Figs. 16 and 17).

Different Stories, but Invariant Features. The visualisations also help spotting
across the set of stories what can be called invariant features – typically the initial and
final situations emerge as such (Fig. 18).

Fig. 16. Four temporal continuity visualisations corresponding to four versions that are strictly
identical from the point of view of time, thereby forming a consistent group independently of the
lengths of the stories (counted in words, represented by the greyish rectangle above the glyphs).

Fig. 17. Motion analysis visualisations corresponding to three groups: (a) two versions with
almost the same number and type of situations; (b) different types of situations but a final situation
always parallel, and a situation in the past always with motion; (c) a group of version with a rather
limited number of situations, all in the present of the story, and no parallel situations.

Fig. 18. These spatial sequences visualisations show a clear invariant feature in three versions:
final parallel situations with the same indicators of space (both situations in cour de Rome).
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Number of Words, Number of Situations. One could probably think that the more
words in the story, the more chances to meet new situations. Or one could think these
quantities are unrelated. The visualisations show some interesting resemblances
between versions in terms of number of situations and number of words. But they also
clearly show that the number of situations is not correlated to the number of words,
rather to stylistic choices (presence of verbose descriptions of places or people for
instance, or of feelings and thoughts) (Fig. 19).

Fine-Grain Comparative Analyses. A number of fine-grain one to one comparisons
and analyses can be carried out on versions of the story by observing for instance the
spatial granularity used to tell the story, the temporal disruptions introduced, the exact
moment of appearance of the same event in the various versions, etc. (Fig. 20).

6 Implementation and Evaluation

The approach has been tested on different types of text: a play (Sophocles), crime
stories (A. Christie, B. Akunin), science fiction and fantasy (S. Lem, T. Pratchett, D.
Adams), French literature (H. Balzac, R. Queneau), reports of interviews (e.g. ethno-
logical research) or historical texts (e.g. 16th century textual building inventories).

Fig. 19. Six spatio-temporal continuity visualisations: (a) same length, and almost same number
of situations; (b) longer text on the left, higher number of situations on the right; (c) almost
similar diagrams but contrasting lengths.

Fig. 20. Spatio-temporal continuity visualisations. The number and type of situations in version
Surprises and Speaking Personally is almost the same, but the number of words differs
significantly, due to the two temporal disruptions marked by a tilde (personal remarks and
opinions by the narrator on general topics). Speaking Personally andWord Game stories are quite
close but the former positions the last situations (parallel situations) in front of a building (the
railway station) whereas the latter positions them somewhere on an urban square (cour de Rome).
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The corpus includes textual content written in English, French and Polish. One of
the reasons of this choice was to check that the approach is workable in different
languages. Another reason was to test the impact of a given natural language - i.e. test if
the segmentation of a given textual content, once translated into another language,
remains fully consistent with the original.

As mentioned in Sect. 4 the annotation step results in alphanumeric codes asso-
ciated to each situation. These codes, along with bibliographic data and other general
information concerning the texts, are stored in an RDBMS structure. They are inter-
preted on the fly (Perl scripts) to produce SVG (Scalable Vector Graphic) interactive
visualisations available inside standard web browsers.

6.1 Evaluation

An early “feasibility” evaluation was carried out with a group of non-experts (twelve
students in mechanical engineering) in order to get a first feedback on the knowledge
modelling bias (segmentation into sequences of situations). We asked testers to depict
an everyday series of actions, such as their home to work routine, using the graphical
codes. We then asked then to complement the description of each individual situation
with one or several qualitative parameters of their choice. Some recurrent parameters
emerged, such as sound, amount of light, mood, etc. What this evaluation procedure
did usefully underline is that the logic behind the segmentation protocol is easily
understood, and somewhat intuitive.

Yet there is a clear difference between asking testers to analyse one of their own
everyday routine in terms of series of situations and having them uncover these situ-
ations from a textual content using predefined segmentation rules. In a second round we
therefore implemented a more demanding evaluation setup, with this time eight testers
from different countries (Marie Curie fellows focusing on reality-based 3D modelling –

no native speakers of English) working on two extracts from novels written in English.
It has to be said right away that the fact that testers were not native English speakers
and the fact that the whole evaluation process (including the introduction to the
approach, the reading of texts, the segmentation effort itself) lasted two hours and a half
only undoubtedly minor the scope and significance of the evaluation and relativize the
conclusions that can be drawn. Yet as will be discussed below the experience has
impacted the way we can foresee future developments of the approach. It in particular
helped us pinpoint a noticeable difference between perceptions of spatial disruptions
(relatively consistent among readers) and temporal disruptions (very erratic). It also
helped us understand that beyond what we considered at the beginning of this research
as a key potential benefit of the approach (a systematic, discipline-independent seg-
mentation and visualisation procedure) there is another, maybe even more promising
benefit: helping different readers to formalise their own understanding of a narrative
and thereby facilitating and structuring workgroup discussions.

The testers were first introduced to the approach, and shown the whole set of
segmentation rules. Following, they were asked to work on a first text that they had to
segment under supervision. This step was needed to make sure that the protocol was
clear enough for them. These two phases lasted for an hour and a half. Testers were
then left for one hour with a 1000 words text that they had to segment on their own, i.e.
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on one hand they had to spot situation changes and on the other hand they had to
qualify each situation with regards to space (what scale?) to time (any disruption?)
actors (who is concerned?) and motion (do actors move?).

A central issue we wanted to raise was whether or not situations, can easily and
unambiguously be differentiated from one another. We analysed both the raw, quan-
titative results (number of situations spotted, types of scales identified, quantity of
switches between static and dynamic situations, etc.) and the oral remarks made by the
testers at the end of the evaluation.

Results show that generally speaking the concept of situation is quite easy to use –
testers had no particular difficulty in spotting different situations and tagging them with
values for the four parameters. But if the mechanism was found clear, we spotted a
number of ambiguities deriving from two different issues: comprehension and indi-
vidual interpretation of the segmentation rules on one hand, and inherent “fuzziness” of
texts on the other hand. The open discussion that followed the gathering of the oral
remarks was a particularly stimulating moment. Testers started comparing their own
understandings of the text and explicit their interpretations –for example, how they
understood spatial indications given in the text about a situation at a railway station and
why they selected this or that scale from our theoretical model. In that example it
turned out that testers used recollections, images of one specific railway station and
based their choice on this specific example (Fig. 21).

Comprehension Issues. The evaluation showed us that the testers had some diffi-
culties with time discretisation and scale identification. Although testers globally
understood the rules, they did not have enough time to get familiar with them before
the test - they somehow discovered them as they progressed in the segmentation of the
text.

Fig. 21. A comparison between (a) results of the segmentation as we performed it and (b, c, d)
results achieved by some testers, illustrated on the spatial sequences visualisation (left) and the
temporal continuity visualisation (right). Differences in the spatial sequences visualisation are
relatively limited in terms of number of situations spotted (9 vs. 10 vs. 11), but a little more
significant in terms of scale identification: testers systematically tag one situation at least as
corresponding to the urban scale, and several situations are tagged as “in a new space” (dark
grey) when we considered space as unchanging in the text. Differences in the temporal continuity
visualisation are by contrast quite sharp: testers understood, interpreted, temporal discontinuities
in the flow of the narration in very different ways.

48 J.-Y. Blaise and I. Dudek



We also noticed different individual interpretations of the segmentation rules: e.g.
what does ‘after an instant’ really mean? Testers disagreed on this very notion. What
kind of space is ‘a railway station’? A building, a building and its surroundings, an
inside, an outside? Here again each tester pictured what ‘a railway station’ is his own
way.

A certain number of segmentation rules as we had verbalised them turned out to be
either too loosely defined, or too interpretative – typically the notion of parallel sit-
uations that encompasses someone spying on others from behind a window to a phone
call connecting two people located in different parts of the world. One type of parallel
situations appeared as particularly confusing, when several groups of people are in the
same space but act independently of one another - in this case the rule itself needs
rethinking.

Finally, some testers questioned the segmentation rules themselves when the rules,
according to them, did not let them stick close enough to the text. In the text proposed
Kate is driven to the airport in a taxi – but no mention is made of the taxi driver in the
initial situation. Those testers considered that putative actors – here the taxi driver –
should be mentioned, although according the segmentation rules they were given only
actors mentioned in the text should be specified.

Briefly speaking, the evaluation showed that segmentation rules and definitions of
scales, temporal disruptions, motion and actors need to be further clarified and illus-
trated by examples in order to pin down the concepts and reduce existing ambiguities.
More generally the above comprehension issues clearly underline the fact that more
time should be spent on explaining the segmentation rules prior to the evaluation itself.
Moreover applying correctly the segmentation rules requires a thorough understanding
of how space and time are discretised – which implies a steep learning curve.

At this stage the approach requires from readers and annotators a good under-
standing of the segmentation rules, but also keeping a certain “distance” with the text in
order to avoid confusing what is really written, with what one may deduce, understand
or imagine. What we asked the testers to do – segmenting of a text into an alphanu-
meric code using a set of segmentation rules and of discrete values – requires from
annotators skills and capabilities. It definitely is a demanding task that limits the circle
of people who can be expected to carry out the annotation step.

Inherent Fuzziness of Texts. There are a number of factors that impact the way space,
time, actors and motion are verbalised by authors. Texts are written with a significant
amount of unsaid, or half-said elements – voluntary omission of details, figures of
speech, etc.

Consider this yet straightforward example: “She set off in search of first a news-
paper and then some coffee. She was then unable to find a working phone”. Should the
reader here consider time as continuous, or as interrupted for a short while, for a long
while? The author does not say openly whether there is a time disruption or not. The
same can happen when mentioning spaces, actors, or even motion. Texts are the way
they are, and readers will anyway interpret and understand them differently, whatever
semantic-based segmentation rules one may write – a feature of what A. Korzybski
named verbal levels [25].
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The evaluation showed the inherent fuzziness of texts can be seen as an obstacle,
but also as a potential object of study, an opportunity for instance to use the seg-
mentation rules in order to localise areas where readers interpret a text differently.

Interpreting the evaluation’s results should however be done with caution. The
segmentation’s learning curve is definitely steep: further evaluation efforts are therefore
clearly needed (for example finding a match between a text and a visualisation in a
setup where several possibilities are shown). It also underlined unexpected potential
benefits of the approach, in its current state of development:

• It helps comparing how different people understand and interpret the spatio-
temporal content of a text.

• It enhances debate, and helps uncovering precisely (in the flow of the text) where
alternative interpretations occur, and why.

• It facilitates the communication by one individual of his own understanding of a
text by supporting (through visual means) his discourse on rhythms of a narrative in
a context + focus manner;

• It could be used to weigh and compare the level of interpretation required from
readers depending on the text or author.

7 Limitations and Perspectives

StorylineViz should be understood as a proof-of-concept study, aimed at developing a
generic approach to narrative analysis, but with at start no other ambition than
investigating to which extent coupling a specific segmentation bias (space/time/actors/
motion) with visualisation solutions could renew the way we can understand, compare,
debate textual content. Hence we do acknowledge this research’s actual impact needs
to be weighed with regards to a number of significant limitations, and notably the
following:

• We consider that the corpus of texts used as test cases is representative in terms of
variety, heterogeneity, but it definitely is a partial corpus.

• The evaluation phase should clearly be deepened – notably with regards to fine-
tuned usage scenarios.

• The comprehensibility of the segmentation rules for a wider public should be better
assessed, as well as the learning curve.

• The implementation is a robust one, but it certainly could be rethought or improved.

In addition to these general remarks, and anticipating potential perspectives of the
research, two major challenges ahead need to be pinpointed: working on the end-user
service (visualisations), working on the upstream process (segmentation and annotation
of the texts).

7.1 Visual Reasoning: Still a Challenge

Our approach bases on the idea that the combination of a non-standard segmentation
procedure with appropriate visualisations can offer users new opportunities to perform
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reasoning tasks, and uncover pieces of knowledge inside textual content. But such a
statement can only be corroborated (or invalidated) if the experimental setup proposed
to testers is fully satisfactory. The visualisations we ended on do show the idea is worth
exploring, but the implementation is at this stage not fully satisfactory. For instance
support for a visual cross-examination of texts “within the eyespan” [26] needs to be
improved. Accordingly we consider that our study needs to be extended and deepened
in order to state without doubt that the approach is indeed, generic, workable across
various types of texts, and fruitful in terms of knowledge discovery.

7.2 The Impact of Manual Annotation

Even more significant in terms of limitation of the research’s potential impact is the fact
that the annotation process - i.e. the segmentation of texts – is to this day a manual
process. This clearly undermines perspectives of application of such an approach on a
large scale. But on the other hand it also opens a clear perspective (and challenge) for
this research. The approach hits the limits of existing NLP based methods. Hence
rounds of discussion we are at this stage having with VA and NLP partners to try and
investigate how the approach could be developed on a large scale. Even if a fully
automated annotation process would turn out to be out of reach, working on semi-
automatic procedures in the context of the emergent crowdsourcing paradigm would
clearly open tangible large-scale application perspectives. Furthermore, human anno-
tation is by itself a meaningful activity, opening perspectives in terms of communi-
cation and comparative analysis of text interpretation. Both going towards more
automation in the segmentation process, and sticking to a human process, can therefore
be considered as lines of development of the approach.

8 Conclusion

In this contribution we present a research that aims at investigating how performing
analyses of narratives (in a broad sense, encompassing texts that range from ethnological
records to fictional stories) can be renewed by introducing an unusual segmentation bias
and a series of ad hoc visualisations conveying insights on how the space, time, actors
and motion components of the text interact in successive situations as the narrative
unfolds. The main claim behind the approach is that extracting the spatio-temporal
content of a narrative and visualising it as a series of situations can help spotting and
exploring significant patterns, trends, exceptions across various types of texts.

In short, the main benefit expected from applying the approach can be summed up
in two words: knowledge discovery. The corpus on which the approach has been tested
remains partial, but the experimentation does show the approach is workable across
various types of texts. Illustrated in this contribution on the specific case of R. Que-
neau’s Exercises in style, it proved useful in uncovering unexpected and noteworthy
patterns inside the 99 versions of the same series of events the book is made of.

The evaluation carried out paved the way towards usage scenarios that would focus
more on assessing differences between reading and comprehension experiences than on
the “automatization” of the segmentation process.
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The visualisations produced until now show an interesting interpretative potential.
They could be used for example to support teaching and learning activities, helping
learners to quickly get a hold on patterns, trends, exceptions, and to carry out com-
parative analyses across texts (for instance using the approach in order to support pupils
with learning disabilities such as dyslexia). We consider that, at this stage, the approach
has proven workable, but will need further improvement loops (more case studies,
more rounds of evaluation) before becoming fully operable.
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Abstract. Similarity plays a central role in language understanding pro-
cess. However, it is always difficult to precisely define on which type of
data and what similarity metrics we can apply in order to assess the
similarity of two texts. Previously, we proposed a four-layer system [69]
that takes into account not only string and semantic word similarities,
but also word alignment and sentence structure. Our system achieved
new state of the art or competitive result to state of the art on different
test corpora for the Semantic Textual Similarity (STS) task from 2012
to 2015. The multi-layer architecture helps to deal with heterogeneous
corpora which may not have been generated by the same distribution
nor same domain. In this extended paper, we looked into the correla-
tion between the two semantic processing tasks Semantic Relatedness (a
more broad task of STS) and Recognizing Textual Entailment (RTE)
to construct a co-learning model where we integrated our multi-layer
architecture and Corpus Patterns technique to ultimately improve the
performances of both tasks.

Keywords: Machine learning · Natural Language Processing
Semantic Textual Similarity · Semantic Relatedness
Recognizing Textual Entailment · Corpus Patterns

1 Introduction

Exhaustive language models are difficult to build because overcoming the effect
of data sparseness requires an unfeasible amount of training data. In the task
of Semantic Text Similarity1 (STS), the systems must quantifiably identify the
degree of similarity between pairs of short pieces of text, like sentences. On the
basis of relatively small training corpora, annotated with a semantic similarity
score obtained by averaging the opinions of several annotators, an automatic
system may learn to identify classes of sentences which could be treated in the
same way, as their meaning is basically the same. It has been shown that good
1 http://ixa2.si.ehu.es/stswiki/index.php/Main Page.
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results from STS systems may help to improve the accuracy on related tasks,
such as Paraphrasing [20], Textual Entailment [11], Question Answering [65],
etc.

However, building a system able to cope with various phenomena which fall
under the umbrella of semantic similarity is far from trivial. Various types of
knowledge must be considered when dealing with semantic similarity, and the
methodology of linking together different pieces of information is a matter of
research. It is almost always the case that the performances of a system do not
vary consistently or predictably from corpora to corpora. The STS corpora used
in STS competitions, and the task description papers [1–4] testify that there is
no system that consistently scores the best across corpora, and big variation of
system performance may occur.

The heterogeneity of sources considered for these corpora makes it difficult to
maintain the hypothesis of the same probability distribution of terms for training
and testing, therefore we have to adapt our system to handle this situation,
which is better described as a mixture of more or less independent and unknown
Gaussian.

This paper is extended from our previous paper [69]. From Chaps. 2 to 5,
we reviewed the multi-layer system for Semantic Textual Similarity task (STS)
which is modular having four principal layers: (i) string similarity, (ii) semantic
word similarity, (iii) word alignment, and (iv) structural information. Our new
contribution is from Chaps. 6 to 10 in which we analyzed the correlation between
the two related semantic processing tasks: Semantic Relatedness and Recogniz-
ing Textual Entailment, and proposed a new co-learning model to improve the
performance of these two tasks.

The paper continues as follows: in the next section we present the related
works on semantic similarity which proved instrumental in the building of the
actual system. In Sect. 3 we review the system based on four layers. Section 4
describe the experiment settings and Sect. 5 presents the evaluation results for
the multi-layer system. In Sect. 6, we analyze the correlation between the Seman-
tic Relatedness (SR) and Recognizing Textual Entailment (RTE) tasks, then
Sects. 7 and 8 describe the corpus patterns approach for RTE. Sections 9 and 10
propose a co-learning system for SR and RTE, then the experiment to evaluated
this system. The paper ends with conclusion section.

2 Related Work

The Semantic Text Similarity (STS) task has become one of the most popular
research topics in NLP. Two main approaches have been widely used for tackling
this task, namely Distributional Semantic Models (DSMs) and Knowledge-based
similarity approaches.

Distributional Semantic Models (DSMs) is a family of approaches based on
the distributional hypothesis [28], according to which the meaning of a word
is determined by the set of textual contexts in which it appears. These models
represent words as vectors that encode the patterns of co-occurrences of a word
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with other expressions extracted from a large corpus of language [56,66]. DSMs
are very popular for tasks such as semantic similarity. The different meanings of a
word are described in a space and words used in similar contexts are represented
by vectors (near) in this space. On the basis of such methods, semantically similar
words will appear in points near the (semantic) space. Textual contexts can be
defined in different ways, thus giving rise to different semantic spaces.

Knowledge-based similarity approaches quantify the degree to which two
words are semantically related using information drawn from semantic networks
[14]. Most of the widely used measures (e.g. Leacock and Chodorow, Wu and
Palmer, Lin, and Jiang and Conrath, among others) of this kind have been found
to work well on the WordNet taxonomy. All these measures assume as input a
pair of concepts, and return a value indicating their semantic similarity. Though
these measures have been defined between concepts, they can be adapted into
word-to-word similarity metrics by selecting for any given pair of words those
two meanings that lead to the highest concept-to-concept similarity.

If we focus on sentence to sentence similarity, three prominent approaches
are usually employed. The first approach uses the vector space model [40] in
which each text is represented as a vector (bag-of-words). The similarity between
two given texts is computed by different distance/angel measures, like cosine
similarity, Euclidean, Jaccard, etc. The second approach assumes that if two
sentences are semantically equivalent, we should be able to align their words
or expressions. The alignment quality can serve as a similarity measure. This
approach typically pairs words from two sentences by maximizing the summation
of the word similarity of the resulting pairs [42]. The last approach employs
different measures (like lexical, semantic and syntactic) from several resources
as features to build machine learning models for training and testing [7,39,58,
60,67].

As for the specific case of measuring semantic similarity between two given
sentences, the Semantic Textual Similarity (STS) tasks2, 3 have been officially
organized and have received an increasing amount of attention [1–4].

The UKP (or also knows as DKPRO) [7] was the first-ranked system at STS
2012. This system used a log-linear regression model to combine multiple text
similarity measures which range from simple measures (word n-grams or common
subsequences) to complex ones (Explicit Semantic Analysis (ESA) vector com-
parisons [18], or word similarity using lexical-semantic resources). Beside this, it
also used a lexical substitution system and statistical machine translation sys-
tem to add additional lexemes for alleviating lexical gaps. The final models after
the feature selection, consisted of 20 features, out of the possible 300+ features
implemented.

By contrast, the best system at STS 2013, UMBC EBIQUITY-CORE [24],
adopted and expanded the alignment approach into “align-and-penalize” by giv-
ing penalties to both the words that are poorly aligned and to the alignments
causing semantic or syntactic contradictions. At the word level, it used a common

2 http://www.cs.york.ac.uk/semeval-2012/task6/.
3 http://ixa2.si.ehu.es/sts/.
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Semantic Word Similarity model which is a combination of LSA word similarity
and WordNet knowledge.

The DLS@CU [63] achieved best result at STS 2014. It used the word align-
ment approach described in the literature [62], which considered several semantic
features, e.g. word similarity, contextual similarity, and alignment sequence. It
[64] again achieved the best result as shown at STS 2015 using word align-
ment and similarities between compositional sentence vectors as its features. It
adopted the 400-dimensional vectors developed in [8] using the word2vec toolkit
[43] to extract these vectors from a large corpus (about 2.8 billion tokens). Word
vectors between the two input sentences were not compared, but a vector rep-
resentation of each input sentence was constructed using a simple vector com-
position scheme, then the cosine similarity between the two sentence vectors is
computed as the second feature. The vector representing a sentence is the cen-
troid (i.e., the componentwise average) of its content lemma vectors. Finally,
these two features are combined using a ridge regression model implemented
in scikit-learn [47]. Besides DLS@CU, it is very interesting that aligning words
between sentences has been the most popular approach for other top participants
ExBThemis [26], and Samsung [25].

Besides these approaches, a new semantic representation for lexical was pro-
posed as semantic signature which is the multinomial distribution generated from
the random walks over WordNet taxonomy where the set of seed nodes is the set
of senses present in the item, [48]. This representation encompassed both when
the item is itself a single sense and when the item is a sense-tagged sentence.
This approach was evaluated on three different tasks Textual Similarity, Word
Similarity and Sense Similarity; and it also achieved the state of the art on STS
2012 datasets.

Recently, more complex approaches have been proposed based on vector com-
positionality by means of operations, such as vector addition or tensor product
among others. Earlier approaches implements the semantically compositional
vector as the results of one of the operation from two independent vectors [15,44].
New efforts and approaches have been implemented to overcome this “indepen-
dent” assumption of the compositional vector. The main innovations introduced
by [21] and [9] is the introduction the co-occurrence vectors of observed com-
posed constructions to train supervised composition models. [12] applies several
compositional models, based on addition, multiplication, and recursive neural
networks, on two tasks for text similarity: similarity judgments for short phrases
[44] and on paraphrase detection based on Microsoft Research Paraphrase Cor-
pus (MSRPC). Concerning the paraphrase detection task, [12] achieves good and
promising results using less complex features than the best performing systems.

3 A Four-Layer System for STS

In this section we reviewed our four-layer system built from different linguis-
tic features [69]. We constructed a pipeline system, in which each component
produces different features independently and at the end, all features are consol-
idated by the machine learning tool WEKA, which learns a regression model for
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Fig. 1. System overview [69].

predicting the similarity scores from given sentence-pairs. Beyond the typical fea-
tures such as string similarity, character/word n-grams, and pairwise similarity,
we add several distinguished features, such as syntactic structure information,
word alignment and semantic word similarity. The System Overview in Fig. 1
[69] shows the logic and design processes in which different components connect
and work together.

3.1 Data Pre-processing

The input data undergoes the data preprocessing in which we use Tree Tagger
[59] to perform tokenization, lemmatization, and Part-of-Speech (POS) tagging.
On the other hand, we use the Stanford Parser [33] to obtain the dependency
parsing from given sentences.

3.2 Layer One: String Similarity

We use Longest Common Substring [23], Longest Common Subsequence [5] and
Greedy String Tiling [73] measures.

Longest Common Substring is the longest string in common between
two or more strings. Two given texts are considered similar if they are overlap-
ping/covering each other (e.g. sentence 1 covers a part of sentence 2, or other-
wise).

Longest Common Subsequence is the problem of finding the longest
subsequence common to all sequences in a set of sequences (often just two
sequences). It differs from problems of finding common substrings: unlike sub-
strings, subsequences are not required to occupy consecutive positions within
the original sequences.

Greedy String Tiling algorithm identifies the longest exact sequence of
substrings from the text of the source document and returns the sequence as
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tiles (i.e., the sequence of substrings) from the source document and the suspi-
cious document. This algorithm was implemented based on running Karp-Rabin
matching [72].

3.3 Layer Two: Semantic Word Similarity

Semantic word similarity is the most basic semantic unit which is used for infer-
ring the semantic textual similarity. There are several well-known approaches for
computing the pairwise similarity, such as semantic measures using the semantic
taxonomy WordNet [17] described by [29,31,35,36,55,74]; or other corpus-based
approaches like Latent Semantic Analysis (LSA) [34], Explicit Semantic Analysis
(ESA) [18], etc.

Among the approaches described above, we deploy three different approaches
to compute the semantic word similarity: the pairwise similarity algorithm by
Resnik [55] on WordNet [17], the vector space model Explicit Semantic Analysis
(ESA) [18], and the Weighted Matrix Factorization (WMF) [22].

Resnik Algorithm returns a score denoting how similar two word senses
are, based on the Information Content (IC) of the Least Common Subsumer
(most specific ancestor node). As this similarity measure uses information con-
tent, the result is dependent on the corpus used to generate the information
content and the specifics of how the information content was created.

Explicit Semantic Analysis (ESA) is a vectorial representation of text
(individual words or entire documents) that uses a document corpus as a knowl-
edge base. Specifically, in ESA, a word is represented as a column vector in the
TF-IDF matrix [57] of the text corpus and a document (string of words) is rep-
resented as the centroid of the vectors representing its words. The ESA model
is constructed by two lexical semantic resources Wikipedia and Wiktionary.4,5

Weighted Matrix Factorization (WMF) [22] is a dimension reduction
model to extract nuanced and robust latent vectors for short texts/sentences.
To overcome the sparsity problem in short texts/sentences (e.g. 10 words on
average), the missing words, a feature that LSA/LDA typically overlooks, is
explicitly modeled. We use the pipeline to compute the similarity score between
texts.6

Besides these pairwise similarity methods, we also use the n-gram technique
at character and word levels. We compare character n-grams [10] with the vari-
ance n = 2, 3, ..., 15. By contrast, we compare the word n-grams using the Jaccard
coefficient done by Lyon [37] and containment measure [13] with the variance of
n = 1, 2, 3, and 4.

3.4 Layer Three: Word Alignment

At the shallow level of comparing texts and computing their similarity score,
we deploy two machine translation evaluation metrics: the METEOR [6] and
4 http://en.wikipedia.org/wiki/Main Page.
5 http://en.wiktionary.org.
6 http://www.cs.columbia.edu/∼weiwei/code.html.
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TERp [61]. However, our analysis shows that the TERp result does not really
contribute to the overall performance, yet sometimes it may affect our system
negatively. Hence, we remove this metric from the system.

Metric for Evaluation of Translation with Explicit ORdering
(METEOR) [6] is an automatic metric for machine translation evaluation,
which consists of two major components: a flexible monolingual word aligner and
a scorer. For machine translation evaluation, hypothesis sentences are aligned to
reference sentences. Alignments are then scored to produce sentence and corpus
level scores. We use this word alignment feature to learn the similarity between
words and phrases in two given texts in case of different orders.

3.5 Layer Four: Syntactic Structure

Intuitively, the syntactic structure plays an important role for the human being
to understand the meaning of a given text. Thus, it also may help to identify the
semantic equivalence between two given texts. We exploit the syntactic structure
information by the mean of three different approaches: Syntactic Tree Kernel,
Distributed Tree Kernel and Syntactic Generalization. We describe how each
approach learns and extracts the syntactic structure information from texts to
be used in our STS system.

Syntactic Tree Kernel. Given two trees T1 and T2, the functionality of tree
kernels is to compare two tree structures by computing the number of common
substructures between T1 and T2 without explicitly considering the whole frag-
ment space. According to [45], there are three types of fragments described as
the subtrees (STs), the subset trees (SSTs) and the partial trees (PTs). A sub-
tree (ST) is a node and all its children, but terminals are not STs. A subset
tree (SST) is a more general structure since its leaves need not be terminals.
The SSTs satisfy the constraint that grammatical rules cannot be broken. When
this constraint is relaxed, a more general form of substructures is obtained and
defined as partial trees (PTs).

The Syntactic Tree Kernel is a tree kernels approach to learn the syntactic
structure from syntactic parsing information, particularly, the Partial Tree (PT)
kernel is proposed as a new convolution kernel to fully exploit dependency trees.
The evaluation of the common PTs rooted in nodes n1 and n2 requires the
selection of the shared child subsets of the two nodes, e.g. [S [DT JJ N]] and [S
[DT N N]] have [S [N]] (2 times) and [S [DT N]] in common. We use the tool
svm-light-tk 1.5 to learn the similarity of syntactic structure.7

Syntactic Generalization (SG). Given a pair of parse trees, the Syntactic
Generalization (SG) [19] finds a set of maximal common subtrees. Though gen-
eralization operation is a formal operation on abstract trees, it yields semantics
information from commonalities between sentences. Instead of only extracting
common keywords from two sentences, the generalization operation produces a

7 http://disi.unitn.it/moschitti/SIGIR-tutorial.htm.
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syntactic expression. This expression maybe semantically interpreted as a com-
mon meaning held by both sentences. This syntactic parse tree generalization
learns the semantic information differently from the kernel methods which com-
pute a kernel function between data instances, whereas a kernel function is con-
sidered as a similarity measure.

SG uses least general generalization (also called anti-unification) [49] to anti-
unify texts. Given two terms E1 and E2, it produces a more general one E
that covers both rather than a more specific one as in unification. Term E is
a generalization of E1 and E2 if there exist two substitutions σ1 and σ2 such
that σ1(E) = E1 and σ2(E) = E2. The most specific generalization of E1 and E2

is called anti-unifier. Technically, two words of the same Part-of-Speech (POS)
may have their generalization which is the same word with POS. If lemmas are
different but POS is the same, POS stays in the result. If lemmas are the same
but POS is different, lemma stays in the result. The software is available here.8

Distributed Tree Kernel (DTK). [75] This is a tree kernels method using a
linear complexity algorithm to compute vectors for trees by embedding feature
spaces of tree fragments in low-dimensional spaces. Then a recursive algorithm
is proposed with linear complexity to compute reduced vectors for trees. The dot
product among reduced vectors is used to approximate the original tree kernel
when a vector composition function with specific ideal properties is used. The
software is available here.9

4 Datasets and Experiment Settings

The STS datasets [1–4] are constructed from various sources associated with
different domains, e.g. newswire headlines, paraphrases, video description, image
captions, machine translation evaluation, Twitter news and messages, forum
data, glosses combination of OntoNotes, FrameNet and WordNet, etc. Only in
STS 2012, the train and test datasets are provided, since STS 2013 onward, no
new training dataset is given, but only the new test dataset, whereas datasets
in previous years can be used for training. Except the setup in STS 2012 where
several of test sets have designated training data, the STS 2013, 2014 setups
are similar to STS 2015 with no domain-dependent training data. This domain-
independent character of STS data is a great challenge for any system to achieve
consistent performance. The detail of datasets described in Table 1 [69].

5 Evaluations on STS

The results are obtained with Pearson correlation, which is the official measure
used in both tasks.10 The overall result is computed by the Weighted Mean of the
Pearson correlations on individual datasets which is weighted according to the
8 https://code.google.com/p/relevance-based-on-parse-trees.
9 https://code.google.com/p/distributed-tree-kernels.

10 http://en.wikipedia.org/wiki/Pearson product-moment correlation coefficient.
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Table 1. Summary of STS datasets in years 2012–2015 [69].

Year Dataset #pairs Source

2012 MSRpar 1500 newswire

2012 MSRvid 1500 video descriptions

2012 OnWN 750 OntoNotes, WordNet glosses

2012 SMTnews 750 Machine Translation evaluation

2012 SMTeuroparl 750 Machine Translation evaluation

2013 headlines 750 newswire headlines

2013 FNWN 189 FrameNet, WordNet glosses

2013 OnWN 561 OntoNotes, WordNet glosses

2013 SMT 750 Machine Translation evaluation

2014 headlines 750 newswire headlines

2014 OnWN 750 OntoNotes, WordNet glosses

2014 Deft-forum 450 forum posts

2014 Deft-news 300 news summary

2014 Images 750 image descriptions

2014 Tweet-news 750 tweet-news pairs

2015 Images 750 image descriptions

2015 headlines 750 newswire headlines

2015 answers-students 750 student answers

2015 answers-forum 375 forum answers

2015 belief 375 forum

Table 2. Evaluation results on STS 2012 datasets [69].

System MSRpar MSRvid SMTeur OnWN SMTnews Mean

Baseline 0.433 0.30 0.454 0.586 0.391 0.436

DKPro 0.62 0.808 0.376 0.657 0.462 0.584

UKP (1st) 0.683 0.874 0.528 0.664 0.494 0.677

Takelab (2nd) 0.734 0.880 0.477 0.680 0.399 0.675

SOFT-CARDINALITY (3rd) 0.641 0.856 0.515 0.711 0.483 0.671

ADW [48] 0.694 0.887 0.555 0.706 0.604 0.711

OurSystem (OS) 0.748 0.894 0.458 0.755 0.505 0.711

Table 3. Evaluation results on STS 2013 datasets [69].

System FNWN Headlines OnWN SMT Mean

Baseline 0.215 0.540 0.283 0.286 0.364

DKPro 0.385 0.706 0.784 0.317 0.569

UMBC EBIQUITY PairingWords (1st) 0.582 0.764 0.753 0.380 0.618

UMBC EBIQUITY galactus (2nd) 0.743 0.705 0.544 0.371 0.593

deft-baseline (3rd) 0.653 0.843 0.508 0.327 0.580

OurSystem (OS) 0.450 0.732 0.843 0.356 0.611
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Table 4. Evaluation results on STS 2014 datasets [69].

Systems deft-forum deft-news Headlines images OnWN tweet-news Mean

Baseline 0.353 0.596 0.510 0.513 0.406 0.654 0.507

DKPro 0.452 0.713 0.697 0.777 0.819 0.722 0.714

DLS@CU (1st) 0.483 0.766 0.765 0.821 0.859 0.764 0.761

MeerkatMafia (2nd) 0.471 0.763 0.760 0.801 0.875 0.779 0.761

NTNU (3rd) 0.531 0.781 0.784 0.834 0.850 0.676 0.755

OurSystem (OS) 0.508 0.762 0.765 0.818 0.896 0.749 0.768

Table 5. Evaluation results on STS 2015 datasets [69].

System ans-forums ans-students belief headlines images Mean

Baseline 0.445 0.665 0.652 0.531 0.604 0.587

DKPro 0.696 0.712 0.699 0.766 0.808 0.746

DLS@CU-S1 (1st) 0.739 0.773 0.749 0.825 0.864 0.802

ExBThemis-themisexp (2nd) 0.695 0.778 0.748 0.825 0.853 0.794

DLS@CU-S2 (3rd) 0.724 0.757 0.722 0.825 0.863 0.792

OurSystem (OS) 0.713 0.744 0.733 0.808 0.858 0.783

Table 6. Comparison on all STS datasets [69].

Settings 2012 2013 2014 2015

Gain/Baseline 0.275 0.247 0.261 0.196

Gain/DKPro 0.127 0.042 0.054 0.037

Dist2SOTA 0.034 −0.007 0.007 −0.019

number of sentence pairs in that dataset. We compare our system’s performance
with the baseline and the top three systems in each STS competition in years
2012, 2013, 2014 and 2015.

Performance Comparison on all STS Datasets. Tables 2, 3, 4, and 5 [69]
show our system performance in each year. In overall, Table 6 shows the side-
by-side comparison between our system and the baseline, the DKPro and the
state-of-the-art (SOTA) systems on all STS datasets. This confirms our stable
and consistent performance which always overcomes the baseline (large margin
20–27%) and DKPro (4–13%), and achieves better or competitive results to
SOTA systems.

Comparison to DKPro. Table 6 [69] shows that though we adopt some
string and word similarity features from DKPro, our system always outperforms
DKPro. The main difference between our system and DKPro is that by adding
two important modules of processing word alignment and syntactic structure, we
consider more linguistic aspects in semantic inference leading to more robust and
comprehensive capability to compute the semantic similarity. This proves that
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Fig. 2. Component analysis [69].

this approach of multi-layer infrastructure optimizes the system performance
by delegating and capturing various linguistic phenomena by proper semantic
layers, leading to higher precision and correlation.

Component Analysis. Figure 2 [69] presents the analysis for each individual
component in our STS system. It shows the significance of each layer into the
overall performance on STS 2012, 2013, 2014 and 2015 datasets. Despite the
fact that string and word similarity layer occupies a larger portion in the overall
performance, the significance of other semantic layers is undenied. The design
of multi-layer system improves the overall performance from 3.7–12.7% more
by better robustness and comprehension to handle more complicated semantic
information via deeper semantic layers.

Accordingly, we can claim that our system consistently and stably performs
at the state of the art or top-tier level on all STS datasets from 2012 to 2015.
The framework of four different semantic layers helps our system handle het-
erogeneous data from STS successfully. By delegating and assigning different
semantic layers which deal with different types of information, the system can
cope with and adapt to any unknown domain data. This hypothesis is proven
by the constant performance on various datasets derived from different domains
in STS.

6 Correlation Between the Semantic Relatedness and
Textual Entailment

As understanding sentence’s meaning is a crucial challenge for any computational
semantic system, there are several attempts on creating corpora for evaluating
this task, including Recognizing Textual Entailment (RTE) and Semantic Tex-
tual Similarity (STS) or Relatedness (SR).

The RTE task requires the identification of a directional relation between a
pair of text fragments, namely a text (T) and a hypothesis (H). The relation (T
→ H) holds if, typically, a human reading T would infer that H is most likely true.
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In contrast, the SR task which is very much similar to the STS task requires
to identify the degree of relatedness that exists between two text fragments
(phrases, sentences, paragraphs, etc.), where similarity is a broad concept and
its value is normally obtained by averaging the opinion of several annotators.
While the concept of semantic similarity is more specific and it only includes the
“is a” relations between two texts, the semantic relatedness may be broader and
may include any relation between two terms such as antonymy and meronymy.

The Sentences Involving Compositional Knowledge (SICK) corpus the first
dataset which contains the manual annotation for both tasks Semantic Relat-
edness (SR) and Textual Entailment (TE) [38]. It was created to evaluate the
Compositional Distributional Semantic Models (CDSMs) handling the challeng-
ing phenomena, such as contextual synonymy and other lexical variation phe-
nomena, active/passive and other syntactic alternations, impact of negation,
quantifiers and other grammatical elements, etc. The SICK includes a large num-
ber of sentence pairs (around 10,000 English sentence pairs) that are rich in the
lexical, syntactic and semantic phenomena that CDSMs are expected to account
for, but it is not required to deal with other aspects of existing datasets (multi-
word expressions, named entities, numbers,) that are not within the domain of
compositional distributional semantics. Each sentence pair in SICK is annotated
for semantic relatedness score in the semantic scale [1–5] and textual entailment
relation in 3-way: ENTAILMENT, NEUTRAL, and CONTRADICTION.

The literature [68] shows that there is a correlation between the SR scores
and TE relations in which a certain TE value implies a SR score within a given
interval. We adopt this idea to develop a system for enhancing the accuracy for
both tasks.

7 Corpus Patterns for Semantic Processing

In this section we present a methodology for acquiring corpus patterns (CP) for
target verbs. The patterns encode the lexical, syntactic and semantic informa-
tion needed for meaning processing. Recognizing such patterns in text possibly
draws sound inferences regarding the similarity or entailment of a pair of ver-
bal phrases. Firstly, we analyze a property of natural languages, namely non-
ambiguity phrase, which leads to the definition of CP, then we review the CPs
acquisition methodology.

7.1 Ambiguous and Non-ambiguous Phrases

Some phrases, just like words, are ambiguous and the senses of their words change
according to context. For example, the phrase I see is ambiguous, as at least the
sense of the verb see is not clear; it could mean understand or perceive things.
However, by considering a larger context, the phrase may become unambiguous,
in which, the senses of the words in the phrases do not change anymore whatever
new context is added to the left or right. We call such phrases as sense stable
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phrases (SSPs). For example, by considering a larger context for I see, as in I
see your dog or as in I see your reason, we obtain a different SSPs.

We are interested especially in minimal SSP, which is the minimally necessary
context around the verb that creates a SSP. We show that words inside a SSPs
are characterized by specific relationships, which combine lexical and syntactic
information. On the basis of these relationships, we can derive an automatic
methodology for acquisition and recognition SSPs. Minimal SSPs correspond to
a pattern that combines syntactic roles and ontological traits, called lexical or
semantic types [27,53] of the words. For example:

– sbj=[Human] see#1 obj=[PhysicalEntity]
– sbj=[Human] see#3 obj=[Stating]

– sbj=[Human] drive#1 prepTO=[Location]
– sbj=[Human] drive#5 prepTO=[PsychoState]

where sbj, obj, prepTO mark the syntactic function, verbs at #1, #3 and #5
mark the verb sense according to WordNet, and between the square brackets we
mark the semantic types as specified in an ontology. We call the above patterns
as Corpus Patterns (CP) because they are derived entirely on the basis of the
verb behavior in corpus. Each context matched by a CP is a SSP, and it means
that the necessary meaning information is encoded in the CP to remain the sense
of the words in any other contexts.

Due to the above relationships between the senses of the words in a minimal
SSP, in order to process the meaning of the verbal phrase, we need to find
the semantic type of just one of the elements of the corresponding CP. In next
section, we use this property to resolve semantic tasks.

7.2 Acquisition of Corpus Patterns

The supervised techniques to cluster corpus examples to obtain candidates of
CPs is described in [32,53]. The basic idea is to cluster corpus examples of verb
phrases according to their syntactic similarity. Then, we cluster the words on the
same syntactic position according to their lexical property and the verb sense.
The same class of words is represented by a semantic type that is taken from
an ontology. We use the SUMO ontology [46], which is an ontology aligned with
WordNet, on examples taken from SemCor [41].

Another similar approach is to use a statistical approach to extract the CPs
from other resources, such as Pdev [30] or OntoNotes [71], via stochastic finite
automata or using Naive Bayesian formula [50,54]. Basically, for each class of
verbs defined in Pdev or VerbNet, we construct a confusion matrix for each syn-
tactic slot and SUMO attribute. The posterior probability of a CP is computed
from the priors in the confusion matrix. The process is sound, because the CPs
have a regular language form, thus there is a finite number of differences between
the CPs that are associated with a certain verb. The output is a list of corpus
patterns which use WordNet sense and SUMO semantic types. An example of
the Corpus Pattern acquisition is described in Fig. 3 [68].
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Fig. 3. Acquisition of Corpus Patterns.

8 Recognizing Textual Entailment via Corpus Patterns

The literature [52] shows a direct relation between corpus patterns and textual
entailment. CPs represent an intermediate level of information representation
between text and logical formula, and they encode the necessary contextual
information for deciding on the phrase meaning. Thus, they can be used as input
for a logical decision process. By matching CPs against a pair of sentences, we
can decide the correct entailment relationship between them. We can manage
the relationship between a pair of sentences with different polarity, because CPs
can handle the differences between positive vs. negative sentences entailment. It
is essentially the same set of conditions, except for the fact that in a negative
sentence, the scope of negation is firstly determined and then the entailment
decision is inverted according to the negation logic.

8.1 Positive Sentences Entailment via Corpus Patterns

Considering the following examples in the corpus:

– (s1) A lemur is biting a person’s finger.
– (s2) An animal is biting a person’s finger.

This pair of sentences has the same corpus pattern matched, so we can decide
that they have Entailment relation as same as the manual annotation. This
means that the same sense of the verb is used in both sentences. It is sufficient
to observe individual relations between the slots of the CPs, because CPs ensure
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strict entailment conditions. Let’s say CP1 matching the s1 and CP2 matching
the s2, so the sentence s1 entails the sentence s2 if the semantic type (ST) present
in a slot of CP1 is a hyponym of the semantic type of CP2. In general, we have
the following schema:

CP1: [sbj=ST1 v1#n1 obj=ST2 pp=ST3] → CP2: [sbj=ST4 v2#n2 obj=ST5

pp=ST6], if:

– v1#n1 → v2#n2, and
– ST1 → ST4 (ST1 is a hyponym of ST4), and
– ST2 → ST5 (ST2 is a hyponym of ST5), and
– ST3 → ST6 (ST3 is a hyponym of ST6).

In the example above, lemur is a hyponym of animal, thus we have entailment.
The condition v1#n1 → v2#n2 requires that the two main verbs must belong to
the same WorNet synset, or VerbNet group, or they are synonyms (see Sect. 8.5).
The hyponym condition is rather strict, as there is no entailment if the words
are characterized by the same semantic type, or in the reverse order.

8.2 Negative Sentences Entailment via CP

If a sentence without containing negation elements is matched by a CP, we can
infer that there is at least an entity of each semantic type present in the CP.
The sentence (s3): “Two children are hanging on a large branch” is matched
by the CP [Human] hang on#1 [PhysicalObject], which implies that there are
two entities of type [Human] for which a fact is asserted. Thus, a sentence that
negates the existence of the two entities, or negates the fact asserted about the
two entities, is in a contradiction relationship with the first sentence. Negation
is realized by negative markers, such as “there is no” for existential negation,
and “not” for factual negation. For example, the corresponding sentence of (s3)
is (s4): “There are no children hanging on a large branch”.

Both (s3) and (s4) are matched by the same pattern, except that sentence 4
contains a negative marker “there are no”. Thus, the entailment decision should
be reverse, which is Contradiction. In general, the corpus pattern conditions to
be checked in case of negative polarity are:

1. check if there is existential or factual negation marker
2. remove the negation marker
3. check the CP conditions for positive sentences
4. if positive, then the first sentence contradicts the second.

8.3 Linguistic Pre-processing

The corpus pattern methodology described in the previous two sections con-
siders the head of the nominal phrases of sentences in - form. However, there
are different linguistic forms which require processing for accurate corpus pat-
tern matching. We have considered in our system two main linguistic lev-
els for pre-processing: syntactic and lexical. At the syntactic level, a sentence
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may exhibit different forms such as passive, coordination, negation, apposition,
relative clauses, etc. At the lexical level, the constituents of a sentence may
display synonymic and antonymic phrases, adverbial and adjectival modifiers,
metonymy, synecdoche, semantic void heads, etc. We considered that the scope
of negation and of coordination is the whole phrase, this hypothesis is true in
more than 99% of the time in the SICK corpus.

8.4 Syntactic Pre-processing

Passive. The Stanford parser indicates explicitly the passive form, so we simply
map the agent and passive subject to the corresponding subject and direct object
of the active form.

Coordination. From the output of the Stanford parser, we can identify coordi-
nation and consider the cases when the subject, verb or object is multiple. We
create a set of corpus patterns for each element of the coordination. For exam-
ple, the sentence “A man, a woman and two girls are walking on the beach” is
matched by the pattern sbj=[Human] walk prepON=[Location] and we keep a
list of three different instances of this pattern with sbj=[Human] instantiated by
man, woman and girl respectively.

Each of the pattern instances are checked for entailment against the pat-
tern of the second sentence in the pair, according to the procedure described in
Subsect. 8.1.

Negation. The two types of negation, existential and factual, are resolved
according to the rules in Sect. 8.2. The scope of negation is considered to be
the whole constituent, the subject for the negative existential marker, “there is
no”, and the verbal phrase for the negative factual marker, “not”.

Apposition or Relative Clause. These syntactic constructions bring extra
information to the head of the main constituent. This information is recorded
for the head and used to decide whether the corresponding slots in the CPs
observe the entailment conditions as described in Sect. 8.1.

8.5 Lexical Pre-processing

As the lexical properties of words are important and need to be learned, we
used the SICK training data to learn the lexical features involved in entailment
decision. The learning procedure works as follows:

1. Consider all the pairs of sentences which have a relatedness score above or
equal 4 (highly similar) and annotated with Entailment or Contradiction
relation.

2. Identify the CPs for both sentences.
3. if the verb is different or if the elements of the pattern are different, then

learn that the respective phrases are synonymic or antonymic, according to
the entailment value, entail or contradiction, respectively.
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Supervised Lexical Learning. Using the technique above, we extracted three
types of phrases: synonymic, antonymic and semantically void phrases. The out-
put was:

– 942 pairs of synonymic phrases. The list contains also metonymic or
synecdochtic pairs, like “field” vs. “grass”, but we do not know how many of
them there are.

– 47 antonymic phrases, like “empty” vs. “fill”, or “climb” vs. “get down”,
which trigger contradiction between the sentences with no negative markers.

– 6 semantically void phrases, such as “a group of people”. These types
of expressions play an important role in the entailment decision, because
instead of the head of such expressions, like “group”, we need to consider the
prepositional modifier, “people” in order to have a correct CP match.

Fig. 4. SR revision scores architecture if the entailment test is positive/neutral then
a quantity is added/subtracted to the SR score such that the correlation between TE
value and SR score is maximized. The above parameters are set at training.

Fig. 5. Structural module.
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9 The Co-learning System for SR and TE

The mutual relationship suggests that a dual leverage architecture may be ben-
eficial in addressing the ST and TE tasks. The main idea is to be able to adjust
the TE or SR final decision taking into consideration an initial estimate. In gen-
eral, good prediction can be obtained for SR by using a distributional strategy.
Words are aligned between the two sentences by their similarity and the pair
SR score is computed on the basis of individual similarities penalized accord-
ingly to the alignment schema. To decide on the TE values, usually a more local
and structural analysis focusing on various linguistics aspects - coordination,
negation, semantic roles, etc. must be considered as well. However adding this
complexity comes with a price on accuracy. Therefore is better to have a more
robust way to ensure that the structural analysis does not deviate due to errors.

We propose an architecture in which the first SR score by the system
described in Sect. 3 is used to estimate the entailment. A different module carries
out a deep analysis on the sentence structure based on corpus patterns in order
to decide the entailment especially for those border line cases signaled by the SR
score, that is scores that are not very high but not very low either The entail-
ment judgment is used to recompute the SR score, according to the following
rule described in Fig. 4 [68].

However, the Structural Module in Fig. 5 [68] should employ a different class
of techniques for determining the entailment. As the name of this module shows,
a structural analysis of the sentence has to be performed. A technique that
uses structural information to infer the entailment relationship was presented
in [51,70]. The structural module should involve more detailed analyses of the
semantics of the sentence. Then the initial SR scores are recomputed after the
entailment decision is made.

Table 7. Performance analysis.

sys passive negation coordination relative synonymy antonymy void

SR TE SR TE SR TE SR TE SR TE SR TE SR TE

DKPRO 81 67 81 79 79 61 80 59 65 41 43 37 78 69

DKPRO TTK 66 47 71 58 60 47 67 44 41 45 40 33 72 65

ML 86 69 87 81 78 60 80 62 65 44 41 38 82 73

ML+CP 87 92 81 90 67 62 82 75 71 79 69 73 81 71

DTK 62 47 74 68 57 45 58 46 63 43 42 33 70 65

SG 67 53 71 73 60 56 66 53 71 52 44 33 72 65

STK 70 58 73 70 68 61 71 61 72 67 50 38 71 73

10 Experiments

In this section, we analyze the performance of the above systems on the SICK test
corpus. We present the contributions of each of the procedures presented in the
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previous sections and we compare them against the official baseline, against the
distributional module, and against three tree kernel approaches, in order to calcu-
late precisely the improvement brought by considering structural information via
corpus patterns. The tree kernel approaches are reported to perform efficiently
and effectively on processing syntactic trees using three proposed approaches
Syntactic Tree Kernel (STK) [45], Syntactic Generalization (SG) [19] and Dis-
tributed Tree Kernel (DTK) [75]. All these systems have been trained on the
SICK training corpora. For the STK system we also use the MSR paraphrasing
corpus [16] in order to enhance the system capability to deal with synonymic
phrases. In order to understand the behavior of ML which is our multi-layer
system proposed in Sect. 3 and ML+CP which is the multi-layer system plus the
corpus patterns described in Sect. 9, we also present the results using DKPRO
system, and DKPRO combining with three kernel approaches DKPRO TTK.

We start by analyzing the performances of the above systems for each type
of sentences presented in Sect. 8.3, see Table 7. For SR score the Pearson cor-
relation is reported, and for TE relation the accuracy is reported. The exact
real number of pairs in each subset is not known, these sets are compiled by
our recognizing pre-processing procedures based on the Stanford parser output.
However, a manual sample check suggests that these estimates are pretty good,
less than 4% errors in recognizing these cases.

From Table 7 we learn that structural information really helps in improving
the accuracy, but it needs to take into account also the semantic types. The tree
kernel approaches performed poorly by themselves. However, the pairs involving
synonymic and antonymic knowledge are difficult for all systems. For semantic
void all systems performed notably better. Apparently simply ignoring this con-
structions improves the results as the distributional models outperformed the
structural ones. However, we think this is due to the fact that the corpus is
biased, in the sense that the sentences with semantic void elements have many
other words in common and are usually in entailment relation, thus a system
may look, incorrectly, only to the distributional clues. Another salient thing is
the fact that combining DKPRO and three kernel approaches into a single clas-
sifier does not look like a good idea, as this system scores even with 8% lower
than individual three kernel methods.

In Table 8, BST stands for the best system on each task in Semeval 2014.
The ML+CP improves the performance of ML, and outperforms the BST on
both tasks.

Table 8. SICK corpus global results.

System SR TE System SR TE

BST 82.8 84.6 DKPRO+CP 76.3 78.1

ML 83.1 81.1 DTK 69.5 48.9

ML+CP 86.6 87.3 STK 72.3 56.6

DKPRO 69.3 48.9 SG 69.4 48.5
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The results of these experiments show that the co-learning system based on
the mutual relation between SR and TE is beneficial for all types of systems, for
example the improvement obtained by DKPRO+CP vs. DKPRO.

11 Conclusion

In this paper, firstly, we reviewed our multi-layer architecture towards building
a model to solve the greatest challenge of domain-independent data for Semantic
Textual Similarity task. In this architecture, we unified the task into four main
layers of processing to exploit the semantic similarity information from different
presentation levels to overcome the variance of system’s performance on data
derived from various sources. As a result, we built a system that achieved state
of the art or competitive result to state of the art on different corpora built
from different domains for Semantic Textual Similarity task from 2012 to 2015.
Secondly, we extended our work by analyzing the correlation between the two
related semantic processing tasks Semantic Relatedness and Recognizing Textual
Entailment, then we deployed and integrated our multi-layer architecture with
Corpus Patterns techniques to build a co-learning model in which we successfully
improved the performance of these both tasks for the SICK dataset.
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suring semantic text similarity. In: Proceedings of the First Joint Conference on
Lexical and Computational Semantics-Volume 1: Proceedings of the Main Confer-
ence and the Shared Task, and Volume 2: Proceedings of the Sixth International
Workshop on Semantic Evaluation, pp. 441–448. Association for Computational
Linguistics (2012)

59. Schmid, H.: Probabilistic part-of-speech tagging using decision trees. In: Proceed-
ings of International Conference on New Methods in Language Processing, Manch-
ester, UK, vol. 12, pp. 44–49 (1994)

60. Shareghi, E., Bergler, S.: CLaC-CORE: exhaustive feature combination for measur-
ing textual similarity. In: In* SEM 2013: The Second Joint Conference on Lexical
and Computational Semantics. Association for Computational Linguistics (2013)

61. Snover, M., Dorr, B., Schwartz, R., Micciulla, L., Makhoul, J.: A study of transla-
tion edit rate with targeted human annotation. In: Proceedings of Association for
Machine Translation in the Americas, pp. 223–231 (2006)

http://arxiv.org/abs/1301.3781
https://doi.org/10.1007/11871842_32
https://doi.org/10.1007/11871842_32


Multi-layer and Co-learning Systems 77

62. Sultan, M.A., Bethard, S., Sumner, T.: Back to basics for monolingual alignment:
exploiting word similarity and contextual evidence. Trans. Assoc. Comput. Lin-
guist. 2, 219–230 (2014)

63. Sultan, M.A., Bethard, S., Sumner, T.: Dls@cu: Sentence similarity from word
alignment. In: Proceedings of the 8th International Workshop on Semantic Evalu-
ation (SemEval 2014), p. 241 (2014)

64. Sultan, M.A., Bethard, S., Sumner, T.: Dls@cu: sentence similarity from word
alignment and semantic vector composition. In: Proceedings of the 9th Interna-
tional Workshop on Semantic Evaluation (SemEval 2015), pp. 148–153 (2015)

65. Surdeanu, M., Ciaramita, M., Zaragoza, H.: Learning to rank answers to non-
factoid questions from web collections. Comput. Linguist. 37(2), 351–383 (2011)

66. Turney, P.D., Pantel, P.: From frequency to meaning: vector space models of seman-
tics. J. Artif. Intell. Res. 37(1), 141–188 (2010)

67. Vo, N.P.A., Caselli, T., Popescu, O.: FBK-TR: applying SVM with multiple lin-
guistic features for cross-level semantic similarity. In: SemEval 2014, p. 284 (2014)

68. Vo, N.P.A., Popescu, O.: Corpora for learning the mutual relationship between
semantic relatedness and textual entailment. In: The 10th International Conference
on Language Resources and Evaluation (LREC) (2016)

69. Vo, N.P.A., Popescu, O.: A multi-layer system for semantic textual similarity. In:
The 9th International Joint Conference on Knowledge Discovery and Information
Retrieval (KDIR) (2016)

70. Vo, N.P.A., Popescu, O., Caselli, T.: FBK-TR: SVM for semantic relatedness and
corpus patterns for RTE. In: SemEval 2014, p. 289 (2014)

71. Weischedel, R., et al.: Ontonotes: a large training corpus for enhanced processing.
In: Handbook of Natural Language Processing and Machine Translation. Springer,
Heidelberg (2011)

72. Wise, M.J.: String similarity via greedy string tiling and running Karp-Rabin
matching. Online Preprint, Dec 119 (1993)

73. Wise, M.J.: Yap 3: improved detection of similarities in computer program and
other texts. In: ACM SIGCSE Bulletin, vol. 28, pp. 130–134. ACM (1996)

74. Wu, Z., Palmer, M.: Verbs semantics and lexical selection. In: Proceedings of the
32nd Annual Meeting on Association for Computational Linguistics, pp. 133–138.
Association for Computational Linguistics (1994)

75. Zanzotto, F.M., Dell’Arciprete, L.: Distributed tree kernels. arXiv preprint
arXiv:1206.4607 (2012)

http://arxiv.org/abs/1206.4607


Cell Classification for Layout Recognition
in Spreadsheets

Elvis Koci1,2(B), Maik Thiele1, Oscar Romero2, and Wolfgang Lehner1

1 Database Technology Group, Department of Computer Science,
Technische Universität Dresden, Dresden, Germany

{elvis.koci,maik.thiele,wolfgang.lehner}@tu-dresden.de
2 Departament d’Enginyeria de Serveis i Sistemes d’Informaciò,
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Abstract. Spreadsheets compose a notably large and valuable dataset
of documents within the enterprise settings and on the Web. Although
spreadsheets are intuitive to use and equipped with powerful functional-
ities, extracting and reusing data from them remains a cumbersome and
mostly manual task. Their greatest strength, the large degree of freedom
they provide to the user, is at the same time also their greatest weak-
ness, since data can be arbitrarily structured. Therefore, in this paper we
propose a supervised learning approach for layout recognition in spread-
sheets. We work on the cell level, aiming at predicting their correct layout
role, out of five predefined alternatives. For this task we have considered
a large number of features not covered before by related work. Moreover,
we gather a considerably large dataset of annotated cells, from spread-
sheets exhibiting variability in format and content. Our experiments,
with five different classification algorithms, show that we can predict cell
layout roles with high accuracy. Subsequently, in this paper we focus on
revising the classification results, with the aim of repairing misclassifi-
cations. We propose a sophisticated approach, composed of three steps,
which effectively corrects a reasonable number of inaccurate predictions.

Keywords: Speadsheet · Tabular · Table · Document · Layout
Recognition · Analysis · Classification

1 Introduction

Spreadsheet applications have evolved to be a tool of great importance for trans-
forming, analyzing, and representing data in visual way. In industry, a consider-
able amount of the enterprise knowledge is stored and managed in this format.
Domain experts use spreadsheets for financial analysis, logistics and planning.
Also, spreadsheets are a popular format on the Web. Of particular importance
are those that can be found in Open Data platforms, where governments, impor-
tant institutions, and non profit organizations are making their data available.

c© Springer Nature Switzerland AG 2019
A. Fred et al. (Eds.): IC3K 2016, CCIS 914, pp. 78–100, 2019.
https://doi.org/10.1007/978-3-319-99701-8_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99701-8_4&domain=pdf


Cell Classification for Layout Recognition in Spreadsheets 79

All this make spreadsheets a valuable source of information. However, they
are optimized to be user-friendly rather than machine-friendly. The same data
can be formatted in different ways depending on the information the user wants
to convey. It is relatively easy for humans to interpret the presented informa-
tion, but it is rather hard to do the same algorithmically. As a result, we are
constrained to cumbersome approaches that limit the potential reuses of data
maintained in these files. A typical problem that arises in most enterprises is
that due to the lack of visibility the data stored in spreadsheets is not available
for enterprise-wide data analysis or reuse.

Our goal is to overcome these limitations by developing a method that allows
to discover tables in spreadsheets, infer their layout and other implicit informa-
tion. We believe that this approach can provide the means to extract a richer
and more structured representation of data from spreadsheets. This representa-
tion will act as the base for transforming the data into other formats, such as a
relational table/s or a JSON documents.

In this paper we discuss an extended version of our work, which was first
introduced at [1]. Here, we focus as well on layout inference via cell classifi-
cation, describing all the important aspect of our approach. However, we also
put emphasis on the post-classification process, where we attempt to correct
incorrect predictions.

The paper is organized as follows: In Sect. 2, we define the classification
problem for layout inference in spreadsheets. We present the dataset used as
ground truth, in Sect. 3. We describe, in Sect. 4, our cell classification approach.
Here, we list all defined cell features, explain how the most promising were
selected, and provide the evaluation results from the classification experiments. A
thorough report of our misclassification repairing approach can be found Sect. 5.
Finally, we review related work on table identification and layout discovery in
Sect. 6.

2 The Classification Problem

The objective of capturing the tabular data embedded in spreadsheets can be
treated as a classification problem where the individual sections of a table have
to be identified. In this section, initially, we define these sections or building
blocks that form our classes. Subsequently, we specify the granularity on which
the classification task will be performed.

2.1 Spreadsheet Layout Building Blocks

Considering that tables embedded in spreadsheets vary in shape and layout, it
is rather challenging to directly recognize them as a whole. Thus, we opt to
recognize their building blocks, instead.

We define five building blocks for spreadsheet tables: Headers, Attributes,
Metadata, Data and Derived (see Fig. 1). A “Header” (H) cell represents the
label of a column and can be flat or hierarchical (stacked). Hierarchical structures
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Title: Group Stage Comparison of UEFA European Championship Finalists 
( 2008 and 2012)

Group Stage
Total

Match 1 Match 2 Match 3

GF GA GF GA GF GA GF1 GA2

2008

Germany 2 0 1 2 1 0 4 2

Spain 4 1 2 1 2 1 8 3

2012

Italy 1 1 1 1 2 0 4 2

Spain 1 1 4 0 1 0 6 1

1Goal For 2Goal Against

Header

Data

Derived

Metadata

A ri-
butes

Metadata

Fig. 1. The building blocks [1].

can be also found in the left-most or right-most columns of a table, which we
call “Attributes” (A), a term first introduced at [2]. Attributes can be seen as
instances from the same or different (relational) dimensions placed in one or
multiple columns in a way that conveys the existence of a hierarchy. We label
cells as “Metadata” (M) when they provide additional information regarding the
worksheet as a whole or specific sections. Examples of Metadata are the table
name, creation date, and the unit of the values for a column. The remaining cells
form the actual payload of the table and are labeled as “Data”. Additionally,
we use the label “Derived” (B) to distinguish those cells that are aggregations
of other Data cells’ values. Derived cells can have a different structure from the
core Data cells, therefore we need to treat them separately. Figure 1 provides
examples of all the aforementioned building blocks.

2.2 Working at the Cell Granularity

One potential solution for the table identification and layout recognition tasks
is to operate under some assumptions about the structure of spreadsheet tables.
That means expecting spreadsheets to contain one or more tables with typical
layouts that are well separated from each other. In such scenario we could define
simple rules and heuristics to recognize the different parts. For example, the top
row could be marked as Header when it contains mostly string values. Addition-
ally, cells containing the string “Table:” are most probably Metadata. However,
this approach can not scale to handle arbitrary spreadsheet tables. Since, the
corpora we have considered include spreadsheets from various domains, we need
to find a more accurate and more general solution.

For this reason, our approach focuses on the smallest structural unit of a
spreadsheet, namely the cell. At this granularity we are able to identify arbi-
trary layout structures, which might be neglected otherwise. For instance, it is
tricky to classify rows when multiple tables are stacked horizontally. The same
applies for the cases when Metadata are intermingled with Header or Data.
Nevertheless, we acknowledge that the probability of having misclassifications
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Fig. 2. The cell classification process [1].

increases when working with cells instead of composite structures such as rows
or columns. Therefore, our aim is to come up with novel solutions that mitigate
this drawback.

Figure 2 illustrates the three high-level tasks that compose our cell classifi-
cation process. Initially, the application reads the spreadsheet file and extracts
the features of each non-blank cell. Here we considered different aspects of the
cell, summarized in Sects. 4.1 and 4.2. In the next step, cells are classified with
high accuracy (see Sect. 4.3) based on their features. Finally, a post-processing
step improves even further the classification results. Using rules and machine
learning techniques we identify cells that are most probably misclassified, and
attempt to infer their true label (i.e., layout role).

To complete the picture, Fig. 2 also includes the Table Reconstruction task,
which forms a separate topic, and is therefore left as future work.

3 The Gold Standard

The supervised classification processes requires a ground truth dataset, which is
used for both training and validation. In Sect. 3.1 we briefly describe the three
spreadsheet corpora used to extract a representative set of spreadsheets. To cre-
ate the training data we developed a spreadsheet labeling tool (see Sect. 3.2),
which provides the means to annotate ranges of cells. Given that tool, we ran-
domly selected and annotated files from the three corpora for which we provide
statistics in Sect. 3.3.

3.1 Spreadsheet Corpora and Training Data

For our experiments we have considered spreadsheets from three different
sources. EUSES [3] is one of the oldest and most frequently used corpora. It
has 4, 498 unique spreadsheets, which are gathered through Google search, using
keywords such as “financial” and “inventory”. The ENRON corpus [4] contains
over 15, 000 spreadsheets, extracted from the Enron email archive. This corpus
is of a particular interest, since it provides access to real-world enterprise spread-
sheets. The third corpus is FUSE [5] that contains 249, 376 unique spreadsheets,
extracted from Common Crawl. Each spreadsheet in FUSE is accompanied by a
JSON file that contains metadata and statistics. Unlike the other two corpora,
FUSE can be reproduced and extended.
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3.2 The Annotation Tool

Using the Eclipse SWT1 library we developed an interactive desktop applica-
tion that ensures good quality annotations. The original Excel spreadsheet is
embedded into a Java window and protected from user alteration. To create an
annotation, the user selects a range of cells (region) and then chooses the appro-
priate predefined label. A rectangle, which is filled with the color associated to
the label, covers the annotated region. The application evaluates the annotations
and rejects the inappropriate ones. For example, the user cannot annotate ranges
that are empty or overlapping with existing annotations. The data from all the
created annotations are stored in a new sheet, named “Range Annotation Data”.
The sheet is protected and hidden once the file is closed. Figure 3 provides an
example of an annotated sheet.

Fig. 3. Annotated sheet [1]. (Color figure online)

In addition to the building block described in Sect. 2, we have introduced the
possibility to annotate a region (area) that represents a whole table. A rectangle
with thick blue borders marks its boundaries.

We need the “Table” annotation for two main reasons: Firstly, we can govern
the labeling process, to assure valid annotations. For example, Data can only
exist inside a Table. However, Metadata can be left outside when they provide
information relevant to multiple Tables. Secondly, these annotations will help us
evaluate the Table Reconstruction task, in the future.

1 https://www.eclipse.org/swt/.

https://www.eclipse.org/swt/
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3.3 Annotation Statistics

The graphs below provide an overview of the collected annotations and the
contribution of each corpus. We considered each corpus individually and assigned
a unique number to their files. Using a random number generator we extracted
subsets of files. From these, we annotated a total of 465 worksheets (216 files)
and 898 tables (Fig. 4).

In Fig. 5 we examine the annotated cells. The total number of cells for each
label (class) is placed at the top of the column bar. There was a small amount of
cells that did not match any of the defined labels. These are usually random notes
that do not have a clear role, and do not provide additional context (information)
about the table. We decided to omit such cells.

As can be seen in Fig. 5, the number of Data cells is by orders of magnitude
larger than the other label numbers. To adjust the class distribution we under-
sampled the Data class. We consider from each table in our dataset the first,
the last row, and three random rows in between. By applying this technique the
Data class was reduced to 32, 875 instead of 808, 179 cells. Considering also the
other four classes the final gold standard consists of 52, 948 cells in total.

288

119
58

465

FUSE ENRON EUSES TOTAL

(a) Sheets

562

236
100

898

FUSE ENRON EUSES TOTAL

(b) Tables

Fig. 4. Annotation statistics [1].
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82%

16%

39%

25%
26%

11%

61%

15%
6% 10% 8%

23%

ATTRIBUTES DATA HEADER METADATA DERIVED

FUSE ENRON EUSES

4,222 808,179 9,791 3,369 2,691

Fig. 5. Annotated cells [1].
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4 Cell Classification

4.1 Feature Specification

We have grouped the defined features into 5 categories: content, cell style, font
style, reference, and spatial. The content features describe the cell value, but
not its format. The cell style features capture the formatting applied to the
cell, excluding the font formatting. The later is recorded by font style features.
Reference features explore the Excel formulas and their references in the same or
other worksheets. The last group, spatial features, describe the “neighborhood”
of the cell (i.e., the adjacent cells). Here, we do not define the individual features,
instead more details can be found at [1].

4.2 Feature Selection

We used Weka2, a well known tool for machine learning tasks, for feature selec-
tion and classification. Initially, we binarized nominal features with more than
two values, which gave us 219 features in total. We used the “RemoveUseless”
option to remove the features that do not vary at all or vary too much. Addition-
ally, we manually removed those features that are practically constant (i.e., at
least 99.9% of cases the value is the same). Furthermore, we decided to exclude
from the final set features that check the style and content type of the neighbors.
Although, these features are promising, they need further refinement. Thus, we
plan perform thorough experiments with them in the future.

The remaining 88 features were evaluated using the InfoGainAttribute, Gain-
RatioAttribute, ChiSquaredAttribute, ConsitencySubset, and CfsSubset feature
selection methods. For each one of them we performed 10 folds (runs). A bidi-
rectional Best First search was used for ConsitencySubset and CfsSubset, while
the other methods can only be coupled with Ranker search.

From the results we considered features that score high in all these selec-
tion methods. Although, we were predominantly influenced by ConsistencySubset
results, since, when tested, they provide the highest classification accuracy. We
also included in the final set features that are strong indicators despite the fact
that they describe small number of instances. “Words Like Table” is an example
of such features, where 48 out of total 49 positive (true) cases are instances of
the Metadata class.

Tables 1 and 2 list the selected features, 43 in total. Those suffixed with ? repre-
sent boolean features. While, those suffixed with # represent numeric features.

In general spreadsheets exhibit different characteristics depending on the
domain they come from. Therefore, we expect that some of this features might
not works as well for other spreadsheet datasets. For example, reference features
are more important for industrial rather than for Web spreadsheets, since the
former are characterized by heavier use of formulas. We note that an independent
feature selection might be required for other spreadsheet datasets, in order to
achieve near optimum accuracy.
2 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/


Cell Classification for Layout Recognition in Spreadsheets 85

Table 1. Selected content and style features [1].

Content Cell style

LENGTH# INDENTATIONS#

NUMBER OF TOKENS# H ALIGNMENT DEFAULT?

LEADING SPACES# H ALIGNMENT CENTER?

IS NUMERIC? V ALIGNMENT BOTTOM?

IS FORMULA? FILL PATTERN DEFAULT?

STARTS WITH NUMBER? IS WRAPTEXT?

STARTS WITH SPECIAL? NUMBER OF CELLS#

IS CAPITALIZED? NONE TOP BORDER?

IS UPPER CASE? THIN TOP BORDER?

IS ALPHABETIC? NONE BOTTOM BORDER?

CONTAINS SPECIAL CHARS? NONE LEFT BORDER?

CONTAINS PUNCTUATIONS? NONE RIGHT BORDER?

CONTAINS COLON? MEDIUM RIGHT BORDER?

WORDS LIKE TOTAL? HAS NO DEFINED BORDERS?

WORDS LIKE TABLE?

IN YEAR RANGE?

Table 2. Selected font, reference and spatial features [1].

Font Reference Spatial

FONT SIZE# IS AGGREGATION FORMULA? ROW NUMBER#

FONT COLOR DEFAULT? REFERENCE VALUE NUMERIC? COLUMN NUMBER#

IS BOLD? HAS 0 NEIGHBORS?

NONE UNDERLINE? HAS 1 NEIGHBOR?

HAS 2 NEIGHBORS?

HAS 3 NEIGHBORS?

HAS 4 NEIGHBORS?

4.3 Cell Classifiers

In our evaluation, we considered various classification algorithms, most of which
have been successfully applied to similar tasks in the literature. Specifically, we
considered CART [6] (SimpleCART in Weka), C4.5 [7] (J48 in Weka), Random
Forest [8] and support vector machines [9] (SMO in Weka). The latter uses
the sequential minimal optimization algorithm developed by [10] to train the
classifier. Here, with SMO we considered both polynomial kernel and RBF kernel.

We evaluated the classification performance using 10-fold cross validation.
The Random Forest (RF) gave the highest overall accuracy of 98.2%. Also, RF
outperformed the other algorithms, in all the defined classes. To provide a more



86 E. Koci et al.

concrete picture on the classification accuracy, we also tested Random Forest
against the full dataset of annotated cells (828, 252). There was a slight decrease
in performance specifically for Metadata and Derived, but the general accuracy
did not suffer. More detailed results can be found at [1].

5 Post-processing

In this section, we discuss techniques for handling the misclassifications that
occur during the cell classification process. It is in our benefit to revise these
incorrect predictions as it will make the subsequent tasks, such as table identi-
fication and schema extraction in spreadsheets, much more easier and accurate.
In the following paragraphs, we discuss two approaches. We start with what can
be considered a näıve approach, and afterwards we motivate and describe our
more sophisticated solution.

5.1 Näıve Approach

Our initial empirical analysis of the classification results hinted that neighboring
cells could be potentially used to recover some of the misclassifications. Intu-
itively, the label assigned to a cell should match, in most of the scenarios, at
least that of the neighboring cells in the same row and/or column.

Here, we define the neighborhood as a 3-by-3 window around a cell, shown in
Fig. 6. The red cell in the center, marked with “x”, represents a misclassification,
surrounded by 8 neighboring cells.

n1 n2 n3

n4 n5

n6 n7 n8

Fig. 6. A 3 × 3 cell neighborhood. (Color figure online)

Not necessarily all neighboring cells have a label. For example, empty and
hidden cells do not get labeled, since we omit them from the classification process.
Also, another special case are the misclassified cells at the boundaries (extremes)
of the worksheet (i.e., the minimum and maximum allowed row/column in the
spreadsheet application). Such cells have less than eight neighbors, since one of
the neighboring columns and/or rows does not exist.

We would like to standardize the number of neighbors for any arbitrary
cell to eight. We accomplish this by adding two artificial labels: “Empty” and
“Imaginary”. The latter shall be used for (non-existing) neighbors outside the
boundaries of the worksheet, while the first for all the other cases of un-labeled
neighboring cells.



Cell Classification for Layout Recognition in Spreadsheets 87

Having seven labels in total, we implemented a script to find distinct arrange-
ments of labels in the neighborhood of incorrectly classified cells. From 1, 237
misclassifications, resulting from the classifications in the full dataset (828, 252
cells), there were 672 unique neighborhood label arrangements.

We identified the first 40 most repeated arrangements and manually inferred
generic rules (i.e., not bound to specific labels) from them. These rules are
divided into two sets: identification and relabeling. Intuitively, we use the first
rule-set to identify incorrect classifications, and afterwards we relabel them using
the second rule-set. Using this technique we managed to repair 152 misclassified,
but lose 14 correctly classified cells. Here, we do not provide details about the
individual rules, instead the complete list can be found at [1].

Though this method is able to recover a number of incorrect classifications, it
has several limitations. Our subsequent experiments revealed that in almost half
of the cases there are misclassified cells in the neighborhood itself, as illustrated
in Fig. 7. Beside these observations, there are other good reasons to look further
than the immediate neighborhood. For example, a Header cell that is relatively
far from all Data cells in a worksheet is probably a misclassification. Another
example comes from tables with missing values, which translates at Data cells
having empty immediate neighbors. In such scenario, we need to look at more
distant neighbors to determine if a Data cell is misclassified or not.

Fig. 7. Occurrences of misclassifications in the immediate neighborhood.

In the following section we propose a new approach for detecting and fixing mis-
classified cells. This approach is based on a good mixture of features, extracted
from the immediate and the distant neighbors. The results from our evalua-
tion are very encouraging and confirm the advantages of taking into account a
broader neighborhood context.

5.2 Region Based Approach

In this section we present our region-based approach (RBA) for handling mis-
classifications. At the core of RBA, is the intuition that grouping adjacent cells of
the same label should form regions of rectangular shape. That is because tables
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have well separated sections, such as the Data and Header sections, which tend
to be rectangular instead of an arbitrary rectilinear polygonal shape. Here, we
consider as adjacent cells only immediate neighbors on the left, right, top, and
bottom (see Fig. 6). Additionally, we define rectangular region as a well formed
matrix of cells of the same label. Intuitively, in such a matrix, all rows have the
same number of cells. The same is true when we examine the columns of the
matrix.

(a) Load (b) Standardize (c) Identify

Label Score
Data 0.30

Header 0.60

Metadata 0.05

A ribute 0.05

Derived 0.00

(d) Relabel

Fig. 8. Region based approach. (Color figure online)

We claim that non-rectangular cell regions point towards misclassifications.
In other words, some cell/s break the regularity of the region. For us these
cells are potential misclassifications. Hence, the aim of our approach becomes to
isolate them, and subsequently determine the correctness of their label. Figure 8a
illustrates how a misclassification, the cell marked with an x, can introduce
irregularities.

Also, in Fig. 8 we introduce the tasks that compose RBA. Initially, we load
the classification results. We then create strictly rectangular regions per each
label. In the subsequent step, we identify incorrect classifications. Finally, we
predict the true label for those regions flagged as misclassified.

Standardization and Confinement. This task starts by building what we
call Row Label Intervals (RLI). We define these intervals as a sequence of cells of
the same label in a row. Figure 9a displays the intervals from the example shown
in Fig. 8a. The first, third, and fourth row contain one interval each, while the
second row contains two intervals of different labels.

A B C

1

2

3

4

(a) Row Intervals

A B C

1

2

3

4

(b) Regions

Fig. 9. Original worksheet. (Color figure online)
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As we emphasized in the previous section, we are interested in strictly rect-
angular (cell) regions. We try to achieve this by merging RLIs of same label.
This is only possible when the RLIs in adjacent rows have the same start and
end. Otherwise we introduce shape irregularities. Based on this reasoning, for
our running example, we merge the intervals in the third and fourth row, as
illustrated in Fig. 9b. Using this technique we manage to isolate the single-cell
region that prevented the rest of the green cells to form a well-shaped cluster.

We were not able to merge the blue row intervals from 1st and 2nd row,
since they have a different start column. However, clearly there is the potential
to build a larger blue region, that is B1:C2. This would have isolated the cell A1.
The latter is desirable, since at this phase we aim at pinpointing irregularities.

One way to tackle this challenge is by creating regions column-wise, in addi-
tion to row-wise. We pivot (transpose) the worksheet, so that the columns of the
original worksheet become the rows of the transformed worksheet. Afterwards, it
is easy to construct row intervals, following the steps described previously. The
results are shown in Fig. 10a. Once we attempt to merge the RLIs, we get the
output shown in Fig. 10b. As intended we create a large blue region, and isolate
the blue interval that does not fit well with the rest.

1 2 3 4

A

B

C

(a) Pivot Intervals

1 2 3 4

A

B

C

(b) Regions

Fig. 10. Pivoted worksheet. (Color figure online)

Our standardization procedure produces two alternative partitioning strate-
gies for the labeled cells. For some worksheets the optimum partitions might
come from one of the directions (i.e., row-wise or column-wise). However, for
others we need both directions to ensure that for each misclassified cell there is
at least a region that confines it from correct classifications. Thus, we have to
keep both outputs, which has the drawback of augmenting the number of regions
in the worksheet. One possible and required action for reducing this number is
to filter out duplicate regions from the outputs. Figure 11 summarizes the overall
standardization procedure, which includes the duplicates filtering step.

Confinement Assessment. To assess the validity of this procedure we decided
to evaluate it on the classification results. We divide the resulting regions into
three categories based on the ratio of misclassified cells they contain. We call
“Correct” those regions that do not contain any misclassification. For those that
only contain misclassifications we use the term “Misclassified”. The remaining
cases, regions that contain both correct and incorrect classifications, we call
“Mixed”. Figure 12a provides the number of regions per category.
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Fig. 11. Standardization procedure.

Mixed regions might raise concerns at first glance, since they occur a notice-
able number of times. However, they are a natural by-product of the procedure.
Consider again Fig. 10b, the first cell of the green region (interval) at the top
row is misclassified, as pointed out in Fig. 8a. In this example, the Mixed region
occurs when processing the transformed (pivoted) worksheet. However, in the
general case both variants of the worksheet can produce such regions.

Additionally, we have performed a more detailed analysis of Mixed regions.
The results are displayed in Fig. 12b. We note that for the majority of cases the
number of correctly classified cells is greater than that of misclassified cells. Also,
there are 69 cases where the numbers are equal, and an insignificant number of
cases with more misclassified cells.

Fig. 12. Region analysis.

To simplify our subsequent operations, we decided to maintain only two cate-
gories of regions. Those that mostly contain incorrect classifications (>0.5) are
marked as Misclassified, the rest as Correct. These brings the number of regions
per category to 845 and 26, 187 respectively.

Filtering by Size. As mentioned before, one of the drawbacks of our standardiza-
tion procedure is the considerable number of outputted regions. Ideally, we would
like to keep only those that have the most potential to be Misclassified. There-
fore, we analyzed the Misclassified regions, with the purpose of identifying some
of their typical characteristics. Our analysis revealed that these regions exhibit
small sizes (i.e., number of cells in the region), as shown in Fig. 13. Clearly, the
larger is the size of a Misclassified region the least are the occurrences.
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Fig. 13. Size occurrences in misclassified regions.

Based on the results in Fig. 13, we decided to consider only regions of size 1–3
from the procedure outputs, since they have significant number of occurrences.
After, performing this filter, for our dataset, we get 12, 724 regions. Out of these,
806 are Misclassified, and 11, 918 are Correct regions. We utilize this reduced
dataset for the tasks described in the following sections.

Detecting and Repairing Misclassifications. We have defined misclassifi-
cation detection and repairing (relabeling) as supervised learning tasks. For this,
we have created a set of features, which are formally described in the following
paragraphs. Most of these features are used for both detection and repairing.

Region Features. Table 3 summarizes the features that are used to characterize
each rectangular region. We use the same convention as in Sect. 4.2 to distinguish
numerical features from boolean ones. We note that predicted label does not fit in
any of these categories, since it is a nominal feature. Here, we have additionally
introduced the categories “Simple” and “Compound”. As their formal definition
will show, compound features are derived from multiple simple ones (some of
them not explicitly listed in the table).

All features, introduced in this section, are based on the conception that a
region can be solely represented with the rectangle that bounds its cells and the
label of these cells. The worksheet itself can be seen as a Cartesian Coordinate
system, where the point (1, 1) is at the top left corner. The values of the x-axis
increase column-wise, while for y-axis they increase row-wise.

Having such coordinate system, it is relatively easy to convert the regions
into abstract rectangles. The coordinates for the top-left vertex of the rectangle
are the column and row number of the top-left cell in the region. Its width
and height can be calculated by counting respectively the number of cells in
a column and in a row of the region. For example, the large green region in
Fig. 9b will be represented with the rectangle having as top-left vertex the point
(1, 3), width = 3, and height = 2.

The simple features characterize various aspects of the rectangle (region). A
rectangle is horizontal when width > height, is vertical when width < height,
and is square when width = height. The feature count cell describes how many
cells are in the region (i.e., the area of the rectangle). Additionally, we count the
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Table 3. Region features.

Nr. Simple Nr. Compound

1 IS HORIZONTAL? 9 SIMILARITY {TOP,BOTTOM,LEFT,RIGHT}#
2 IS VERTICAL? 10 DISSIMILARITY {TOP,BOTTOM,LEFT,RIGHT}#
3 IS SQUARE? 11 EMPTINESS {TOP,BOTTOM,LEFT,RIGHT}#
4 COUNT CELLS# 12 INFLUENCE {TOP,BOTTOM,LEFT,RIGHT}#
5 COUNT ITS KIND#

6 DISTANCE FROM ITS KIND#

7 DISTANCE FROM ANY KIND#

8 PREDICTED LABEL

number of regions in the worksheet having the same label (i.e., its own kind)
as the current region. Simple feature number 6 and 7 respectively capture the
smallest Euclidean distance of this region to a region of the same label and to
a region of any label. Finally, the predicted label stores the label (i.e., assigned
from the cell classification task as described in Sect. 4) of the cells in the region.

With the compound features we analyze the neighborhood of a region, simi-
larly to the näıve approach (see Sect. 5.1). However, this time the neighborhood
is made of other regions, instead of cells. Therefore, below we refine some of the
previously used concepts and add some new ones.

– Current Region (R): The region whose neighborhood we are studying.
– Direction (D): Can be Top, Bottom, Left, or Right.
– Neighbor (N): Any region other than the current one.
– Nearest neighbors (NNs): The neighboring regions with the smallest

Euclidean distance from the current region in the specified direction.
– Similar neighbors (SNs): Neighbors that have the same label as the current

region.
– Dissimilar neighbors (DNs): Neighbors that have different label from the

current region.

As shown in the above list, we study the neighborhood in four directions, omit-
ting intermediate directions like top-right. Moreover, we use the concept of near-
est neighbor, to distinguish from other neighbors in the vicinity of the current
region. However, as we shall see in the following paragraphs, we consider more
distant neighbors as well. Additionally, we examine the label of the neighbors, to
determine if they are similar or dissimilar to the current region. Further more,
we are interested in regions with specific label, as we later show in the definition
of influence.

It is important to emphasize that unlike the näıve approach, the number of
neighboring regions varies. Moreover, they might come in different sizes (con-
sidering both width and height). Therefore, we need a method to weight the
importance of each neighbor. For this we utilize two measures: overlap-ratio and
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distance. The former quantifies how much of the specified direction is dominated
by a neighbor. The latter how far or close is the neighbor. Clearly, a nearer
neighbor should be given more weight.

Equation 1, illustrates how the overlap ratio is calculated. Here, r stands for
the current rectangle, n for the selected neighbor, and d for the current direction.
For a neighbor at the top and bottom we measure the overlap by projecting it
and the region itself to the x-axis. The length of the segment shared by both
these regions represents the overlap. For left and right neighbors we do the same,
but instead using the projections to the y-axis. We transform the overlap into a
ratio by dividing it with the width or the height (i.e., respectively, the length of
the vertical or horizontal edge) of the current region.

OverlapRatio(r, ni, d) =
Overlap(r, ni, d)
EdgeLength(r, d)

where ni ∈ Neighbors(r, d) and d ∈ Directions

(1)

Once we have the overlap ratio and the distance to the neighbor, we can calculate
its weight as shown in Eq. 2. In the denominator, we add one to the distance
to account for cases where the latter is zero. Clearly, this equation captures the
intuition that the weight for a neighbor should increase for smaller distances and
bigger overlap ratios.

weighti = OverlapRatio(r, ni, d) · 1
1 + Distance(r, ni)

(2)

We can now define the similarity for a region and its neighbor, as shown in Eq. 3.
Similarity takes a value greater than zero when the neighbor is a SN and is one
of the NNs. In such scenario, the value of the similarity equals the weight of the
neighbor.

similarityi =
{

0 Label(r) �= Label(ni) ∨ ni �∈ Nearest(r, d)
weighti otherwise

(3)

dissimilarityi =
{

0 Label(r) = Label(ni) ∨ ni �∈ Nearest(r, d)
weighti otherwise

(4)

Likewise we calculate the dissimilarity for a neighbor, as shown in Eq. 4. The
only difference from the definition of similarity is that here the neighbor must
be a DN, in addition to being a NN.

Influence goes beyond the immediate neighborhood (i.e., the nearest neigh-
bors). It quantifies how much distant neighbors influence the current region. For
example, this can be useful in the scenario where two Correct regions of the same
label are separated by a Misclassified region. Knowing that there is considerable
influence from a SN might save the region from accidentally being marked as
Misclassified. Good influence can come also from other labels. For instance, a
strong Data influence from the bottom neighborhood, can reinforce the belief
that Header is the most plausible label for the current region.
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Influence is tightly coupled with the selected label at that time, as shown in
Eq. 5. Here, l stands for the label. Also, we have updated the function Nearest
by adding the optional parameter label. When this parameter is set, the function
returns only the nearest neighbors for a specific label in the given direction.
Influence gets a value greater than zero when there exist at least one neighbor
with the requested label. When there are multiple such neighbors, we prefer the
influence from the nearest ones.

influencei =
{

0 Label(ni) �= l ∨ ni �∈ Nearest(r, d, l)
weighti otherwise

(5)

All the previous equations hint that there can be more than one nearest neighbor.
In order to get the total value of a feature for a direction, we need to sum up
the values for the individual NNs. Equations 6 and 7 respectively show how to
perform this for similarity and influence. We can calculate the total dissimilarity
for a direction the same way.

total similarityd =
|Nearest(r,d,Label(r))|∑

i=1

Similarity(r, ni, d) (6)

total influenced,l =
|Nearest(r,d,l)|∑

i=1

Influence(r, ni, d, l) (7)

Emptiness, the last compound feature, is the feature that tries to capture the
(partial or complete) non-existence of nearest neighbors in a direction. Emptiness
takes the maximum value when there are no neighbors in a direction. When the
NNs partially overlap with the current region, emptiness takes a value between
zero and one. Equation 8 illustrates how to calculate the value of this feature for
a specific direction. Note in this equation that we do not set the label parameter
for the Nearest function. Thus, it returns the complete set of NNs.

total emptinessd = 1 −
|Nearest(r,d)|∑

i=1

OverlapRatio(r, ni, d) (8)

We can add additional flavors to the compound features by aggregating them
to the level of row (left and right), column (top and bottom), and overall neigh-
borhood (all four directions). Equation 9 illustrates how to calculate the overall
value, using as example the similarity feature. As shown, we normalize the value
from a direction using the ratio of the edge length (in that direction) to the
perimeter of the current region.

overall similarity =
|Directions|∑

j=1

(
EdgeLength(r, dj)

Perimeter(r)
· similaritydj

)
(9)
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Misclassification Identification. We define Misclassification Identification (MI)
as a machine learning task, whose goal is to distinguish real Misclassified regions
from the dataset of candidate regions. For this binary classification problem
we have considered all the simple features mentioned in the previous section.
Additionally, we use the compound features for all four directions and their three
flavors (i.e., row, column, overall). However, for influence we define a special
version. We only consider the influence from neighbors of the same label, and
omit the influence from the rest. This brings the total number of features, used
for MI, to 36 (i.e., 8 simple + 28 compound).

Table 4. Comparing classifiers for misclassification identification task.

Rand. forest
-I 100

SMO RBF
-C 19.0, -G 0.1

Logistic

-R 1.0E-14

JRIP
-N 10.0

F1 measure 0.97 0.96 0.95 0.96

True negative rate 0.64 0.58 0.47 0.60

False negative rate 0.03 0.03 0.04 0.04

For our evaluation we experimented with several classification algorithms. Again,
we used the Weka tool. We firsed tuned the parameters of the individual classi-
fiers. Subsequently, we used Weka Experimenter3 to run 10 fold cross-validation
with 10 repetitions. The results are displayed in Table 4. The values represent
the average of all runs. Random forest achieves the highest F-measure and simul-
taneously has the highest true negative rate. With what regards false negative
rate, there is not substantial difference between the classifiers. Considering these
results, we selected the Random Forest classifier for our subsequent analysis.

Fig. 14. Misclassification identification results.

In Fig. 14 we display the results from one of the cross-validation repetitions
(seed = 1). We have provided the numbers in terms of regions and in terms

3 https://sourceforge.net/projects/weka/files/documentation/3.8.x/

https://sourceforge.net/projects/weka/files/documentation/3.8.x/


96 E. Koci et al.

of individual cells. We get more False Negative cells (i.e., wrongly flagged as
Misclassified) in comparison to the näıve approach. However, the number of True
Negative cells (i.e., correctly predicted Misclassified) is several times bigger for
the RBA approach.

Relabeling. We define the task of relabeling as that of predicting the most plau-
sible true label for regions flagged as Misclassified. For this task we use all the
simple features, except of predicted label. From the compound features we use
only influence, capturing it for each label and direction. We add to the set of
directions also the three combined variants (flavors): row, column, and overall.
With this addition, the total number of features used for relabeling becomes 42
(i.e., 7 simple + 35 influences).

The dataset to train our model for relabeling comes from the original anno-
tated cells (i.e., the ground truth). Similarly to what we did with the predicted
labels, we construct rectangular regions from the annotations. At the end, we
keep only those of size three or smaller for training. This brings the total number
of regions in this dataset to 11, 934.

Table 5. Relabeling: trained on annotated regions.

Rand. forest
-I 350

SMO RBF
-C 16.0 -G 1.0

Logistic

-R 1.0E-8

JRIP
-N 2.0

F1 measure 0.64 0.59 0.67 0.49

True negative rate 0.65 0.59 0.67 0.49

False negative rate 0.11 0.13 0.10 0.16

For our evaluation we used the same classification algorithms as for misclas-
sification identification. In a similar fashion, we first tuned the parameters of
the classifiers on the training datasets. Subsequently, we evaluated their perfor-
mance on the 573 regions identified as Misclassified. The results are provided in
Table 5.

Fig. 15. Relabeling results.

Figure 15 displays the relabeling results for Logistic Regression (LR) classi-
fier. We pick this classifier, since as shown in Table 5 it achieves the best results.
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Again, we provide the numbers in regions and in cells. Although, we managed
to predict the true label for most of the regions flagged Misclassified, there is a
considerable number of wrong predictions.

One possible solution to decrease the number of incorrect predictions is to use
the predicted class (label) probabilities, instead of fixed membership. By default,
the LR classifier assigns the class with the highest probability to an instance.
We can interfere in this process, and only relabel those regions for which the
prediction has high confidence. Effectively, this means setting a threshold for
the class probability.

We assessed the validity of this approach by analyzing the probabilities
(scores) assigned by the LR classifier during the relabeling task. For each region
we have recorded the highest predicted class score. Then we created the distinct
list of these scores from the whole task. For each value in the list we identify
the regions that got a score greater than or equal. Then we calculate the differ-
ence between the number of correctly relabeled and the number of incorrectly
relabeled. The results are provided in Fig. 16. The largest difference is 192, and
is achieved for score 0.59. For this score we get 363 correct versus 171 incorrect
predictions. However, we decided to be more conservative and set the (score)
threshold 0.83. We get a better trade off, since we only get 113 wrong region
(re-)labels, and a considerable number of 300 correct region (re-)labels.

Fig. 16. Confidence score analysis.

6 Related Work

6.1 Spreadsheet Layout Inference

Comparing with related work, we have exclusively focused on the cell level. In
this way we can infer the layout of arbitrary tables and arrangements in spread-
sheets. Related work proposes approaches that work with larger structures, such
as rows and columns. These fail to recognize that the contained cells could have
different layout roles. In other words, these approaches lose important informa-
tion, by assuming homogeneous structures. Furthermore, working on a cell level
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enables us to make use of many features, not considered before by related work.
Currently, there is no scheme that allows to aggregate these features for larger
structures without compromising the accuracy. Above all, our approach is auto-
matic, using machine learning techniques. Thus we overcome the cumbersome
task of manually defining heuristics (as some of the related work do), which are
limited by the human nature.

At [2] the authors present their work on what they call data frame spread-
sheets (i.e., containing attributes or metadata regions on the top/left and a
block of numeric values). Using linear-chain, conditional random field (CRF),
they perform a sequential classification of rows in the worksheet, in order to
infer its layout. Their next immediate focus is extracting the hierarchies found
on the top (Header) and left (Attribute) regions. This aspect of their work is fur-
ther extended at [11]. Additionally, in their first paper, they have experimented
with the extraction of the data in the form of relational tuples. They do this
based on the information they inferred about the structure of a data frame.

At [12], the authors present their work on schema extraction for Web tabular
data, including spreadsheets. They extensively evaluated various methods for
table layout inference, all operating at the row level. The CRF classifier combined
with their novel approach for encoding cell features into row features (called
“logarithmic binning”) achieves the highest scores.

The paper [13] presents work on header and unit inference for spreadsheets.
Unlike us, the authors take a more software engineering perspective. They utilize
the inferred table structure to identify unit errors. The authors have defined a set
of heuristics-based spatial-analysis algorithms, and a framework that allows them
to combine the results from these algorithms. Additionally, they have evaluated
their approach in two datasets, containing 10 and 12 spreadsheets, respectively.

At [14], the authors present DeExcelerator, a framework which takes as input
partially structured documents, including spreadsheets, and automatically trans-
forms them into first normal form relations. For spreadsheets, their approach
works based on a set of simple rules and heuristics that resulted from a manual
study on real-world examples. Their framework operates on different granularity
levels (i.e., row, column, and cell), considering the content, formating, and loca-
tion of the cell/s. They evaluated their system on a sample of 50 spreadsheets
extracted from data.gov, using human judges (10 database students).

6.2 HTML Tables

One of the typical ways to present information (facts) is by organizing data
in a tabular format. As a result, the problems of table recognition and layout
discovery have been encountered by various research communities. Some of the
most recent studies are related to HTML (Web) tables. In [15], decision trees and
support vector machines (SVM) are considered to differentiate between genuine
and non-genuine Web tables. The authors defined structural, content type, and
a word group features. The [16] reports the study of large sample of Web tables,
which yielded a taxonomy of table layouts. It also discusses heuristics, which
are based on features similar to the paper above, to classify Web tables into the
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proposed taxonomy. In [17], the authors describe the creation of the Dresden
Web Table Corpus, by proposing a classification approach that works on the
level of different table layout classes.

7 Conclusions

In conclusion, we have presented an updated version of our work, first introduced
at [1]. Via cell classification, we aim at identifying the layout and structure of
the data in spreadsheets. We defined five labels (classes), based on literature
review and our thorough empirical analysis of spreadsheets coming from various
domains. Using our specialized tool we initially annotated a considerable sample
of worksheets, and subsequently extracted a big variety of predefined features
for each annotated cell. The latter, composes our gold standard, which we used
for feature selection and for evaluating classifiers. Our experiments show that
with the selected features and a Random Forest classifier we can achieve high
overall accuracy.

Moreover, we have devised a strategy to fix some of the incorrect classifi-
cation. Our aim is to get rid of random noise (misclassifications) that might
occur in worksheets where we mainly make correct predictions. We attempt to
go beyond the rather simplistic approach we discussed at [1], by proposing a
three-step process. Initially we cluster our cells into rectangular regions. Sim-
ilarly to the cell classification, we characterize these regions with a variety of
sophisticated features. Subsequently, we use a classifier to identify regions that
only contain misclassified cells. Later, we attempt to predict their true label,
using another specialized classifier. Our evaluation shows that we perform well
at the misclassification identification task, but not as good for the relabeling
task. In the future, we plan to define more features for the latter task, and
experiment with other classification algorithms as well.
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Abstract. We present and validate a method and underlying set of technolo-
gies, data structures and algorithms to calculate, categorize and visualize com-
ponent dependencies, data lineage and business semantics from the database
structures and queries, independently of actual data in the data warehouse.
Chosen approach based on semantic techniques, probabilistic weight calculation
and estimation of the impact of data in queries and implemented rule system
supports the calculation of the dependency graph from these estimates. We
demonstrate a method for business semantics integration and ontology learning
from data structures and schemas with a combination of query semantics cap-
tured by dependency graph. Annotation of technical assets using a business
ontology provides meaning and governance view for human and machine agents
to address various planning, automation and decision support problems. Data
processing performance and business ontology integration is evaluated and
analyzed over several real-life datasets.

Keywords: Data warehouse � Data lineage � Dependency analysis
Data flow visualization � Business semantics � Business ontology

1 Introduction

System developers and managers are facing similar data lineage and impact analysis
problems in complex data integration, business intelligence and data warehouse
environments where the chains of data transformations are long and the complexity of
structural changes is high. The management of data integration processes becomes
unpredictable and the costs of changes can be very high due to the lack of information
about data flows and the internal relations of system components. Important contextual
relations are encoded into data transformation queries and programs (SQL queries, data
loading scripts, etc.). Data lineage dependencies are spread between different systems
and frequently exist only in program code or SQL queries. Integrating business ter-
minology with technical assets is also challenging for large organizations, especially so
in data warehouse and business intelligence contexts. Multiple and heterogeneous data
sources, missing schema information, complex data flows, different domains and
naming standards are just some of the technical complexities to integrate different
technical assets into one semantic model.
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All of this leads to unmanageable complexity, lack of knowledge and a large
amount of technical work with uncomfortable consequences like unpredictable results,
wrong estimations, rigid administrative and development processes, high cost, lack of
flexibility and lack of trust.

We point out some of the most important and common questions for large DW
which usually become a topic of research for system analysts and administrators:

• Where does the data come or go to in/from a specific column, table, view or report?
• How can we map the technical names to a business glossary?
• When was the data loaded, updated or calculated in a specific column, table, view or

report?
• Which components (reports, queries, loadings and structures) are impacted when

other components are changed?
• Which data, structure or report is used by whom and when?
• What is the cost of making changes?
• What will break when we change something?

The ability to find ad-hoc answers to many day to day questions determines not
only the management capabilities and the cost of the system, but also the price and
flexibility of making changes.

The goal of our research is to develop reliable and efficient methods for automatic
discovery of component dependencies, data lineage and mappings to business glossary
from the database schemas, queries and data transformation components by automated
analysis of actual program code. This requires probabilistic estimation of the measure
of dependencies and the aggregation and visualization of the estimations.

2 Related Work

Impact analysis, traceability and data lineage issues are not new. An overview of the
data lineage and data provenance tracing studies were collected by Cheney et al. [1],
historical and future perspectives were discussed by Tan [2] and the last decade of
research activities were presented by Pribe et al. [3]. Lineage and provenance has been
studied in scientific data processing areas [7–9] and in the context of database man-
agement systems [2, 7, 8]. Multiple notions of lineage and provenance in database
systems have been used to describe relationships between data in the source and in the
target: where output records came from [9], why an output records were produced by
inputs [9, 10] and a how output record was produced [11]. The query behavior lineage
tracking has been used in classical database problems like view update [12] or the
expressiveness of update languages [13], and the study of annotation propagation [13,
14] or updates across peer-to-peer systems [15]. The data-driven and data dependent
processes and provenance theoretical and practical models described by Deutch et al.
[16].

The distinction is made between coarse-grained, or schema-level, provenance
tracking [17] and fine-grained-, or data instance-, level tracking [18]. The methods of
extracting the lineage are divided into physical (annotation of data by Missier et al.)
and logical, where the lineage is derived from the graph of data transformations [19].
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We can also find various research approaches and published papers from the early
1990’s and later with methodologies for software traceability [20]. The problem of data
lineage tracing in data warehousing environments has been formally founded by Cui
and Widom [10, 21]. Data lineage or provenance details levels (e.g., coarse-grained vs
fine-grained), question types (e.g., why-provenance, how-provenance and where-
provenance) and two different calculation approaches (e.g., eager approach vs. lazy
approach) have been discussed in multiple papers [2, 22], and formal definitions of the
why-provenance have been given by Buneman et al. [9]. Other theoretical works for
data lineage tracing can be found in [23] and [24]. Fan and Poulovassilis developed
algorithms for deriving affected data items along the transformation pathway [25].
These approaches formalized a way to trace tuples (resp. attribute values) through
rather complex transformations, given that the transformations are known on a schema
level. This assumption does not often hold in practice. Transformations may be doc-
umented in source-to-target matrices (specification lineage) and implemented in ETL
tools (implementation lineage). Woodruff and Stonebraker created a solid base for the
data-level and operator processing based the fine-grained lineage, in contrast to the
metadata-based lineage calculation in their research paper [26].

Priebe et al. concentrated on proper handling of specification lineage, a significant
problem in large-scale DW projects, especially when different sources have to be
consistently mapped to the same target [3]. They proposed a business information
model (or conceptual business model) as the solution and a central mapping point to
overcome those issues. The requirement and design level lineage and traceability
solutions for next generation DW and BI architecture described by Dayal et al. [27].

Other ETL-related practical works that are based on conceptual models can be
found in [28] and [29]. Ontologies and graphs-based practical works related to data
quality and data lineage tracking can be found in [30, 31] and [32]. De Santana
proposed the integrated metadata and the CWM metamodel-based data lineage docu-
mentation approach [33]. Tomingas et al. employ the Abstract Mapping representation
of data transformations and rule-based impact analysis [34]. The conceptual modeling
approach of ETL workflows described by Bala et al. [35] in the Big Data landscape and
Basal [36] presented a semantic approach to combine the traditional ETL approach
with the Big Data challenges. Another related work from the field of data lineage and
scientific data provenance by Wang et al. [37] brings together challenges and oppor-
tunities of Big Data, including volume, variety, velocity and veracity, with the prob-
lems of scientific workflow tracking and reproducibility. The cloud-based or distributed
systems have their own limitations for data lineage tracing and the data-centric event
logging introduced and discussed by Suen et al. [38].

In addition to data lineage and provenance in databases, closely related workflow
provenance tracking is an active research topic in the scientific community. The
overview of scientific workflow provenance was captured in surveys by Bose and Frew
[6] and Glavic and Dittrich [39], and tutorials with research issues, challenges and
opportunities were described by Davidson and Freire in [40].

In the context of our work, efficiently querying the lineage information after the
provenance graph has been captured is of specific interest. Heinis and Alonso presented
an encoding method that allows space-efficient storage of transitive closure graphs and
enables fast lineage queries over that data [17]. Anand et al. proposed a high-level
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language QLP, together with the evaluation techniques that allow storing provenance
graphs in a relational database [41]. These techniques are supported by a pointer-based
encoding of the dependency closure that supports reducing storage requirements by
eliminating redundancy.

The formal background of ontology engineering, learning and matching are
described by Guarino [42, 43]. Ontology learning problems, overview and discussion
are provided in a handbook by Maedche and Staab [44], in the context of semantic web
by the same authors in [45] and in the context of databases by Li et al. [46] and Astrova
[47].

3 Weight Estimation

The inference method of the data flow and the impact dependencies that presented in
this paper is part of a larger framework of a full impact analysis solution. The core
functions of the system architecture are built upon the following components presented
described in detail in our previous works [34, 48]:

1. Scanners collect metadata from different systems that are part of DW data flows
(DI/ETL processes, data structures, queries, reports etc.).

2. The SQL parser is based on customized grammars, GoldParser1 parsing engine and
the Java-based XDTL engine.

3. The rule-based parse tree mapper extracts and collects meaningful expressions from
the parsed text, using declared combinations of grammar rules and parsed text
tokens.

4. The query resolver applies additional rules to expand and resolve all the variables,
aliases, sub-query expressions and other SQL syntax structures which encode
crucial information for data flow construction.

5. The expression weight calculator applies rules to calculate the meaning of data
transformation, join and filter expressions for impact analysis and data flow
construction.

6. The probabilistic rule-based reasoning engine propagates and aggregates weighted
dependencies.

7. The open-schema relational database using PostgreSQL for storing and sharing
scanned, calculated and derived metadata.

8. The directed and weighted sub-graph calculations, and visualization web based UI
for data lineage and impact analysis applications.

In the stages preceding the impact estimation, inference and aggregation the data
structure transformations are parsed and extracted from queries and stored as formal-
ized, declarative mappings in the system.

To add additional quantitative measures to each column transformation or column
usage in the join and filter conditions we evaluate each expression and calculate the
transformation and filter weights for those.

1 http://www.goldparser.org/.
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Definition 1. The column transformation weight Wt is based on the similarity of each
source column and column transformation expression: the calculated weight expresses
the source column transfer rate or strength. The weight is calculated on scale [0, 1]
where 0 means that the data is not transformed from source (e.g. constant assignment in
a query) and 1 means that the source is copied to the target directly, i.e. no additional
column transformations are detected.

Definition 2. The column filter weight Wf is based on the similarity of each filter
column in the filter expression where the calculated weight expresses the column
filtering strength. The weight is calculated on the scale [0, 1] where 0 means that the
column is not used in the filter and 1 means that the column is directly used in the filter
predicate, i.e. no additional expressions are involved.

The general column weight W algorithm in each expression for Wt and Wf com-
ponents is calculated as a column count ratio over all the expression component counts
(e.g. column count, constant count, function count, predicate count).

W ¼ IdCount
IdCountþFncCountþ StrCountþNbrCountþPrdCount

The counts are normalized using the FncList evaluation over a positive function list
(e.g. CAST, ROUND, COALESCE, TRIM etc.). If the FncList member is in a positive
function list, then the normalization function reduces the according component count
by 1 to pay a smaller price in case the function used does not have a significant impact
to column data.

Definition 3. A primitive data transformation operation is a data transformation
between a source column X and a target column Y in a transformation set M (mapping
or query) having the expression similarity weight Wt.

Definition 4. The column X is a filter condition in a transformation set M with the filter
weight Wf if the column is part of a JOIN clause or WHERE clause in the queries
corresponding to M.

4 Rule System and Dependency Calculation

The primitive transformations captured from the source databases form a graph GO

with nodes N representing database objects and edges EO representing primitive
transformations (see Definition 3). We define relations X : EO ! N and Y : EO ! N
connecting edges to source nodes and target nodes, respectively. We define label
relations M : EO ! f mf gjm is a transformation identifierg and W : EO ! 0; 1½ �. For-
mally, this graph is an edge-labeled directed multigraph.

In the remainder of the article, we will use the following intuitive notation: e.X and
e.Y to denote source and target objects of a transformation (formally, X eð Þ and Y eð Þ). e.
M is the set of source transformations (M eð Þ). e.W is the weight assigned to the edge
(W eð Þ).
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The knowledge inferred from the primitive transformations forms a graph GL ¼
N;ELð Þ where EL is the set of edges e that represent data flow (lineage). We define
relations X, Y, M and W the same way as with the graph GO and use the e.R notation
where R is one of the relations {X, Y, M, W}.

Additionally, we designate the graph GI ¼ N;EI [ELð Þ to represent the impact
relations between database components. It is a superset of GL where EL is the set of
additional edges inferred from column usage in filter expressions.

4.1 The Propagation Rule System

First, we define the rule to map the primitive data transformations to our knowledge
base. This rule includes aggregation of multiple edges between pairs of nodes. Let
Ex;y ¼ fe 2 EOje:X ¼ x; e:Y ¼ yg be the set of edges connecting nodes x, y in the
graph GO.

8x; y 2 N Ex;y 6¼ ; ) 9e0 2 EL
� �

: ðR1Þ

such that

e0:X ¼ x
^

e0:Y ¼ y: ðR1:1Þ

e0:M ¼ [ e2Ex;y e:M: ðR1:2Þ

e0:W ¼ maxfe:W je 2 Ex;yg: ðR1:3Þ

An inference using this rule (R1) should be understood as ensuring that our
knowledge base satisfies the rule. From an algorithmic perspective, we create edges e’
into the set EL based on definitions (R1.1–R1.3) until R1 is satisfied.

Definition 5. The predicate Parent(x, p) is true if node p is the parent of node x in the
database schema.

Filter conditions are mapped to edges in the impact graph GI. Let FM;p ¼
fxjParent x; pð ÞV x is a filter in Mg be the set of nodes that are filter conditions for the
mapping M with parent p. Let TM;p0 ¼ fxjParent x; p0ð Þ ^ x is target inMg be the set of
nodes that represent the target columns of mapping M. To assign filter weights to
columns, we define the function Wf : N ! 0; 1½ �.

8p; p0 2 N FM;p 6¼ ;
^

TM;p0 6¼ ; ) 9e0 2 EI

n o
: ðR2Þ

such that

e0:X ¼ p
^

e0:Y ¼ p0: ðR2:1Þ

e0:M ¼ M: ðR2:2Þ
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e0:W ¼ maxfWf xð Þjx 2 FM;pgþmaxfWf xð Þjx 2 TM;p0 g
2

: ðR2:3Þ

The primitive transformations mostly represent column-level (or equivalent) objects
that are adjacent in the graph (meaning, they appear in the same transformation or
query and we have captured the data flow from one to another). The same applies to
impact information inferred from filter conditions. From this knowledge, the goal is to
additionally:

• propagate information through the database structure upwards, to view data flows
on a more abstract level (such as, table or schema level)

• calculate the dependency closure to answer lineage queries

Unless otherwise stated, we treat the graphs GL and GI similarly from this point. It
is implied that the described computations are performed on both of them. The set
E refers to the edges of either of those graphs. Let Ep;p0 ¼ f e 2
EjParent e:X; pð ÞVParent e:Y ; p0ð Þg be the set of edges where the source nodes share a
common parent p and the target nodes share a common parent p′.

8p; p0 2 NfEp;p0 6¼ ; ) 9e0 2 Eg: ðR3Þ

such that

e0:X ¼ p
^

e0:Y ¼ p0: ðR3:1Þ

e0:M ¼ [ e2Ep;p0
e:M: ðR3:2Þ

e0:W ¼
P

e2Ep;p0
e:W

Ep;p0
�� �� : ðR3:3Þ

4.2 The Dependency Closure

Online queries from the dataset require finding the data lineage of a database item
without long computation times. For displaying both the lineage and impact infor-
mation, we require that all paths through the directed graph that include a selected
component are found. These paths form a connected subgraph. Further manipulation
(see Sect. 4.3) and data display is then performed on this subgraph.

There are two principal techniques for retrieving paths through a node [17]:

• connect the edges recursively, forming the paths at query time. This has no addi-
tional storage requirements, but is computationally expensive

• store the paths in materialized form. The paths can then be retrieved without
recursion, which speeds up the queries, but the materialized transitive closure may
be expensive to store.
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Several compromise solutions that seek to both efficiently store and query the data
have been published [17, 41]. In general, the transitive closure is stored in a space
efficient encoding that can be expanded quickly at the query time.

We have incorporated elements from the pointer based technique introduced in
[41]. The full transitive dependency closure is stored as the union of the pointers to all
of the immediate dependency sets of nodes along the paths leading to a selected node.

We can define the dependency closure recursively as follows. Let D�
k be the

dependency closure of node k. Let Dk be the set of immediate dependencies such that
Dk ¼ fjje 2 E; e:X ¼ j; e:Y ¼ kg.

If Dk ¼ ; then D�
k ¼ ;.

Else if Dk 6¼ ; then D�
k ¼ Dk [ [ j2DkD

�
j

� �
.

The successors Sj (including non-immediate) of a node j are found as follows:
Sj ¼ fkjj 2 D�

kg.
The materialized storage of the dependency closure allows building the successor

set cheaply, so it does not need to be stored in advance. Together with the dependency
closure they form the connected maximal subgraph that includes the selected node.

We put the emphasis on the fast computation of the dependency closure with the
requirement that the lineage graph is sparse ( Ij j � Nj j). We have omitted the more time-
consuming redundant subset and subsequence detection techniques of Anand et al.
[49]. The subset reduction has OðjDj3Þ time complexity which is prohibitively
expensive if the number of initial unique dependency sets Dj j is on the order of 105 as
is the case in our real world dataset.

The dependency closure is computed by:

1. Creating a partial order L of the nodes in the directed graph GI. If the graph is cyclic
then we need to transform it to a DAG by deleting an edge from each cycle. This
approach is viable, if the graph contains relatively few cycles. The information lost
by deleting the edges can be restored at a later stage, but this process is more
expensive than computing the closure on a DAG.

2. Creating the immediate dependency sets for each node using the duplicate-set
reduction algorithm [49].

3. Building the dependency closures for each node using the partial order L, ensuring
that the dependency sets are available when they are needed for inclusion in the
dependency closures of successor nodes.

4. If needed, restoring deleted cyclic edges and incrementally adding dependencies
that are carried by those edges using breadth-first search in the direction of the
edges.

4.3 Visualization of the Lineage and Impact Graphs

The visualization of the connected subgraph corresponding to a node j is created by
fetching the path nodes Pj ¼ D�

j [ Sj and the edges along those paths Ej ¼ fe 2
Eje:X 2 Pj

V
e:Y 2 Pjg from the appropriate dependency graph (impact or lineage).
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The graphical representation allows filtering a subset of nodes in the application, by
node type, although the filtering technique discussed here is generic and permits
arbitrary criteria. Any nodes not included in graphical display are replaced by transitive
edges bypassing these nodes to maintain the connectivity of the dependencies in the
displayed graph.

Let Gj ¼ Pj;Ej
� �

be the connected sub graph for the selected node j. We find the

partial transitive graph G
0
j that excludes the filtered nodes Pfilt as follows (Algorithm 1):

This algorithm has the time complexity of O(|Pj| + |Ej|) and can be performed on
demand when the user changes the filter settings. This extends to large dependency
graphs with the assumption that |GJ| � |G|.

4.4 The Data Lineage Semantic Layer Calculation

The data lineage semantic layer is a set of visualizations and associated filters to
localize the connected subgraph of the expected data flows for the current selected
node. All the connected nodes and edges in the semantic layer share the overlapping
filter predicate conditions or data production conditions that are extracted during the
edge construction. The main idea of the semantic layer is to narrow down all the
possible and expected data flows over all the connected graph nodes by cutting down
unlikely or disallowed connections in graph, which is based on the additional query
filters and the semantic interpretation of filters and calculated transformation expression
weights. The semantic layer of the data lineage graph will hide irrelevant and/or
highlight the relevant graph nodes and edges, depending on the user choice and
interaction.

Input: Gj, PfiltOutput: Gj’ = (Pj’, Ej’)Ej’ = Ej
Pj’ = for node n in Pj:
 if n  Pfilt:
   for e in {e  Ej’| e.Y = n}: 
     for e’ in {e’  Ej’| e’.X = n}:        create new edge e’’ (e’’.X = e.X,

                             e’’.Y = e’.Y,
                             e’’.W = e.W * e’’.W) 
       Ej’ = Ej’  {e’’} 
     Ej’= Ej’ \ {e} 
   for e’ in {e’  Ej’| e’.X = n}:      Ej’ = Ej’ \ {e’}  else: 
   Pj’ = Pj’  {n}. 

Algorithm 1: Building the filtered subgraph with transitive edges. 
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The visualization of the semantically connected subgraph corresponding to node j
is created by fetching the path nodes Pj ¼ D�

j [ Sj and the edges along those paths
Ej ¼ fe 2 Eje:X 2 Pj

V
e:Y 2 Pjg from the appropriate dependency graph (impact or

lineage). Any nodes not included in the semantic layer are removed or visually muted
(by changing the color or opacity) and the semantically connected subgraph is returned
or visualized by the user interface.

Let Gj ¼ Pj;Ej
� �

be the connected subgraph for the selected node j where GDj ¼
Dj;EDj
� �

is the predecessor subgraph and GSj ¼ Sj;ESj
� �

is the successor subgraph

according to the selected node j. We calculate the data flow graph Gj′ that is the union
of the semantically connected predecessors GD0

j ¼ Dj;EDj
� �

and successor subgraphs

GS0j ¼ Sj;ESj
� �

. The semantic layer calculation is based on the selected node filter set
Fj and calculated separately for back (predecessor) and forward (successors) directions
by the recursive algorithm. We will skip the details of the algorithm.

4.5 Dependency Score Calculation

We use the derived dependency graph to solve different business tasks by calculating
the selected component(s) lineage or impact over available layers and chosen details.
Business questions like: “What reports are using my data?”, “Which components
should be changed or tested?” or “What is the time and cost of change?” are converted
to directed subgraph navigation and calculation tasks. The following definitions add
new quantitative measures to each component or node in the calculation. We use those
measures in the user interface to sort and select the right components for specific tasks.

Definition 6. Local Lineage Dependency % (LLD) is calculated as the ratio over the
sum of the local source and target lineage weights Wt.

LLD ¼
P

source Wtð ÞP
source Wtð Þþ P

target Wtð Þ

Local Lineage Dependency 0% means that there are no data sources detected for
the object. Local Lineage Dependency 100% means that there are no data consumers
(targets) detected for the object. Local Lineage Dependency about 50% means that
there are equal numbers of weighted sources and consumers (targets) detected for the
object.

Definition 7. Local Impact Dependency % (LID) is calculated as the ratio over the sum
of local source and target impact weights W(Wt,, Wf).

LLD ¼
P

source Wð ÞP
source Wð Þþ P

target Wð Þ
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5 Business Semantics Integration

An integrated semantic model or business ontology would allow us to manage business
concepts and the meaning (both human- and machine readable) in a consistent manner
and separate form implementation. Annotation of technical assets (e.g. database
objects, columns, queries, data transformations tasks, reports, fields, etc.) using a
business ontology provides the required meaning, definitions and governance view for
human agents and machine readable semantics for machine agents and intelligent
applications.

This chapter introduces a novel practical method for business ontology learning
from data structures and schemas with a combination of query semantics captured by
data lineage graph. We introduce the general dictionary based re-coding of widely used
acronyms and naming standards in database schemas. The approach can be easily
adapted for domain or dataset specific terminology by adding domain dictionaries.

5.1 Automating Business Terminology Integration

The automation of business terminology integration is based on two complementary
data sources:

• schema information of data structures (e.g. a database, etl system or reporting
structures and dependencies) and

• calculating the dependency closure of answer lineage queries.

The first provide the basis for terminology, definitions and structure, the latter gives
us additional structural and semantic dependencies not available in schema definition,
terminology transformations and potential synonyms.

The method of business semantic integration captures and combines information
from multiple different data sources. It employs a predefined coding dictionary for
technical-to-conceptual translation and a rule based terminology normalization tech-
nique for business semantic model generation. The business semantic model is the base
for business ontology generation (the bottom-up method) or terms and structure based
fuzzy matching of imported business ontology (the top-down method). In other words,
the method of business semantic integration is a mixed approach that supports both top
down and bottom-up design patterns for ontology engineering. It can be used in an
incremental and iterative manner in combination with manual human input and auto-
mated mappings. The method enables integration of different data sources and struc-
tures into one single corporate business ontology, what is usually the use case for DW
and BI environments with multiple connected sources and targets like source databases,
ETL, data warehouse, reporting systems and analytical models. It also works in cases
when data sources are not necessarily connected and form sparsely connected different
domains with their ontologies.

The automation method of business terminology integration is illustrated in Fig. 1
with two complementary data sources S1 and S2 which will be integrated into one
semantic model M and can be materialized as a learned business ontology O1 or
matched with an imported business ontology O2.
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The data source S1 contains schema information from multiple different databases,
data transformation or reporting systems which are not necessarily technically con-
nected to each other.

The data source S2 contains metadata extracted from multiple different data inte-
gration and query systems, extracted and stored as a dependency graph described in
Sects. 3 and 4 and used as an additional data source to connect assents in S1.

Data items in S1 and S2 transformed with a set of combined techniques A and B to
concept candidates and integrated into one business semantics model M. The model M
can be materialized or exported as a learned business ontology O1 (the bottom-up
approach) with internal structure and asset annotations, or matched with external and
imported business ontology O2 (the top-down approach) adding asset annotations
and/or new business concept candidates or synonyms to ontology.

The method of A (see Fig. 1) for concept candidate and structure extraction con-
tains techniques of dictionary based recoding and rule based normalization of technical
names along with concept type, structure and semantic relation extraction from schema
information like table-column structure, primary key and foreign key relations. It is
necessary to employ deduplication and aggregation of similar terms. Altogether, the
method A contains the following techniques and steps:

• Predefined and/or custom dictionary based concept name normalization, recoding
and concept candidate generation;

• Concept type (classes, attributes and instances) detection by data asset types, like
tables, views or reports, columns, fields;

• Class attribute and instance concept mapping to sources (tables, views, columns,
reports etc.) for annotations;

• Concept candidate definition generation form data asset descriptions and comments;
• Generalization and composition of relation detection by table, view or report

structures and PK/FK relations;
• Probabilistic fuzzy duplicate detection and concept matching by name similarity
• Matching score calculation;

DB, ETL, BI

Structures

(schema)

DB, ETL, BI

Data Lineage

(query metadata)

Imported

Ontology

(top-down)

Learned

Ontology

(bottom-up)
Business
Semantics

Model

A

B

C

D

S1

S2

O1

O2

M

Fig. 1. The automation method of IT assets and business semantics integration.
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The method B (see Fig. 1) uses the additional dependency graph information which
contains concept instance and foreign key relation detection using an impact query
graph and similar concept/synonym detection using the lineage graph. The method B
contains the following techniques and steps in addition to A:

• Foreign key detection using query join and filter conditions from the impact graph
for indirect synonymy, association and generalization relation detection;

• Filter predicate and key/value pair detection using query join and filter conditions
from the impact graph for instance detection;

• Same data content detection using query transformations from the lineage graph for
semantic relations and/or synonym detection and semantic model integration;

• Probabilistic fuzzy concept matching by name similarity, synonyms and a data
transformation weight system;

• Matching score calculation;

The dictionary based concept candidate engineering contains a predefined dic-
tionary with the known acronyms and normalized terms widely used in database
schemas and technical IT asset definitions, plus unwanted technical acronyms and
terms that have no value in a business semantics model. The predefined dictionary can
be customized and a domain or dataset specific dictionary can be added to the iterative
and incremental process of business semantic model engineering.

The recoding dictionary is loaded to database on every new scan. The extracted,
cleaned and normalized terms are added to the dictionary for further manual translation
during each iteration in case they are not found in a default standard (e.g. English)
dictionary. For example, the predefined dictionary with common acronyms used in a
database schema definition would contain mappings like acct, account; bal, balance;
cd, code; etc.

The name normalization technique for concept candidate generation contains a set
of rules like splitting source names by camel-case and a non-alphanumeric token
weight system, removal of all non-alphanumeric tokens, matching score calculation,
removal of plural form, dictionary re-coding, initial uppercase conversion, short word
removal.

The illustrative example of name normalization and re-coding would be following:

• The table name CI_ACCT is converted to a concept candidate Account
• The table name CI_ACCT_MSG is converted to a concept candidate Account

Message
• The column name Acct_Nm is converted to a concept candidate Account Name

We will present two connected sample datasets in Figs. 2 and 3 to illustrate the
business semantic model generation and ontology learning. The first figure contains
database structures from multiple schemas and the second figure is a data lineage graph
with data flows between those schema objects.
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The result of the processing of these two datasets gives us the integrated business
semantic model in Fig. 4. which can be exported as a business ontology or matched
with an existing imported business ontology. The eight tables and 24 columns (32
items) in an initial data are transformed to 5 classes and 11 attributes (16 concepts) in
the business ontology. In this example the 16 concepts cover and annotate 32 DB
objects and the number of business definitions is two times smaller than the number of
managed assets.
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Fig. 2. Sample database schemas and tables.
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5.2 Statistics for Semantic Model Learning on Industrial Systems

We will present the relevant statistics of employing the previously described business
semantic model learning over six different datasets (Table 1). The datasets DS1 to DS6
represent data warehouse and business intelligence data from different industry sectors
and are described in more details in the case study chapter in Sect. 6.1. The structure
and integrity of these datasets is diverse. The source structures vary from database
schemas to data integration and reporting structures.

The results can be measured in terms of created concepts (classes and attributes)
compared to automatically annotated data assets. The concept reuse score measures the
converge of semantics and is calculated as a ratio of annotated assets over the number
of created concepts. We also calculate the semantic model integrity to measure the
connectedness of derived concepts and the definitions score to measure how many
concepts are covered by definitions from technical asset descriptions and comments.
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Fig. 4. The ontology learned from database schemas and data lineage metadata.

Table 1. Business ontology learning evaluation based on six different datasets.

DS1 DS2 DS3 DS4 DS5 DS6

Nbr of scanned DB, ETL, BI objects 130 171 155 640 39 056 40 545 15 609 2 303
Number of created concepts 24 195 17 168 765 3 586 1 958 112
Number of created classes 4 828 5 490 194 995 718 46
Number of created attributes 19 367 11 678 571 2 591 1 240 66
Number of created annotations 118 016 115 385 5 395 10 491 8 729 681
Concept reuse score (%) 488 672 705 293 446 608
Concept model integrity score (%) 88.8 80.3 22.9 87.5 80.1 22.3
Concept definitions score (%) 0.0 8.0 3.0 7.0 9.0 24.0
Total processing time (min) 18.1 17.1 4.1 4.3 1.8 0.6
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6 Case Studies

The previously described algorithms have been used to implement an integrated
toolset. Both the scanners and the visualization tools have been enhanced and tested in
real-life projects and environments to support several popular data warehouse platforms
(e.g. Oracle, Greenplum, Teradata, Vertica, PostgreSQL, MsSQL, Sybase), ETL tools
(e.g. Informatica, Pentaho, Oracle Data Integrator, SSIS, SQL scripts and different data
loading utilities) and business intelligence tools (e.g. SAP Business Objects, Micros-
trategy, SSRS). The dynamic visualization and graph navigation tools are implemented
in Javascript using the d3.js graphics libraries.

The current implementation has a rule system which is implemented in PostgreSQL
database using SQL queries for graph calculation (rules 1–3 in Sect. 4.1) and spe-
cialized tables for graph storage. The DB and UI interaction has been tested with both
the specialized pre-calculated model (see Sect. 4.2) and the recursive queries without
special storage and pre calculations. The algorithms for interactive transitive calcula-
tions (see Sects. 4.3) and semantic layer calculation (see Sect. 4.4) are implemented in
Javascript and work in a browser for small and local subgraph optimization or visu-
alization. Due to space limitations we will not discuss the details of these case studies.
Technical details and additional information can be found on our dLineage2 online
demo site. We will present processing and performance analysis for different datasets in
the next section and illustrate the application and algorithms with the graph visual-
izations technique (Sect. 6.2).

6.1 Performance Evaluation

We have tested our solution in several real-life case studies involving a thorough
analysis of large international companies in the financial, utilities, governance, telecom
and healthcare sectors. The case studies analyzed thousands of database tables and
views, tens of thousands of data loading scripts and BI reports. Those figures are far
over the capacity limits of human analysts not assisted by the special tools and
technologies.

The following six different datasets with varying sizes have been used for our
system performance evaluation. The datasets DS1 to DS6 represent data warehouse and
business intelligence data from different industry sectors and is aligned according to the
dataset size (Table 2). The structure and integrity of the datasets is diverse and com-
plex, hence we have analyzed the results at a more abstract level (e.g. the number of
objects and processing time) to evaluate the system performance under different
conditions.

The biggest dataset DS1 contained a big set of Informatica ETL package files, a
small set of connected DW database objects and no business intelligence data. The next
dataset DS2 contained a data warehouse, SQL scripts for ETL loadings and a SAP
Business Object for reporting for business intelligence. The DS3 dataset contained a
smaller subset of the DW database (MsSql), SSIS ETL loading packages and SSRS

2 http://www.dlineage.com/.
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reporting for business intelligence. The DS4 dataset had a subset of the data warehouse
(Oracle) and data transformations in stored procedures (Oracle). The DS5 dataset is a
similar but much smaller to DS4 and is based on the Oracle database and stored
procedures. The DS6 dataset had a small subset of a data warehouse in Teradata and
data loading scripts in the Teradata TPT format.

The datasets size, internal structure and processing time are visible in Fig. 5 where
longer processing time of DS4 is related to very big Oracle stored procedure texts and
loading of those to database.

Table 2. Evaluation of processed datasets with different size, structure and integrity levels.

DS1 DS2 DS3 DS4 DS5 DS6

Scanned objects 1,341,863 673,071 132,588 120,239 26,026 2,369
DB objects 43,773 179,365 132,054 120,239 26,026 2,324
ETL objects 1,298,090 361,438 534 0 0 45
BI objects 0 132,268 0 0 0 0
Scan time (min) 114 41 17 33 6 0
Parsed scripts 6,541 8,439 7,996 8,977 1184 495
Parsed queries 48,971 13,946 11,215 14,070 1544 635
Parse success rate (%) 96 98 96 92 88 100
Parse/resolve perform.(queries/sec) 3.6 2.5 26.0 12.1 4.1 6.3
Parse/resolve time (min) 30 57 5 12 5 1
Graph nodes 73,350 192,404 24,878 17,930 360 1,930
Graph links 95,418 357,798 24,823 15,933 330 2,629
Graph processing time (min) 36 62 14 15 6 2
Total processing time (min) 150 103 31 48 12 2

Fig. 5. Datasets size and structure compared to overall processing time.
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The initial dataset and the processed data dependency graphs have different graph
structures (see Fig. 6) that do not correspond necessarily to the initial dataset size.

The DS2 has a more integrated graph structure and a higher number of connected
objects (Fig. 7) than the DS1. At the same time the DS1 has about two times bigger
initial row data size than the DS2.

We have additionally analyzed the correlation of the processing time and the
dataset size (see Fig. 7) and showed that the growth of the execution time follows the
same linear trend as the size and complexity growth. The data scan time is related

Fig. 6. Calculated graph size and structure compared to the graph data processing time.

Fig. 7. Dataset processing time with two main sub-components.
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mostly to the initial dataset size. The query parsing, resolving and graph processing
time also depends mainly on the initial data size, but also on the calculated graph size
(Fig. 7).

6.2 Dataset Visualization

The Enterprise Dependency Graph examples (Figs. 8 and 9) are an illustration of the
complex structure of dependencies between the DW storage scheme, access views and
user reports. The example is generated using data warehouse and business intelligence
lineage layers. The details are at the database and reporting object level, not at column
level. At the column and report level the full data lineage graph would be about ten
times bigger and too complex to visualize in a single picture. The following graph from
the data warehouse structures and user reports presents about 50,000 nodes (tables,
views, scripts, queries, reports) and about 200,000 links (data transformations in views
and queries) on a single image (see Fig. 8).

The real-life dependency graph examples illustrate the automated data collection,
parsing, resolving, graph calculation and visualization tasks implemented in our sys-
tem. The system requires only the setup and configuration tasks to be performed
manually. The rest will be done by the scanners, parsers and the calculation engine.

The end result consists of data flows and system component dependencies visu-
alized in the navigable and drillable graph or table form. The result can be viewed as a
local subgraph with fixed focus and suitable filter set to visualize data lineage path from
any sources to single report with click and zoom navigation features. The big picture of

Fig. 8. Data flows (blue, red) and control flows (green, yellow) between tables, views and
reports. (Color figure online)
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the dependency network gives the full scale overview graph of the organization’s data
flows. It allows to see us possible architectural, performance or security problems.

In addition to the visualization of data flows, we developed the aggregated plot
view of graph nodes that will help to analyze database tables, data loading programs or
reports in terms of connectedness, complexity and cost. The main idea of the visual-
ization is to draw a two-dimensional plot or bubble chart with a number of connected
sources and targets on an X and Y axis that allow us to clearly distinguish more and
less connected nodes and the balance between the number of sources and targets or data
producers and consumers. The size of the bubble in the chart is a recursively calculated
number of child objects that express the complexity of the object and its structure. The
color of the bubble is calculated as the sum of the all three components – number of
sources, targets and children – and it expresses the cost of the object in terms of change,
development or maintenance. The more costly objects are in the upper right corner (see
Fig. 10), with a bigger diameter and are colored in red. The less costly objects are more
in the lower left corner and are colored more in blue. The color layer is the fourth
dimension of the chart and it gives a quick and aggregated overview of the selected
object set. The bigger and more red an object is, the costlier and more complex it is to
change. The smaller and more blue an object is, the less costly and less complex it is to
change.

The data axis with its number of sources and targets and bubble size are calculated
and drawn in a logarithmic scale to make it more readable. The number of sources,
targets and child elements of each object in the same chart can vary with several orders
of magnitude, and therefore the logarithmic scale is more suitable for visualization and
reading of charts.

The performance evaluation and visualization figures has been partially published
in our last work [50].

Fig. 9. Control flows in scripts, queries (green) and reporting queries (yellow) are connecting
tables, views and reports. (Color figure online)
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7 Conclusions

We have implemented and presented techniques and algorithms for quantitative impact
and data lineage analysis and dependency graph visualizations. The unified data rep-
resentation and implemented formalized rules allows us to build weighted and directed
dependency graphs. Probabilistic weight calculation in query parsing and weight
propagation by the rule system brings the data transformation semantics to the graph
for further usage. The weight system is also used in the semantic calculation to visu-
alize the applicable data flow subgraphs for each selected node. Integrated business
semantic model or business ontology allows us to manage concepts and business
meaning separate form implementation. Automated annotation of technical assets using
a business ontology provides required meaning, definitions and governance view for
human agents and also machine-readable semantics for intelligent agents and appli-
cations. The algorithms and techniques have been successfully employed in several
large case studies, leading to practical data lineage, component dependency visual-
izations with integrated business semantics. The presented performance measurements
on a number of different big datasets demonstrate the scaling and the computational
feasibility of the described approach.

We continue our research and system development in the field of business
semantics and governance automation to employ the underlying dependency graph in
combination with semantic techniques, ontology engineering and machine learning.

Acknowledgements. The research has been supported by EU through European Regional
Development Fund.

Fig. 10. Data warehouse loading packages with a number of data sources and targets (axis),
loading complexity (size) and relative cost (color).
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Abstract. Many authoritative studies report how in these last years
the consumer credit was up year on year, making it necessary to develop
instruments able to assist the financial operators in some crucial tasks.
The most important of them is to classify the loan applications as reliable
or unreliable, on the basis of the customer information at their disposal.
Such instruments of credit scoring allow the operators to reduce the
financial losses, and for this reason they play a very important role.
However, the design of effective credit scoring models is not an easy task,
since it must face some problems, first among them the data imbalance in
the model training. This problem arises because the number of default
cases is usually much smaller than that of the non-default ones and
this kind of distribution worsens the effectiveness of the state-of-the-art
approaches used to define these models. This paper proposes a novel
Linear Dependence Based (LDB) approach able to build a credit scoring
model by using only the past non-default cases, overcoming both the
imbalanced class distribution and the cold-start issues. It relies on the
concept of linear dependence between the vector representations of the
past and new loan applications, evaluating it in the context of a matrix.
The experiments, performed by using two real-world datasets with a
strong unbalanced distribution of data, show that the proposed approach
achieves performance closer or better than that of one of the best state-
of-the-art approaches of credit scoring such as random forests, even using
only past non-default cases.

Keywords: Business intelligence · Decision support system
Credit scoring · Data mining · Algorithms · Metrics

1 Introduction

A credit scoring process is aimed to evaluate, in terms of reliability, a new loan
application (from now on simply named as instance), and the acceptation or non
acceptation of it depends on its result. For this reason, it is clear that there is
a direct correlation between the effectiveness of these models and the gains and
losses (i.e., loans that have been fully or partially not repaid) of the financial
operators [1].
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An ideal approach of credit scoring should be able to correctly classify the
new instances into two classes, reliable or unreliable, on the basis of the analysis
of the past instances. More formally, credit scoring is a statistical approach used
to evaluate the probability that a loan application leads to a default [2], allowing
the operators to know when a loan can be granted to an applicant [3].

The credit scoring is also a powerful instrument for the risk assessment, since
its process involves all the elements that contribute to determine the probabil-
ity of loss from a customer's default. It offers the opportunity to reduce the
cost related to the credit analysis, allowing the financial operators to monitor
the credit activities [4] in real-time, decreasing the response time in the credit
decisions.

In the context of credit scoring, as well as it happens in similar contexts (e.g.,
those related to the fraud detection [5]), the unbalanced distribution of data that
characterizes the source of information used for the model training represents
one of the major problems to face [6].

Such problem happens because the negative cases (i.e., loans that have been
fully or partially not repaid) are usually fever than the positive ones (i.e., loans
that have been fully repaid), a data configuration that worsens the effectiveness
of the machine learning approaches [7].

The core idea of this paper is to represent the instances in a vector space,
and to define a metric able to evaluate, in this space, the correlation between a
new instance and the other previous non-default ones, in order to evaluate its
level of reliability.

The introduced metric evaluates the reliability of a new instance in terms of
linear dependence between its vector representation and those of the past non-
default instances. Considering that a set of vectors is linearly independent if no
vector in it can be defined as a linear combination1 of the other ones, we believe
that the more the vector representation of a new instance is linearly dependent
to the vector representations of the previous non-default ones, the more we can
consider it as reliable.

Such evaluation is performed by calculating the determinant of a matrix M ×
N , where the first M−1 rows are the vector representation of the past non-default
instances, and the last M row is the vector representation of the new instance to
evaluate (i.e., the size of N is given by the number of features that characterize
the instances). Considering that the determinant has no mathematical definition
for a non-square matrix, we also introduce a criterion that allows us to manage
these cases.

The state-of-the-art approach by which we compare our approach to is Ran-
dom Forests, since in most of the cases reported in the literature [8–10] it out-
performs the other ones in the credit scoring tasks.

The main scientific contributions given by this paper are listed below:

(i) formalization of the Average of Sub-matrices Determinants (ASD) crite-
rion able to evaluate the linear dependence of the vector representation of

1 When one of the vectors is a scalar multiple of the other.
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an instance in a vector space, also when this gives rise to a non-square
matrix that does not allow us to calculate the determinant by following the
canonical criteria;

(ii) calculation of the Reliability Band β, which provides information about the
linear dependence variations in an ASD process that involves only non-
default instances;

(iii) definition of the Linear Dependence Based (LDB) approach used to evalu-
ate the new instances, which exploits the β information in order to classify
them as reliable or unreliable;

(iv) experimental demonstration that the LDB approach is able to achieve per-
formance closer or better to that of the state-of-the-art approach we com-
pared our approach to (Random Forest), although it operates proactively
(i.e., without using default cases), facing both the cold-start and the imbal-
anced class distribution problems.

This paper is based on a previous work presented in [11], which has been
completely rewritten and extended with the following contributions:

– presentation of a parameter tuning study aimed to detect the best placement
of the Reliability Band β, which experimentally demonstrates that the choice
made in our previous work was the best possible;

– presentation of a feature selection study aimed to evaluate the importance of
each instance feature in the classification process, made by adopting a general
criterion based on the feature entropy and a specific criterion based on the
feature influence in terms of F-score;

– evaluation of the proposed approach performance in terms of sensitivity, in
order to measure its ability to recognize the reliable instances, compared to
the state-of-the-art approach taken into account (i.e., Random Forests);

– extension of the Background and Related Work section by adding some new
information and references at the state of the art, presenting to readers a
quite exhaustive overview of the context taken into account;

– specification of additional details about the adopted datasets (i.e., features
description), in order to better understand some processes performed in this
paper (e.g, parameter tuning and feature selection), as well as the experimen-
tal results.

The rest of the paper is organized as follows: Sect. 2 discusses the background
and related work; Sect. 3 provides a formal notation and defines the faced prob-
lem; Sect. 4 describes the implementation of our credit scoring approach; Sect. 5
provides details on the experimental environment, the adopted datasets and
metrics, as well as on the used strategy and the experimental results; Some
concluding remarks and future work are given in Sect. 6.

2 Background and Related Work

Recent literature proposes several classification techniques able to perform credit
scoring tasks [12], in addition to a considerable number of other studies aimed
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to evaluate their performance [8], also by taking into account the impact of
the involved parameters [13] and the choice of the metrics for the performace
evaluation [14].

Two main advantages related to the use of credit scoring approaches [15]
are: (i) the capability to evaluate the potential risk related to a loan application
(i.e., when it is reasonable to grant a loan and when it is not); (ii) the capability
to infer the customer behavior through a credit scoring model, and then the
possibility to propose to them targeted financial services. In this paper we take
into account only the first one capability.

2.1 Credit Scoring Models

A credit scoring process can exploit a large number of state-of-the-art techniques
usually used in the statistic and data mining fields [16,17]. Some representative
examples are the linear discriminant models [18], the logistic regression mod-
els [19], the neural network models [20,21], the k-nearest neighbor models [22],
the genetic programming models [23,24], the entropy-based models [25], and the
decision tree models [26,27].

Such techniques can also be combined in order to define new hybrid
approaches of credit scoring, e.g., as it happens in the techniques that use the
neural networks and the clustering methods [28], or in the two-stage hybrid
modeling procedure with artificial neural networks and multivariate adaptive
regression splines [29,30].

2.2 Public Datasets Availability

It should be observed that almost all the works in literature use a small number
of datasets (1.9 on average), as underlined in a recent assessment of the credit
scoring scenario performed in [8]. It happens due to the scarcity of datasets pub-
licly available, since the financial operators are reluctant to share their business
data, and for other reasons mainly related to privacy issues.

The datasets taken into account in this paper, described in Sect. 5.2, are
two of the most used datasets in this research field, and they also well repre-
sent a common real-world scenario, which is typically characterized by a strong
unbalanced distribution of data.

2.3 Imbalanced Class Distribution

The biggest problem that arises during the definition of a credit scoring model is
the imbalanced class distribution of data [7,31]. It is an issue related to the fact
that the data used to train the model present a small number of default cases
and a big number of non-default ones, and such distribution of data reduces the
performance of the classification techniques [7,9].

This problem leads toward misclassification costs, an aspect largely faced in
literature [32], where some possible solutions have been presented. The most
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common is the introduction of a preprocessing step that performs an over-
sampling or under-sampling of the classes. The results of such operation, in
terms of performance, have been studied in [33,34].

In this work we do not perform any class balancing, because we want to
evaluate the proposed approach in the context of a typical real-world dataset.

2.4 Cold Start

The cold start issue [35,36] occurs when there is not enough information to train
a reliable model about a domain. In the credit scoring context such scenario
appears when the data used to train the model are not representative of all
classes of data [37,38] (i.e., default and non-default cases).

This issue affects a large number of contexts, where it is necessary to define a
model based on the previous user interactions, e.g., those related to the recom-
mender systems [39–41], where the previous choices of the users (user profiles)
are involved, similarly to the credit scoring context, where instead the past loan
applications of the users are taken into account.

The proposed approach reduces/overcomes the cold start issue by using only
a class of data (i.e., the non-default cases during the training dataset) in the
model definition process.

2.5 Random Forests

Since its formalization [42], Random Forests represents one of the best algorithms
among those used for the classification tasks, since its performance usually over-
comes those of the other state-of-the-art algorithms.

It represents an ensemble learning method for classification and regression
that is based on the construction of a number of randomized decision trees during
the training phase, inferring the conclusions by averaging the results.

It is able to manage a wide range of prediction problems, without the need to
perform complex configurations, since it only requires the tuning of two param-
eters: the number of trees and the number of attributes used to grow each tree.

2.6 Matrices, Linearity, and Vector Spaces

The concepts of matrix determinant, linearity, and vector spaces, cover a primary
role in the context of this paper, because they are used to formalize the proposed
similarity metric based on the linear dependence between vectors, as well as to
prove its correctness.

The matrix determinant (det) is a mathematical function that assigns a
number to every square matrix, so its domain is the set of square matri-
ces, and its range is the set of numbers; more formally, we can write that
det : �n × . . . × �n → �.

Regardless of the method used to calculate the determinant of a square
matrix N ×N (e.g., by the Leibniz formula shown in Eq. 1 [11], where sgn is the
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sign function of permutations σ in the permutation group SN , which returns +1
and −1, respectively for even and odd permutations), its value depends on the
relation of linear dependence between the vectors that compose the matrix.

det

∣
∣
∣
∣
∣
∣
∣
∣
∣

m1,1 m1,2 . . . m1,N

m2,1 m2,2 . . . m2,N

...
...

. . .
...

mN,1 mN,2 . . . mN,N

∣
∣
∣
∣
∣
∣
∣
∣
∣

=
∑

σ∈SN

sgn(σ)
N∏

i=1

mi,σi
(1)

The dependence of the N vectors can be evaluated by calculating the deter-
minant of the N × N matrix composed by placing, one after the other, the
n-tuples that express the vectors in a certain base. The vectors in the matrix are
independent when the determinant of the matrix is not zero.

A vector space is a mathematical structure made by a collection of vectors
that may be added together and multiplied (or, more correctly, scaled) by num-
bers called scalars, and it is a set that is closed under finite vector addition
and scalar multiplication. A vector sub-space is a vector space that represents a
subset of some other vector space of higher dimension.

3 Preliminaries

Formal notation and problem statement related to this paper are stated in the
following:

3.1 Notation

Given a set of classified instances T = {t1, t2, . . . , tN}, and a set of fields F =
{f1, f2, . . . , fX} that compose each t, we denote as T+ ⊆ T the subset of non-
default instances, and as T− ⊆ T the subset of default ones.

We also denote as T̂ = {t̂1, t̂2, . . . , t̂M} a set of unclassified instances, and
as E = {e1, e2, . . . , eM} these instances after the classification process, thus
|T̂ | = |E|.

It should be observed that an instance can belong only to one class c ∈ C,
where C = {reliable, unreliable}.

3.2 Problem Statement

On the basis of the linear dependence, measured by calculating the determi-
nant of the matrices composed by the vector representation of the non-default
instances in T+ and that of the unclassified instances in T̂ , we classify each
instance t̂ ∈ T̂ as reliable or unreliable, by exploiting a Band of Reliability β,
defined on the basis of the proposed LDB approach.
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Given a function eval(t̂, β) used to evaluate the classification performed by
exploiting the β information, which returns a boolean value σ (0 =wrong classi-
fication, 1 = correct classification), our objective can be formalized as the maxi-
mization of the results sum, as shown in Eq. 2 [11].

max
0≤σ≤|T̂ |

σ =
|T̂ |
∑

m=1

eval(t̂m, β) (2)

4 Our Approach

The implementation of the proposed approach, as formerly introduced in [11], is
carried out through the following four steps:

1. Data Normalization: normalization (lossless) of the F values in a range
[0, 1], to make homogeneous the range of involved values, regardless of the
considered field or dataset;

2. ASD Definition: formalization of the Average of Sub-matrices Determinants
(ASD) criterion, used to evaluate the linear dependence in the context of a
square and non-square matrix of vectors;

3. Reliability Band Calculation: definition of the Reliability Band β, made
on the basis of the ASD criterion, to use in the process of evaluation of the
level of reliability of the new instances;

4. Instances Classification: formalization of the Linear Dependence Based
(LDB) algorithm able to classify as reliable or unreliable a set of unevaluated
instances, by exploiting the ASD criterion and the β band.

In the following, we provide a detailed description of each of these steps,
since we have introduced the high-level architecture of the proposed LDB. It
is presented in Fig. 1 [11], where T+, T̂ , and E, denote, respectively, the set of
non-default instances, the set of instances to evaluate, and the set of classified
instances at the end of the process (i.e., those in T̂ ).

4.1 Data Normalization

As first step, we normalize all values F in the datasets T and T̂ in a range [0, 1].
It allows us to make the range of involved values homogeneous, regardless of the
considered field or dataset. Such operation could be also useful in order to avoid
potential problems during the determinant calculation, e.g., overflow, in case of
very large matrices, by using certain software tools [43].

The process of normalization of a generic value fx ∈ F related to an instance
t ∈ T is reported in Eq. 3 [11] (the same goes for the set T̂ ). It should be noted
that it is a lossless process.

fx =
1

∑

∀fx∈T

fx
· fx (3)
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Fig. 1. LDB - high-level architecture.

4.2 ASD Definition

Premising that there is not a mathematical definition of determinant of a non-
square matrix, we now introduce the Average of Sub-matrices Determinants cri-
terion (ASD), which allows us to extract this information in all cases (square
and non-square matrices).

It calculates the average of the determinants of all square sub-matrices
obtained by dividing the non-default instance history matrix of size |T+|×|F | in
α square sub-matrices, whose number depends on the rule shown in Eq. 4 [11].

The additional element added to the set T+ will be used to evaluate an
instance in the context of the vector space of the other instances that composed
the matrix.

α =

⎧

⎪⎪⎨

⎪⎪⎩

⌊ |F |
(|T+| + 1)

⌋

, if |F | ≥ (|T+| + 1)
⌊ |T+| + 1

|F |
⌋

, otherwise
(4)

In more detail, we calculate the determinant of each sub-matrix defined by
moving (without overlaps) on the matrix |F |× (|T+|+1) by using a step |T+|+1
(i.e., along the rows), or by moving on the matrix by using a step |F | (i.e.,
along the columns). The ASD value is given by the average of all sub-matrices
determinant.

By way of example, if the values are |T+| = 1 and |F | = 6, we have α =
⌊ 6
1 + 1

⌋

= 3 sub-matrices of size 2 × 2, and the ASD value is calculated as

shown in the Eq. 5 [11].
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ASD
(

a b c d e f
g h i l m n

)

=
det

(
a b
g h

)

+det
(

c d
i l

)

+det ( e f
m n )

3
(5)

From now on, we use the notation ASD(X,Y ) to denote the Average of Sub-
matrices Determinants calculated by using as the last row of the sub-matrices
the vector (or vectors) in the set Y , and for the other rows the vectors in the set
X.

Practically, the ASD value gives us information about the linear dependence
between vector segments that characterize the same subset of features, as demon-
strated in Theorem1.

Theorem 1. Given the vector space of the features that characterize the vector
representation of transactions in a domain, we can express it as sum of two or
more sub-spaces that characterize subsets of features.

Proof. A vector space can be defined as a combination of sub-spaces by using
a decomposition approach, e.g., given a space �3 = x-axis+y-axis+z-axis, we
can write any w ∈ �3 as a linear combination c1v1+c2v2+c3v3 (where v is a
member of the axis, and c ∈ �), as shown in Eq. 6 [11].

⎛

⎝

w1

w2

w3

⎞

⎠ = 1·
⎛

⎝

w1

0
0

⎞

⎠+1·
⎛

⎝

0
w2

0

⎞

⎠+1·
⎛

⎝

0
0

w3

⎞

⎠ (6)

On the basis of the consideration that �3 = x-axis+y-axis+z-axis, we can
prove the consistency of the proposed ASD approach, since it gives us the mean
value of the determinants calculated on a series of square sub-matrices composed
by segments of vectors that belong to the same vector sub-space of the items
features space.

It simply means that, by the ASD information, we are able to evaluate
subsets of features (in terms of linear dependence between their vector represen-
tations), and the calculation of the mean value of these results gives us a single
value that reports the relations of similarity in the entire space of the features,
as previously demonstrated.

It should also be observed that the previous considerations remain valid in
both cases considered by the Eq. 4, because the determinant of the transpose of
any square matrix is the same determinant of the original matrix.

4.3 Reliability Band Calculation

Denoting as d(t) the ASD value obtained by using as rows of the sub-matrices
(except the last row) the non-default instances in T+, and as last row a vector
t ∈ T+, in Eq. 7 [11] we define the set Δ of ASD variations.

Δ = {d(t2)−d(t1), d(t3)−d(t2), . . . , d(tN )−d(tN−1)} (7)
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The Reliability Band, denoted as β, is defined by using the average (avg), the
minimum (min) and the maximum (max) value of Δ, as shown in Eq. 8 [11].

β = [bL, bH ] =
[avg+min

2
,
avg+max

2

]

(8)

It gives us information about the linear dependence variations, when the
ASD process involves only non-default cases. Such information is used during
the evaluation process, by classifying as unreliable the cases that generate ASD
variations outside the β band (the dotted area shown of Fig. 2 [11]), according
to the process explained in the following Sect. 4.4.

Fig. 2. Reliability band.

4.4 Instances Classification

This section formalizes the algorithm used to perform the Linear Dependence
Based (LDB) process of classification of an evaluated set of instances, also pro-
viding an analysis of its asymptotic time complexity.

Algorithm. The Algorithm 1 takes as input a set T+ of non-default instances
occurred in the past and a set T̂ of unevaluated instances, returning as output
a set E containing these instances classified as reliable or unreliable on the basis
of the ASD process and the β band (i.e., by using the bL and bH values).

In step 2 we calculate the ASD value by using the non-default instances in
T+ as rows of the sub-matrices (except the last row), and all vectors of the same
set as last row (one at a time), as described in Sect. 4.2. The Reliability Band β
(Sect. 4.3) is calculated in step 3. The steps from 4 to 11 process the instances
t̂ ∈ T̂ , by using them to fill the last row of each sub-matrix in the ASD process,
calculating, in the step 5, the variation δ between two instances, following the
criterion described in Eq. 7. On the basis of the variation δ and the β band,
each instance is classified as reliable or unreliable in the steps from 6 to 10, and
the result is placed in the set E, which is returned at the end of the process
(step 12 ).



Introducing a Vector Space Model to Perform a Proactive Credit Scoring 135

Algorithm 1 . LDB Instances classification.

Input: T+=Set of non-default instances, T̂=Set of instances to evaluate
Output: E=Set of classified instances
1: procedure InstancesClassification(T+,T̂ )
2: ASD ← getASD(T+, T+)
3: β ← getReliabilityBand(ASD)
4: for each t̂ in T̂ do
5: δ ← getASD(T+, t̂m) - getASD(T+, t̂m−1)
6: if δ ≥ β(bL) AND δ ≤ β(bH) then
7: E ← (t̂,reliable)
8: else
9: E ← (t̂,unreliable)

10: end if
11: end for
12: return E
13: end procedure

Considering that the calculation of the linear dependence variations (step 5 )
needs at least two instances, when we evaluate the first instance of the set T̂
(or when there is only an instance in this set), we add an additional instance
composed by using the average of each f ∈ F of the set T+, as first instance
of the set T̂ . For algorithm readability reasons, we omitted this step, as well as
that of the preliminary normalization of the sets T and T̂ .

Asymptotic Time Complexity Analysis. Taking into account the possible
implementation of the LDB approach in a real-time scoring system [44], where
the response-time factor could represent an important element, here we define
the theoretical complexity analysis of the Algorithm1.

We denote as N = α the dimension of the input, since it is related to the
number of sub-matrices involved in the ASD process, as shown in Eq. 4. Con-
sidering that:

(i) the complexity (Big O notation) of the step 2 is O(N2), since it performs
the ASD process by using N instances for N times, i.e., ASD(T+, T+);

(ii) the complexity of the step 3 is O(1), because it obtains all needed informa-
tion at the end of the previous step 2 ;

(iii) the complexity of the cycle in the steps 4–11 is the same of the step 2,
because it performs the same operation by using the items in the set T̂
instead of the ones of the set T+.

On the basis of the previous considerations, we can define the asymptotic
time complexity of the algorithm as O(N2).

The computational time may be reduced by distributing the process over
different machines, by employing large scale distributed computing models (e.g.,
such as MapReduce [45]).
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5 Experiments

This section describes the experimental environment, the used datasets and met-
rics, the adopted strategy (where we perform the parameter tuning and the fea-
ture selection tasks), and the results of the performed experiments.

5.1 Environment

The machine used for the experiments was an Intel i7-4510U, quad core
(2 GHz × 4) and a Linux 64-bit Operating System (Debian Jessie) with 8 GBytes
of RAM. The proposed approach was developed in Java by using the Java Matrix
Package (JAMA)2.

5.2 Datasets

The two real-world datasets used during the experiments have been chosen for
two reasons: first, they represent two benchmarks in this research field; second,
both of them are characterized by a strong unbalanced distribution of data. The
first one is the German Credit (GC) and the Default of Credit Card Clients (GC)
datasets and the second one is the Credit Approval (CA) dataset.

Both the datasets are available at the UCI Repository of Machine Learning
Databases3. They are released with all the attributes modified to protect the
confidentiality of the data, and we use a version suitable for algorithms that,
as the one proposed, can not operate with categorical variables (i.e., a version
with all numeric attributes). It should be noted that, in case of other datasets
that contain categorical variables, their conversion in numerical ones is usually
a simple task.

Table 1. Datasets overview.

Dataset name Total cases Non-default Default Attributes Classes

|T | |T+| |T−| |F | |C|
GC 1, 000 700 300 21 2

DC 30, 000 23, 364 6, 636 23 2

The datasets’ characteristics are summarized in Table 1 [11] and detailed in
the following:

German Credit (GC). It contains 1,000 instances: 700 of them are non-
default instances (70.00%) and 300 are default instances (30.00%). Each instance
is composed by 20 features (whose type is described in Table 2) and a binary
class variable (reliable or unreliable).
2 http://math.nist.gov/javanumerics/jama/.
3 ftp://ftp.ics.uci.edu/pub/machine-learning-databases/statlog/.

http://math.nist.gov/javanumerics/jama/
ftp://ftp.ics.uci.edu/pub/machine-learning-databases/statlog/
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Table 2. Dataset GC features.

Feature Description Feature Description

01 Status of checking account 11 Present residence since

02 Duration 12 Property

03 Credit history 13 Age

04 Purpose 14 Other installment plans

05 Credit amount 15 Housing

06 Savings account/bonds 16 Existing credits

07 Present employment since 17 Job

08 Installment rate 18 Maintained people

09 Personal status and sex 19 Telephone

10 Other debtors/guarantors 20 Foreign worker

Default of Credit Card Clients (DC). It contains 30,000 instances: 23,364
of them are non-default instances (77.88%) and 6,636 are default instances
(22.12%). Each instance is composed by 23 features (whose type is described
in Table 3) and a binary class variable (reliable or unreliable).

Table 3. Dataset DC features.

Feature Description Feature Description

01 Credit amount 13 Bill statement in Aug-2005

02 Gender 14 Bill statement in Jul-2005

03 Education 15 Bill statement in Jun-2005

04 Marital status 16 Bill statement in May-2005

05 Age 17 Bill statement in Apr-2005

06 Past repayments in Sep-2005 18 Amount paid in Sep-2005

07 Past repayments in Aug-2005 19 Amount paid in Aug-2005

08 Past repayments in Jul-2005 20 Amount paid in Jul-2005

09 Past repayments in Jun-2005 21 Amount paid in Jun-2005

10 Past repayments in May-2005 22 Amount paid in May-2005

11 Past repayments in Apr-2005 23 Amount paid in Apr-2005

12 Bill statement in Sep-2005

5.3 Metrics

This section presents the metrics used in the context of this paper.

Shannon Entropy. The Shannon entropy, formalized by Claude E. Shannon
in [46], is one of the most important metrics used in information theory. It reports
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the uncertainty associated with a random variable, allowing us to evaluate the
average minimum number of bits needed to encode a string of symbols, based
on their frequency.

More formally, given a set of values v ∈ V , the entropy H(V ) is defined as
shown in the Eq. 9, where P (v) is the probability that the element v is present
in the set V .

In the context of the classification tasks, the entropy-based metrics are fre-
quently used for the feature selection [47–49] process, which is aimed to detect
a subset of relevant features (variables, predictors) to use during the model def-
inition.

H(V ) = −
∑

v∈V

P (v)log2[P (v)] (9)

Accuracy. The Accuracy metric reports the number of instances correctly clas-
sified (i.e., true positives plus true negatives), compared to the total number of
them. It gives us an overview about the classification performance.

Formally, given a set of instances T̂ to be classified, it is calculated as shown
in Eq. 10 [11], where |T̂ | stands for the total number of instances, and T̂ (+) stands
for the number of those correctly classified.

Accuracy(T̂ ) =
T̂ (+)

|T̂ | (10)

Sensitivity. Differently from the accuracy metric previously described, which
takes into account all kind of classifications, through the sensitivity (also known
as true positive rate) we only obtain information about the number of instances
correctly classified as reliable. It gives us an important information, since it
evaluates the predictive power of our approach in terms of capability to detect
the reliable loan applications, and this is why it represents one of the most used
metrics for the evaluation of the credit scoring approaches [8].

More formally, given a set of instances X to be classified, the Sensitivity is
calculated as shown in Eq. 11, where |X(TP )| stands for the number of instances
correctly classified as reliable and |X(FN)| for the number of reliable instances
wrongly classified as unreliable.

Sensitivity(X) =
|X(TP )|

|X(TP )|+|X(FN)| (11)

F-Score. The F-score [50] is the weighted average of the precision and recall
metrics. It is a largely used metric in the statistical analysis of binary classifi-
cation and gives us a value in a range [0, 1], where 0 represents the worst value
and 1 the best one.

Formally, given two sets X and Y , where X denotes the set of performed
classifications of instances, and Y the set that contains the actual classifications
of them, this metric is defined as shown in Eq. 12 [11].
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F -score(X,Y ) = 2· (precision(X,Y )·recall(X,Y ))
(precision(X,Y )+recall(X,Y ))

with

precision(X,Y ) =
|Y ∩X|

|X| , recall(X,Y ) =
|Y ∩X|

|Y |

(12)

AUC. The Area Under the Receiver Operating Characteristic curve (AUC) is
a performance measure [50,51] used to evaluate a predictive model of credit
scoring. Its result is in a range [0, 1], where 1 indicates the best performance.

Given the subset T+ of non-default instances in the set T and the subset
T− of default ones, all possible comparisons Θ of the scores of each instance t
are reported in the Eq. 13 [11], and the AUC metric, by averaging over these
comparisons, can be written as in Eq. 14.

Θ(t+, t−) =

⎧

⎨

⎩

1, if t+ > t−
0.5, if t+ = t−
0, if t+ < t−

(13)

AUC =
1

T+ ·T−

|T+|
∑

1

|T−|
∑

1

Θ(t+, t−) (14)

5.4 Strategy

This section reports information about the strategy adopted during the execution
of the experiments.

Cross-Validation. In order to minimize the impact of data dependency and
improve the reliability of the obtained results [52], the experiments have been
performed by following the k-fold cross-validation criterion, with k= 10 : each
dataset is randomly shuffled and then divided in k subsets; each subset k is used
as test set, while the other k−1 subsets are used as training set; at the end of
the process, we consider the average of results.

Parameter Tuning. Before starting the experiments we carried out a study
aimed to identify the best placement of the reliability band β in the range
between the minimum (min) and maximum (max ) values of the ASD varia-
tions, as described in Sect. 4.3 and shown in Fig. 2. In more detail, we translate
the reliability band β from the minimum value of the ASD variations (i.e., its
bottom coincides with the min value of Fig. 2) to the maximum value of it (i.e.,
its top coincides with the max value of Fig. 2).

We perform this operation by subdividing the translation in 20 steps, where
step 1 denotes the lowest position of the reliability band and step 20 the highest
position of it. It means that step 10 denotes the canonical position of β (i.e.,
when it is centered in the average value of the ASD variations, as shown in
Fig. 2).
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Fig. 3. Reliability band tuning.

The results of Fig. 3 experimentally prove that the best choice is to center the
reliability band β on the average value of the ASD variations, as we deductively
stated in our previous work [11].

Feature Selection. Subsequently to the identification of the best placement of
the reliability band β, we performed another series of experiments in order to
evaluate the contribution of each instance feature in the classification process.

Many studies [53] have discussed how the performance of credit scoring mod-
els is strongly related to the features used to define them. Such process is usually
defined as feature selection and it can be performed by exploiting different tech-
niques, on the basis of the characteristics of the context taken into account.

It means that the choosing of the best features to use during the model
definition is not based on a unique criterion but rather it exploits several criteria
with the aim to evaluate, as best as possible, the influence of each feature in the
process of definition of the credit scoring model.

It represents an important preprocessing step, since it can reduce the com-
plexity of the final model, decreasing the training times, and increasing the gener-
alization of the model. It also can reduce the problem related with the overfitting,
a problem that occurs when a statistical model describes random error or noise
instead of the underlying relationship, and this frequently happens during the
definition of excessively complex models, since many parameters, with respect
to the number of training data, are involved.

In this paper, we face the aforementioned problem by performing an empiri-
cal study based on two criteria: (i) we first measure the Shannon entropy (i.e., a
metric described in Sect. 5.3) of each feature in order to evaluate its contribution
in the instance characterization; (ii) we verify the previous entropy-based eval-
uation in a real-world context, by removing the features, one by one, measuring
the variations in terms of F-score.

On the basis of the results presented in Fig. 4 we can observe that although
several features present a high level of entropy (i.e., a low level of instance char-
acterization, since the entropy increases as the data becomes equally probable),
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Fig. 4. Instance features entropy and influence.

they have a positive contribute in the classification process, because their removal
reduces the performance in terms of F-score.

Premising that Fig. 4c and d show the F-score variation when a single feature
(that in the x-axis) is not taken into account during the model definition process,
we observe the following:

(i) although the features 1, 6, 11, and 16 of the GC dataset have a high
level of entropy (Fig. 4a), if we do not consider them during the model
definition process, the F-score gets worse (Fig. 4c). As reported in Table 2,
these features respectively refer to the status of existing checking account,
the savings account/bonds, the present residence since, and the existing
credits;

(ii) although the features 8, 12, 13, and 17 of the DC dataset have a high
level of entropy (Fig. 4b), if we do not consider it during the model defini-
tion process, the F-score gets worse (Fig. 4d). As reported in Table 3, these
features respectively refer to the past repayment in Jul-2005, the Bill state-
ment in Sep-2005, the Bill statement in Aug-2005, and the Bill statement
in Apr-2005 ;

(iii) the F-score evaluation, made by removing the features one by one, shows
that the minor contribution in the model definition process is given by the
features 2, 3, and 4 of the GC dataset, and by the features 1, 2, and 3 of
the DC dataset, in contrast to the previous entropy-based evaluation.
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On the basis of the aforementioned observations, we can deduce that a mere
entropy criterion is not able to detect the best features to use in the model defini-
tion process. It depends on the fact that some features with a high level of entropy
(equiprobability in the prediction of their values) represent crucial information for
the credit scoring, as proved by the results shown in Fig. 4c and d.

Table 4. Feature selection results.

Dataset name Accuracy loss Sensitivity loss F-score loss AUC loss

GC 0.007 0.000 0.003 0.037

DC 0.005 0.009 0.004 0.115

As shown in Table 4, the removal of the features 2, 3, and 4 from the instances
in the GC dataset, and the removal of the features 1, 2, and 3 from the instances
in the DC dataset, leads toward a negligible reduction of the performance of our
LDB approach.

However, despite its quite lossless impact on the general performance (in
terms of precision, sensitivity, f-score, and AUC metrics), this process signifi-
cantly reduces the computational complexity, since after the feature selection we
exclude from the model definition process 21, 000 elements of the GC dataset
and 70, 092 elements from the DC dataset, on the basis of the respective train-
ing sets (i.e., the non default cases in the set T+). Although it represents a very
considerable advantage in the context of more complex real-world scenarios, con-
sidering the size of the adopted datasets, we decided to use all instance features
during the experiments.

5.5 Competitors

The implementation of the state-of-the-art approach to which we compare our
approach was made in R4, by using the randomForest and ROCR packages.

For reasons of reproducibility of the RF experiments, we fix the seed of the
random number generator by calling the R function set.seed(). About the tuning
of the RF parameters, they have been defined experimentally, by researching
those that maximize the classification performance.

5.6 Results

In this section we present and discuss the experimental results.

4 https://www.r-project.org/.

https://www.r-project.org/
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Overview. By observing the experimental results reported in the Figs. 5, 6, 7,
and 8, it is possible to make the following considerations:

(i) in terms of Accuracy, the performance of our LDB approach is very close to
those of the RF one on both the GC and DC datasets, as shown in Fig. 5;

(ii) in terms of Sensitivity, our LDB approach gets better results than the RF
one, on both the GC and DC datasets, as shown in Fig. 6;

(iii) in terms of F-score, our LDB approach outperforms the RF on the DC
dataset, and it is very close to it on the GC dataset, as shown in Fig. 7;

(iv) in terms of AUC, the performance of our LDB approach is very close to
those of RF on both the GC and DC datasets, as shown in Fig. 8;

(v) there is no dominant subsets of data that influence the overall performance
of the LBD approach, since the values of the evaluation metrics remains
quite stable along all the 10 subsets (i.e., the k folds used in the k-fold
cross-validation process), as shown in Fig. 9.

It should be added that the independent-samples two-tailed Student's t-tests
highlighted that there is a statistical difference between the results (p < 0.05).

Discussion. By observing the experimental results in more detail, we can notice
that our LDB approach obtains a level of performance very close or better to
those of the RF one, although it does not use the past default cases during the
model training.

Another aspect is related to the F-measure results, which underline how the
performance of our LDB approach is correlated to the number of past non-
default instances used in the model training (DC dataset). It means that, differ-
ently from the RF approach, the LDB performance improves when the number
of past non-default instances increases.

The performance of our LDB approach is very interesting also in terms of the
AUC metric, as reported in Fig. 8. Such metric measures the predictive power
of a classification approach, and the results show that the performance of LDB
is similar to those of RF , again considering that that we do not train our model
with the past default instances.

Fig. 5. General performance: accuracy.
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Fig. 6. General performance: sensitivity.

Fig. 7. General performance: F-score.

Fig. 8. AUC performance.

According to the previous considerations, we can note that a side effect of
our proactive modality is its capability to face the cold-start issue previously
introduced in Sect. 2.4. It means that it allows us to operate in a real-world
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context, even when we do not have previous default cases to use in the model
training, with all the benefits that derive from it.

Fig. 9. Performance by k-folds: GC and DC datasets.

6 Conclusions and Future Work

Nowadays, the credit scoring techniques became more and more important
thanks to their capability to assist the financial operators in many crucial tasks
(e.g., bank loans, mortgage lending, insurance policies, etc.).

In the context taken into account in this paper, such techniques are aimed
to classify a new loan application as reliable or unreliable (i.e., when a loan can
be granted to an applicant), on the basis of the past cases.

It is clear that the effectiveness of these techniques is directly related with
the losses due to default, and for this reason there is a continuous research of
even more effective credit scoring techniques.

In this paper, we proposed a novel LDB approach of credit scoring based
on the concept of Linear Dependence, which is used in order to classify the new
instances as reliable or unreliable.

Such approach presents two main advantages: on the one hand it faces the
data unbalance issue by involving only a class of data during the model training,
giving rise to a proactive modality that allow us to reduce/overcome the cold-
start problem;
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On the other hand, it outperforms the state-of-the-art approach taken into
account (i.e., Random Forests), when the training process uses a large number
of non-default instances, which is an interesting result, considering that it does
not exploit both classes of instances (default and non-default cases).

Future work would analyze the performance of our LDB approach when we
also include the default past cases in the training process, by evaluating the
advantages and disadvantages related to the use of such non-proactive strategy.

Another interesting future work would be the evaluation of our LDB app-
roach in the context of heterogeneous financial environments, in which many
type of data are involved, as it happens in the e-commerce environment.
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Abstract. This work presents a novel approach for automatically gener-
ating a sentiment lexicon. We employ an unsupervised learning approach
using several probabilistic and information theoretic models. While most
of the unsupervised approaches require a set of seed words to begin their
work, our methods differ from these by using no a priori knowledge.
In addition, our models are effective with a diverse corpus rather than
requiring a corpus for a limited domain. We demonstrate the effective-
ness of our approaches by performing sentiment analysis on Amazon
products reviews, comparing the various automatically-generated lexi-
cons. Based on our cross validation results, we show that our lexicons
outperform a widely-used sentiment lexicon on both balanced and unbal-
anced datasets.

Keywords: Sentiment lexicon · Sentiment analysis
Information theory · Text-mining

1 Introduction

Seeking opinions from other people when we need to make decision has long been
part of the human experience [23]. You might have asked the following questions
to your friends before, or your might have asked them to yourself: Is this item
worth buying? Where is the best pizza in town? Until recently, we could only ask
those close to us, e.g., neighbors, friends, or family for their thoughts. The rapid
growth of online commerce, or e-commerce, has allowed online retailers to make
it possible for customers to share their opinions about products and items. One
issue is that it is hard to exactly define what an opinion is. The difference between
an opinion or a fact is very thin and people will often disagree on what is which
[17,18]. Despite this, opinions can be useful not only to online e-commerce but
also in government intelligence, business intelligence, and other online services
[33] that benefit from summarizing and analyzing collective viewpoints.

The number of online reviews has increased tremendously over the years, and
it is now possible to read the opinions of thousands of people all over the Inter-
net on movies, restaurants, hotels, books, products, and professionals. The large
amount of information available online today allows researchers to study how
individuals express opinions and to mine the collections of opinions to identify
c© Springer Nature Switzerland AG 2019
A. Fred et al. (Eds.): IC3K 2016, CCIS 914, pp. 149–170, 2019.
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trends and consensus. A new task arose from this phenomenon: sentiment analy-
sis. Sentiment analysis can be divided in two distinct subtasks: opinion summa-
rization and opinion mining. Opinion summarization consists of identifying and
extracting products features from user’s reviews whereas opinion mining consists
of identifying the semantic orientation (positive/negative) of users’ reviews.

We traditionally divide sentiment analysis approaches into two categories:
corpus-based approaches and the lexicon-based approaches. The first category
consists of building classifiers from labeled instances and is often described as
a machine-learning approach also known as supervised classification. The latter
uses a dictionary of opinion-bearing words, that is, a list of word associated
with a sentiment orientation (positive/negative) that is often associated with
a sentiment strength as well. Sentiment lexicons are therefore essential to the
sentiment analysis task and the accuracy of the resulting sentiment analysis task
is dependent upon the quality of the opinion lexicon. If the lexicon is missing
words that express sentiment, or if the strength of the sentiments indicated by
the words are incorrect, the accuracy of the resulting sentiment analysis will be
negatively impacted. High quality sentiment lexicons are now available, however
they tend to focus only on adjectives and they store sentiment weights that
are applicable to generic opinions. One advantage of these lexicons is that they
can be in other where there may not be enough information to do corpus-based
approaches.

Our work focuses on generating a sentiment lexicon automatically without a
priori knowledge from a corpus of documents. Our lexicons have the advantage of
being tuned to the subtleties of sentiment expressed in the particular corpus for
which they are built. We introduce and evaluate two approaches to perform this
task: (1) a probabilistic approach; and (2) an information theoretic approach.
We later on combine the best resulting lexicons into a single ensemble lexicon
to take advantages of both methods. Our approaches differ from the state-of-
the-art in several ways: (a) we generate a lexicon using text mining with no a
priori knowledge rather than expanding a list of seed words; (b) unlike most
of the existing lexicons that contain only adjectives [37], our lexicon includes
words from all parts-of-speech; and (c) we use a large diverse corpus rather than
a domain-specific corpus.

We evaluate the effectiveness of our methods on balanced and unbalanced
datasets through sentiment analysis on Amazon product reviews. Similar to [11],
we accumulate the sentiment scores for each word of the review to compute an
overall sentiment score. If the score is positive then the review is deemed to be
positive; conversely, if the resulting score is negative the review is deemed to be
negative. Results show that our methods outperform the baseline approach on
both balanced and unbalanced datasets. we achieve an accuracy ranging from
81.36% to 84.60% on a balanced dataset versus 68.37% for the baseline approach
and an accuracy ranging from 87.17% to 88.66% on unbalanced dataset against
81.63% for the baseline approach.

The rest of the paper is organized as follow: In Sect. 2, we present various
existing work on sentiment analysis and lexicon generation. Section 3 describes
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the baseline that we use and both our systems (1) and (2). Section 4 contains
experimental evaluation and results that we obtain, and Sect. 5 discuss our find-
ings and observations.

2 Literature Review

Mining online opinions and reviews has become a hot research topic in recent
years. It is divided into two tasks: opinion summarization and opinion mining.
The former consists of identifying and extracting product features from product’s
reviews in order to summarize them. Hu and Liu [11] proposed a method to find
and extract key features and the opinions related to them among several reviews.
In contrast, opinion mining consists of analyzing a product’s review in order to
determine whether or not it reflects a positive or negative sentiment [19,22]. The
state-of-the-art distinguishes two ways of performing sentiment analysis, using
either supervised learning techniques or unsupervised learning techniques.

Supervised learning techniques is seen as a two-class classification problem
and we typically use a naive Bayes classifier or build a Support Vector Machine
(SVM) that is trained on a particular dataset [8,21,24,29,31,34,41]. It has been
showed that these techniques performs well on the domain for which it is trained.
Unsupervised learning techniques consists of computing the semantic orientation
of a review from the semantic orientation of each word found in that review. It
is referred as a lexicon-based approach since it typically uses sentiment lexicons
[1,6,12,15,37,38].

Sentiment rating prediction, or rating-inference, differs from sentiment anal-
ysis by focusing on the task of predicting the rating rather than the overall
sentiment orientation. Indeed, It is not uncommon to have reviews that are
rated within a range, e.g., from 1 to 5, to express a degree of positiveness or
negativeness. Pang and Lee [32] tackled this problem using an SVM regression
approach and a SVM multiclass approach. Goldberg and Zhu [9] implemented a
graph-based semi-supervised approach and improved upon the previous work.

Most of the aforementioned work is done of the document level, that is, they
evaluate the sentiment of the entire document (or review), but is it is impor-
tant to mention sentiment classification on a sentence level i.e., evaluating the
sentiment orientation of a single sentence. Both supervised learning and unsu-
pervised learning approaches are suitable for this task. Yu and Hatzivassiloglou
[40] used three unsupervised statistical techniques to identify the polarity of a
sentence. More recently, Davidov et al. [5] studied the classification of tweets
using supervised learning on text, hashtags and smileys.

Another application of sentiment analysis aims to evaluate a particular aspect
or feature of a review as opposed to evaluating the sentiment of the whole review.
Ding et al. employed a sentiment lexicon in their approach [6] whereas Wei
and Gulla [39] modeled the problem as a hierarchical classification problem and
utilized a Sentiment Ontology Tree.

Sentiment lexicon can be applied at every level of sentiment analysis, it is
therefore important to accurately capture the sentiment of each word in the
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document, sentence, or review. There are traditionally three ways of generating
such a lexicon: (1) manually; (2) using a dictionary; or (3) using a corpus of
documents. Dictionary-based approaches typically use a seed word expansion
technique. A list of seed words for which the sentiment orientation is known
is expanded by searching within a dictionary for the synonyms and antonyms
of the seed words. The process is then repeated until the lexicon has grown
to a sufficient size [13,28,35]. Corpus-based approaches can also use a list of
seed words that is expanded by using a domain corpus rather than a dictionary.
Another method consists of adapting a general sentiment lexicon to a domain-
specific one by using a domain corpus as well [4,10,14].

Most of the state-of-the-art techniques need some form of a-priori knowl-
edge to generate their lexicon. Paltoglou and Thelwall [30] tackled the prob-
lem of generating a lexicon without a-priori knowledge by using information
retrieval weighting schemes to estimate the score of a word. Their work extends
the SMART retrieval system and the BM25 probabilistic model by introducing a
delta (Δ) variant and smoothed delta variant of the idf. Similarly, Kim et al. [16]
tackled this problem by using a term weighting scheme based on corpus statistics
as well as contextual and topic related characteristics. A probabilistic approach
is used for evaluating the sentiment degree of a document. They evaluate the
likelihood of a query given a word using Latent Semantic Analysis (LSA) and
Pointwise Mutual Information (PMI). Additionally, they estimate the probabil-
ity of a document to generate a particular word using the Vector Space (VS)
model, the BM25 probabilistic model and Language Modeling (LM) model.

Our method differs from the aforementioned work by (1) introducing a new
weighting scheme called brtf.idf and (2) by using Bayes theorem for text classifi-
cation as our probabilistic approach rather than using the BM25 or LM model.
Taking a similar approach, Martineau and Finin [25] introduced Delta tf.idf
which basically calculates the difference of a word’s tf.idf score in the positive
and negative training dataset. Our work extends from this by estimating the
score of a word in an unbalanced dataset as rather than requiring a balanced
dataset. We also incorporate a parameter to allow us to weight words occurring
in more extreme reviews, i.e., 1∗ and 5∗, more highly.

3 Generating a Sentiment Score

The sentiment score for a word w is obtained by combining a probabilistic score
Scoreprob(w) and an information theoretic score Scoreit(w). In the following
section, we describe three approaches for each score calculation. The first is
based on probability theory, the second on information theory, and the third
approach employs an ensemble of sentiment analysers.

3.1 Using Probabilities

The first probabilistic method is based on Baye’s theorem [3] that calculates the
posterior probability, defined as the probability of an event A happening given
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that event B has happened. The probabilistic score, Scoreprob(w), of a word w
is introduced by Labille et al. [20]. It is the difference between its probability
of being positive, p(pos|w), and its probability of being negative, p(neg|w), as
follows:

Scoreprob(w) = p(pos|w) − p(neg|w)

where:

p(pos|w) =
p(pos) × p(w|pos)

p(w)

p(neg|w) =
p(neg) × p(w|neg)

p(w)

p(pos) =
∑

w′

∑

r∈Rpos

nw′r

p(neg) =
∑

w′

∑

r∈Rneg

nw′r

p(w) =
∑

r∈R

nwr

p(pos) is the prior probability of the positive class, i.e., the proportion of words
in the corpus that belong to the positive class, p(neg) is the proportion of words
that belongs to the negative class, and p(w) is the total number of occurrences
of w. Furthermore, p(w|pos) is the posterior probability of w given the positive
class and p(w|neg) is the posterior probability of w given the negative class. The
formula yields scores in the range from −1 to 1, with the range from −1 to 0
indicating that a word is negative while scores in the range 0 to +1 indicate that
the word is positive.

We propose 3 different ways of calculating the posterior probability of a word
w given the positive or negative class. The first is the simplest:

p(w|pos) =
p(wpos)
p(pos)

(P1)

p(w|neg) =
p(wneg)
p(neg)

where p(wpos) is number of times word w appears in the positive class, p(pos) is
the proportion of words that belong to the positive class, p(wneg) is the number of
times w appears in the negative class, and p(neg) is the proportion of words that
belong to the negative class. We expect this formula to have difficulty accurately
working with unbalanced datasets, e.g., datasets such as Amazon reviews that
contain many more positive examples than negative ones.

Our second approach is influenced by Frank and Bouckaert [7] who studied
problems arising from using Baye’s theorem for text classification with unbal-
anced classes and proposed a solution. Based on their work, the second method
estimates the probability of word w to be positive or negative as follows:
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p(w|pos) =

∑

r∈Rpos

nwr

∑

w′

∑

r∈Rpos

nw′r
+ 1

kpos + 1
(P2)

p(w|neg) =

∑

r∈Rneg

nwr

∑

w′

∑

r∈Rneg

nw′r
+ 1

kneg + 1

where: ∑

r∈Rpos

nwr = nw5∗ + nw4∗

∑

r∈Rneg

nwr = nw1∗ + nw2∗

In this approach,
∑

r∈Rpos
nwr is the number of times word w appears in the

positive class (i.e., the number of times it appears in each positive review r in
corpus R),

∑
r∈Rneg

nwr is the number of times w appears in the negative class,∑
w′

∑
r∈Rpos

nw′r is the number of occurrences of every word in the positive
class, and

∑
w′

∑
r∈Dneg

nw′r the number of occurrences of every words in the
negative class.

Our third probability-based method computes p(w|pos) and p(w|neg) simi-
larly to (2). The only difference is that we add a weight factor γ to take into
account the frequency of the words within the 1∗ and 5∗ review classes. Our
intuition is that, since 1∗ reviews are more negative than 2∗ reviews and 5∗ are
more positive than 4∗ reviews, word occurrences in these more extreme reviews
should count for more. Thus,

∑
r∈Rpos

nwr and
∑

r∈Rneg
nwr in our third method

become: ∑

r∈Rpos

nwr = γ nw5∗ + nw4∗

∑

r∈Rneg

nwr = γ nw1∗ + nw2∗

and p(w|pos) and p(w|neg) become:



Text Mining for Word Sentiment Detection 155

p(w|pos) =

∑

r∈Rpos

nwr

∑

w′

∑

r∈Rpos

nw′r
+ 1

kpos + 1
(P3)

p(w|neg) =

∑

r∈Rneg

nwr

∑

w′

∑

r∈Rneg

nw′r
+ 1

kneg + 1

3.2 Using Information Theory

The information theoretic formulae are based on a traditional information the-
oretic formula called TF-IDF (Term Frequency-Inverse Document Frequency)
[36] that assesses the importance of a word when representing the content of a
document. As before, the score of a word w is defined as the difference between
its positive score and its negative score. Labille et al. [20] introduced the formula
as follows:

ScoreIT (w) =
(
pos(w) − neg(w)

)
× IDF (w)

where :

IDF (w) = log
N

dfw

Once again, we propose 3 formulae to compute the positive and negative
score of word w, this time based on variations of TF-IDF. The first uses the
traditional relative term frequency of a word and is inspired by [25]

{
pos(w) = rtf(w5∗) + rtf(w4∗)
neg(w) = rtf(w1∗) + rtf(w2∗)

(I1)

where:
rtf(wx∗) =

∑

rx∈R

nwr

|r|
Here, rtf(wc) is the relative term frequency of word w in class c where

c ∈ 1∗, 2∗, 4∗or, 5∗; Nneg is the total number of negative review; Npos is the
total number of positive reviews; N is the total number of reviews. For example,
rtf(w5∗) is the relative term frequency of w in the 5-star class; and |r| is the
size of the review.

As in the case with our initial probability formula, P1, this formula does not
account for an unbalanced dataset.
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Our second information-theoretic formula adapts to unbalanced data sets.
We first introduce a new term called balanced relative term frequency or brtf,
of a word that is a modified relative term frequency that takes into account
the unbalanced factor of a word in the dataset. balanced relative term frequency
computes a word’s frequency relative to the type of review it is, that is, a positive
or negative review. If a word w belongs to a negative review the brtf is defined
as follows:

brtf(wc) =
rtfwr

Nneg
× N

Conversely, if w belongs to a positive review the brtf of w becomes the following:

brtf(wc) =
rtfwr

Npos
× N

The positive score, pos(w), and negative score, neg(w) of a word become:
{

pos(w) = brtf(w5∗) + brtf(w4∗)
neg(w) = brtf(w1∗) + brtf(w2∗)

(I2)

Finally, based on the same intuition as with the probabilistic approaches, we
add a weight factor γ to take into account the frequency of the words within
the more extreme review classes 1∗ and 5∗. In this case, the positive score and
negative scores of a word are now calculated as follows:

{
pos(w) = γ brtfc(w5∗) + brtfc(w4∗)
neg(w) = γ brtfc(w1∗) + brtfc(w2∗)

(I3)

3.3 Ensemble

Since our probabilistic approach uses the global frequency of a word, it gives
importance to the distribution of that word on a corpus level while our informa-
tion theoretic approach incorporates statistics from the importance of words at
the document level.

In order to benefit from both methods, we combine the best probabilistic
approach with the best information theoretic approach into what we call an
ensemble approach. The score of a word w is calculated as the average of both
the Scoreprob and ScoreIT of that word. Thus, the final score of a word w is
calculated as follow:

Score(w) =
Scoreprob(w) + ScoreIT (w)

2
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4 Evaluation Through Sentiment Analysis

4.1 Experimental Setup and Dataset

Since our goal is to produce a broadly applicable sentiment lexicon, we build
them from a large and diverse dataset. We construct our lexicons from Amazon
product reviews [26,27] for 15 different categories to ensure the heterogeneity of
the data. We merge reviews ranging from January 2013 through July 2014 from
each of the 15 categories into two large datasets: a balanced dataset and an unbal-
anced dataset. In the balanced dataset we merged the equal numbers of positive
and negative reviews whereas in the unbalanced datasets we merged reviews in
the same ratio in which they occurred in the dataset that skews heavily positive.
We split both datasets into two subsets using 80% for training and the remaining
20% for test purposes. The balanced dataset contains 2,656,872 reviews which
are rated from 1 to 5 while the unbalanced dataset contains 11,129,382 reviews.
Tables 1 and 2 [20] present some statistics about both datasets.

Table 1. Balanced training and test dataset statistics.

Training dataset Test dataset

Number of reviews 2,125,497 531,375

Number of negative reviews 1,062,972 265,464

Number of positive reviews 1,062,525 265,911

Number of 1* reviews 622,915 155,743

Number of 2* reviews 440,057 109,721

Number of 4* reviews 254,294 63,328

Number of 5* reviews 808,231 202,583

We consider 4-star and 5-star reviews to be positive, conversely, 1-star and 2-
star reviews are considered negative. We consider that 3-star reviews are neither
positive nor negative and are therefore ignored during any experiments.

We evaluate the effectiveness of our lexicons on both the balanced test dataset
(531,375 reviews) and unbalanced test dataset (2,225,877 reviews) using a basic
sentiment analysis method. The overall score of a review is computed by sum-
ming up each word score in the lexicon and by then dividing by the number of
words in the review, to normalize for length. If the resulting score is positive,
then the review is deemed to be positive; conversely, if the score is negative the
review is deemed to be negative.

We compare our results against a baseline lexicon derived from the widely
used lexical resource, SentiWorNet [2]. SentiWordNet is constructed using state-
of-the-art techniques and it assigns two sentiment scores (a positive score and
a negative score) to each word whilst our sentiment lexicon only assigns one
score. To account for that, each SentiWordNet word’s score is averaged using
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Table 2. Unbalanced training and test dataset statistics.

Training dataset Test dataset

Number of reviews 8,903,505 2,225,877

Number of negative reviews 1,062,522 265,914

Number of positive reviews 7,063,481 1,766,132

Number of 1* reviews 622,970 155,688

Number of 2* reviews 439,552 110,226

Number of 4* reviews 1,693,861 422,946

Number of 5* reviews 5,369,620 1,343,186

Petter Tonberg’s sentiment value approximation (source code available on Sen-
tiWordNet’s website). Finally, SentiWordNet takes the POS tag of each word
into consideration while our lexicons do not. To account for that, each word’s
score is averaged across all POS tag which result in a single sentiment score.

4.2 Experimental Results

Balanced Dataset
We first investigate the impact of the γ factor on the accuracy of our ensemble
formulae. We measure the accuracy in every classes, i.e., 1-star, 2-star, 4-star,
and 5-star, and compare them to the overall accuracy of the system. Figure 1,
adapted from [20], depicts the various accuracy measurements for different values
of γ. We can notice that the accuracy of the negative class (1-star and 2-star)
decreases as γ increases. Conversely, the accuracy of the positive class increases
as γ increases. We also notice that when γ is very low, i.e., equal to 0.5, the
system is highly accurate in the negative class (97% accuracy for the 1-star class

Fig. 1. Impact of Gamma on the accuracy for a balanced dataseti adapted from [20].



Text Mining for Word Sentiment Detection 159

and 93% for the 2-star class) and highly inaccurate in the positive class (53%
accurate for the 4-star class and 67% accurate for the 5-star class) with an overall
accuracy of 79.88%. Conversely, if γ is too high, i.e., equal to 3, the system is
highly accurate in the positive class (92% in the 4-star class and 96% in the
5-star class) and poorly accurate in the negative class (74% in the 1-star class
and 50% in the 2-star class) with an overall accuracy of 79.70%.

We can observe a balanced accuracy between the positive class and negative
class when γ is equal to 1, that is, when the extremes classes (1-star and 5-star)
are weighted equally to the middle classes (2-star and 4-star).

When γ is set to 1, not only the average accuracy of the negative class
(83%) is balanced with the average accuracy of the positive class (82%), but we
also achieve our highest overall accuracy of 84.66%. These observations suggest
that we do not need to distinguish between the subclasses when the dataset is
balanced.

Table 3. Comparison of the different formulae on balanced dataset.

TPR TNR PPV NPV F-Score Accuracy

P1 0.65 0.95 0.92 0.73 0.76 80.14%

P2 0.84 0.84 0.84 0.84 0.84 84.38%

P3 (γ = 1) 0.84 0.84 0.84 0.84 0.84 84.38%

I1 0.79 0.82 0.81 0.80 0.81 81.36%

I2 0.80 0.82 0.82 0.80 0.81 81.36%

I3 (γ = 1) 0.80 0.82 0.81 0.80 0.81 81.36%

Table 3 presents the evaluation and comparison of the different formulae on
the balanced dataset. We report the True Positive Rate (TPR) that measures
the proportion of positive reviews that are correctly classified as positive, the
True Negative Rate (TNR) that measures the proportion of negative reviews
that are properly classified as negative. We report the Predicted Positive Value
(PPV) that measures the proportion of positive results that are true positive and
the Negative Predictive Value (NPV) that measures the proportion of negative
results that are true negative. We also report the F1-Score and the accuracy. All
of the reported values are the averaged values based on a 5-fold cross validation.
Since γ is equal to 1, I2 is the same as I3 and P2 is the same as P3, i.e., the
extreme reviews are not weighted more heavily.

As shown in Table 3, all formulae achieve a high accuracy on the balanced
dataset. P1 and I1 achieve an accuracy of 80.14% and 81.36% respectively, con-
firming our intuition that they work well on a balanced dataset. P1 has a high
TNR and a fairly low TPR whilst I1’s TPR and TNR are comparatively simi-
lar, suggesting that even though the probabilistic formula performs very well on
classifying negative reviews, the information theoretic formula is more reliable
for classification. We further notice that P2 and I2 both outperform P1 and I1 in
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Table 4. Comparison of the different approaches on balanced dataset.

Recall Precision F1-Score Accuracy

P3 (γ = 1) 0.84 0.84 0.84 84.38%

I3 (γ = 1) 0.80 0.82 0.81 81.36%

Ensemble (I3+ P3) 0.83 0.85 0.84 84.60%

Baseline 0.86 0.63 0.73 68.37%

all metrics, meaning that our enhanced probabilistic and information theoretic
formulae, although designed for unbalanced datasets, are also more accurate on
balanced datasets.

We then compare our different individual approaches to the ensemble app-
roach and our baseline. The ensemble approach is built by combining both best
individual approaches: I3 and P3 with γ = 1. Table 4 sums up the comparison
using the recall, precision, F1-Score and accuracy.

As we can see, all of our approaches outperform the baseline approach, with
the ensemble approach being the most accurate with an accuracy of 84.60% and
a F1-Score of 0.84 compared to an accuracy of 68.37% and a F1-Score of 0.73
the baseline, improving the accuracy by 16.23%.

Unbalanced Dataset
We now explore the effectiveness of our approaches on unbalanced datasets.
As in the previous section, we first look at the impact of γ on the positive
accuracy, negative accuracy and the overall accuracy of the system. Because we
are now using the unbalanced dataset, we expected γ to have an impact on the
effectiveness of our formulae.

Fig. 2. Impact of Gamma on the accuracy for an unbalanced dataset from [20].
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Figure 2, obtained from [20], shows the effect of γ on the accuracy of our
ensemble approach on unbalanced dataset. Similarly to the balanced dataset,
when γ increases the system becomes more accurate in the positive class and
a bit less accurate in the negative class. When γ is at its lowest, i.e., 0.5, the
system is extremely accurate in the negative class (97%) but not accurate at all
in the positive class (48%) with an overall accuracy of 58.25%.

As γ increases, the system becomes generally more accurate. We achieve our
best accuracy when γ is set to 4, with an overall accuracy of 88.75%, an accuracy
in the positive class of 89%, and an accuracy in the negative class of 72%.

We can further notice that when γ is set to 1, that is when P2 = I2 and
P3 = I3, our system achieves 75.84% accuracy which is less than in the balanced
dataset, showing the importance of the γ factor when dealing with unbalanced
datasets.

Table 5. Comparison of the different formulae on unbalanced dataset.

TPR TNR PPV NPV F1-Score Accuracy

P1 1.0 0.0 0.86 0.0 0.92 86.92%

P2 0.69 0.94 0.98 0.31 0.81 73.30%

P3 (γ = 4) 0.88 0.79 0.96 0.50 0.92 87.17%

I1 1.0 0.0 0.86 0.0 0.92 86.92%

I2 0.74 0.86 0.97 0.33 0.84 75.96%

I3 (γ = 4) 0.90 0.67 0.94 0.51 0.92 87.33%

Table 5 presents the comparison of our formulae on the unbalanced dataset
for several metrics (TPR, TNR, PPV, MPV, F1-Score, and accuracy). Each
result is the average resulting from a 5-fold cross validation.

Although P1 and I1 both achieve a high accuracy of 86.92%, they have a
TPR and NPV of 0.0, meaning that these two approaches are not able to cor-
rectly identify negative reviews. They are therefore not suitable for unbalanced
datasets. Introducing factors to accommodate for unbalanced dataset in the for-
mulae P2 and I2 allows us to better identify negative reviews as evidenced by
the non-null TNR of both P2 and I2. Their high TNR is however offset by a
decreased TPR that results in a noticeable loss in accuracy of more than 10%
relative to P1 and I1.

By introducing the γ factor in P2 and I2, we are able to increase our TPR and
therefore overcome the drop of accuracy. We achieve our highest F1-Score and
accuracy of 87.17% for the probabilistic approach and 87.33% for the information
theoretic approach while still being able to correctly classify both the negative
and positive class.

We compare our approaches to the baseline and report the recall, precision,
F1-Score and accuracy in Table 6. Since P3 and I3 are our best probabilistic
and information theoretic approaches, they are used for the ensemble approach.
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Table 6. Comparison of the different approaches on unbalanced dataset.

Recall Precision F1-Score Accuracy

P3 0.88 0.96 0.92 87.17%

I3 0.90 0.94 0.92 87.33%

Ensemble (P3 + I3) 0.90 0.95 0.93 88.66%

Baseline 0.86 0.92 0.89 81.63%

We can notice that all of our approaches outperform the baseline in terms of
all metrics used. As with the balanced dataset, our ensemble approach achieves
the best accuracy of 88.66% which is an improvement of 7.03% over the baseline
that achieves 81.63%.

Finally, we see that the ensemble approach achieves a better recall and preci-
sion than the baseline, suggesting that the resulting lexicon could be more exact
and complete than the baseline lexicon. The ensemble approach inherits the
strength of both the probabilistic approach and information theoretic approach,
making it better than each of them individually.

5 Discussion

To give an intuitive feel for the lexicon produced, Table 7 [20] reports the top
5 most positive and most negative words from our lexicons as well as from the
baseline lexicon. One very interesting observation is the difference in vocabu-
lary of our lexicons from one approach to another. Indeed, the top words in the
probabilistic approach are much more formal than the top words from the infor-
mation theoretic approach. Likewise, the top words in the baseline approach are
uncommon words.

Table 8 [20] shows various words and their relative score across all the lex-
icons. It is important to note that some words such as good are classified as
positive in every lexicon. On the other hand, the word okay has a negative con-
notation in our text mining approaches whereas it has a positive connotation
in the baseline lexicon. Similarly, refund is perceived as negative by all of our
approaches while it is perceived as positive in the baseline lexicon. This illus-
trates the ability of a text mining approach to generate sentiment weights tuned
to the dataset, in this case, products reviews.

Table 9 shows some selected words that we classify as stable or variable.
Stable words are words that have a constant score, or weight, across lexicons
whereas variable words are words that have very different or opposite weight
across different lexicons. For instance, the words pretty and adequate are both
positive and have a weight of 0.041 in both the baseline lexicon and the ensemble
lexicon. Similarly, the words flimsy and inquiry are both negative words with a
weight of −0.034.

We observe two types of variable words: (a) words that have the same senti-
ment orientation but with different strengths; and (b) words that have opposite
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Table 7. Top 5 words for each lexicon.

Approach Top 5 positive words Top 5 negative words

P3 Perfectible Garbaged

Marvellously Junkiest

Oustanding Refundable

Lushness Misadvertised

Grogginess Defectively

I3 Great Not

Love Waste

Easy Money

Perfect Return

Well Disappointed

Ensemble Great Waste

Love Money

Easy Not

Perfect Refund

Loved Return

Baseline Wonderfulness Angriness

Fantabulous Henpecked

Congratulations Lamentable

Excellent Motormouth

Bliss Shitwork

Table 8. Selected words and their score.

Good Refund Okay Speaker

P3 0.0524 −0.7050 −0.0421 0.0079

I3 0.4384 −0.2422 −0.0421 −0.0075

Ensemble 0.2454 −0.4736 −0.0619 0.0000

Baseline 0.4779 0.0000 0.2500 0.0000

sentiment orientation. Words such as bliss or unsupported are of type (a) where
the former is highly positive in the baseline lexicon and slightly positive in our
lexicon whereas the former is highly negative in the baseline lexicon and fairly
negative in our lexicon. Words such as reputable or joking are of type (b), that
is, positive in one lexicon and negative in another lexicon.

The example in Table 10 shows the results of sentiment analysis for a review
using our various lexicons as well as the baseline lexicon. The review is first
preprocessed so as to remove stopwords and any punctuation marks. We then
query our lexicon to find each word’s score and sum them up to a single score.
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Table 9. Sample stable words vs variable words.

Word Baseline weight Ensemble weight

Stable words

Inquiry −0.034 −0.034

Pretty 0.041 0.041

Adequate 0.011 0.011

Flimsy −0.170 −0.169

Variable words

Reputable 0.875 −0.163

Bliss 1.000 0.044

Joking −0.030 0.875

Unsupported −0.667 −0.159

Table 10. Comparison of lexicons on rated review.

Review Overall rating

Full review I purchased this based on some of the other reviews but this

was crappy and only worked for two days.

1* negative

Review after

preprocessing

PurchasedBased ReviewsCrappyWorkedTwo Days Total ScoreClassified as

P3 score −0.02 −0.01 −0.09 −0.29 −0.06 −0.007−0.03 −0.0764 Neg

Coverage 100%

I3 score −0.01 −0.007−0.12 −0.03 −0.10 −0.05 −0.07 −0.0601 Neg

Coverage 100%

ensemble score−0.02 −0.009−0.11 −0.16 −0.08 −0.03 −0.05 −0.0683 Neg

Coverage 100%

baseline score N/A 0.0 N/A −0.75 N/A 0.0 0.0 −0.1875 Neg

Coverage 57.14%

The resulting score is then averaged by the number of words present in the
lexicon to account for the length of the review. If the score is positive then the
review is deemed to be positive, conversely, if the score is negative the review is
deemed to be negative.

We also report the coverage, that is, the proportion of words from the review
that are found in the lexicon. As shown in the table, our lexicons all have a
coverage of 100% against 57% for the baseline. Words that are not covered
by the lexicon are noted as N/A. While our approach can score every word
in the review, the baseline lexicon misses several words among which could be
words carrying important information such as worked. This major difference may
explain the higher accuracy achieved by our lexicons.

The baseline lexicon focuses on adjectives whereas our approach works on all
parts-of speech, based on the belief that non-adjectives can indicate sentiment
orientation and that it is important to take them into consideration.

Table 11 shows snippets of reviews properly classified by our best approach,
i.e., the ensemble approach, that were misclassified by the baseline lexicon.
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Review A is a 2-star review that is classified as negative by our lexicon with
a overall score of −0.0608 and classified as positive by the baseline lexicon with
a score of 0.0082. It is important to note that our approach has a coverage of
100%, i.e., every words from the review are scored, while the baseline only cov-
ers 54.5% of the review’s vocabulary. We believe that words such as worked or
died are indicators of negativity in the review and therefore play a role in the
sentiment classification of the review. By failing to take them into consideration,
the baseline might have failed to correctly classify the review.

Likewise, review B is a 5-star review that was properly classified by our
ensemble approach and misclassified by the baseline lexicon. Here again, the
baseline lexicon has a low coverage, i.e., 58.3% against 91.66% for our approach.
This review reveals another interesting point, that is, the word unusing which
is a misspelled word by the product’s reviewer. Both lexicons fail to score the
word, highlighting the importance of spelling and orthography in text mining.

Also note the difference between individual word’s scores. For instance, the
baseline lexicon evaluates described and quickly as neutral words whereas they
are evaluated as positive in our lexicon. This could explain the misclassification
of the review by the baseline lexicon.

Table 12 shows snippets of reviews that are misclassified by both our
approaches and the baseline (review C) as well as a review (review D) that is
misclassified by our approach but correctly classified by the baseline. Although
both our ensemble lexicon and the baseline lexicon have a very high coverage in
review C, they still fail to properly classify the review. This is mainly due to the
nature of the product review, which is very short, that does not provide enough
information to allow a correct classification.

Table 11. Snippets of properly classified reviews.

Indeed, by taking a closer look at review C, we can see that only very few
words express a negative thought, that is “wouldn’t recommend”. From a com-
puting perspective that is only 2 words out of 11 that really carry negativity.
Hence the inability for both approaches to perform a correct classification.
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Table 12. Snippets of misclassified reviews.

Fig. 3. Score distribution from the different approaches.

Review D shows that our approach can sometimes fail to properly classify a
review when the baseline lexicon can. In particular, Review D is a 2-star review,
and these tend to be harder to classify since they are on the edge of being neutral.

Figure 3 [20] shows the word sentiment score distribution for each of the
approaches. As we can see, all lexicons words score tend to fail in the range
−0.25 to 0.25. there are also many words with positive scores versus those with
negative scores.

6 Conclusions and Future Work

In conclusion, we describe a new text mining-based technique based on prob-
abilities and information theory to automatically generate a sentiment lexicon.
Unlike most state-of-the-art techniques that either use a list of seed words or that
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perform lexicon adaptation, our method does not require any avpriori knowl-
edge. Our approach differs from the traditional techniques in several ways: (1)
We use a large diverse corpus to train our model rather than using domain-
specific corpus; (2) our lexicons include words from all part-of-speech (POS)
rather than being limited to adjectives; and (3) our model is accurate on both
balanced datasets and unbalanced datasets.

Our approaches are validated by using our lexicons to run sentiment analy-
sis on Amazon product reviews. Our best probabilistic approach and our best
information theoretic approach are combined into an ensemble approach that
outperforms each of the individual methods and the baseline. We achieve an
accuracy ranging from 81.36% to 84.60% on a balanced dataset versus 68.37%
for the baseline approach and an accuracy ranging from 87.17% to 88.66% on
unbalanced dataset against 81.63% for the baseline approach. Our method also
achieves a good recall, precision, and F1-Score, showing that we are able to
classify both negative and positive reviews correctly.

Our future work will focus on the exploration of domain-specific sentiment
analysis. We will evaluate the effectiveness of our method across several domains.
Our intuition is that some words’ sentiments are depending upon the context in
which they are used, and a single word can therefore have different or opposite
sentiment orientation. Another focus will be exploration of sentiment rating
prediction rather than sentiment analysis, i.e., how to predict the class of a
review from a set of several classes level rather than being limited to a simply
positive or negative.
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Avenue de l’université, 76800 Saint Etienne du Rouvray, France

4 INEVA, 14 rue du Girlenhirsch, 67400 Illkirch, France
bruno.albert@ineva.fr

Abstract. The field of quality control has seen over the last decades
a variety of studies and innovations turned towards the improvement of
the perceptions rendered through manufactured products. Thus, quality
checks do not only rely on technical control, but on a diversity of controls
which correspond to the senses involved when interacting with a product.
However, the quality specifications and in particular the vocabulary used
for their description are still very specific to each product or industrial
domain. With the perspective of simplifying and standardizing perceived
quality control, this study aims at providing a Smart System based on
knowledge modelling methods which is capable of guiding manufacturers
in the process of structuring, generalizing and eventually automatizing
the control process related to perceived quality and touch in particular.
This paper presents a general framework for the Smart System as well
as an ontological structure for the representation of perceived quality
knowledge. The specificities of the sense of touch are detailed and led to
the proposition of novel formalized description and conceptual model of
haptic perceptions.

Keywords: Sensory perception · Haptics · Smart system
Semantic analysis · Quality control · Perceived quality

1 Introduction

Humans perceive the world and particularly objects in the world through their
senses. It allows us not only to understand, but also to make our own opinion
and judgment about these objects. Perceived quality has become a major factor
of the choice of products by customers, and a great economical challenge for
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manufacturers. In an industrial context, controlling perceived quality is often
limited to controlling the visual quality of products. However, in most cases only
controlling visual aspects does not fully correspond to the perception a customer
can have when interacting with the product. In particular, the action of touching
usually comes right after a first visual observation, and has an important role in
completing the full perception [1].

Touch involves complex physical and psychological phenomena which lead to
very precise but also very subjective and individual haptic perceptions. Haptic
perceptions are a combination of tactile and kinesthetic perceptions [2]. Tactile
sensations are obtained thanks to sensory receptors localized in the skin. Kines-
thetic sensations are obtained thanks to receptors localized in muscles, tendons
and joints. When touching a product, as a simplification one can consider tactile
sensations as the sensations obtained locally on the surface of the product and
kinesthetic sensations as the ones obtained more globally over the product.

Therefore, on the one hand the control of haptic sensations involves the com-
prehension of human haptic perception process, at physical as well as psycholog-
ical levels. On the other hand, it involves the formalization of this knowledge in
order to extract control protocols and make this knowledge usable by an auto-
mated system. In this context, knowledge based systems are especially suitable.

For the development of a Smart System for haptic quality control the KREM
framework was chosen. It is presented in section two. This framework high-
lights the use of four main components (knowledge, rules, experience, meta-
knowledge) to take into account the specificities of the system. In particular, this
paper details the Knowledge component. An ontological structure is introduced
in section three. It presents the different domains of knowledge involved and
the corresponding ontologies, as well as the upper level ontology used to struc-
ture the concepts. The proposed formalization of haptic perception knowledge
is explained in section four. A domain ontology structuring haptic knowledge is
then presented in section five, with the integration of the proposed formalization
of the haptic domain.

2 A Framework for the Development of the Smart
System

Conventionally, a smart system is composed of a fact base and a rule base,
on which various types of reasoning can be made. However, the observation
of the drawbacks of this classic architecture led to the selection of different
model, rather based on the use of semantic technologies. Therefore, the KREM
model [3] is used here as a global framework in order to develop the proposed
smart system. This framework has already been successfully applied in several
different domains [4,5]. It was especiallycially proven to be useful regarding
the management of knowledge in applications where the elicitation of expert
knowledge and the non-completeness of this elicitation could be a problem [6].

Semantic technologies use methods from automatic language processing,
machine learning and knowledge representation to build the ontologies and the
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rules that will enable its implementation. Semantic technologies also intend to
create new meaningful relationships, and therefore new knowledge, based on
information of different natures and forms. Semantic technologies offer in par-
ticular to enriching documents with meta-data or creating specific linguistic or
terminological standards. It can eventually facilitate decision making through
effective knowledge management.

But decision-making, to be effective, must result from reasoning and analysis
of this knowledge. It must also take into account the experience and exper-
tise of decision-makers. The capitalization of experience appeared naturally as
a possibility of improvement of the architecture, in the form of specific knowl-
edge structures and reasoning mechanisms. SOEKS (set of experience knowledge
structure) [7] and CBR (case based reasoning) [8] are two examples of these
structures and reasoning mechanism.

Furthermore, the use of meta-knowledge has become a need, in order to
lead the execution of our knowledge-based systems following the application
environment. Meta-knowledge is knowledge about the domain knowledge, the
rules or the experience. It can be in the form of context, culture or protocols that
steer the use of that knowledge. Context is any information that characterizes a
situation related to the interaction between human beings, applications and the
surrounding environment [9] and is identified as belonging to four types: identity,
status, location, time. Context is typically the location, identity and state of
people, groups, and computational and physical objects. Time is information
that helps to recognize a situation using historical data. The Culture aspect
of meta-knowledge intends to reflect the different ways decisions are made in
different cultures. Protocols usually elicits the ways the other pieces of knowledge
are used to accomplish a task (for example, quality control). Meta-knowledge
may also be closely related to experience knowledge.

To take these ideas into account, the KREM model has four interacting
components that can be defined by project or application domain. The re-use of
components is, of course, encouraged. The KREM components are (Fig. 1):

– The Knowledge component contains the domain knowledge to operate, by
means of different domain ontologies.

– The Rules component allows different types of reasoning (monotone, spatial,
temporal, fuzzy, or other) depending on the application.

– The Experience component allows the capitalization and re-use of prior knowl-
edge.

– The Meta-knowledge component, including knowledge about the other three
bricks. This component depends on the problem.

The way the domain knowledge is formalized defines how the rules are
expressed. Experience completes the available knowledge and rules. Finally,
meta-knowledge directly interacts with the rules and the experience to indi-
cate which rules (coming from experience or from the initial rule set) can be
used according to the context of the problem to solve.

A modular architecture, such as KREM, is one of the main framework for
large and complex systems. In this framework, each module or component has a
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Fig. 1. The KREM architecture with its four interrelated components: knowledge,
rules, experience and meta-knowledge [3].

specific functionality providing separation of components. In turn, this enables
the system to support re-use or replacement (i.e. changes in a single module
would not affect the others, permitting the continuous operation of the system).

Formalizing and structuring Knowledge are the first steps of the development
of the Smart System. The following sections are hence focused on the Knowledge
component, which will eventually be integrated to a larger KREM architecture
and therefore coupled with the other modules previously presented.

3 Towards an Ontological Structure for Haptic Quality
Control

The use of formal models, such as ontologies, is essential for the development of
a smart system. Very few studies have proposed ontologies directly related to the
description of human perceptions and quality control. This is why we propose
here a novel way to model knowledge related to the description and control of
perceived quality. This section hence presents the proposed ontological structure
for the measuring of sensory perceptions and its particularization towards haptic
quality control.

3.1 Upper-Level Conceptual Model

The construction of a conceptual domain representation requires first to identify
the general ontological structure in which the domain ontology can be included.
In particular, the use of a high-level ontology is essential in order to have a
“skeleton” of the structure, which gives it a coherent and already tested com-
position. There are multiple upper-level ontologies, and we have chosen to focus
on the Semantic Sensor Network (SSN) ontology [10], supported by the W3C1.
Indeed, it has been identified as particularly relevant considering the context of
the study and the opportunities of further development regarding the instru-
mentation of the control, but also regarding enrichment through experience.
Compton [10] introduced the SSN ontology in order to describe sensors and
observations. Besides the perspectives of future development of the present study

1 World Wide Web Consortium (http://www.w3.org/).

http://www.w3.org/
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Fig. 2. Extract of the SSN ontology [10].

around the system of sensors, the SSN ontology introduced a way to conceptual-
ize the links between product properties, sensors measurement and observation
conditions. In addition, SSN is a core ontology that is based on the well-known
top-level DUL ontology [11].

Figure 2 is a reduced version of the SSN ontology including the stimulus-
sensor-observation pattern proposed by Compton [10]. This figure focuses only
on some of the entities relevant to this study. This representation involves the
different concepts of interest, regarding the aim of integrating haptic perception
knowledge, as well as future automation of the process. This extract of the SSN
ontology and the proposed domain ontology have been aligned. The details of
this alignment is presented below.

3.2 Global Ontological Structure

An ontological structure is proposed in Fig. 3, in order to gather and structure
the diversity of domains involved in the control of the haptic quality of prod-
ucts. This structure was first introduced in [12] and refined since. It aims at
organizing the elements of knowledge that compose each domain into different
domain ontologies. They can then be aligned to the upper-level ontology, i.e. the
SSN ontology here. This ontological structure is presented as a classical ontol-
ogy hierarchy [13] with a top-level ontology, a core ontology, a general ontology
(which is not detailed here), a task ontology and multiple domains ontologies.
The domains involved here are: the application context, the sensing and the
sensory perceptions domains (and haptic perceptions in particular). In addition,
the control process is represented as a task ontology.

Here is a brief description of all these ontologies:

– The Application Context ontology formalizes industrial constraints, product
properties and environmental context details.

– The Sensing ontology gathers knowledge about sensors, processing methods
and possible kinematics which are relevant for the measuring of sensations.
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– The Sensory Perception ontology gathers knowledge about human senses and
enables a direct correspondence with human perceptions. We specifically focus
here on haptics, but the aim is to eventually gather knowledge about all
senses.

– The Control Process ontology aims at gathering the tasks and protocols nec-
essary in order to perform the quality control.

The haptic quality control will make use of the elements of each of the domain
ontologies, in a flexible and adapted way following the context of application and
industrial constraints. The following sections focus on the Sensory Perception
ontology, and more specifically on the part related to haptic perceptions. The
other domain ontologies involved in this structure will not be extensively detailed
in this paper. They are part of the development process for the formalization of
haptic quality control. In particular, the Application Context and Control Process
ontologies are the main parts that will enable to setup the Meta-knowledge
component.

In addition, the proposed ontological structure has been made general enough
in order to foresee possible utilization with other kinds of senses: for instance
vision, audition or taste, as shown with dotted line boxes in Fig. 3. Indeed, the
aim would be to eventually gather knowledge about all these senses, and enable
perceived quality control in a more global way, taking into account the full human
perception experience.

Fig. 3. General ontological structure and domain ontologies of haptic quality control.

4 Formalizing Haptic Perception Knowledge

The sense of touch has been widely studied at a biological level in order to
understand how it works [14]. Regarding the description of sensations, some
studies have proposed to analyse and select descriptors, but focusing on specific
types of application and material, or only on specific likable features of prod-
ucts. A more generic and general approach is proposed in this study. It intends to
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formalize and structure knowledge about haptics by gathering relevant vocab-
ulary and relations from multiple sources (such as sensory analysis studies as
well as vocabulary databases). The first elements of the formalization process
were presented in previous publication [12,15,16]. It mainly aimed at extract-
ing sensation categories out of semantics in order to propose a representation
as exhaustive as possible of human haptic sensations. This section presents the
recent improvements of the analysis and refined models.

4.1 Perception Process

The process of generation of a haptic perception starts with touch, which can be
defined as the stimulation of the skin by thermal, mechanical, chemical or elec-
trical stimuli, combined with kinesthetic information from receptors in muscles,
tendons and joints. Sensory systems, and sensory receptors in particular, activate
as soon as a stimulus is detected. They transform the energy received through the
stimuli into electrical energy by a change of neuronal electrical potential (trans-
duction). Encoded information is then processed by the nervous system in order
to produce sensations. Sensory systems located in the nervous system interpret
these sensations by comparison to memories and known sensations. Perceptions

Fig. 4. The human tactile perception process. Inspired from [17,18] and [19].
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are the results of this process. A schematic view of the haptic perception process
is provided in Fig. 4 [17–19].

The following principle can be considered: the somatosensory system being
the same, or almost the same across humans, sensations can be considered iden-
tical, or near-identical, for everybody (for similar external conditions such as
temperature, humidity, level of tiredness, etc.) However, perceptions differ from
one person to another, because the self-experience of a person is involved (cul-
ture, education, memories, etc.) and is very different across people. This is why
we chose to focus here on sensations in order to follow an objective formalization
process, while still being able to represent individual perceptions.

4.2 Usual Haptic Sensation Descriptors

Humans mainly communicate about sensations using words. Thus, the field of
sensory perceptions uses a very diverse vocabulary for the description of sensa-
tions. In particular regarding haptic sensations, more than 250 descriptors could
be listed when searching across the literature and dictionaries. Some examples
are provided below, along with the specificities of these descriptors.

Descriptors found in the literature are usually related to specific types of
products and materials. They can also depend on the language and culture of
the controllers. Several methods can be listed as examples of these specificities:

– Sensotact [20] is a reference method introduced by Renault in order to
describe the sensations perceived in contact of vehicle interiors. It uses ten
descriptors distributed following the exploration mode (hardness, responsive-
ness, memory effect, sticky, fibrous, relief, scratchy, blocking, slippery and
thermal).

– Considering textile products only, Issa et al. [21] proposed six invariant
descriptors common to French and English languages (flexible/rigid, falling,
thin/thick, soft, creasable, responsive).

– Still in the textile field of application, Picard et al. [22] found five pairs
of descriptors (soft/rough, thin/thick, mellow/hard, smooth/rough, pleas-
ant/harsh), from a set of twenty-four and Sola et al. [23] listed fourteen
descriptors.

– Considering paper sheets, Summers et al. [24] reduced it to two descriptors
(rough and stiff ).

– In the field of packaging, Dumenil-Lefebvre [25] suggested two groups of
descriptors, respectively for the tactile description of ground-glass (sticky,
rough, granular, slippery, cool, greasy) and a multi-material group, including
plastic, cardboard, etc. (adherent, sticky, supple, elastic, markable, rough,
granular, slippery, scratchable, cool).

The descriptors listed in the different studies are hence very different from one
product to another, as well as from one type of material to another. While some
descriptors are common across different materials (for instance, the descriptor
soft is used similarly for wood, fabric, leather, ceramic), some others are very
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specific to one type of material. For example, descriptors like furry, fuzzy, fluffy,
etc. are mainly used for the description of fabric.

Translations from one language to another is also a source of variability
in the way sensations are described, because the correspondence between the
meanings of translated words is not always complete, or can be expressed with
several different words, following the context. For example, frais in French could
be translated into fresh or cool. Some words also do not have any translation.
For instance bouchard in French comes from a tool: the boucharde, which is
originally used to print marks on concrete [23]. Differences between cultures,
often represented by the difference in language, can sometimes induce a difference
in the meaning of the same words, for example a sensation of cold might not be
perceived the same way by people living in cold or hot areas.

4.3 Formalizing Haptic Sensations

Considering the diversity of the vocabulary used in order to describe haptic
sensations, formalizing the way these sensations are described has become a
need when trying to build a structured representation of sensory perception
knowledge. Studies performed in the context of visual quality control [26,27]
demonstrated the feasibility of reducing the list of descriptors used and therefore
formalizing visual aspect anomalies. A similar approach is followed here, with
the addition of semantic methods, which enable to take the meaning of each
word into account in order to provide a formalized representation as precise and
complete as possible.

Therefore, the proposed method makes use of the semantic characteristics of
the descriptors in order to extract generic categories of haptic sensations. In par-
ticular, the usual descriptors were classified. Semantic relations between descrip-
tors were used in order to group them. Synonym and antonym links were drawn
from semantic databases like Wordnet2 and the Thesaurus3, but also from a
dictionary of sensory words [28] (in French). A graphical tool4 and the OpenOrd
method [29] were used in order to gather elements with strong relations and
spread the ones with weak relations. The result is shown in Fig. 5. The OpenOrd
method involves the computation of the distance between nodes (descriptors), by
minimizing a formula containing attractive and repulsive terms. Thanks to this
grouping we extracted categories from the meaning of the descriptors contained
in these main groups.

Descriptors were also classified following three semantic axes proposed
by [23]. These axes (source, effect and physical property) focus on the origins and
meaning of the descriptors. They especially highlight the semantic basis of the
descriptors and the links with the characteristics of a surface. The source axis
refers to a perception (sensation complemented with knowledge and experience),
e.g. silky refers to silk. One needs to have the knowledge of what silk is to under-
stand what an silky sensation is. The effect axis refers to sensations that involve
2 WordNet: https://wordnet.princeton.edu/.
3 Thesaurus: http://www.thesaurus.com/.
4 Gephi: Open graph visualisation platform, url: https://gephi.org/.

https://wordnet.princeton.edu/
http://www.thesaurus.com/
https://gephi.org/
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Fig. 5. Extraction of categories from usual haptic descriptors using semantic classifi-
cation methods (based on [15] and [12]).

a judgement from the evaluator. These descriptors can hence be subjective, or
even hedonic. Finally, the physical property axis refers to a non-hedonic sensa-
tions, which can be directly measured. This classification enabled the selection of
relevant descriptors for each sensation category. Hedonic elements (which form
a separate group in Fig. 5) were not selected, because they involve a strongly
subjective judgment.

4.4 Elementary Haptic Sensations

A set of nine elementary haptic sensations is proposed. These elementary sen-
sations correspond to the groups identified in the classification step - with the
exception of the central group (including homogeneous and heterogeneous) cor-
responding to general characteristics of the other descriptors. These elementary
sensations are designed to cover all haptic descriptors listed. In particular, they
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aim at being used in order to describe perceived sensations in a formalized man-
ner, and can hence be used to represent the sensory descriptors.

Considering that these classes were constructed using descriptors from all
kinds of domains of application, they provide a generic description of haptic sen-
sations. This means that the descriptors found in the literature, and presented
above, can be described by at least one elementary sensation. Table 1 shows the
list of nine elementary sensations. Their individual definition is given. The ele-
mentary sensation are grouped into primarily tactile or primarily kinesthetic sen-
sations, following the receptors being mainly involved in the generation of these
sensations. Table 1 also shows the stimuli and exploration movements related
to each elementary sensation because of their involvement in the generation of
the sensation. These relations were obtained by extracting information between
stimuli, exploration modes and descriptors in the following studies: [2,17,20,30–
32].

Table 1. Proposed elementary sensations, and associated stimuli and exploratory
movements.

Elementary sensation Definition Type of stimulus Exploratory movement

Primarily tactile sensations (local impact)

Grip Sensation of stretching or holding

back of the skin when touching the

surface of an object

Stretching (and

motion)

Tangential movement

Relief Sensation of vibration or

sub-centimetric shape when touching

the surface of an object

Vibration or

Micro shape (and

motion)

Static contact or

tangential movement

Hardness Sensation of resistance of the surface

of an object when pushing on it

Pressure Orthogonal movement

Reactivity Sensation of residual deformation or

interaction with the surface of an

object after pushing on it

Pressure and

motion (and

macro-shape)

Orthogonal and

tangential movement

Residue Sensation of matter remaining on the

skin after touching the surface of an

object

Persistence (and

micro-shape and

motion)

Tangential or orthogonal

movement, or static

contact

Warmth Sensation of thermal transfer

between the surface of an object and

the skin when touching it

Thermal transfer Static contact

Pain Sensation of damaging of the skin

when touching the surface of an

object and its edges in particular

Damage (and

motion)

Tangential or orthogonal

movement, or static

contact

Primarily kinesthetic sensations (global impact)

Weight Sensation of mass of an object in

relation to its size

Mass, size Envelopping and lifting

Shape Sensation of global shape of the

surface of an object and its edges

Macro-shape and

pressure

Tangential and

orthogonal movement,

or envelopping

5 An Ontological Representation of the Haptic Domain

This section presents the development of a domain ontology integrating haptic
perception knowledge and its alignment with Compton’s core ontology, build
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upon the model first presented in [12] and refined here. One can make the obser-
vation that not so much existing work about the representation of sensory per-
ception can be found in the literature and even less on haptic perception in
particular. One rare example of a domain ontology representing the field of hap-
tics was proposed by [33], but this study focused on software development for
haptic interfaces. The study presented in this paper focuses instead on human
perception and quality control. Thus, the proposed ontology integrates the for-
malization principles previously presented, and organises them so the related
knowledge can be used in the proposed Smart System for Haptic Quality Con-
trol. The developed Haptic Perception ontology is a part of the Sensory Per-
ception ontology. Both ontologies are presented in this section and the latter is
detailed with an example.

5.1 General Sensory Perception Ontology

Figure 6 shows the main concepts of the proposed Sensory Perception ontology.
This ontology is a generalization of the knowledge representations corresponding
to each sense, with a general structure and the aim of being as generic as possible.

Fig. 6. Main concepts of the proposed Sensory Perception ontology.

The main concepts of the Sensory Perception ontology are the following:

– Description contains all the elements necessary for the description of the
perception. Description is composed of four elements: Descriptor, Sensation,
Stimulus, Intensity.

– Exploration describes the exploration modes that enable the perception.
Exploration is composed of four elements: Effector, Movement, Object condi-
tion, Parameter.
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– Descriptor integrates the usual vocabulary for describing human sensory per-
ceptions.

– Sensation is a formalized description of human sensations.
– Stimulus is the physical phenomenon that induces sensations.
– Intensity describes the intensity of a sensation or a stimulus regarding a

specific description.
– Effector is the part of the human body related to the generation of the per-

ception.
– Movement is the type of movement performed in order to generate stimuli

and hence the perception.
– Object condition describes the condition of the object when performing the

exploration.
– Parameter lists the parameters involved in the exploration. It is directly

dependent of the concepts Effector, Movement and Object condition.

5.2 Haptic Perception Ontology

The formalized knowledge about the haptic domain enabled to fill out the Haptic
part of Sensory Perception ontology, with the aim of representing perceptions
when touching a product.

Figure 7 shows an extract of the proposed Sensory Perception ontology, as
well as a part of the Sensing ontology which is relevant here. Only a subset of the
concept and relation restrictions are displayed for the sake of clarity, and in order
to show a specific example of the characterisation of the descriptor Slippery. The

Fig. 7. Extract of the proposed Haptic Perception ontology. This Figure was obtained
using OWLGrEd [34]. A UML-like notation is used, where boxes are OWL classes, thick
lines are hierarchical relations and thin lines are restrictions, labeled with object prop-
erties. Straight segments represent the fact that certain classes have more subclasses,
but only some are represented.
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complete ontology includes all the elements of Table 1 as well as the full list of
descriptors.

Regarding haptic perceptions in particular, the concept of Exploration inte-
grates the elements necessary for the stimuli to be generated. This includes the
type of effector (e.g. the hand), the movement (e.g. tangential displacement),
the object condition (e.g. if it is moving or not), as well as parameters cor-
responding to these elements (e.g. contact duration or movement speed). The
concept of Stimulus integrates the physical characteristics measured by human
receptors, i.e. for instance Pressure, Stretching, Vibration, etc. The concept of
Sensation integrates the proposed formalization of haptic sensations previously
presented. The concept Sensation is distributed on the two classes TactileSen-
sation and KinestheticSensation. The usual descriptors are grouped under the
concept Descriptor and are related to the corresponding sensation categories.

The concepts of Measure and Sensor are part of the Sensing ontology.
Figure 7 integrates them in the purpose of providing an example of the extensions
of the relations previously presented.

5.3 Example: Representation of the Descriptor Slippery

Figure 7 serves also as an example of the relations involved in the description
and characterization of the descriptor Slippery. First, the process of formaliza-
tion of haptic knowledge previously presented provides information on relations
between usual descriptors and the proposed elementary sensations. Consider-
ing this specific example case, it is possible to establish that the elementary
Sensation of Grip uniquely describes the Descriptor Slippery. Grip is perceived
through the Stimulus Stretching. As seen above, the elementary sensation of Grip
is also related to a tangential movement, which is represented in the ontology
by a restriction between Grip and the Movement TangentialMovement. More-
over, this specific type of Stimulus is characterized by the physical parameters
TangentialDeformation and TangentialForce.

This representation provides hence all the elements necessary to link hap-
tic sensations - and even more specifically usual descriptors of these sensations
- to the physical properties of the stimuli that can be measured in order to
provide intensity values of haptic sensations. Moreover, this ontology also pro-
vides the related exploration elements, as well as the sensory receptors (through
the Sensing ontology) involved in the perception process. Note again that many
more relations exist between these concepts, for instance between Movement and
Stimulus, but for the sake of clarity, only the most relevant to this example were
shown in Fig. 7.

5.4 Alignment to the SSN Core Ontology

With regards to the aim of applying haptic perception knowledge to quality
control, the higher level SSN ontology brings a formal structure to the proposed
model and will enable to reason about it in a more general and coherent manner.
Indeed, SSN is designed to provide a formal ontological framework in order to
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represent the interactions between sensors and properties, or more generally
between a sensing system and features of interest. The alignment to a part
of the SSN ontology, and more specifically to the sensor-stimulus-observation
pattern (shown in Fig. 2), is relatively natural considering the concepts proposed
in the Sensory Perception ontology. The following alignment is proposed, with
SP =Sensory Perception and S =Sensing :

SP : Sensation � SSN : Property

SP : Descriptor � SSN : FeatureOfInterest

SP : Stimulus � SSN : Stimulus

SP : Exploration � SSN : Sensing
S : PhysicalParameter � SSN : Property

S : Sensor � SSN : Sensor

In particular, the SSN concept SSN:Property is defined as an observable char-
acteristic of real-world entities (SSN:FeatureofInterest), which are not directly
observable. SP:Descriptor can be aligned to SSN:FeatureofInterest, because it
corresponds to the way people usually communicate about sensations, which is
not directly observable. At the opposite, SP:Sensation and S:PhysicalParameter
correspond to observable characteristics of SP:Descriptor. They can hence be
aligned to SSN:Property.

The concept Sensor can be aligned to SSN:Sensor because it detects stim-
uli. Moreover, in SSN, SSN:Sensor implements SSN:Sensing, and considering
human sensory perception, SP:Exploration can be considered as a way to imple-
ment sensory receptors (S:Sensor, which hence corresponds to SSN:Sensing. The
proposed ontology adds the fact that some SP:Exploration concepts also enable
the generation of SP:Stimulus through contact and movement.

In addition, some concepts from the Application Context ontology can be
matched with the concept of SSN:Observation which represents the conditions
of observation. However the SSN ontology does not include sufficient details
about context. This is why future work within this project will be focusing
on interaction with context, and in particular in order to provide a complete
description of the Meta-knowledge component of the KREM framework.

6 Conclusions and Perspectives

This work provides the first steps of the development of a Smart System for
haptic quality control. A general framework was presented, based on the KREM
model which provides a separation of the modules involved in the development
of this system, while still enabling interaction between them. The main aim in
using this framework is to allow for more flexibility in the development, consid-
ering future applications of the system, in particular regarding the integration
of experience and enrichment of the knowledge base.

A global ontological structure was defined in order to fulfil the needs for
knowledge integration from the multiple domains involved in this project, i.e.
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human perception, quality control, instrumentation and industrial context of
application. Moreover, the structuring of the knowledge was founded on well-
known high level ontologies, and the proposed domain ontology for the repre-
sentation of sensory perception knowledge was aligned with the SSN ontology in
particular.

The construction of this ontology involved the formalization of the knowl-
edge related to haptic perceptions. A generic description was presented with the
proposition of elementary haptic sensations, based on a semantic analysis of a
large set of sensory vocabulary. Through relations found across the literature
between sensory descriptors, stimuli and exploration modes, a model of corre-
spondence was proposed and implemented in the ontology. Reasoning on this
model will provide the Smart System with expert knowledge about sensory per-
ception, and enable manufacturers to standardize haptic quality control while
skipping relatively long and heavy usual sensory analysis processes.

This paper focused on the Knowledge component of the KREM framework.
The next steps in the development of the propose Smart System will include
the Meta-knowledge and Rules modules which will enable to reason according to
the context of application and hence adapt the selected quality control methods
to manufacturing contexts (e.g. adapting the selection of haptic sensations and
exploration parameters to the material of a product). In addition, current indus-
trial testings of the proposed models will provide evaluation results and enable
continuous enrichment of the knowledge base. Furthermore, the proposed sys-
tem is intended to eventually provide an automated process of perceived quality
control. Knowledge about sensors and products will hence also be explored, as
well as the relations between data from the sensors and haptic sensations. This
corresponds to the problem of symbol anchoring and brings further perspectives
to this study.

Acknowledgments. This work has been done within a thesis project funded by the
French technological research association (ANRT) as well as the company INEVA
(INEVA: http://www.ineva.fr/). This work is the result of a collaboration between
three parties, which are all acknowledged here: the company INEVA, the INSA de
Strasbourg (with the ICube laboratory) and the University of Savoie Mont Blanc (with
the SYMME laboratory).

References

1. Katz, D.: The World of Touch. Psychology Press, New York (2013)
2. Lederman, S., Klatzky, R.L.: Haptic perception: a tutorial. Atten. Percept. Psy-

chophys. 71, 1439–1459 (2009)
3. Zanni-Merk, C.: KREM: a generic knowledge-based framework for problem solving

in engineering - proposal and case studies. In: INSTICC (eds.) 7th International
Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge
Management, pp. 381–388. Science and Technology Publications, Lda (2015)

http://www.ineva.fr/


A Smart System for Haptic Quality Control 189

4. Zanni-Merk, C., Marc-Zwecker, S., Wemmert, C., de Beuvron, B.F.: A layered
architecture for a fuzzy semantic approach for satellite image analysis. Int. J.
Knowl. Syst. Sci. 6, 31–56 (2015)

5. Gartiser, N., Zanni-Merk, C., Boullosa, L., Casali, A.: A semantic layered archi-
tecture for analysis and diagnosis of SME. Procedia Comput. Sci. 35, 1165–1174
(2014). https://doi.org/10.1016/j.procs.2014.08.212. Elsevier Masson SAS

6. Milton, N.: Knowledge Technologies. Polimetrica, Milano (2008)
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Abstract. Mereology, the formal theory of parts and wholes, has a
played a prominent role within applied ontology. As a fundamental set
of concepts for commonsense reasoning, it also appears in a number of
upper level ontologies. Furthermore, such upper-level ontologies provide
an account of the most basic, domain-independent, existing entities, such
as time, space, objects, and processes. In this paper, we verify the core
characterization of mereologies of the Suggested Upper Merged Ontology
(SUMO), and the mereology of the Descriptive Ontology for Linguistic
and Cognitive Engineering (DOLCE), while relating their axiomatiza-
tions via ontology mapping. We show that the existing axiomatization
of SUMO omits some of the intended models of classical mereology, and
we propose the correction and addition of axioms to address this issue.
In addition, we show the formal relationship between the axiomatization
of mereology in both upper-level ontologies.

Keywords: DOLCE · DOLCE-CORE · SUMO · Ontology mapping
Ontology verification · Upper-level ontology · Mereology · Topology
Mereotopology

1 Introduction

Automatic applications appealing to ontologies for interoperation are unam-
biguously integrated only when the models of their shared features are equiva-
lent. However, ontologies admitting unintended models ambiguously characterize
their vocabularies, which can generate misunderstandings that hinder interop-
erability.

Upper-level ontologies, also called foundational ontologies, provide an
account of the most basic, domain independent, existing entities, such as time,
space, objects and processes. As ontologies are crucial for the Semantic Web,
upper level ontologies are essential for the ontology engineering cycle in activ-
ities such as ontology building and integration. Upper level ontologies can be
used as the foundational substratum on which new ontologies are developed,
because they provide some fundamental ontological distinctions, which can help
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the designer in her task of conceptual analysis, [11]. They can be used as a back-
bone on top of which more specific concepts can be characterized while reusing
their root vocabulary and their general knowledge. In ontology integration, they
can be used as oracles for meaning clarification [6].

Upper-level ontologies are expected to be mostly consulted for meaning nego-
tiation and not for terminological reasoning, therefore they have to be repre-
sented in expressive languages that can convey every feature of the characterized
entities. However, less accurate representations in lightweight languages should
be available too, which can be extended with domain specific axiomatizations
when the use of lightweight languages is necessary.

Since foundational ontologies are expected to be broadly reused and
extended, they are not expected to admit unintended models which the expres-
sivity of their representation language can rule out, and it is also expected that
they do not miss intended models. If a upper-level ontology does not admit those
models which it is expected to admit, misunderstandings among applications who
subscribe to their account of the world can occur.

Various upper level ontologies have been developed in languages with higher
or equivalent expressivity to first-order logic, such as SUMO [18] and DOLCE
[2,8], and translations of them, with loss, to lightweight language OWL1, made
available. Therefore, semantic mappings connecting their axiomatizations are
necessary to facilitate interoperability among applications that commit to the
characterizations provided by different upper level ontologies. Those mappings
need to be formal, which guarantees their interpretability by automatic agents,
and also need to be represented in an expressive language such as standard
first-order logic.2

Ontology verification [10] is the process by which a theory is checked to
rule out unintended models, and possibly characterize missing intended ones.
Therefore, ontology verification reduces semantic ambiguity. Since foundational
ontologies are expected to be broadly reused, their verification results necessary.

In this paper3, we verify the subtheory of core mereotopological concepts
of the SUMO foundational ontology and the mereology of the DOLCE-CORE,
the fragment of DOLCE focused on entities that exist on time. In addition, we
formally relate their respective axiomatizations via first-order logic mappings.
As a result, we propose the correction, and addition, of some axioms which rule
out unintended models or characterize missing ones. As an additional outcome
of our work, we have produced a modular representation stated in standard

1 https://www.w3.org/2001/sw/wiki/OWL.
2 The expressive power of first-order logic makes its use necessary for the representa-

tion of mappings that characterize features that are not representable in lightweight
languages, such as Description Logics. In addition, checking the correctness of those
mappings results facilitated by the fact that first-order theorem proving in standard
first-order logic is a mature field, and, although semi-decidable, first-order reasoning
on small modules results in an acceptable trade-off among expressivity and efficiency.

3 This paper is an extended and expanded version of the paper “Verifying and Map-
ping the Mereotopology of Upper-Level Ontologies” that originally appeared in the
Proceedings of Knowledge Engineering and Ontology Design (KEOD) 2016 [16].

https://www.w3.org/2001/sw/wiki/OWL
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first-order logic of the complete SUMO subtheory of mereotopology. We have
used automatic theorem prover Prover9 and model finder Mace4 [15] for the
automatic tasks involved in the work described in this paper.

2 Ontology Mapping and Verification

Ontology mapping, also called ontology matching, and ontology alignment, is con-
cerned with the explicit representation of the existing semantic correspondences
among the axiomatizations of different ontologies4 via bridge axioms [6], which
are called translations definitions in the context of first-order logic.

Building a map between two first-order logic ontologies T1 and T2 that inter-
prets the first into the second involves translating every symbol of theory T1 into
the language of T2, translating every sentence of T1 into the language of T2, and
checking the ability of T2 to entail every axiom of T1. The following definition
formalizes the notion of relative interpretation between first-order logic theories.

Definition 1. A map π interprets a theory T1 into a theory T2 iff for every
sentence α in the language of T1, T1 |= α ⇒ T2 |= απ; being απ the syntactic
translation of α into the language of T2.

The following theorem that follows fom [5], introduces a fundamental relation
between the models of a theory and the models of the theories that it interprets.
Given such a relation, in order to demonstrate that a given theory T2 can repre-
sent every feature that another theory T1 represents, it suffices to demonstrate
that theory T2 is able to interpret theory T1.

Theorem 1. If a theory T1 is interpreted by a theory T2 by means of a given
map π, there is another map δ that sends every model of T2 into a model of T1.

An ontology admits unintended models when it is possible to find features of
its underlying conceptualization which are not characterized by its axiomatiza-
tion. Ontology Verification in first-order logic [10] is based on the fact that the-
ories with different vocabularies unambiguously characterize the same concepts
only if their sets of models are equivalent. Verifying an ontology T ideally consists
of classifying the actual models M of T by means of a representation theorem,5

which relates the models of T with the models Mintended of an alternative axiom-
atization of T built with well understood theories. Such a representation theorem
must be either proved or disproved. The following definition from [19] relates the
notion of ontology mapping with the fundamentals of ontology verification:
4 We assume that an ontology is a set of sentences called axioms closed under logi-

cal entailment that state the properties that characterize the behaviour of a set of
symbols representing constants, relations and functions, called the signature of the
ontology.

5 A representation theorem is a theorem that formally classifies a given class of struc-
tures as equivalent to another class of structures whose properties are better under-
stood. The stated equivalence makes possible the extrapolation of those properties to
the classified structures, facilitating their understanding.
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Definition 2. Two theories T1 and T2 are synonymous iff there exist two sets
of translation definitions Δ and Π, respectively from T1 to T2 and from T2 to
T1, such that T1 ∪ Π is logically equivalent to T2 ∪ Δ.

Given Definition 2, from Theorem1 follows that the models of synonymous the-
ories are equivalent, and therefore ontology mapping can be used for classifying
the sets of models of two ontologies as equivalent.

3 SUMO

SUMO [18] is a freely available upper level ontology intended to describe the
world as perceived by humans, based on human knowledge and culture, in
opposition to ontological realism [9], which is meant to present the world as
it is, independently of the bias of human perception. In addition to the main
ontology, which contains about 4000 axioms, SUMO has been extended with
a mid-level ontology and a number of domain specific ontologies, all of which
account for 20,000 terms and 70,000 axioms. SUMO has been translated into
OWL and WordNet [17]. The representation language of SUMO is SUO-KIF6,
a very expressive dialect of KIF7 with many-sorted features, whose syntax per-
mits higher-order constructions such as predicates that have other predicates,
or formulas, as their arguments, and the existence of predicates and functions of
variable arity [1].

We have translated (with loss) into standard first-order logic, and modular-
ized, the subset of SUMO that characterizes the notion of mereotopology, which
resulted in the hierarchy of subtheories shown in Fig. 1, where each theory con-
servatively extends8 its related theories below. Due to space limitations, we only
address in this work the study of modules Tpart, Tsum, Tproduct, Tdecomposition,
Ttopology, and Tmereotopology. The first-order logic axiomatization of all the mod-
ules shown in Fig. 1 can be found at colore.oor.net/ontologies/sumo/modules.

SUMO adopts various partial orderings to address the part-whole relationship
in different categories. Regarding entities that are in space and time, classified as
Physical in SUMO, relations part and subProcess respectively characterize part-
whole relations for members of Object and Process, while relation temporalPart
represents part-whole for members of TimePosition, which extends to points and
intervals of time.

3.1 The Subtheory Tpart

The subtheory Tpart represents the relation among a whole and its parts by
axiomatizing the primitive relation part and using conservative definitions for
the overlapsSpatially, overlapsPartially, and properPart relations. Extracting

6 http://suo.ieee.org/SUO/KIF/suo-kif.html.
7 http://logic.stanford.edu/kif/kif.html.
8 A theory T ′ is a conservative extension of a theory T if every theorem of T is a

theorem of T ′, and every theorem of T ′ in the signature of T is also a theorem of T .

http://colore.oor.net/ontologies/sumo/modules
http://suo.ieee.org/SUO/KIF/suo-kif.html
http://logic.stanford.edu/kif/kif.html
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Fig. 1. Modular decomposition of the SUMO axiomatization of concepts related to
mereotopology. Theories in the shaded region are discussed in this paper; the remaining
subtheories of SUMO are left for future work. Arrows point to conservative extensions
among modules. Signature members are shown in the module that first introduces
them. (Original figure from [16].)

the sentences from SUMO that use the primitive signature {Object, part}, we
obtain the following subtheory:

Definition 3. Tpart is the subtheory composed by axioms (1) to (7).

(∀x, y)part(x, y) → Object(x) ∧ Object(y) (1)

(∀x)Object(x) → part(x, x) (2)

(∀x, y)part(x, y) ∧ part(y, x) → (x = y) (3)

(∀x, y, z)part(x, y) ∧ part(y, z) → part(x, z) (4)

(∀x, y)overlapsSpatially(x, y) ↔ (∃z(part(z, x) ∧ part(z, y))) (5)
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(∀x, y)overlapsPartially(x, y) ↔ ¬part(x, y)
∧¬part(y, x) ∧ (∃z)part(z, x) ∧ part(z, y) (6)

(∀x, y)properPart(x, y) ↔ part(x, y) ∧ ¬part(y, x) (7)

The first question we need to address is whether or not this subtheory is a
module of SUMO, or whether there are additional sentences in the signature
{Object, part} that are entailed by the remaining axioms of SUMO. Before we
can fully answer this question, we need to consider the other subtheories of
SUMO that are related to mereology.

3.2 Subtheory Tsum

The mereological sum of two parts into a whole is represented in the subtheory
Tsum by the function symbol MereologicalSumFn.

Definition 4. The subtheory Tsum is the subtheory that extends Tpart in the
expanded signature {Object, part,MereologicalSumFn} by means of axioms (8)
and (9).

(∀x, y, z)Object(x) ∧ Object(y) →
((z = MereologicalSumFn(x, y)) → (∀p)(part(p, z) ↔ (part(p, x) ∨ part(p, y))) (8)

(∀x, y)Object(x) ∧ Object(y) → Object(MereologicalSumFn(x, y)) (9)

Given two objects, the existence of their mereological sum is guaranteed in
this theory due to the use of a function to represent such an operation (since
functions in first-order logic are total).

We can immediately find some straightforward consequences9 of the axioms
of Tsum:

Proposition 1.

Tsum |= (∀x, y, z)Object(x) ∧ Object(y)∧
(z = MereologicalSumFn(x, y)) → part(z, x) ∨ part(z, y) (10)

Tsum |= (∀x, y, z)Object(x) ∧ Object(y)∧
(z = MereologicalSumFn(x, y)) → part(x, z) ∧ part(y, z) (11)

Given theorems (10) and (11), and due to the antisymmetry of relation part,
it holds that z must be x or y, this fact entails that every pair of objects in the
universe of every interpretation of SUMO must be in relation part, which shows
that SUMO omits models where there exist objects that are disjoint, or that
overlap without being one part of the other, as depicted in parts (b) and (c) of
Fig. 2. The following proposition formalizes this claim:
9 The proofs for all Propositions have been found using the Prover9 automated the-

orem prover, and models were constructed using Mace4. Results are available at:
colore.oor.net/ontologies/sumo/mereotopology/proofs.

http://colore.oor.net/ontologies/sumo/mereotopology/proofs
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Fig. 2. With the original characterization of mereological sum, every two objects in
every model of SUMO must be in relation part, such as objects x and y in (a). Models
corresponding to (b) and (c) with overlapping objects without being one part of the
other, or with disjoint objects, are not admitted by SUMO submodule Tsum. (Original
figure from [16].)

Proposition 2. Tsum |= (∀x, y)Object(x)∧Object(y) → part(x, y)∨part(y, x).

In other words, SUMO entails that the part relation is synonymous with
a linear ordering. Although there is much discussion in the philosophical and
applied ontology literature [20] over which axioms should constitute a mereology,
there is nobody who proposes that all models of an axiomatization of mereology
be synonymous with linear orderings. In order to allow those omitted models
that Proposition 2 identifies, we propose a modification of Tsum:

Definition 5. Textended sum is the theory which extends Tpart with the sen-
tences

(∀x, y, z)Object(x) ∧ Object(y) →
((z = MereologicalSumFn(x, y) → (∀p)(part(z, p) ↔ part(x, p) ∧ part(y, p))) (12)

(∀x, y)Object(x) ∧ Object(y) → Object(MereologicalSumFn(x, y)) (13)

The following proposition shows that Textended sum does not rule out models
in which overlapping or disjoint objects exist.

Proposition 3.

Textended sum 
|= (∀x, y)Object(x) ∧ Object(y) → (part(x, y) ∨ part(y, x)

If we look more closely at the proposed axiomatization, we can see that the
MereologicalSumFn function is commutative and idempotent:

Proposition 4.

Textended sum |= (∀x, y, z)Object(x) ∧ Object(y) ∧ Object(z)∧

(MereologicalSumFn(x, y) = z) → (MereologicalSumFn(y, x) = z)

Textended sum |= (∀x, y, z)part(x, y) → (MereologicalSumFn(x, y) = y)

This leads us to consider how Textended sum is related to lattice theory [4].

Theorem 2. Textended sum is synonymous with Tjoin semilattice
10.

10 colore.oor.net/ontologies/lattices/join semilattice.clif.

http://colore.oor.net/ontologies/lattices/join_semilattice.clif
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Proof. Let Δ be the sentence

(∀x, y, z) (MereologicalSumFn(y, x) = z) ↔ (join(x, y) = z)

Using Prover9, we can show that Textended sum ∪ Δ |= Tjoin semilattice, and
Tjoin semilattice ∪ Δ |= Textended sum ��

We can also specify an extension of Tpart in the same signature.

Definition 6. Tpart sum is the extension of Tpart with the sentence

(∀x, y)(∃j) (part(x, j) ∧ part(y, j) ∧ ((∀z) (part(x, z) ∧ part(y, z) ⊃ part(j, z))))

Theorem 3. Tpart sum is synonymous with Tstrong lub mereology
11

Proof. To disambiguate the signatures of SUMO and other existing mereologies,
let partsumo(x, y) be the relation in the signature of SUMO.

Let Δ be the sentence

(∀x, y) partsumo(x, y) ↔ part(x, y))

Using Prover9, we can show that Tpart sum |= Tstrong lub mereology, and
Tstrong lub mereology |= Tpart sum ��

It should be noted that the axiomatization of Tstrong lub mereology corresponds
to the sentence SA13 in [20].

Proposition 5.
SUMO |= Tpart sum

3.3 Subtheory Tproduct

Given two objects, their mereological product intuitively corresponds to their
intersection. SUMO represents the notion of mereological product by means of
the function MereologicalProductFn.

Definition 7. Tproduct is the subtheory of SUMO that extends theory Tpart

in the expanded signature {Object, part,MereologicalProductFn} by the sen-
tences:

(∀x, y, z)Object(x) ∧ Object(y) →
((z = MereologicalProductFn(x, y)) → (∀p)(part(p, z) ↔ part(p, x) ∧ part(p, y))) (14)

(∀x, y)Object(x) ∧ Object(y) → Object(MereologicalProductFn(x, y)) (15)

11 colore.oor.net/ontologies/mereology/strong lub mereology.clif.

http://colore.oor.net/ontologies/mereology/strong_lub_mereology.clif
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Given two objects, the existence of their mereological product is guaranteed due
to the use of a function to represent such an operation.

The characterization of mereological product in SUMO corresponds to the
infimum or meet of the corresponding arguments on the lattice that relation
part defines. We have found that from the characterization of mereological prod-
uct of SUMO follows that every pair of objects must overlap, which indicates
that SUMO omits those models where there exist objects that do not overlap
(in other words, all elements overlap each other in all models of SUMO):

Proposition 6. Tproduct |= (∀x, y)Object(x)∧Object(y) → (overlapsSpatially
(x, y)).

In order to allow models in which nonoverlapping elements exist, we propose
a modification of SUMO:
Definition 8. Textended product is the theory which extends Tpart by the sen-
tences

(∀x, y, z)overlapsSpatially(x, y) →
((z = MereologicalProductFn(x, y)) → (∀p)(part(p, z) ↔ part(p, x) ∧ part(p, y))) (16)

(∀x, y)Object(x) ∧ Object(y) → Object(MereologicalProductFn(x, y)) (17)

The following propositions show that Textended product does not rule
out models in which there exist nonoverlapping objects, and that
MereologicalProductFn is commutative and idempotent.

Proposition 7.

Textended product 
|= (∀x, y)Object(x) ∧ Object(y) → overlapsSpatially(x, y)

Proposition 8.

Textended product |= (∀x, y, z)Object(x) ∧ Object(y) ∧ Object(z)∧
(MereologicalProdFn(x, y) = z) → (MereologicalProdFn(y, x) = z)

Textended product |= (∀x, y, z)part(x, y) → (MereologicalProdFn(x, y) = x)

We can also specify an extension of Tpart in the same signature.

Definition 9. Tpart prod is the extension of Tpart with the sentence

(∀x, y) overlapsSpatially(x, y) ⊃ (∃z) ((∀u) (part(u, z) ↔ (part(u, x) ∧ part(u, y))))

Calling partsumo to the relation part of Tpart, the following property holds:

Theorem 4. Tpart prod is synonymous with Tprod mereology
12.

Proof. Let Δ be the sentence

(∀x, y) partsumo(x, y) ↔ part(x, y))

Using Prover9, we can show that Tpart prod |= Tprod mereology,
and Tprod mereology |= Tpart prod ��

12 colore.oor.net/ontologies/mereology/prod mereology.clif.

http://colore.oor.net/ontologies/mereology/prod_mereology.clif
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3.4 Subtheory Tdecomposition

The remainder between a whole and its proper parts is represented by the func-
tion MereologicalDifferenceFn.
Definition 10. Tdecomposition is the subtheory of SUMO that extends Tpart by the sentences

(∀x, y, z)Object(x) ∧ Object(y) → ((z = MereologicalDifferenceFn(x, y)) →
(∀p)properPart(p, z) ↔ properPart(p, x) ∧ ¬properPart(p, y)) (18)

(∀x, y)Object(x) ∧ Object(y) → Object(MereologicalDifferenceFn(x, y)) (19)

Because the mereological difference, or remainder, between a whole and one
of its parts is represented in SUMO by a function, its existence is guaran-
teed in every case at the expenses of having arbitrary values of the function
MereologicalDifferenceFn.

We have found that the axiomatization of MereologicalDifferenceFn given by
(18) and (19) entails an unusual result in which the remainder overlaps with the
subtrahend:

Proposition 9.

Tdecomposition |= (∀x, y, z)Object(x) ∧ Object(y)

∧(z = MereologicalDifferenceFn(x, y)) ∧ properPart(y, x) → properPart(y, z))

In order to eliminate such a class of unintended models, we propose the
following modification, and prove by means of Proposition 10 that the new theory
does not admit these models.
Definition 11. Textended decomp is the theory that extends Tpart with the following sen-
tences

(∀x, y, z)Object(x) ∧ Object(y) → ((MereologicalDifferenceFn(x, y) = z) →
(∀p)(part(p, z) ↔ part(p, x) ∧ ¬overlapsSpatially(p, y))) (20)

(∀x, y)Object(x) ∧ Object(y) → Object(MereologicalDifferenceFn(x, y)) (21)

Proposition 10.

Textended decomp 
|= (∀x, y, z)Object(x) ∧ Object(y)

∧(z = MereologicalDifferenceFn(x, y))∧properPart(y, x) → properPart(y, z))

We can also specify an extension of Tpart in the same signature.

Definition 12. Tpart decomp is the extension of Tpart with the sentence

(∀x,w) ¬part(w, x) ⊃ (∃z) ((∀y) (part(y, z) ↔ ¬overlapsSpatially(y, x)))

Theorem 5. Tpart decomp is synonymous with Tcomp mereology
13.

Proof. Let Δ be the sentence

(∀x, y) partsumo(x, y) ↔ part(x, y))

Using Prover9, we can show that Tpart decomp |= Tcomp mereology, and
Tcomp mereology |= Tpart decomp ��
13 colore.oor.net/ontologies/mereology/comp mereology.clif.

http://colore.oor.net/ontologies/mereology/comp_mereology.clif
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3.5 Relationship to Classical Mereologies

We have so far evaluated four subtheories of SUMO and proposed revisions to
their axiomatizations to address the problem of classes of omitted and unin-
tended models regarding those normally associated with mereology. We now
take a closer look at these revised theories.

Proposition 11. The theory

Tpart ∪ Textended sum ∪ Textended product ∪ Textended decomp

is consistent.

Given that the revised theories are consistent, can we characterize their mod-
els? In particular, how is the mereology within SUMO related to the classical
mereologies that have been explored by the philosophical and applied ontology
communities? Regarding the supplementation principles (22) to (25), respec-
tively named in [21] as weak company, strong company, supplementation, and
strong supplementation, Proposition 12 shows that those principles are not the-
orems of SUMO.

Proposition 12. The following sentences are not entailed by
Tpart ∪ Textended sum ∪ Textended product ∪ Textended decomp:

(∀x, y)properPart(x, y) → ∃z(properPart(z, y) ∧ −(z = x)) (22)

(∀x, y)properPart(x, y) → (∃z)(properPart(z, y) ∧ ¬part(z, x)) (23)

(∀x, y)properPart(x, y) → (∃z)(Part(z, y) ∧ ¬overlapsSpatially(z, x)) (24)

(∀x, y)¬part(y, x) → (∃z)(Part(z, y) ∧ ¬overlapsSpatially(z, x)) (25)

This is closely related to the question of whether or not Tpart is a module of
SUMO. We have already seen that the subtheories of SUMO entail additional
mereological theories that are not entailed by Tpart alone. However, we can see
that the addition of these new sentences does form a module of the revised
axioms by combining the earlier theorems:

Theorem 6. Tpart sum ∪ Tpart prod ∪ Tpart decomp is a module of
Tpart∪Textended sum∪Textended product∪Textended decomp that is synonymous with
Tstrong lub mereology ∪ Tprod mereology ∪ Tcomp mereology

3.6 Mereotopology in SUMO

Since mereology can only represent the relation of parts with their respective
wholes, predicate connected is characterized in SUMO to represent a more gen-
eral symmetric and reflexive spatial relationship among objects which are not
necessarily in a part-whole relation.
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Definition 13. Ttopology is the subtheory of SUMO consisting of the following
axioms:

(∀x)Object(x) → connected(x, x) (26)

(∀x, y)connected(x, y) → Object(x) ∧ Object(y) (27)

(∀x, y)connected(x, y) → connected(y, x) (28)

The subtheory of SUMO that axiomatizes mereotopology, which we have
called Tspatial relation is intended to characterize the relationship between the
notions of mereology and topology. In it, both predicates, meetsSpatially,
which represents external connection among objects, and overlapsSpatially, are
declared disjoint specializations of predicate connected.

Definition 14. Tspatial relation is the subtheory of SUMO which is an extension
of Tpart ∪ Ttopology consisting of the sentences

(∀x, y) meetsSpatially(x, y) → connected(x, y) (29)

(∀x) ¬meetsSpatially(x, x) (30)

(∀x, y) meetsSpatially(x, y) → meetsSpatially(y, x) (31)

(∀x, y) overlapsSpatially(x, y) → connected(x, y) (32)

(∀x) overlapsSpatially(x, x) (33)

(∀x, y) overlapsSpatially(x, y) → overlapsSpatially(y, x) (34)

(∀x, y) meetsSpatially(x, y) → ¬overlapsSpatially(x, y) (35)

(∀x, y)connected(x, y) → (meetsSpatially(x, y)∨overlapsSpatially(x, y)) (36)

However, the axiomatization of this theory is already entailed by the following
definitional extension of Tpart ∪ Ttopology:

Definition 15. Tmereotop def is the definitional extension of Tpart ∪ Ttopology

consisting of the sentences

(∀x, y)overlapsSpatially(x, y) ↔ connected(x, y) ∧ (∃z) part(z, x) ∧ part(z, y)
(37)

(∀x, y)meetsSpatially(x, y) ↔ connected(x, y) ∧ ¬(∃z) part(z, x) ∧ part(z, y)
(38)

Proposition 13.
Tmereotop def |= Tspatial relation

We have found that the monotony of relation connected with respect to
parthood was not characterized in SUMO, which introduces unintended models
as the one represented in Fig. 3, where all parts share one point, but only shaded
ones result to be connected.
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Fig. 3. Model of SUMO where the monotony of relation connected with respect
to parthood was not characterized. Even though connected(z, x), part(x, y),
part(y, u), andpart(u, v) hold, connected(z, y) and connected(z, v) do not hold, while
connected(z, u) does hold. (Original figure from [16].)

Proposition 14.

Tmereotop def 
|= (∀x, y)part(x, y) → ∀z(connected(z, x) → connected(z, y))

In order to rule out those unintended models that proposition 14 identifies,
we propose the following extension:

Definition 16. Textend mereotop is the theory which extends Tpart ∪ Ttopology

with sentence (39).

(∀x, y)part(x, y) → ∀z(connected(z, x) → connected(z, y)) (39)

4 DOLCE

The Descriptive Ontology for Linguistic and Cognitive Engineering DOLCE [8,
14] is a freely available upper ontology that is part of the WonderWeb project14,
which is aimed to provide the infrastructure required for a large-scale deployment
of ontologies intended to be the foundation for the Semantic Web. DOLCE has
a cognitive approach, i.e., it presents the world as it is grasped by humans,
based on human knowledge and culture, in opposition to ontological realism
[9], which intends to present the world as it is, independently of the bias of
human perception. The development of DOLCE has followed the principles of the
OntoClean methodology [12]. The first version of DOLCE had a representation in
Modal Logic, a translation with loss into standard first-order logic, a translation
with further loss into OWL, and also an alignment with WordNet [7]. A new
version of the fragment of the original ontology that focuses on entities that
exist on time, called temporal particulars, was presented in [2], called DOLCE-
CORE; we will circumscribe our work to the axiomatization of DOLCE-CORE.

At the top of DOLCE-CORE the category of temporal-particulars PT is
partitioned into six basic categories: objects O, events E, individual qualities
Q, regions R, concepts C, and arbitrary sums AS. Categories ED (endurant)
and PD (perdurant) of DOLCE were, respectively, renamed O (object) and

14 http://wonderweb.semanticweb.org.

http://wonderweb.semanticweb.org
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E (event) in DOLCE-CORE. The axiomatization of mereology in DOLCE-
CORE is as follows,15 where predicate P represents parthood, and (40)–(42)
respectively stand for the reflexivity, transitivity, and antisymmetry of relation
P . Overlap of parts and mereological sum representing binary fusion of parts
are respectively defined in (43) and (44), while (46)–(50) characterize the dis-
sectivity of P across categories, and (51)–(56) close the sum of parts inside each
category.

(∀x)P (x, x) (40)

(∀x, y)P (x, y) ∧ P (y, z) → P (x, z) (41)

(∀x, y)P (x, y) ∧ P (y, x) → (x = y) (42)

(∀x, y)Ov(x, y) ≡ (∃z)(P (z, x) ∧ P (z, y)) (43)

(∀x, y, z)SUM(z, x, y) ≡ (∀v)Ov(v, z) ↔ Ov(v, x) ∨ Ov(v, y) (44)

(∀x, y)¬P (x, y) → (∃z)P (z, x) ∧ ¬Ov(z, y) (45)

(∀x, y)O(y) ∧ P (x, y) → O(x) (46)

(∀x, y)E(y) ∧ P (x, y) → E(x) (47)

(∀x, y)T (y) ∧ P (x, y) → T (x) (48)

(∀x, y)TQ(y) ∧ P (x, y) → TQ(x) (49)

(∀x, y)C(y) ∧ P (x, y) → C(x) (50)

(∀x, y, z)O(x) ∧ O(y) ∧ SUM(z, x, y) → O(z) (51)

(∀x, y, z)E(x) ∧ E(y) ∧ SUM(z, x, y) → E(z) (52)

(∀x, y, z)T (x) ∧ T (y) ∧ SUM(z, x, y) → T (z) (53)

(∀x, y, z)TQ(x) ∧ TQ(y) ∧ SUM(z, x, y) → TQ(z) (54)

(∀x, y, z)C(x) ∧ C(y) ∧ SUM(z, x, y) → C(z) (55)

(∀x, y, z)AS(x) ∧ AS(y) ∧ SUM(z, x, y) → AS(z) (56)

Due to the ontological commitment represented by axiom (45), the mereology
characterized in DOLCE-CORE is an extensional mereology16 according to [3,
21].

15 Axioms (48), (49), (53), and (54) are the instantiation of DOLCE higher-order axiom
schemas for the subcategories of main categories Q and R which are relevant for our
work. A complete version of DOLCE-CORE mereology represented in first-order
logic is available at colore.oor.net/ontologies/dolce-core/mereology.in.

16 It can be proved that in an extensional mereology non-atomic entities whose proper
parts are the same, are identical, i.e., every entity is exhaustively defined by its parts.

http://colore.oor.net/ontologies/dolce-core/mereology.in
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5 Mapping the Mereologies of SUMO and DOLCE

In order to relate SUMO and DOLCE we assume that the changes that we have
proposed in Sect. 3 for eliminating unintended models and characterizing missing
intended ones have been performed in SUMO. There is no axiomatization in
DOLCE-CORE, neither in DOLCE, that corresponds to the notion of topology,
therefore our mappings are circumscribed to the axiomatization of mereology in
both theories.

By examining the predicates that characterize the participation of objects
in events in both ontologies, and also by the type of relation that the main
categories of SUMO and DOLCE-CORE have with time and space, we have
built the translation definitions of Table 1 for the main these categories.

Table 1. Mapping of SUMO and DOLCE main categories.

(∀x)Object(x) ↔ O(x) (57)

(∀x)Process(x) ↔ E(x) (58)

(∀x)TimeInterval(x) ↔ T (x) (59)

(∀x)Region(x) ↔ S(x) (60)

Table 2. Translation definitions for Tdolce part t into Ttime mereology.

(∀x)T (x) ↔ TimeInterval(x) (61)

(∀x, y)P (x, y) ↔ temporalPart(x, y) (62)

(∀x, y)Ov(x, y) ↔ overlapsTemporally(x, y))) (63)

Table 3. Translation definitions for Ttimemereology into Tdolce part t.

(∀x)TimeInterval(x) ↔ T (x) (64)

(∀x, y)temporalPart(x, y) ↔ P (x, y) ∧ T (x) ∧ T (y) (65)

(∀x, y)overlapsTemporally(x, y) ↔ Ov(x, y) ∧ T (x) ∧ T (y) (66)

5.1 Mapping Time

The subtheory Tsumo time, whose modular structure is shown in Fig. 5, charac-
terizes the axiomatization of time in SUMO. This theory, which was verified
in [20], includes 3 submodules17 Tsumo ordered timepoints, Tsumo timeintervals, and
Ttime mereology, such that each module is a conservative extension of each con-
nected subtheory below it in Fig. 5. These 3 subtheories respectively characterize
a linear ordering between instants of time, a part-whole relation among inter-
vals of time, and an account of Allen’s interval relations starts, finishes, during,
earlier, and meetsTemporally [13]. Finally, Tsumo time characterizes a part-whole
relationship that includes intervals and instants of time.

On the other hand, Tdolce part characterizes parthood by unique predicate P
across every category, including T . By means of the following theorems we can
characterize the relationship that exists among Tdolce part t and Tsumo time.
17 Available at colore.oor.net/ontologies/sumo/modules.

http://colore.oor.net/ontologies/sumo/modules
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Theorem 7. Let Tdolce part t be the subtheory of Tdolce part with signature
{T, part}, and Let Ttime mereology be the theory given by axioms (67)–(72). Then,
Ttime mereology is synonymous with Tdolce part T .

(∀x)TimeInterval(x) → temporalPart(x, x). (67)

(∀x, y)temporalPart(x, y) ∧ temporalPart(y, x) → (x = y). (68)

(∀x, y, z)temporalPart(x, y)∧ temporalPart(y, z) → temporalPart(x, z). (69)

(∀x, y)overlapsTemporally(x, y) → TimeInterval(x) ∧ TimeInterval(y) (70)

(∀x)TimeInterval(x) → overlapsTemporally(x, x)). (71)

(∀x, y)TimeInterval(x) ∧ TimeInterval(y) → (overlapsTemporally(x, y)↔
((∃z)(TimeInterval(z) ∧ temporalPart(z, x) ∧ temporalPart(z, y)))) (72)

Proof. Let Δ be the set of translations shown in Table 2, and Υ the set of transla-
tions shown in Table 3. Using Prover9 we have shown that Ttime mereology ∪Δ |=
Tdolce part T , and Tdolce part T ∪ Υ |= Ttime mereology. ��

5.2 Mapping Events

Regarding the representation of events in SUMO and DOLCE, by means of the
following definition and theorem we classify the relationship that their respective
part-whole axiomatizations have as synonymy.

Table 4. Translation definitions for Tdolce part E into Tsumo subprocess.

(∀x)E(x) ↔ Process(x) (73)

(∀x, y)P (x, y) ↔ subProcess(x, y) (74)

(∀x, y)Ov(x, y) ↔ (∃z)(subProcess(z, x) ∧ subProcess(z, y)) (75)

Table 5. Translation definitions for Tsumo subprocess into Tdolce part E .

(∀x)Process(x) ↔ E(x) (76)

(∀x, y)subProcess(x, y) ↔ E(x) ∧ E(y) ∧ P (x, y) (77)
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Definition 17. Tsumo subprocess is the theory given by the axioms:

(∀x, y)subProcess(x, y) → Process(x) ∧ Process(y) (78)

(∀x)Process(x) → subProcess(x, x) (79)

(∀x, y)subProcess(x, y) ∧ subProcess(y, z) → subProcess(x, z) (80)

(∀x, y)subProcess(x, y) ∧ subProcess(y, x) → (x = y) (81)

Theorem 8. Let Tdolce part E be the theory given by axioms (40)–(42) and (47).
Tsumo subprocess is synonymous with Tdolce part E.

Proof. Let Δ be the set of translations shown in Table 4 and Γ the set
of translations shown in Table 5. Using Prover9 we have demonstrated that
Tsumo subprocess ∪ Δ |= Tdolce part E and Tdolce part E ∪ Γ |= Tsumo subprocess. ��

5.3 Mapping Objects

Regarding the representation of objects in SUMO and DOLCE-CORE, by means
of the following theorem we classify the relationship among their respective part-
whole axiomatizations as synonymy.

Definition 18. SUMO PART is the theory given by axioms (1)–(7), and
DOLCE PART-T is the theory given by axioms (40)–(43) and (46).

Theorem 9. Let Tsumo part be the theory given by axioms (1)–(7), and
Tdolce part O the theory given by axioms (40)–(43) and (46). Then, Tsumo part

is synonymous with Tdolce part O.

Proof. Let us call Δ to the set of translations shown in Table 6, and Π the set
of translations shown in Table 7. Using Prover9 we have shown that Tsumo part ∪
Δ |= Tdolce part O and Tdolce part O ∪ Π |= Tsumo part. ��

Table 6. Translations DOLCE PART-O into SUMO PART.

(∀x, y)P (x, y) ↔ part(x, y)) (82)

(∀x, y)Ov(x, y) ↔ overlapsSpatially(x, y)) (83)

Table 7. Translations SUMO PART into DOLCE PART-O.

(∀x, y)part(x, y) ↔ O(x) ∧ O(y) ∧ P (x, y) (84)

(∀x, y)properPart(x, y) ↔ O(x) ∧ O(y) ∧ P (x, y) ∧ ¬P (y, x) (85)

(∀x, y)overlapsSpatially(x, y) ↔ O(x) ∧ O(y) ∧ Ov(x, y)) (86)

(∀x, y)overlapsPartially(x, y) ↔ Ov(x, y) ∧ ¬P (x, y))) ∧ ¬P (y, x)))) (87)
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5.4 Mapping Mereologies with Sums

The theories Tdolce sum in DOLCE and Textended sum for SUMO are both
intended to axiomatize the intuitions regarding the fusion of parts. The key ques-
tion is now whether or not they actually axiomatize the same class of intended
models.

z

yx t

z

yx t

v

z

yx t

v
(a) (b) (c)

Fig. 4. Objects x, y, z, t, which do not hold SUM(z, x, y) but hold
MereologicalSumFn(x, y) = z. Arrows represent relation part of theory Textended sum,
and relation P of theory Tdolce sum. (Original figure from [16]).

Table 8. Translations DOLCE SUM into SUMO SUM.

The axiomatization of Textended sum from SUMO is weaker than the axiom-
atization of Tdolce sum in DOLCE. In fact, let us consider objects x, y, z, t
of Fig. 4, such that properPart(x, z), properPart(y, z), and properPart(t, z)
hold, while none of overlapsSpatially(x, y), overlapsSpatially(t, y), or
overlapsSpatially(x, t) hold. In parts (a), (b), and (c) of the bottom of Fig. 4
parthood is indicated with arrows from the part to the whole. According
to the characterization of mereological sum in Textended sum, we must have
(MereologicalSumFn(x, y) = z). However, parts (b) and (c) of Fig. 4 depict
alternative additional conditions that the characterization of mereological sum
in Tdolce sum must satisfy. In DOLCE, any other object t which overlaps with
the sum z must also overlap with at least one of the addends x or y, which is a
condition indicated by dotted lines. Because neither overlapsSpatially(x, t) nor
overlapsSpatially(y, t) hold, then SUM(z, x, y) does not hold in DOLCE. The
following theorem formalizes our claim.

Theorem 10. Textended sum cannot interpret Tdolce sum.

Proof. Let us call Δ to the translations shown in Table 6, and Π to the transla-
tion shown in Table 8, and let T1 be the theory that results from adding sentence
(89) to theory Textended sum. Using Mace4, we have built a model of T1 ∪ Δ ∪ Π
(see footnote 17).

(∃x, y, z)SUM(z, x, y) ∧ ¬(∀w)(Ov(w, z) ↔ Ov(w, x) ∨ Ov(w, y)) (89)

��
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In order to translate the symbol MereologicalSumFn of theory Textended sum

into the language of DOLCE-CORE, we have represented the graph18 of function
MereologicalSumFn by means of predicate MSum, as shown in Table 9.

Theorem 11. Tdolce sum cannot interpret Textended sum.

Proof. Let us call Δ to the translations shown in Table 1, Π to the translations
in Table 7, and Υ to the translation in Table 10, and let T1 be the theory that
results from adding sentence (90) to Tdolce sum. Using Mace4, we have built a
model of T1 ∪ Δ ∪ Π ∪ Υ (see footnote 18).

(∃x, y)Object(x) ∧ Object(y) ∧ (∀z)(¬Object(z) ∨ ¬MSum(z, x, y)) (90)

��

Table 9. Characterization of predicate MSum in SUMO.

Table 10. Translation of Textended sum into Tdolce sum.

Figure 5 shows conservative extensions by means of thin black arrows and rel-
ative interpretations (mappings), by thick grey arrows from interpreted to inter-
preting theories. Because every theorem of a theory is also a theorem of its con-
servative extensions, each conservative extension is capable of interpreting every
theory that the modules that it extends interpret. In particular, the subtheory
Tdolce part, shown in Fig. 5, is the theory resulting from the union of Tdolce part T ,
Tdolce part E , and Tdolce partO , plus axioms (49), (50), while the subtheory DOLCE

EXTENSIONAL MEREOLOGY is the union of Tdolce part, Tdolce sum, and axioms

18 A n-ary function f from An to B is representable by a relation � with arity (n+1),
called the graph of f, such that:

(a) Every tuple of � is a tuple 〈x̄, f(x̄)〉 with x̄ ∈ An and f(x̄) ∈ range(f).
(b) If f(x̄) = b and f(z̄) = c, then b = c.
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Fig. 5. Mappings between modules of DOLCE-CORE and SUMO (extracted from
[16]). Black thin arrows point to conservative extensions, thick grey arrows are directed
from interpreted theories to interpreting theories, and thick black arrows connect syn-
onymous theories.

(45), (52), (53), (54), (55), and (56). As indicated by oriented grey arrows,
the axiomatization of part-whole relations in categories Object, Process, and
TimeInterval of SUMO are mappable to DOLCE minimal axiomatization of
mereology represented by the subtheory Tdolce part. Although not represented
in Fig. 5, it holds that because DOLCE EXTENSIONAL MEREOLOGY extends
Tdolce part, it also interprets Tsumo part, Tsumo subprocess, and Ttime mereology. In
turn, Tsumo sum interprets Tdolce part O. The strongest subtheories of SUMO and
DOLCE-CORE that are synonymous, and therefore have equivalent models, are
the pairs indicated by double black arrows, i.e, Tdolce part O with Tsumo part,
Tdolce part E with Tsumo subprocess, and Tdolce part T with Ttime mereology.

6 Conclusions

Since the conceptual coverage of upper ontologies needs to be broad enough
to cover the underpinnings of domain ontologies, we find a modules of upper
ontologies for notions about time, space, objects, and processes. In this paper,
we have focussed on how two upper ontologies (SUMO and DOLCE) axiomatize
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mereotopologies, that is, the notions of parthood (mereology) and connection
(topology). By showing how different subtheories of SUMO and DOLCE are
logically synonymous with different theories of lattices, we have identified unin-
tended and omitted models of the original axiomatization of SUMO. There are
additional subtheories of SUMO that capture additional spatial concepts such
as containment, holes, orientation, and betweenness. Future work will provide a
verification of these modules, thereby provided a firmer foundation for spatial
reasoning.
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Abstract. The development of domain-specific ontologies requires joint
efforts among different groups of stakeholders, such as knowledge engi-
neers and domain experts. During the development processes, ontology
changes need to be tracked and propagated across developers. Version
Control Systems (VCSs) collect metadata describing changes and allow
for the synchronization of different versions of the same ontology. Com-
monly, VCSs follow optimistic approaches to enable the concurrent modi-
fication of ontology artifacts, as well as conflict detection and resolution.
For conflict detection, VCSs usually apply techniques where files are
compared line by line. However, ontology changes can be serialized in
different ways during the development process. As a consequence, exist-
ing VCSs may detect a large number of false-positive conflicts, i.e., con-
flicts that do not result from ontology changes but from the fact that
two ontology versions are differently serialized. We developed SerVCS in
order to enhance VCSs to cope with different serializations of the same
ontology, following the principle of prevention is better than cure. SerVCS
resorts on unique ontology serializations and minimizes the number of
false-positive conflicts. It is implemented on top of Git, utilizing tools
such as Rapper and RDF-toolkit for syntax validation and unique seri-
alization, respectively. We conducted an empirical evaluation to deter-
mine the conflict detection accuracy of SerVCS whenever simultaneous
changes to an ontology are performed using different ontology editors.
Experimental results suggest that SerVCS allows VCSs to conduct more
effective synchronization processes by preventing false-positive conflicts.

1 Introduction

During ontology development, the number, structure, and terminology of the
modeled concepts and relations is subject to continuous change. The develop-
ment process usually requires significant efforts and knowledge, and the partic-
ipation of different stakeholders who are geographically distributed [1]. One of
c© Springer Nature Switzerland AG 2019
A. Fred et al. (Eds.): IC3K 2016, CCIS 914, pp. 213–232, 2019.
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the main challenges for the involved ontology engineers is to work collaboratively
on a shared objective in a harmonic and efficient way, while avoiding misunder-
standings, uncertainty, and ambiguity [2]. It is crucial in this process, tracking
and propagating ontology changes to all contributors, and users should be able
to synchronize changes with their work. Thus, supporting change management
is indispensable for successful ontology development in distributed settings.

A Version Control System (VCS) assists users in working collaboratively
on shared artifacts, and helps to prevent them from overwriting changes made
by others. Basically, mechanisms to avoid change overwriting can be classified
in pessimistic and optimistic approaches [3]. The first ones are based on the
lock-modify-unlock paradigm, which implies that modifications to an artifact are
permitted only for one user at a time. The latter ones are based on the copy-
modify-merge paradigm, where users work on personal copies, each reflecting
the remote repository at a certain time. After the work is completed, the local
changes are merged into the remote repository by an update command, compris-
ing the phases comparison, conflict detection, conflict resolution, and merge.

Different techniques, such as line-, tree-, and graph-based ones, can be
employed to compare two versions of the same artifact [4]. The line-based tech-
nique, which achieved wide applicability, compares artifacts line by line, with
each line being treated as a single unit. This technique is also known as textual
or line-based comparison [3]. Examples of VCSs that use the line-based approach
are Subversion, CVS, Mercurial, and Git. Line-based comparisons are applicable
on any kind of text artifact, as they do not consider syntactical information [4].
Accordingly, line-based approaches also neglect syntactical information of ontolo-
gies, which are commonly represented in some text-based OWL serialization.

Challenges arise when two ontology developers modify same artifacts on their
personal working copies in parallel. Changes might contradict each other, for
instance, developers may both edit the name of an ontology concept simultane-
ously. Such parallel and controversial modifications can result in conflicts during
the merging of two ontology versions. In general, a conflict is defined as “a set
of contradicting changes where at least one operation applied by the first devel-
oper does not commute with at least one operation applied by the second devel-
oper” [4]. Conflicts can be detected by identifying changed units (i.e., added,
updated, deleted) in parallel. Conflict resolution can be done automatically or
may require users to manually fix them by resolving the conflictual changes.

From the ontology development point of view, the situation is exacerbated
when different ontology editors are used during the development process. This
is due to the fact that these editors often produce different serializations of the
same ontology, i.e., the ontology concepts are grouped and sorted differently in
the files generated by the editors.1 As a result, the ability of VCSs to detect the
actual changes in ontologies is lowered, since they find a number of conflicts that
are actually not given but are a result of different serializations of the ontology

1 With “different serializations”, we refer to two different ontology files that represent
the same ontology using the same syntax (RDF/XML, Turtle, Manchester, etc.) but
use a different structure to list and group the ontology concepts.
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file. In order to increase the accuracy of conflict detection in VCSs, the problem
of different groupings and orderings must be tackled.

In this paper, we present SerVCS, a generic approach for the realization of
optimistic and tool-independent ontology development on the basis of Version
Control Systems. As a result, VCSs become editor agnostic, i.e., capable to detect
actual changes and automatically resolve conflicts using the built-in merging
algorithms. We implemented and applied the SerVCS approach on the basis
of the widely used Git VCS. In addition, we developed a middleware service
to generate a unique serialization of ontologies before they are pushed to the
remote repository. The unique serialization ensures that ontologies have always
the same serialization in the remote repository, regardless of the used ontology
editor. Thus, we avoid incompatibility problems with regard to wrongly detected
conflicts resulting from the use of different ontology editors, and assist ontology
developers to collaborate more efficiently in distributed environments.

This paper is an extension of our previous work [5], where we presented
the initial idea and approach to prevent false-positive conflicts in distributed
ontology development, when different editors and serializations are used. The
novel contributions presented in this paper are summarized as follows:

– an extensive analysis of the state-of-the-art and the positioning of our work
with respect to existing approaches;

– a more flexible architecture, allowing for the integration of other tools that
generate unique serializations using different sorting criteria; and

– a comprehensive empirical evaluation that demonstrates the impact of ontol-
ogy size and sorting criteria on the effectiveness of our approach.

The remainder of this paper is organized as follows: After a comparison of
our work with the state-of-the-art in Sect. 2, a motivating scenario is presented
in Sect. 3. In Sect. 4, we describe the SerVCS approach, which is complemented
by a description of its implementation in Sect. 5. The approach is evaluated
against concrete cases in Sect. 6, before the paper is concluded with an outlook
on possible extensions in Sect. 7.

2 Related Work

Synchronization of changes among different versions of the same artifact has
attracted the attention of researches for several years. For example, enhancing
VCSs with additional information related to the semantics of software code and
re-factoring with the objective of improving the merging process has been pro-
posed in a number of works [6–8]. Asenov et al. [9,10] and Protzenko et al. [10]
propose to add unique IDs to source code elements in order to achieve a more
precise detection of conflicts. Brun et al. [11] present an approach called “specu-
lative analysis”, identifying the possible existence of conflicts in a continuous and
precise way. Furthermore, they identify several classes of conflicts and provide
detailed instructions how to address them.
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However, these approaches are focused on source code of software artifacts
where order line is important. Although, line order can also be important in our
case, semantics encoded in the ontology is not necessarily affected by line order.

2.1 Version Management for Ontologies

Approaches that focus on providing version management for ontologies in col-
laborative development processes are discussed. An ontology for unique iden-
tification of changes between two RDF graphs is presented by Lee et al. [12].
To recognize these changes (or deltas), a pretty-printed version of RDF graphs
is utilized. The authors distinguish two types of deltas that can be applied as
patches to RDF graphs. First, weak deltas, which are directly applied to the
graph from where they are computed. Second, strong deltas, which specify the
changes independently of the context. In contrast to SerVCS, this approach
focuses on the semantic representation of changes and its application to RDF
graphs.

Vöelkel et al. [13] present SemVersion, an RDF-based system for ontology
versioning. The approach is based on the two core components data management
and versioning functionality. The first is responsible for the storage and retrieval
of data chunks. The second deals with specific features of the ontology language,
such as structural and semantic differences. To find semantic differences between
two versions, e.g., whether a statement has been added or removed, SemVersion
employs a simplified heuristic method for conflict detection.

Cassidy et al. [14] propose an approach for realizing a distributed version
control system for RDF stores. The approach is based on a semi-formal the-
ory of patches to allow for the manipulation of so-called RDF-patches with the
objective of facilitating the revert and merge operations. An implementation of
the approach has been realized on top of the VCS Darcs http://darcs.net/ which
enables linguistic annotation on RDF stores among different users.

A holistic approach for collaborative ontology development based on ontology
change management is described by Palma et al. [1]. The approach comprises
different strategies and techniques to realize collaborative processes in inter-
organizational settings, such as centralized, decentralized, and hybrid ones.

Edwards [15] proposes techniques for managing high-level application-defined
conflicts. Consequently, the introduced mechanisms should be able to handle
conflict resolutions. Further, certain types of conflicts can be tolerated and others
forbidden according to the specified application requirements. Furthermore, a
multi-editor environment for collaborative ontology editing is presented by Noy
et al. [16]. The proposed framework is able to control and maintain ontologies,
as well as support users throughout the whole ontology development process.

The majority of the above mentioned approaches [1,13,15,16] rely on their
own version control mechanisms tailored for ontology development. Other
approaches [12,14] utilize a semi-formal theory of patches to find deltas among
versions, thus enabling to revert or merge specific versions. Contrary, SerVCS
targets and empowers generic VCSs; thus, conflicts are more precisely detected.

http://darcs.net/
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2.2 Version Management for Model-Based Development

We describe works whose main focus is on overcoming the problem of wrongly
indicated conflicts in the field of model-based development, where models are
the main artifact. SMoVer, a semantically enhanced Version Control System for
models, is proposed by Altmanninger et al. [17,18]. Using the semantic view
concept to explain aspects of a modeling language, a better conflict detection
can be achieved and the reason of conflicts can be more easily determined.

Brosch [19] suggests using a model checker for detecting semantic merge
conflicts of an evolving UML sequence diagram. When an automatic merge is not
possible due to conflicting changes, additional redundant information essential
for the models is used to determine invalid solutions. By using this technique, it
is possible to assert concrete modifications realized in a sequence diagram.

A related technique uses domain-specific metamodels describing syntactic
and semantic conflicts associated with their resolution [20]. This technique allows
for the identification of different conflict patterns that occur during the modeling
phase, which are frequently ignored by common structure-based algorithms.

Krusche et al. [21] tackle real-time model synchronization, and propose EMF-
Store, a peer-to-peer based solution for real-time synchronization of changes on
model instances with all collaborators of a session. EMFStore borrows concepts
of VCS’s to synchronize models in real-time but does not include a VCS itself.

Zhang et al. [22] investigate composite-level conflict detection in UML Model
Versioning, and propose a two-fold approach: In the preprocessing stage, redun-
dant operations are removed from the originally recorded operation lists. During
the conflict detection stage, a fragmentation procedure is performed to collect
only potentially conflicted operations into the same fragment. Finally, a pattern-
matching strategy is followed to solve the conflict detection problem.

In contrast to the aforementioned works, SerVCS focuses on ontologies as
main artifacts. Moreover, it utilizes functionalities of existing VCSs to merge
versions of the same ontology created by different editors.

3 Motivating Example

As a motivating example, we consider two users working together in developing
an ontology for a specific domain. In order to ease collaboration and maintain
different versions of the developed ontology that result from changes, they decide
to use Git. They proceed by setting up the working environment and creating
an initial ontology repository which contains several files. Together, the users
define the ontology structure with the most fundamental concepts and upload
the ontology file F to the remote repository. After that, they decide to proceed
with their tasks by separately working on their local machines.

The users start synchronizing their local working copies with the remote
repository, as illustrated in Scene 1 of Fig. 1. Scene 2 depicts simultaneous
changes performed on different copies of the same ontology file, such as adding
new concepts, modifying existing ones, or deleting concepts. For realizing this
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Fig. 1. Motivating example [5]. A distributed environment illustrating an ontology
development process. Different ontology editors, e.g., Editors X and Y, are used for
defining ontology F by Users 1 and 2. F* and F** represent local versions of F. If F* is
uploaded first, changes in F* can be synchronized. Changes in F** cannot be merged
whenever F* and F** serializations are different.

task, different ontology editors are used. In our case, User 1 works with Desktop
Protégé http://protege.stanford.edu, whereas User 2 prefers to edit the ontology
with TopBraid Composer http://www.topquadrant.com/composer/.

After finishing the task, User 1 uploads her personal working copy (F* ) to
the remote repository, as shown in Scene 3. Next, User 2 completes his task and
starts uploading the changes he made on his local copy to the remote repository.
While trying to trigger this action, he receives a rejection message from the VCS,
listing all changes which result in conflicts, as depicted in Scene 4. These conflicts
need to be resolved in order for the VCS to allow the user to successfully upload
his version (F** ) to the remote repository. User 2 starts resolving the conflicts
manually by comparing his version of the ontology with the one of User 1 that
has already been uploaded to the remote repository.

Since the users are working with different ontology editors that use each its
own serialization when saving the ontology file, the files are differently organized.
For instance, while the concepts in one of the files are grouped into categories,
such as Classes and Properties, they are ordered alphabetically in the other
case, without any grouping. Consequently, the information about actual changes,
i.e., concrete changes on the ontology performed by each user, can no longer
be detected by the line-based comparison of the VCS, but a huge number of
conflicts result that are due to the different organization of the ontology files.
This prevents User 2 from merging his changes, and his version of the ontology
cannot be uploaded to the remote repository.

This scenario illustrates that, despite the various benefits provided by a VCS
for collaborative ontology development, it has not been possible so far to effec-
tively use a VCS in cases where different editors and ontology serializations are
used. This is changed with the SerVCS approach we present in this paper.

http://protege.stanford.edu
http://www.topquadrant.com/composer/
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4 Approach

Basic terminology and provide a formal description of the SerVCS approach are
defined. An ontology is represented in an RDF document, which A is formally
defined as A ⊂ (I ∪ B)× I× (I ∪ B ∪ L), where I, B, and L correspond to sets
of IRI s, blank nodes, and literals (typed and untyped), respectively [23].

Definition 1 (Changeset). Given two RDF documents A and A∗, a changeset
of A∗ with respect to A is defined as follows:

ChangeSet(A∗/A) = (δ+(A∗/A), δ−(A∗/A), <), where

– δ+(A∗/A) = {t | t ∈ A∗ ∧ t �∈ A},
– δ−(A∗/A) = {t | t ∈ A ∧ t �∈ A∗}, and
– < is a partial order between the RDF triples in δ+(A∗/A) ∪ δ−(A∗/A).

Example 1. Consider two RDF documents A = {t1, t2, t3} and A∗ = {t1, t2, t4}
such that A∗ is a new version of A where the RDF triple t4 was added
and the triple t3 was deleted. Then, the changeset of A with respect to A∗,
ChangeSet(A∗/A), is as follows:

– δ+(A∗/A) = {t4},
– δ−(A∗/A) = {t3}, and
– ≤ {(t4, t3)}.

Definition 2 (Syntactic Conflicts). Given two RDF documents A and
A∗, and the changeset of A∗ with respect to A, ChangeSet(A∗/A) =
(δ+(A∗/A), δ−(A∗/A), <), there is a syntactical conflict between A and A∗ iff
there are RDF triples ti and tj such that:

– ti ∈ δ−(A∗/A),
– tj ∈ δ+(A∗/A),
– (ti, tj) ∈ < , and
– ti = (s, p, oi), tj = (s, p, oj), and oi �= oj.

Example 2. Consider two RDF documents A and A∗ with triples t3 = (:Train,
rdfs:label,"Trai"@en) and t4 = (:Train,rdfs:label,"Trainn"@en).
Since the object value of the property rdfs:label of the subject :Train has
been changed, there is a syntactic conflict between the RDF documents A and A∗.

Definition 3 (RDF Document Serialization). Given an RDF document A
and an ordering criteria η, a serialization of A according to η, Γ (A, η) corre-
sponds to an ordering of the triples in A according to η:

Γ (A, η) =<t1, t2, . . . , tn>

Example 3. Suppose three RDF triples t1, t2, and t3 are defined as follows in
an RDF document A: t1=(:Car,rdfs:label,"Car"@en), t2 = (:Truck,
rdfs:label,"Truck"@en), and t3 = (:Bus,rdfs:label,"Bus"@en),
respectively. A serialization Γ (A, η) of A listing the triples by their labels in
alphabetical order η would be:

Γ (A, η) =<t3, t1, t2>
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Definition 4 (False-Positive Conflicts). Given two RDF documents A and
A∗ such that F1 and F2 are serializations of A and A∗ according to some ordering
criteria η1 and η2, respectively. There is a false-positive conflict between F1 and
F2, iff there exist η ordering criteria such that:

Γ (A, η) = Γ (A∗, η) and F1 �= F2

Example 4. Consider serializations F1 =<t1, t3, t2> and F2 =<t2, t1, t3> both
representing two identical RDF documents A = A∗, respectively, such that A =
{t1, t2, t3}. Then, there are three false-positive conflicts between F1 and F2,
because there exist ordering criteria η, Γ (A, η) = Γ (A∗, η).

4.1 The SerVCS Approach

With the objective of enabling ontology development in distributed environ-
ments, where sets of changes are performed (cf. Definition 1) using different edi-
tors, the detection of False-Positive Conflicts (cf. Definition 4) by the VCS must
be avoided. For this reason, ontologies should have a unique serialization (see
cf. Definition 3). In order to realize that, we developed SerVCS, which gener-
ates a unique serialization of ontologies regardless of the used editing tool. The
modeled concepts (triples) are ordered alphabetically in this unique serialization,
first according to the subject name, then by property name. That way, ontologies
(represented as text-based RDF documents) have always a consistent serializa-
tion in the remote repository. As a result, a high accuracy of conflict detection
can be achieved and the identified conflicts are reduced to those caused by over-
lapping changes, Syntactical Conflicts (cf. Definition 2). This enables a VCS to
automatically resolve most conflicts using its built-in algorithms. In the worst
case, a user is confronted with conflicting changes and has to manually resolve
them by providing a valid and consistent ontology. Since all ontologies have a
unified serialization in the remote repository, the user is able to see the differ-
ences between any two versions of the ontology. Figure 2 illustrates the SerVCS
approach, which consists of five main steps: (1) input: RDF documents serialized
by different sorting criteria; (2) generate unique serialization; (3) output: RDF
documents sorted with same criteria; (4) synchronization process from the point
of view of VCS; and (5) final outcome: synchronized RDF document.

Figure 3 depicts the ontology development workflow using the SerVCS app-
roach. After personal working copies are synchronized with the remote repository
(cf. Scene 1 of Fig. 1), users start performing their tasks using different ontol-
ogy editors. When making any changes, such as adding, removing, or modifying
existing concepts, the updated ontology is saved locally on the machine of the
user, as illustrated in Fig. 2, Scene 2 (which is still identical to Scene 2 of Fig. 1).
Next, these changes are uploaded to the remote repository. Scene 3 shows that a
unique serialization of the ontology is created as intermediate step. As a result,
the concepts are organized using a common ordering criteria. In Scene 4, User 1
uploads her changes successfully to the remote repository. Lastly, as illustrated
in Scene 5, User 2 starts uploading his changes to the remote repository. Since



SerVCS: Serialization Agnostic Ontology Development 221

5

3

2

1

4
2

3

5

1

4

OutputInput

3

6

5

2

1

4

6

2

3

5

1

4

F** 

F* 

Fs** 

Fs* 

6

2

3

5

1

4

Fm

7

Serialized by 
criteria 1

Serialized by 
criteria 2

Unique serializa�on

Comparision

Conflict Detec�on

Conflict Resolu�on

Merge

Serializa�on Service
VCS

Synchronized 
RDF Document

Step 1 Step 2 Step 3 Step 4 Step 5

Fig. 2. The SerVCS approach. SerVCS receives RDF documents serialized by different
sorting criteria (Step 1), and generates a synchronized RDF document (Step 5). In
Step 2, a unique serialization is produced. RDF documents are sorted with same criteria
(Step 3). Finally, a VCS synchronization process is performed (Step 4), i.e., comparison,
conflict detection, conflict resolution, and merge.

User 1 User 2

Protégé

F

F* F**

TopBraid

Scene 2
Perform local changes

Remote 
Repository

UniSer 
Service

User 1 User 2

Protégé

F* F**

TopBraid

Scene 3 
Generate unique serializa�on

F

Remote 
Repository

UniSer 
Service

s s

User 1 User 2

Scene 4
User 1 – successfully synchronize

User 1 User 2

Upload

TopBraid

F*

Protégé

F*

Protégé

F** F**

TopBraid

Upload

Scene 5
User 2 – successfully synchronize

Remote 
Repository

UniSer 
Service

F*

Remote 
Repository

UniSer 
Service

F**

s

s

s

s

s s

1 2

3 4

1 2

3 4

5
1 2
3
4 4

5
1
2

3
6

6

2
3
5

1
44

1 2
3
5

4
1 2
3
5

4
1 2
3
5 6

2
3
5

1
4 4

1 2
3
5

Unique Serializa�on

User 1 User 2

Protégé

F

F F

TopBraid

Scene 1
Perform local changes

Remote 
Repository

UniSer 
Service1 2

3 4

1 2

3 4

Download

1 2

3 4
7

2 3
6

1
4 5

7

2 3
6

1
4 5

Fig. 3. The SerVCS development process. A distributed environment illustrating an
ontology development process using SerVCS. Different ontology editors, e.g., Editors
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local versions of F. Before synchronization with remote version, a unique serialization
is created for F* and F**. F* is uploaded first. Next, changes in F** are successfully
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is easy to be detected and resolved.

the ontology has a unified serialization, the VCS can merge both versions. In
case of overlapping changes, the VCS shows exactly the lines which resulted
in conflicts. Formally, a list of conflicts LC identified by SerVCS is defined as
follows:

Definition 5 (List of Conflicts). Given two RDF documents A and A∗ such
that F1 and F2 are serializations of A and A∗ according to ordering criteria η1
and η2, a list LC =<c1, . . . , cn> of conflicts between F1 and F2, identified by
SerVCS, comprises triples ci = (i, entryi1, entryi2):
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– i ∈ [1,MIN(size(F1), size(F2))],
– entryi1 = (si1, pi1, oi1) and entryi2 = (si2, pi2, oi2) are RDF triples at the

position i in F1 and F2, respectively,
– entryi1 and entryi2 are different, i.e., si1 �= si2 or pi1 �= pi2 or oi1 �= oi2.

Theorem 1. Given serializations F1 and F2 according to ordering criteria η of
RDF documents A and A∗, respectively. Consider LC =<c1, . . . , cn> the list of
conflicts between F1 and F2 identified by SerVCS. If there are only syntactical
conflicts between A and A∗2, then for all ci = (i, entryi1, entryi2) ∈ LC

– entryi1 = (s, p, oi1) and entryi2 = (s, p, oi2), and
– oi1 �= oi2.

Proof. We proceed with a proof by contradiction. Assume that there are only
syntactical conflicts between A and A∗, and there is a conflict ci in LC, such
that ci = (i, (si1, pi1, oi1), (si2, pi2, oi2)), and si1 �= si2 or pi1 �= pi2. Since F1

and F2 are serializations according to the same ordering criteria η, entryi1 ∈
δ−(A∗/A) and entryi2 ∈ δ+(A∗/A). However, the statement si1 �= si2 or pi1 �= pi2
contradicts the fact that only syntactical conflicts exist between A and A∗.

5 Implementation

The architecture depicted in Fig. 4 has been implemented to empower VCSs to
prevent wrongly indicated conflicts. The architecture consists of three main com-
ponents: (1) a VCS, which handles different ontology versions via changesets; (2)
a UniSer component, which generates unique serializations for the RDF docu-
ments; and (3) a repository hosting platform, which stores the RDF documents
and propagates the changes.

5.1 Version Control System (VCS)

Git https://git-scm.com is used as the Version Control System, i.e., Git is
responsible for managing different versions of the ontologies. Furthermore, the
Git hook mechanism is used to automatize the process of generating the unique
serialization of the ontologies before they are pushed to the remote repository.
Once the modification of the ontology is finished, it is added to the Git stage
phase. The next step proceeds with committing the current state to the per-
sonal working copy. The initialization of the commit event triggers a hook named

2 Given two RDF-documents A and A∗, and ChangeSet(A∗/A) = (δ+(A∗/A),
δ−(A∗/A), <), there are only syntactical conflicts between A and A∗, iff size(A∗) =
size(A), and for each RDF triples ti and tj :

– ti ∈ δ−(A∗/A) and tj ∈ δ+(A∗/A),

then, there is a pair (ti, tj) ∈ < , and ti = (s, p, oi), tj = (s, p, oj), and oi �= oj .

https://git-scm.com
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pre-commit. This hook is adapted with a new workflow to handle the process of
automatically generate a unique serialization, apart from the default one pro-
vided by Git.

SerVCS uses Curl https://curl.haxx.se as command-line HTTP client to send
the modified files to the UniSer service. In case that ontologies fail to pass the
integrated validation process, the commit is aborted and a corresponding error
message is shown to the user. Otherwise, the files are organized according to
the unique serialization. Subsequently, newly generated content overwrites the
current content of the files by replacing the old serialization created by the
ontology editor with the new unique serialization created by UniSer. When no
error occurs during the entire process, the pre-commit hook event is completed
and the commit is applied successfully. As a result, a new revision of the modified
ontologies is created and the user is able to further proceed with successfully
pushing her version to the remote repository. In addition, Github https://github.
com is used as hosting platform for the repository to ease the collaborative
development among several contributors.

5.2 UniSer

Furthermore, we implemented a stand-alone service, UniSer, using the cross-
platform JavaScript runtime environment Node.js https://nodejs.org. Other
tools are integrated to realize the tasks required for this service, e.g., syntax val-
idation and unique serialization. The service accepts the ontology files as input
through an HTTP interface and returns to the client either the error message
from the validation process or the unique serialization of the file.

Once the input is received, UniSer validates the ontology, since a prerequi-
site for the unique serialization process is that ontology files are free of syntactic
errors. The syntax validation is performed by Rapper http://librdf.org/raptor/
rapper.html. In case of errors, a detailed report comprising the file name, error

https://curl.haxx.se
https://github.com
https://github.com
https://nodejs.org
http://librdf.org/raptor/rapper.html
http://librdf.org/raptor/rapper.html
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type, and error line is returned to the client. Otherwise, the process contin-
ues with creating a unique serialization using RDF-toolkit https://github.com/
edmcouncil/rdf-toolkit or Rapper according to user preference for the sorting
criteria to be used. During this task, a unified serialization of the ontology file is
created by (1) grouping elements into categories, such as classes, properties, and
instances, and (2) ordering elements within the categories alphabetically. The
unique serialization of the ontology is send back to the client as final outcome.

In the following, we give some serializations of a simple ontology in Turtle
https://www.w3.org/TR/turtle/ format comprising three concepts: Train and
UrbanTrain of type owl:Class and a UrbanTrain01 instance of class Train.
________________________________________________________________
@prefix : <http://example.com/> .
@prefix owl : <http://www.w3.org/2002/07/owl#> .
@prefix rdf : <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

:Train rdf:type owl:Class ;
rdfs:comment "Train Concept"ˆˆxs:string ;
rdfs:label "Train"ˆˆxs:string ;
rdfs:subClassOf :Vehicle .

:UrbanTrain rdf:type owl:Class ;
rdfs:comment "Train Concept"@en ;
rdfs:label "Train"@en ;
rdfs:subClassOf :Train .

:UrbanTrain01 rdf:type :UrbanTrain ;
rdfs:comment "UrbanTrain01 operates in zone B"@en;
rdfs:label "UrbanTrain01"@en .

________________________________________________________________

The below excerpt serialized using Protégé tool is shown as follows:
________________________________________________________________
@prefix : <http://example.com/> .
@prefix owl : <http://www.w3.org/2002/07/owl#> .
@prefix rdf : <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

############################################
# Classes
############################################

### http://example.com/Train

:Train rdf:type owl:Class ;
rdfs:comment "Train Concept"ˆˆxs:string ;
rdfs:label "Train"ˆˆxs:string ;
rdfs:subClassOf :Vehicle .

### http://example.com/UrbanTrain

https://github.com/edmcouncil/rdf-toolkit
https://github.com/edmcouncil/rdf-toolkit
https://www.w3.org/TR/turtle/
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:UrbanTrain rdf:type owl:Class ;
rdfs:comment "Train Concept"@en ;
rdfs:label "Train"@en ;
rdfs:subClassOf :Train .

#############################################
# Individuals
#############################################

### http://example.com/UrbanTrain01

:UrbanTrain01 rdf:type :UrbanTrain ;
rdfs:comment "UrbanTrain01 operates in zone B"@en;
rdfs:label "UrbanTrain01"@en .

________________________________________________________________

The same ontology serialized with the TopBraid Composer is as follows:
________________________________________________________________
@prefix : <http://example.com/> .
@prefix owl : <http://www.w3.org/2002/07/owl#> .
@prefix rdf : <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

:Train
a owl:Class ;
rdfs:comment "Train Concept"ˆˆxs:string ;
rdfs:label "Train"ˆˆxs:string ;
rdfs:subClassOf :Vehicle
.

:UrbanTrain
a owl:Class ;
rdfs:comment "Train Concept"@en ;
rdfs:label "Train"@en ;
rdfs:subClassOf :Train
.

:UrbanTrain01
a :UrbanTrain ;
rdfs:comment "UrbanTrain01 operates in zone B"@en ;
rdfs:label "UrbanTrain01"@en
.

________________________________________________________________

Using the UniSer service, the excerpt of the ontology is generated according to a
unique serialization. The following listing depicts the result after the serialization
by UniSer (which is nearly identical to the TopBraid Composer serialization).
________________________________________________________________
@prefix : <http://example.com/> .
@prefix owl : <http://www.w3.org/2002/07/owl#> .
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@prefix rdf : <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

:Train rdf:type owl:Class ;
rdfs:comment "Train Concept"ˆˆxs:string ;
rdfs:label "Train"ˆˆxs:string ;
rdfs:subClassOf :Vehicle .

:UrbanTrain rdf:type owl:Class ;
rdfs:comment "Train Concept"@en ;
rdfs:label "Train"@en ;
rdfs:subClassOf :Train .

:UrbanTrain01 rdf:type :UrbanTrain ;
rdfs:comment "UrbanTrain01 operates in zone B"@en;
rdfs:label "UrbanTrain01"@en .

________________________________________________________________

6 Experimental Study

In this section, we present the results of an experimental study investigating the
effectiveness of the SerVCS approach. The goal of the experiment is to analyze
the impact of ontology size, type of ontology changes, and sorting criteria on the
behavior of SerVCS. We assess the following research questions:

RQ(1) Does the size of the ontology have an impact on the behavior of SerVCS?
RQ(2) Is the effectiveness of SerVCS affected by the ontology sorting criteria?

The experimental configuration to evaluate these research questions is as follows:

Ontologies: We compare the behavior of SerVCS using three ontologies of
different sizes. Table 1 describes these ontologies in terms of number of triples,
different subjects, properties, and objects.

– Synthetic Ontology: Synthetically generated small-size ontology composed
of 16 RDF triples with six different subjects, four properties, and ten objects.

– DBpedia Ontology http://wiki.dbpedia.org/services-resources/ontology/:
Medium-size ontology composed of 30,793 RDF triples. This ontology is used
to describe Wikipedia infoboxes in DBpedia.

– Gene Ontology http://www.geneontology.org/ (GO): Large-size ontology
composed of 1,540,109 RDF triples. GO describes molecular activities and
relationships among genes.

Ontology Change Generation. Number of ontology changes are randomly
generated following a Poisson distribution, i.e., we simulate ontology changes
performed by users assuming that these changes obey a Poisson distribution.

http://wiki.dbpedia.org/services-resources/ontology/
http://www.geneontology.org/
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Table 1. Ontology description. Ontologies of different sizes, described in terms of
number of triples, subjects, properties, and objects.

Ontology # triples # subjects # properties # objects

Synthetic ontology 16 6 4 10

DBpedia ontology 30,793 3,986 23 16,807

Gene ontology 1,540,109 266,919 49 473,227

Table 2. Ontology changes [5]. Basic changes performed during ontology development
process.

ID Change type Description Example

CH1 Addition Adding new elements like
classes and properties

Add a new class, e.g., the class
Train with properties rdfs:label
and rdfs:comment

CH2 Modification Modifying existing
elements

Modify a property value, e.g.,
rdfs:label of UrbanTrain class

CH3 Deletion Deleting existing elements Delete an instance, e.g., the
UrbanTrain01 instance if it
exists

The parameter λ indicates the average number of ontology changes per time
interval, i.e., λ = 2 simulates that in average two ontology changes are per-
formed per hour. Figure 5 illustrates the number and types of ontology changes
performed by two users during eight hours. To ensure that our evaluation repre-
sents as much as possible a real usage scenario, a list of basic changes typically
performed in ontology development is utilized (cf. Table 2). These changes are
randomly chosen following a uniform distribution with replacement. We consider
the change type Modification to be a combination of Deletion and Addition.

Metrics. We report on the number of conflicting lines (NCL). It is computed
as the number of conflicts indicated by Git during the merge process of two
versions of the ontology after each hour, and corresponds to the cardinality of
the list of conflicts LC (cf. Definition 5).

Gold Standard. We compute the gold standard by summing up the number
of conflicting lines (NCL), which corresponds to the cardinality of overlapping
changes made by users in a specific hour (cf. Definition 2).

Implementation. Experiments were run on a Linux Ubuntu 14.04 machine
with a 4th Gen Intel Core i5-4300U CPU, 3 MB Cache, 2.90 GHz with 8 GB RAM
1333MHz DDR3. SerVCS is implemented using Node.js version 4.4.5. The syntax
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Fig. 5. Ontology change distribution [5]. Number and types of ontology changes (CH)
per user in an interval of 8 hours. A Poisson distribution with λ = 2 models an average
of two changes per hour. A uniform distribution with replacement is followed to sample
the type of ontology changes (CH).

validation is realized using Rapper version 2.0.15 whereas the unique serializa-
tion is performed using RDF-toolkit version 1.4.0.1 and Rapper respectively.
The used Git version is 1.9.1. The ontology change generator is implemented
using RStudio version 0.99.902 https://www.rstudio.com/products/RStudio/.

Method. In order to answer the research questions, ontology changes of two
users are simulated; two different ontology editors are assumed. User 1 works
with TopBraid, whereas User 2 works with Protégé. Two scenarios are evaluated:
(1) Users work purely with the functionalities of Git. (2) SerVCS along with
Git as VCS is used. Log of ontology changes is kept during the experiment. In
total, users make 30 changes: 11 additions, 9 modifications, and 10 deletions.
The distribution of ontology changes per user is simulated with the Poisson
distribution shown in Fig. 5. A log of ontology changes is available on GitHub
https://github.com/lavdim/unistruct.

6.1 Impact of the Ontology Size

To answer research question RQ1, we follow the above described method to eval-
uate the behavior of plain Git and SerVCS with three different ontologies (cf.
Table 1). Figure 6 shows the number of conflicting lines (NCL) in the Gold Stan-
dard, as well as the ones detected by Git and SerVCS. In the three ontologies,
NCL values are significantly less in SerVCS than in Git. Moreover, in the Syn-
thetic Ontology (small-size ontology), the NCL values are the same in SerVCS
and Gold Standard for five time instances. In the DBpedia Ontology (medium-
size ontology), SerVCS indicates up to three orders of magnitude less NCLs
than Git. Finally, SerVCS reports up to four orders of magnitude less NCLs

https://www.rstudio.com/products/RStudio/
https://github.com/lavdim/unistruct
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Fig. 6. Impact of ontology size on SerVCS. Number of conflicting lines (NCL) detected
by Git and SerVCS compared to the Gold Standard based on the Ontology Change
Distribution in Fig. 5. (a) SerVCS detects the same NCLs as the Gold Standard in five
instances of time in the Synthetic Ontology; (b) SerVCS indicates up to three orders of
magnitude less NCLs than Git in the DBpedia Ontology; (c) SerVCS indicates up to
four orders of magnitude less NCLs than Git in the Gene Ontology. SerVCS is not
equally affected as Git.

than Git in the Gene Ontology (large-size ontology). Git utilizes a line-based
algorithm for the comparison of ontology changes conducted by users. As the
size of an ontology increases and modified ontologies are sorted differently, the
number of compared ontology lines also increases. Therefore, Git performance is
deteriorated as shown in Fig. 6. On the other hand, SerVCS compares pairs of
changes ontologies also line-wise, but both documents are sorted using the same
criteria and the space of potential conflicting lines in SerVCS is smaller. Thus,
as shown in Fig. 6, SerVCS is not equally affected as Git from different ontology
sizes. However, SerVCS may also wrongly identify conflicts, i.e., NCL values are
not the same in SerVCS and Gold Standard. This behavior of SerVCS happens
when users concurrently modify the subject or predicate of an RDF triple, i.e.,
a non-syntactical conflict is generated and Theorem1 is not satisfied.
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Fig. 7. Impact of sorting criteria. Number of conflicting lines (NCL) detected by Git
and SerVCS compared to Gold Standard. Synthetic Ontology is modified according
to the Ontology Change Distribution in Fig. 5. SerVCS follows two different sorting
criteria produced by RDF-toolkit and Rapper. SerVCS exhibits similar behavior in
both sorting criteria.

6.2 Impact of the Sorting Criteria

With the goal of answering research question RQ2, the experimental method is
also followed when SerVCS utilizes different sorting criteria, i.e., RDF-toolkit
and Rapper are used to generate unique serializations. RDF-toolkit sorts triples
based on ontological concepts; RDF triples of classes, properties, and instances
are categorized, and then, RDF triples are ordered alphabetically within cate-
gory. Rapper simply sorts RDF triples in alphabetical order. Results in Fig. 7
show that SerVCS exhibits similar behavior in both sorting criteria and is able
to identify the same NCL values as the Gold Standard in several instance times.
Moreover, SerVCS also outperforms Git independently of the sorting criteria.

7 Conclusions and Future Work

This paper presents SerVCS, an approach for enabling VCSs to deal with various
serializations of the same ontology in a multi-editor scenario. SerVCS relies on
a unique serialization of ontologies with the objective of reducing the number
of false-positive conflicts indicated by VCSs. Thus, users are enabled to develop
ontologies in a distributed environment using different ontology editors. To study
the effectiveness of SerVCS compared to Git, we performed an empirical eval-
uation. The results suggest that SerVCS reduces the number of false-positive
conflicts when different ontology editors are utilized concurrently during the
development process. Additional experiments were conducted to evaluate the
impact of ontology size, as well as different sorting criteria. Effectiveness of
SerVCS seems to be less impacted than Git whenever the size of the ontologies
is increased or different sorting criteria are used to generate unique serializations.

As for future work, we envision to develop new techniques for automatically
detecting and resolving not only syntactic but also semantic conflicts. We plan
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to empower SerVCS with probabilistic models on machine learning frameworks,
and provide thus more accurate conflict detection and resolution strategies. Fur-
thermore, a semantic layer will be added to SerVCS to prevent semantic incon-
sistencies that can be caused as a result of merging two versions of the same
ontology. Finally, an extensive evaluation of the effectiveness and efficiency of
the extended approach on both syntactic and semantic levels will be conducted.
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Abstract. Conceptual Software Design is of utmost importance for software
development due to its focus on the Conceptual Integrity of software systems.
However, in order to turn it into actual standard practice in software design, a
precise mathematical representation of Conceptual Design is necessary. This
paper claims that Linear Software Models – by means of their basic algebraic
structures, the Modularity Matrix or its corresponding Laplacian Matrix –

guarantee Conceptual Integrity of the software system they represent. This is
argued by first offering a concise Plausibility Path with a few formal steps
towards Conceptual Integrity in terms of the Modularity Matrix. These steps
clarify the role of the Modularity Matrix, both as a facilitator and as a formal
source of the software modules’ Conceptual Integrity. Then, the paper charac-
terizes Conceptual Integrity as an intensive property of the software system.
Finally, application in practice is demonstrated by providing explicit formulas to
compute Conceptual Integrity principles, viz. propriety and orthogonality.

Keywords: Conceptual Software Design � Conceptual integrity
Linear Software Models � Modularity Matrix � Laplacian matrix
Modularity Lattice � Abstract Domain Conceptualization � Propriety
Orthogonality

1 Introduction

The original idea of conceptual integrity for software systems development was
introduced by Brooks in his book “The Mythical Man-Month” [3]. There he argued for
the utmost importance of conceptual integrity for software system design. We essen-
tially agree with Brooks’ qualitative statement, and claim that its formalization in
mathematical terms should completely transform its practical applicability, actually
enabling its usage for software systems.

This paper, an updated extension of [15] based in recent work, explicitly refor-
mulates conceptual integrity in terms of Linear Software Models – our mathematical
theory of software composition. In other words, the basic algebraic structures of this
theory, viz. the Modularity Matrix by Exman [11] or its corresponding Laplacian
Matrix by Exman and Sakhnini [14], guarantee the Conceptual Integrity of the software
system they represent, by means of an iterative procedure. It is shown that the standard
form of the Modularity Matrix is both the facilitator and a formal source of the software
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modules’ conceptual integrity. In case one deviates from the standard form, the matrix
highlights the system spots in need of redesign, within the iterative procedure.

This Introduction concisely overviews the ideas of software conceptual integrity as
presented by Brooks, and reviews the main Modularity Matrix properties.

1.1 Overview of Software Conceptual Integrity

In a more recent book by Brooks “The Design of Design: Essays of a computer
scientist” [4], conceptual integrity was verbally described by three principles in terms
of system functions. These principles are as follows:

Propriety – a software system contains only essential functions;
Orthogonality – functions are mutually independent;
Generality – many usage ways for each function.

The obstacle to practical application of these principles is that there have been no
known translations to precise mathematical formulas and effective algorithms. This
work provides the desired precise formalization of conceptual integrity, gaining both a
deeper comprehension of Brooks’ ideas and a clear basis for concrete usage of the
referred principles.

1.2 Modularity Matrix Concepts

The Modularity Matrix [9–11] enables to represent any level of a hierarchical software
system, through sub-systems, to sub-sub-systems and so on, down to indivisible basic
components. Structors – the matrix columns – stand for architectural structure units,
generalizing classes of object-oriented languages. Functionals – the matrix rows –

stand for architectural behavioral units, generalizing class functions, which may be
invoked, but not necessarily.

Columns and/or rows reordering, together with algebraic manipulations [13], i.e.
solving for the matrix eigenvectors, lead in the optimal situation to a square and block
diagonal matrix. In this standard Modularity Matrix format, the blocks along the
diagonal represent the modules of the current matrix level.

If there are outlier non-zero matrix elements beyond the boundaries of the diagonal
modules, these outliers cause modules’ coupling, which should be resolved by
redesigning the system. This can be done, within an iterative procedure, by splitting
modules or adding/removing structors and/or functionals. Figure 1 illustrates such an
abstract Modularity Matrix, with one outlier matrix element, coupling two block-
diagonal modules.

It has been shown by Exman and Sakhnini [14, 17], that a corresponding Laplacian
Matrix can be generated from the Modularity Matrix. A similar procedure, also
involving matrix eigenvectors, produces the same modules for the same system from
both matrices. Thus, the Linear Software Models, indeed are a unified software com-
position theory.
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1.3 Related Literature

Here we concisely review a sample of the related literature referring to Conceptual
Integrity and algebraic structures, such as matrices and lattices which have been used
for software system design.

Conceptual Integrity
Conceptual Integrity ideas for software design were first proposed in Frederick Brooks’
books [3] and [4], as mentioned above in the beginning of this paper.

Jackson, starting from a research proposal [21], and co-authors elaborated Brooks’
ideas by detailed explanations of case studies, e.g. on Git [7] and more recently De
Rosso and Jackson [8]. Jackson has emphasized the importance of concepts for soft-
ware systems, illustrating them by informal dependence graphs, from which simplified
and more coherent subsets of concepts can be extracted [22].

Simplicity and regularity seem to be important characteristics of Conceptual
Integrity. An example is a Technical Report by Kazman and Carriere [24], dealing with
reconstruction of a software system architecture, using conceptual integrity as a guide.
The architecture should in principle be built from small numbers of regularly connected
components, with consistent functionality allocation to these components. Another

Fig. 1. An abstract Modularity Matrix with an added outlier – A standard matrix means that it is
strictly square and block-diagonal. This matrix is indeed square as it displays 6 structors
(columns) and 6 functionals (rows). It is also almost block-diagonal, as it displays 3 modules
seen as three blocks along the diagonal, (green background). A strictly block-diagonal matrix
would have outside the modules (blank areas) only zero-valued matrix elements (values here
omitted for increased clarity). But this matrix shows one outlier (in hatched dark blue
background), a 1-valued matrix element in {F2, S5} coupling the top-left and the middle
modules. This outlier hints at a need of software system redesign. (Color figure online)
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example by Kazman [23] describes a SAAMtool, with visualization capability. Con-
ceptual Integrity is estimated by the number of primitive patterns that a system uses.

Still another example is given by Clements et al. in their book [6], referring to
conceptual integrity as a unifying design theme. The system should do similar things in
similar ways, with small numbers of data and control mechanisms in the system. Issues
with some similarity to our approach in this paper are: a - they mean the system at all
hierarchical levels; b - a more precise definition of conceptual integrity would be given
by counting mechanisms.

Occasional references concerning Conceptual Integrity have appeared in the liter-
ature. For instance, Beynon et al. [2] explicitly refer to Conceptual Integrity, but do not
go beyond some vague statements about what it means. Orthogonality, one of the
conceptual integrity principles, also have appeared in the software design literature.
Krone and Snelting [25] refer to it in a paper using conceptual lattices extracted from
source code.

Most recently, Exman and Katz [16] starting from an axiomatic approach, began to
make explicit calculations with quantities expressing the Conceptual Integrity
principles.

Algebraic Structures for Software System Design
Other algebraic structures, besides the Modularity Matrix, have been used for software
systems design. The DSM (Design Structure Matrix) included in the Design Rules
approach by Baldwin and Clark [1] has been applied mostly outside software engi-
neering. It should be remarked that the DSM has been mostly analyzed by a super-
imposed economic options theory, external to the DSM itself, in contrast to our pure
algebraic theory. For a set of references to this approach see e.g. [11].

Exman and Sakhnini [14, 17], have shown that a Laplacian matrix can be obtained
from any Modularity Matrix, by means of an intermediate bipartite graph. Although a
clearly different matrix, the Laplacian matrix obtains the same modules as its corre-
sponding Modularity Matrix, by a similar spectral method – using eigenvectors and
eigenvalues.

Another algebraic structure applicable to software system design is the Conceptual
Lattice, developed within FCA (Formal Concept Analysis) mainly by Wille, Ganter
and collaborators, see e.g. [19, 20]. It has been applied by a few authors to software
analysis, see e.g. Krone and Snelting, [25]. More recently, Exman and Speicher [12]
have shown the equivalence of the Modularity Lattice to the Modularity Matrix, dis-
playing in alternative ways the same modules for any software system.

1.4 Paper Organization

The remaining of the paper is organized as follows. In Sect. 2 a Plausibility Path to
conceptual integrity is offered. In Sect. 3 Conceptual Integrity is characterized as an
intensive quantity of software. In Sect. 4 Conceptual Integrity is directly calculated
from the Modularity Matrix. In Sect. 5 a discussion concludes the paper.
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2 A Plausibility Path to Software Conceptual Integrity

We propose a Plausibility Path from an Abstract Domain Conceptualization to Soft-
ware Conceptual Integrity. We assume that Conceptual Integrity pre-exists, in the
abstract domain, before being formalized. We provide a general perspective of the
plausibility path, leading through the Modularity Matrix to Software Conceptual
Integrity. We then focus on each of its steps.

The main idea behind the Plausibility Path is to make plausible transitions between
an acceptable starting point – the notion of abstract mathematical domain conceptu-
alization – and the final goal of Software Conceptual Integrity. We call it Plausibility
Path since we make acceptable statements in a heuristic fashion, but do not provide
rigorous formal proofs.

We shall make formal definitions and corresponding calculation formulas in
Sect. 4.

2.1 Plausibility Path Perspective

There are three essential formal steps from Abstract Conceptual Integrity to Software
Conceptual Integrity, passing through the Modularity Matrix as shown in Fig. 2.

The meaning of the three formal steps is as follows:

1. Abstract Domain Conceptualization – along the history, concepts in e.g. Mathe-
matics were grouped in fields within hierarchies obeying conceptual integrity;

2. Modularity Matrix – the basic algebraic structure of Linear Software Models, plays
the role of both a facilitator and formal source for Conceptual Integrity;

3. Software Conceptual Integrity – the desired goal of the formalization steps, should
assure software system orthogonality and propriety.

Fig. 2. From an Abstract Domain to Software Conceptual Integrity – The three steps are: the
initial “Abstract Domain Conceptualization”, the goal “Software Conceptual Integrity”, and the
intermediate Modularity Matrix. In between there are two transitions: “Liskov Substitution” and
“Conceptual Modularity Lattice” to be later explained in the paper text.
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The meaning of the two transitions between the above steps is as follows:

1 ! 2 – Liskov Substitution – translates abstract mathematical concepts into soft-
ware entities;
2 ! 3 – Conceptual Modularity Lattice – is an algebraic structure that has been
shown to be equivalent to the Modularity Matrix, while obtaining concepts of the
software modules.

One can summarize the roles of the above steps, as shown in Fig. 3.

2.2 Software Structure and Behavior

Preliminary definitions clarify each of the above steps. The ultimate goal of the
Plausibility Path is conceptual integrity in software systems. We refer to structure and
behavior, thinking in terms of software, even when dealing with an abstract domain.

Definition A – Software Structure
Software Structure is a relation among software architectural units (“structors”, a
generalization of classes) involving sub-classing and composition operators.

We use the same operators for software systems and for abstract ontologies. This
follows common practice, emphasizing the analogies between abstract concepts and
their respective software classes.

Definition B – Software Behavior
Software Behavior is the performance of a function computation. The outcome of the
function computation is a state change of the software system. We call “functionals” (a
generalization of functions) the software architectural units of behavior.

Structors provide Functionals but the latter are not necessarily invoked. One often,
by linguistic license, refers to the functionals themselves – without the performance of
a computation – as software behavior.

2.3 Abstract Conceptual Integrity

Abstract concepts are hierarchically classified by properties’ similarity. The hierarchy
determines which concepts are particular cases of other ones. We illustrate the idea
with some examples.

Step Formal Tool Goal Role Main Theorems

1 Domain Ontologies Abstract domain
conceptualization

Classify fields, 
hierarchies

Common concepts and 
functions

2 Modularity Matrix Software system design Source and facilitator Modularization by 
spectral methods

3 Orthogonal
Algebraic Structure

Software conceptual 
integrity

Assure propriety and 
orthogonality

Conceptual Integrity 
complies with 
Modularization

Fig. 3. Plausibility Path: Tools, Goals and Roles – This summarizes properties of its formal
steps in terms of their tools, goals and roles. See detailed discussion in subsequent subsections.

238 I. Exman



A square is a subclass of a rectangle, which is a subclass of a parallelogram. The
parallelogram, the most general instance in this small hierarchy (in Fig. 4), is a polygon
with four sides, in which the opposite sides are parallel. A rectangle is a subclass of a
parallelogram with four right angles. A square is a subclass of a rectangle with all four
sides equal.

Each lower hierarchy class has all the properties of the upper classes. A square has
4 sides (as in any quadrilateral), which are parallel (as in the parallelogram), and 4 right
angles (as the rectangle).

Hierarchy is also true regarding behavior, i.e. the outcome of the functionals’
calculations for each concept (or class). As an example, the perimeter of any class in
this hierarchy is obtained by summing the length of the four sides (which in principle
may be all different, partially different or all equal).

A different hierarchy could contain a circle as a subclass of an ellipse. A yet dif-
ferent hierarchy would refer to 3-dimensional concepts such as a sphere as a subtype of
an ellipsoid.

Each of the three referred hierarchies (quadrilaterals, ellipses, 3-D ellipsoids) dis-
play conceptual integrity, both intuitively and by some specific well-defined charac-
teristic. For example, all quadrilaterals in Fig. 4 have linear segments as sides of a
polygon (literally meaning “multiple angles”), while the ellipses have no linear seg-
ments and no angles in between at all the points in their perimeters.

These hierarchies, such as that the quadrilaterals in Fig. 4, are in fact small frag-
ments of an ontology of geometric figures, see e.g. Rovetto [28], which may encompass
the three referred hierarchies.

We summarize conceptual integrity in an abstract domain such as mathematics by
means of the following Statement:

Fig. 4. The Quadrilateral Hierarchy – Each arrow (meaning subclass/subtype of) points from the
particular concept (or class) to the more general concept. The parallelogram is the most general
class of this hierarchy and Square is the most specific class. We visualize each class with the
geometry of the class concept, instead of conventional UML rectangles for all classes.
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Statement 1 – Conceptual Integrity in Abstract Domain Hierarchy of Concepts
In a class hierarchy determined by sub-classing, in an abstract domain, all the concepts
of the hierarchy have at least one common concept, and one common function defined
in the most general member of the hierarchy. The common concept and the common
function represent the conceptual integrity.

2.4 The Need for Liskov Substitution

We need Liskov Substitution to make the transition from an abstract domain, such as
the quadrilaterals in Fig. 4, to actual software entities – say the same quadrilaterals
which now have behavior, through their functionals, as represented by the Modularity
Matrix. Thus Liskov Substitution attempts to translate, as faithfully as possible, con-
cepts found in Abstract Mathematics to the software domain. This is possible, first of
all, since the structure of both ontology fragments (hierarchies) in abstract mathematics
and software hierarchies are based upon the same sub-typing operator.

The basic idea of Liskov Substitution which is relevant to conceptual integrity is to
link “structure” to “behavior”, effectively transforming concepts in an abstract (e.g.
“mathematics”) domain into generic software.

A formulation of Liskov Substitution [27] essentially links sub-classing to the
behavior of software containing the relevant classes, when substituted by their sub-
classes. In such case, the software behavior should not change.

This is particularly interesting, as a “structural” class diagram (type T and its
subtype S) in Fig. 5 is being linked to a “behavioral” condition, which is precisely
what transforms an abstract domain to software concepts.

Fig. 5. Liskov Substitution Principle and Class Diagram – The principle is shown in the left-
hand-side of the figure. The class diagram illustrating Liskov’s principle is in the right-hand-side
of the figure. T is a class (or type). S is a subclass (or subtype) of T. Substitution of Object o2 of
type T, by an object o1 of type S should not change the software behavior. This diagram is
analogous to an abstract hierarchy in Fig. 4. Figure adapted from the paper by Exman [15].
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2.5 The Modularity Matrix Roles

The Modularity Matrix of a software system is built of structors preserving the notion
of sub-classing. Thus, the Modularity Matrix implicitly conveys the hierarchical ideas
formulated in the previous sub-sections.

The contribution of the Modularity Matrix for Conceptual Integrity is to be pur-
posely built to maximize modularity, increasing software simplicity and maximal
orthogonality among modules.

Statement 2 – Conceptual Integrity in the Modularity Matrix
If the Modularity Matrix is standard (square and block-diagonal), then specific structors
provide related functionals within modules, and the modules conceptual integrity is
preserved for the restricted set of software systems represented by the Matrix.

2.6 Concepts in the Modularity Lattice

The contribution of the Conceptual Modularity Lattice in the transition from the
Modularity Matrix to the software Conceptual Integrity is to link the optimization in
terms of Structors and Functionals from the Modularity Matrix to concepts.

This is possible, since the Conceptual Modularity Lattice has been shown by
Exman and Speicher [12] to convey information equivalent to the Modularity Matrix,
in terms of software system modularity. Moreover, by its very definition from Formal
Conceptual Analysis [19] the Conceptual Modularity Lattice is an algebraic structure
restricted to the concepts relevant to its software system. This is summarized in the
following statement.

Statement 3 – Conceptual Integrity in the Modularity Lattice
Since the Modularity Lattice in terms of software design is equivalent to its corre-
sponding Modularity Matrix, the concepts fitting to the Matrix modules preserve
conceptual integrity and this can be explicitly tested for the restricted set of software
systems represented by the Modularity Lattice.

3 Conceptual Integrity as an Intensive Property of Software

In this section we go beyond the principles formulated upon the Modularity Matrix. We
present and discuss the idea that Conceptual Integrity is an Intensive property of
Software. We explain the meaning of intensive property, give an analogy to physical
systems, and deal with software systems.

3.1 Conceptual Integrity Is an Intensive Quantity

Conceptual integrity, besides being a property of a whole hierarchical software system,
seems to be a recursive property of each of its subsystems down to basic blocks. If any
subsystem does not have conceptual integrity, it is plausible that the whole system
cannot display it either.
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We now give an example to explain what are intensive versus extensive quantities.
Suppose that our system is a vehicle – either a car or a truck. A family car typically has
4 wheels. A truck usually has a bigger number of wheels. The weight of a vehicle is an
extensive quantity: the weight of a vehicle is the sum of the weights of its parts. For
instance, additional wheels increase the weight of the vehicle.

In contrast, the speed of a vehicle is an intensive quantity: the speed of the vehicle is
not the sum of the speeds of its parts. All the car parts move at the same speed.
Specifically, the tangential speed of any of its wheels is the same as the speed of the
vehicle, irrespective of the number of wheels.

Conceptual Integrity is an intensive quantity. It is not the sum of the conceptual
integrities of the components of a software system.

3.2 Increasing Conceptual Integrity by Exchange of Module Components

Here we use a different physical metaphor as a further illustration for the idea of
Conceptual Integrity being intensive.

Assume a system having four sub-systems as in Fig. 6:

1. glass container;
2. water contained by the glass;
3. sphere mostly filled with air partially floating in the water;
4. small solid metal cube inside the sphere.

Now, one heats the glass container by an external heat bath. Heat energy flows
among the different sub-systems, from those with higher temperatures to those with
lower temperatures, until the whole system reaches a uniform temperature.

Fig. 6. Physical System Metaphor – The system has 4 sub-systems: a - glass container; b - water
inside the glass; c - floating sphere filled with air; d - metal cube inside the sphere. A heat bath
heats the glass container until the temperature is uniform, causing heat energy flow among the
sub-systems. Figure reproduced from the paper by Exman [15].
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In a software system, each sub-system usually has different computation charac-
teristics – one dealing with data, another one with business logic, and so on. Moving
concepts (classes) from one sub-system to another may increase conceptual integrity in
both sub-systems. One could say that Conceptual Integrity in the whole system is
optimized by flow of concepts (classes) among sub-systems. However, such flow of
concepts and the intensive hypotheses of conceptual integrity, do not guarantee a single
value of conceptual integrity anytime throughout a whole software system.

The previous physical metaphor suggests that conceptual integrity is not an
extensive property, like heat energy, but an intensive property, like temperature.

4 Direct Computation of Conceptual Integrity
from the Modularity Matrix

In this section we first assign a formal definition to two of the quantities behind
Conceptual Integrity, viz. Propriety and Orthogonality. The proposed definitions are
based on the criteria used to generate an optimized Modularity Matrix by an iterative
procedure. Then we provide formulas to directly compute Conceptual Integrity
quantities from the generated Modularity Matrix.

4.1 Propriety Formally Defined

Propriety has been verbalized in Subsect. 1.1 as “a software system contains only
essential functions”. Intuitively, this means that one is minimizing the number of
functions. Formally, it is stated as in the following definition.

Definition 1: Module Propriety
Propriety of a module in the Modularity Matrix, in a certain 
hierarchical level of a given software system, means that all 
its structors are mutually linearly independent, and 
concomitantly all its functionals are mutually linearly 
independent.

Explaining the previous intuition, the demand of linear independence among
vectors (structors among themselves or functionals among themselves), implies that
there are no two identical vectors. Moreover, if a sub-set of vectors are linearly
dependent, some of the vectors are superfluous and can be eliminated. The decision of
which vectors to eliminate is left to the software engineer, with a good knowledge of
the concepts of the software system under development.

Thus, propriety reflects the fact that the Modularity Matrix optimizes – in fact
minimizes – the number of structors and their provided functionals, for all its modules.
Therefore, the above definition for a module extends to the whole matrix, and the
standard Modularity Matrix complies with Propriety.
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4.2 Orthogonality Formally Defined

Orthogonality was intuitively verbalized in Subsect. 1.1 as “functions are mutually
independent”. Based upon the Modularity Matrix, this definition has two associated
meanings:

• Linear independence – among structors and among functionals;
• Strict orthogonality – among modules, which is a stronger requirement than linear

independence, and is easily visually recognized in the diagonal blocks of the
Modularity Matrix, for instance in Fig. 1, when one ignores the outlier.

But, linear independence was already guaranteed by the Propriety definition 1.
Therefore, the exact meaning of orthogonality is strict orthogonality among a specified
sub-set of modules formally stated in the following definition.

Definition 2: Orthogonality among Modules
Orthogonality of a module with respect to a specified sub-set 
of other modules in the Modularity Matrix, in a certain 
hierarchical level of a given software system, means that all 
its structors are orthogonal to all the structors of the other 
modules in the specified sub-set, and concomitantly all its 
functionals are orthogonal to all the functionals of the other 
modules in the same specified sub-set.

The usage of the same term for the principle and for the linear algebra operation is
not coincidence. It probably was suggested to conceptual integrity authors by the
algebraic notion.

One could now ask about the third principle – Generality. Please see the Discussion
Subsect. 5.1 item “d” for considerations on “Generality”.

4.3 Direct Computation of Propriety from the Modularity Matrix

Since Propriety has been defined in terms of linear independent vectors within a
module, it is calculated, according to linear algebra, by the rank r of the sub-matrix of
the given module. Specifically, if s is the number of structors (columns) of the module
sub-matrix, propriety is calculated by Eq. (1).

Propriety ¼ 1� ððs� rÞ=sÞ ð1Þ

Note that since module sub-matrices are square, one could use as well the number
of functionals f (rows) instead of the number of structors. The module propriety
quantity in this equation has a value between zero and the maximum propriety value of
1 obtained when r equals s. The need for this kind of normalization is to facilitate
calculations of propriety for the whole system, given the values for all its modules,
while preserving Conceptual Integrity as an intensive property.
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4.4 Direct Computation of Orthogonality from the Modularity Matrix

Orthogonality has been defined for all vectors within a module, with respect to vectors
in other modules in specified sub-set of modules in the Modularity Matrix. According
to linear algebra, orthogonality of a pair of vectors vM1 and vM2, respectively belonging
to modules M1 and M2, is calculated by the scalar product of the pair of vectors in
Eq. (2).

Orthogonality ¼ 1� ðvM1 � vM2Þ ð2Þ

Note that each of the vectors in this equation is normalized (se e.g. Weisstein [29]),
i.e. all their elements are divided by the length of the respective vector. Thus, the
calculated orthogonality for a pair of vectors has a value between zero and the maximal
value of 1 obtained for zero scalar product. Again the need for normalization is to
facilitate calculations of orthogonality for the whole system, given the values for all
pairs of structors and all pairs of functionals for all modules, preserving Conceptual
Integrity as an intensive property.

5 Discussion

Conceptual Integrity has been considered of fundamental importance for software
system design, but has been only vaguely defined.

This paper’s basic claim is that the Modularity Matrix is a facilitator and a formal
source of Conceptual Integrity information. We have provided two lines of
argumentation:

a. Plausibility Path from Abstract Domains through the Modularity Matrix to Con-
ceptual Integrity – We started from the accepted conceptual integrity of abstract
domains, made a transition to the Modularity Matrix fitting a set of software sys-
tems. Using the equivalence to the Modularity Conceptual Lattice, we returned to
“conceptual” aspects, to finally reach Conceptual Integrity.

b. Formal definitions and direct calculation – The Modularity Matrix optimization
procedure was the direct source of the defined quantities viz. propriety and
orthogonality, in a formal way.

Two of the principles – propriety and orthogonality – have a neat definition derived
from the standard Modularity Matrix properties.

Promising progress has been achieved in this work, but additional investigation, in
particular calculation for extensive numbers of case studies is needed to further clarify
issues detailed in the next sub-section.

5.1 Open and Controversial Issues

a. Conceptual Independence of Abstract Hierarchies
We have referred in Sect. 2.3 to two independent hierarchies, one of polygons and
another one of ellipses, say a circle. However, they are not strictly independent. One
may think of a circle as a regular polygon in the limit of an infinite number of sides,
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enabling a transition between two of the above hierarchies. One can easily estimate the
value of p in the perimeter of a circle 2 * p * Radius by taking the limit of the
perimeter of a polygon inscribed in the circle, when the number of polygon sides goes
to infinity.

b. Stability Along Time of Conceptual Hierarchies
The situation is more complex than the naïve static view of Fig. 4 would suggest.
Concepts evolve – see e.g. Lakatos [26] – in his book on “Proofs and Refutations”
discussing the empirical contribution to the concept evolution of regular polyhedrons
(from Euler’s initial five). Concepts also can be said to expand along time – see e.g.
Buzaglo [5] – according to the terminology of his book “The Logic of Concept
Expansion”.

c. The Single Brilliant Architect of Major Systems?
Brooks has argued in favor of the idea that only a single brilliant architect, can impart
conceptual integrity to a major building, say an architect of a cathedral, or similarly to a
major engineering enterprise such as a very large software system. Gabriel [18] chal-
lenges Brooks’ position.

In our opinion, Brooks’ position is difficult to be rationally proven for real systems.
But its main drawback is the dependence on the existence and the opportunistic
presence of a single brilliant mind. One obviously prefers a systematic construction of
formal tools, based upon clear conceptual integrity ideas.

d. The Generality Principle of Conceptual Integrity
Generality, has been described as the quality that “a single function should be usable in
many ways” in the same system. This intuitive formulation seems vague enough, being
an obstacle to a formal interpretation. We shall return to this issue elsewhere.

5.2 Future Work

Open issues for future work include:

• extensive calculations on actual software systems;
• explanation of difficulties encountered with heavily used software systems such as

Git [7].

5.3 Main Contribution

The main contribution of this work is that Linear Software Models – by means of the
formal algebraic tools of Modularity Matrix or the Laplacian Matrix – guarantee
Conceptual Integrity of the software system they represent.
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Abstract. The job of reviewing patents applications might be complicated
because every day the quantity of it is greater and greater. Also, the amount of
work dedicated to preparing a proper application might be complicated. The
process needs several revisions from investors and examiners. This revision job
might have costs for the inventor because they don’t know the proper mode for
writing the application in the formal mode used. As part of a solution, one
approach to minimize the impact of this fact and increase the success of the
reviewing process is aid the human reviewer and also inventors with a set of
patterns. The patterns are created using Natural Language Processing techniques
and that accelerate the review just looking at the massive set of registration any
similar application already patented. On the other hand aid the inventor in the
process of writing an application in a formal manner.

Keywords: Indexing � Ontologies � Knowledge � Patterns � Reuse
Retrieval � Patents � US patents � European patents

1 Introduction

The process for applying to an Intellectual Property protection, as patents, might be
complex and reviewing your invention is really patentable must be approved and check
by an examiner. Also, the language used to specify the invention in the application is
specific to this domain.

If it could be possible to extract a set of patterns aiding the inventor and examiner in
the process of construction of the application and also reviewing if the inventions could
be already patented, the process of patenting could be improved in two different
viewpoints [26, 27].

Christopher Manning states in his book that: “People write and say lots of different
things, but the way people say things - even in drunken casual conversation - has some
structure and regularity.” [19]

In Requirements Engineering [16], Jeremy Dick introduced a type of pattern called
boilerplates defined as “a language to express requirements.” The author explained that
a set of Boilerplates allow to collect and classify the different ways of expressing
certain kinds of requirements.

Boilerplates, within the field of requirements engineering, have been defined as “a
textual specification template of requirements, which are based on predefined patterns
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in order to reduce ambiguity and ensure consistency in the way of expressing
requirements” [9].

The important aspect in here is to ask ourselves: how do people write? Nowadays,
researchers conduct investigations using natural language processing tools, generating
indexing and semantic patterns that help to understand the structure and relation of how
writers communicate through their papers.

This project will use a natural language processing system which will analyze a
corpus of patents acquired from the open repository of the US patent and European
patent Agencies. The documents will be processed by the system and will generate
simple and composed patterns. These patterns will give us different results which we
can analyze and conclude the common aspects the documents have even though they
are created by different authors but are related to the same topic [2]. The study uses as
the center of the study an ontology created in a nation founded project for Oncology
and it has been extended with general terms of public health.

The remainder of this paper is as follows: Sect. 2 includes the state of the art and
related work of the main topics of research, Sect. 3 includes the summary of the
methodology; Sect. 4 summarizes the results, and finally conclusions.

2 State of the Art and Related Work

2.1 Information Reuse

Reuse in software engineering is present throughout the project life cycle, from the
conceptual level to the definition and coding requirements. This concept is feasible to
improve the quality and optimization of the project development, but it has difficulties
in standardization of components and combination of features. Also, the software
engineering discipline is constantly changing and updating, which quickly turns
obsolete the reusable components [7, 18].

At the stage of system requirements reuse is implemented in templates to manage
knowledge in a higher level of abstraction, providing advantages over lower levels and
improving the quality of the project development. The patterns are fundamental reuse
components that identify common characteristics between elements of a domain and
can be incorporated into models or defined structures that can represent the knowledge
in a better way.

2.2 Natural Language Processing

The need for implementing Natural Language Processing techniques (see Fig. 1) arises
in the field of the human-machine interaction through many cases such as text mining,
information extraction, language recognition, language translation, and text generation,
fields that requires a lexical, syntactic and semantic analysis to be recognized by a
computer [7]. The natural language processing consists of several stages which take
into account the different techniques of analysis and classification supported by the
current computer systems [8].
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(1) Tokenization: The tokenization corresponds to a previous step on the analysis of
the natural language processing, and its objective is to demarcate words by their
sequences of characters grouped by their dependencies, using separators such as
spaces and punctuation [6, 23]. Tokens are items that are standardized to improve
their analysis and to simplify ambiguities in vocabulary and verbal tenses.

(2) Lexical Analysis: Lexical analysis aims to obtain standard tags for each word or
token through a study that identifies the turning of vocabulary, such as gender,
number and verbal irregularities of the candidate words. An efficient way to
perform this analysis is by using a finite automaton that takes a repository of
terms, relationships and equivalences between terms to make a conversion of a
token to a standard format [15]. There are several additional approaches that use
decision trees and unification of the databases for the lexical analysis but this not
covered for this project implementation [31].

(3) Syntactic Analysis: The goal of the syntactic analysis is to explain the syntactic
relations of texts to help a subsequent semantic interpretation [20], and thus using
the relationships between terms in a proper context for an adequate normalization
and standardization of terms. To incorporate lexical and syntactic analysis, in this
project were used deductive techniques of standardization of terms that convert texts
from a context defined by sentences through a special function or finite automata.

(4) Grammatical Tagging: Tagging is the process of assigning grammatical categories
to terms of a text or corpus. Tags are defined into a dictionary of standard terms
linked to grammatical categories (nouns, verbs, adverb, etc.), so it is important to
normalize the terms before the tagging to avoid the use of non-standard terms. The
most common issues of this process are about systems’ poor performance (based
on large corpus size), the identification of unknown terms for the dictionary, and
ambiguities of words (same syntax but different meaning) [1, 32]. Grammatical
tagging is a key factor in the identification and generation of semantic index
patterns, in where the patterns consist of categories, not the terms themselves. The
accuracy of this technique through the texts depends on the completeness and
richness of the dictionary of grammatical tags.

Fig. 1. NLP technique methods.
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(5) Semantic and Pragmatic Analysis: Semantic analysis aims to interpret the
meaning of expressions, after on the results of the lexical and syntactic analysis.
This analysis not only considers the semantics of the analyzed term but also
considers the semantics of the contiguous terms within the same context. Auto-
matic generation of index patterns at this stage and for this project does not
consider the pragmatic analysis [25].

2.3 RSHP Model

RSHP is a model of information representation based on relationships that handle all
types of artifacts (models, texts, codes, databases, etc.) using the same scheme. This
model is used to store and link generated pattern lists to subsequently analyze them
using specialized tools for knowledge representation [17]. Within the Knowledge
Reuse Group at the University Carlos III of Madrid RSHP model is used for projects
relevant to natural language processing [3, 12, 14, 29, 30]. The information model is
presented in Fig. 2.

2.4 Ontology

The Ontology used in the research is an applied view of an Ontology, as shown in
Fig. 3.

Fig. 2. RSHP information representation model [2, 13].
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3 Methodology

The word Methodology is used frequently by researchers. Its meaning occasionally is
not clear. People usually do not distinguish between methodology, process, method and
technique; and moreover its meaning and differences. Let’s make it clear in order to
have an agreed terminology.

The word methodology is often erroneously considered synonymous with the word
process [11, 21]. Martin’s definitions for methodology, method, process, and tools are:

• “A Process (P) is a logical sequence of tasks performed to achieve a particular
objective. A process defines what is to be done, without specifying how each task is
performed. The structure of a process provides several levels of aggregation to
allow analysis and definition to be done at various levels of detail to support
different decision-making needs.

• A Method (M) consists of techniques for performing a task, in other words, it
defines the how of each task. (In this context, the words method, technique, prac-
tice, and procedure are often used interchangeably.) At any level, process tasks are
performed using methods. However, each method is also a process itself, with a
sequence of tasks to be performed for that particular method. In other words, the
how at one level of abstraction becomes the what at the next lower level.

• A Tool (T) is an instrument that, when applied to a particular method, can enhance
the efficiency of the task; provided it is applied properly and by somebody with
proper skills and training. The purpose of a tool should be to facilitate the
accomplishment of the how. In a broader sense, a tool enhances the what and the
how, most tools used to support systems engineering are computer- or software-
based, which also known as Computer Aided Engineering (CAE) tools.

• Based on these definitions, a Methodology can be defined as a collection of related
processes, methods, and tools. A methodology is essentially a recipe and can be
thought of as the application of related processes, methods, and tools to a class of
problems that all have something in common [5] ”.

Fig. 3. Ontology presentation and layers.
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The objective of this research is to perform the extraction of syntactic-semantic
patterns found within documents on patents.

Patent documents are written by experts, therefore we are saying that we will have
very well written documents and high quality grammatical.

When the investigation is complete, we have a list sorted by frequency patterns
(See Fig. 2). We will know the syntactic-semantic patterns that are most used when
writing a patent.

In addition to patterns, the most recurrent words are known, we will identify the
most common words in the patterns documents (Fig. 4).

Task 1: Representation of documents in syntactic and semantic categories.
The result of this task is the representation by syntactic and semantic categories of

the complete content of the documents. The methods that compose the task are:

METHOD 1: Search for patent sources where they can download patents documents
public and registered in PDF format. The documents must be converted to TXT format
using pdf2txt. Pdf2txt is a program available on the internet.
METHOD 2: Download at least about 500 documents.
METHOD 3: Convert the PDF documents to TXT using the pdf2txt program.
METHOD 4: Get WordNet dictionary to form the ontology. This phase can be per-
formed in parallel to steps 1, 2 and 3.

Task 2: Generating Basic Patterns

METHOD 5: Manage the ontology with a software for managing ontologies in the
industrial domain, KnowledgeMANAGER. Adding vocabulary obtained in phase 4.
METHOD 6: Add the new ontology in BoilerPlates tool, a tool for detecting patterns
(boilerplates in its most initial form) in a set of documents.

The BoilerPlates Tool is a software developed in a Ph.D. Dissertation [24] in order
to generate patterns of text using Natural Language Processing solutions. The tool is an

Fig. 4. The frequency of patterns [13].
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implementation of a patent [22] developed in the vb.Net language. In the first con-
ception of the implementation, it was aimed at the automatic generation of patterns on
specifications of engineering requirements. The process was developed taking into
account all the syntactic and semantic categories contained in the ontology to which it
was connected.

In order to improve the set of patterns resulting from the process, the functionality
of the tool was expanded allowing the selection of the syntactic categories that were
part of the process. In addition, the stop condition was parameterized, allowing the
option of differentiating patterns by their semantics. All these measures allowed to
experience the best conditions to obtain smaller sets of patterns but that could represent
the information of the same requirements.

To allow the use of the pattern generation process in other domains, the tool was
modified to obtain documents in plain text format as the input source.

In the last version of the tool, the substitution of patterns deleted by optional
elements and wildcards, and an interface of the presentation of the results were added.

This tool has allowed doing part of the experimentation of the doctoral thesis [24],
as well as end-of-course projects and final master’s work [4, 10, 28].

METHOD 7: Define study scenarios and using ontology created, generating patterns
with the BoilerPlates tool.
METHOD 8: TXT documents will be included one by one on the BoilerPlates tool,
with this first step in the tool will generate the basic patterns.

Task 3: Pattern generation and analysis of results

METHOD 9: Representing one to one each scenario in BoilerPlates tool and start
pattern generation.
METHOD 10: Analyze the results obtained by scenario.
METHOD 11: Analyze and compare the results of all scenarios.

In this work, a syntactic-semantic analysis is performed, of a sample of registered
patents and made public, through an ontology based on natural language words
(Fig. 5).

Fig. 5. Analysis of sequences and patterns flow.
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To get a larger sample of patent documents to analyze them, it has decided to use
English as the language of analysis. Therefore all patents that are used in this inves-
tigation will be written in the English language.

The information processing summary of the scenarios is as follows:
Scenario 1 (a) and 2 (a) (USPTO and EPO):

• Use a minimum frequency of 1 to create patterns
• Differentiate patterns by their semantics is disabled and enabled

Scenario 3 and 4 (USPTO and EPO):

• Use a minimum frequency of 20 to create patterns.
• Differentiate patterns by their semantics is enabled.

Scenario 5 and 6 (USPTO and EPO):

• Use a minimum frequency of 100 to create patterns.
• Differentiate patterns by their semantics is enabled.

Scenario 7 and 8 (USPTO and EPO):

• Use a minimum frequency of 100 to create patterns.
• Differentiate patterns by their semantics is disabled

In all the cases:

• Use all grammatical categories.

All patents are searched in Internet and document must be PDF formats.
It does not establish any particular subject and not any particular area of investi-

gation, the investigation developed here is valid for all subjects.
We have two samples of patents, on one hand, analyze documents of the United

States Patent and Trademark Office, we have 359 documents, and secondly analyze
documents of the European Patent Office, we have 379 documents Europeans different.

The study will be made with over 700 patent documents, all documents are ana-
lyzed with the BoilerPlates tool.

The ontology that includes the boilerplates tool, will be managed with the
knowledge manager tool of REUSE Company. The vocabulary will form the ontology
is providing by WordNet.

WordNet is used as a basis for the ontology of data recovery, we will have a
language general controlled (not specialized by subject) and to language English. Into
the WordNet, we obtain nouns, verbs, adjectives, and adverbs.

The investigation done here is interesting because we discover how the pattern of
professional experts document their investigations, findings, and studies.

Here art to documentation is analyzed, so important it is to have an idea as
important is knowing it registered.
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The patterns that are obtained in the investigation may be useful in the future to
guide the new professionals in the time of writing or searching for similar patents.

4 Results

The Scenarios followed in the experiments are:
Scenario 1:

• Sample USPTO (the United States Patent and Trademark Office) patents.
• All grammatical categories available are used
• Use a minimum frequency of 1 to create patterns
• Differentiate patterns by their semantics is disabled.

Scenario 2:

• Sample USPTO patents.
• Use all grammatical categories.
• Use a minimum frequency of 1 to create patterns.
• Differentiate patterns by their semantics is enabled.

Scenario 3:

• Sample USPTO patents.
• Use all grammatical categories.
• Use a minimum frequency of 20 to create patterns.
• Differentiate patterns by their semantics is enabled.

Scenario 4:

• Sample EPO (European Patent Office) patents.
• Use all grammatical categories.
• Use a minimum frequency of 20 to create patterns.
• Differentiate patterns by their semantics is enabled.

Scenario 5:

• Sample USPTO patents
• Use all grammatical categories.
• Use a minimum frequency of 100 to create patterns.
• Differentiate patterns by their semantics is enabled.

Scenario 6:

• Sample EPO patents.
• Use all grammatical categories.
• Use a minimum frequency of 100 to create patterns.
• Differentiate patterns by their semantics is enabled.

Scenario 7:

• Sample USPTO patents.
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• Use all grammatical categories.
• Use a minimum frequency of 100 to create patterns.
• Differentiate patterns by their semantics is disabled.

Scenario 8:

• Sample EPO patents
• Use all grammatical categories.
• Use a minimum frequency of 100 to create patterns.
• Differentiate patterns by their semantics is disabled.

In addition to analyzing each scenario separately, comparisons between 1–2, 3–4,
5–6 and 7–8 pairs were carried out to compare the two sources of information used.

Comparative analysis - all in common scenarios will also be made to draw general
conclusions to all the analyzed scenarios.

5 Basic Patterns

After the basic patterns were created, all the sentences from the text documents were
analyzed and to each of the words (known in the database as token text), a term tag or
syntactic tag was assigned with the help of the tables Rules Families and Vocabulary in
the Requirements Classification database.

You may find the most repeated words in the domain of documents in the Basic
patterns table. The most repeated words in grammatical categories such as nouns,
verbs, and nouns coming from the ontology we used (Figs. 6, 7).

It can be seen that in both cases there is little difference between the two samples,
number of words in sample 1 than in sample 2, but not shown in the percentage of
appearance in each of the grammatical categories (Fig. 8).

Fig. 6. Basic pattern results. OEP sample 1 [13].
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5.1 USPTO vs OEP

Comparing the two results, we see that the number of grammatical categories
exceeding 1% is the same in both, but with slight differences. In USPTO items are the
third most repeated grammatical category, while EPO are the numbers in this position.
In the latter, the repetition of basic patterns is not rated much higher.

We see in the figure below the comparative representation of the 17 most repeated
grammatical categories (Fig. 8).

5.2 Semantics

Semantics is present within the basic patterns but in a very limited way. We met a little
more than semantics within American samples.

In the next chart you can see the semantics that more appears in both samples:
The stage 1, 2, 3, 5 and 7 are all made with American patent documents (Fig. 9).

Fig. 7. Basic pattern results. OEP sample 2 [13].

Fig. 8. USPTO vs OEP [13].
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For the rest, we can conclude for the US shows the following is true:

• A higher minimum frequency, fewer patterns
• A higher minimum frequency, the lower the semantic obtained.
• Differentiate by semantic patterns is a better practice to know the real semantics

being used when writing sentences. Otherwise, for the same pattern, which can
adopt semantics could be anyone.

• Not differentiate by semantic results in increased number of patterns, but with fewer
sub-patterns that form.

Scenarios 4, 6 and 8 are carried out with sample documents of European patents.
We can conclude, for the European shows the following is true:

• A higher minimum frequency, fewer patterns
• A higher minimum frequency, the lower the semantic obtained.
• Differentiate by semantic patterns is a better practice to know the real semantics

being used when writing sentences. Otherwise, for the same pattern, which can
adopt semantics could be anyone.

• Not differ in semantics resulting in a greater number of patterns, and the number of
subpatterns is very similar.

After the analysis of the US patents documents and European patents documents
we can conclude the following:

The basic patterns obtained are independent of the frequency and the selection of
grammatical categories in the boilerplates tool. All basic patterns are common within
the same sample.

In the boilerplates tool, the higher the minimum frequency used, is less the number
of patterns obtained and is shorter the time necessary to obtain them.

Differentiation has been made by their semantic patterns in the minimum fre-
quencies of 1, 20 and 100 to US samples, and 20 and 100 for European samples. For
frequency 1 it has not been possible to obtain results due to the high volume of
information that we have handled. More than 25 days after running the tool, it has had
to reject frequency 1 for the study. About the other two frequencies, we can say that the
higher the frequency the number of patterns obtained is less.

Fig. 9. Basic patterns: Semantics [13].
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Patterns are calculated without differentiation of semantics for the minimum fre-
quencies of 1 and 100 with US sample. It is also calculated with the European sample
for the minimum frequency of 100, without differentiation patterns by their semantics.
It can be concluded that the same patterns are obtained with different semantics.

With increasing frequency, we lose patterns that have longer decomposition.
Because the number of repetitions is less.

After using different frequencies to generate patterns in boilerplates, we can say that
the intermediate frequency is what has given us the best results.

In both samples, the unclassified words are very present.
The patterns obtained in all scenarios can assist the writing for any user who needs

to write a patent.
After the investigation, with the knowledge obtained now, we can give some

recommendations to people who will do a similar study in the future.
The ontology can be improved, the ontology has 73 grammatical categories to

define their vocabulary. For this project has not been completed because all the most
important words are covered. The pending grammar to define is the type of punctua-
tion, dates, email, arithmetic symbols, acronyms, etc. The undefined categories are
shown in Fig. 8.

For future projects, scenarios of using a minimum frequency of 100 can be applied
to search which is the minimum frequency that will create zero patterns.

It is possible to create a new analysis with a minimum frequency greater than 100
because we obtained patterns where their repetition frequency is greater than 100. But
before begin studies with a higher minimum frequency, we recommend you should not
consider words that do not correspond to a grammar of the ontology.

After ending all scenarios and analyzing results, we can conclude that authors
writing papers about the same topic (in this case, genetic engineering) have similarity in
how they write. They use a similar vocabulary and appropriate terms which makes the
reading easier. Some additional enterprises need observation and intelligence.

6 Analysis of Results

Once the results has been analyzed, the documents of US patents and european patents,
we can conclude the following:

• The basic patterns obtained are independent of the frequency and the selection of
grammatical categories in the boilerplates tool. All basic patterns are common
within the same sample.

• The higher the frequency used in the boilerplates tool, the smaller the number of
patterns obtained and less time needed to obtain them.

• Differentiation has been made by their semantic patterns in the minimum fre-
quencies of 1, 20 and 100 for American samples, and 20 and 100 for European
samples. To frequency 1 it has not been possible to obtain results due to the large
volume of information we have handled. After more than 25 days running the tool,
it has had to dismiss frequency 1 for the study. On the other two frequencies, we can
say that the higher the frequency the number of patterns obtained is lower.
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• Patterns are calculated without differentiation of semantics for the minimum fre-
quencies of 1 to 100 with American shows. It is also estimated with the European
sample for the minimum rate of 100, without differentiation patterns by their
semantics. It can be concluded that the same patterns are obtained with different
semantics.

• By increasing the frequency lose patterns that have greater depth of decomposition.
Since your number of repetitions is less.

• After using different frequencies to generate patterns in boilerplates, we can say that
the intermediate frequency is what has given us better results.

• In both samples not rated names is very present.
• The patterns obtained in all scenarios may be of assistance to those who need to

write a patent.
• After the investigation, with the knowledge now acquired, we can give some rec-

ommendations who faces a future in a similar study.
• The ontology can be improved, it has 73 labels for outstanding grammatical cate-

gories to define their vocabulary. For this project has not been completed because
all the most important words are covered. The slopes are grammars to define the
type of punctuation, dates, email, arithmetic symbols, acronyms, etc. These cate-
gories may be undefined in Fig. 8.

• There have been many token which are classified under the label “UNCLASSIFIED
NOUN”. For these cases we see three action plans:

• Or they could analyze them and give them all a grammatical category if possible, so
finding patterns would be more accurate.

• If it is not possible to assign a particular category, you have to look at the possibility
of eliminating all words and symbols are not classifiable.

• When generating patterns with boilerplates tool not consider the label
“UNCLASSIFIED

• The documents have been used in this analysis can be improved by converting PDF
to TXT performed in this process has been lost information. Documents with
images are those that have lost more information.

It is possible to perform the analysis when the frequency is greater than 100 since
we obtained patterns where the repetition frequency is greater than 100. But before
studies with higher minimum frequency, it is recommended not to consider if the terms
do not correspond to a grammar of the ontology.

7 Conclusion

“People write and say lots of different things,
but the way people say things -

even in drunken casual conversation -
has some structure and regularity”.

-Christopher Manning

As Manning said and we are investigating in our hypothesis, it is possible to get
structure and regularity in a set of documents in order to achieve a regular pattern to
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write or suggest better manners to prepare documents with a higher complexity. Natural
language is complex and its regularity depends on the domain we are dealing with. The
more regular and mature the domain, the best it is to extract a set of patterns. The more
structure the more effective the set of patterns.

The structure of the Ontology is used in a generic composition, if adapted for each
domain it could make more precise the set of patterns for each domain [13]. It is a
future work to be performed in all the domains already analyzed: Health Care, Patents,
and working right now in Banking.
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Abstract. The modern mobile machinery has advanced on-board com-
puter systems. They may execute various types of applications observing
machine operation based on sensor data (such as feedback generators for
more efficient operation). Measurement data utilisation requires prepro-
cessing before use (e.g. outlier detection or dataset categorisation). As
more and more data is collected from machine operation, better data pre-
processing knowledge may be generated with data analyses. To enable the
repeated deployment of that knowledge to machines in operation, infor-
mation management must be considered; this is particularly challeng-
ing in geographically distributed fleets. This study considers both data
refinement management and the refinement workflow required for data
utilisation. The role of machine learning in data refinement knowledge
generation is also considered. A functional cloud-managed data refine-
ment component prototype has been implemented, and an experiment
has been made with forestry data. The results indicate that the concept
has considerable business potential.

Keywords: Distributed Knowledge Management · Mobile machinery
Cloud services · Data preprocessing · Machine learning

1 Introduction

The current era of industrial informatics has brought ever developing intelligent
devices, data processing methods and sensor technology. Additional value can
be gained from existing devices by collecting data and analysing it to have new
information and knowledge. The importance of data analysis has been empha-
sised not only for business in general (LaValle et al. [19]) but also in industrial
context (Duan and Xu [6]). For production, this also applies to mobile machines
such as earthmoving, mining or forestry. Performance improvements not only
bring competitive advantage but they also save resources and reduce emissions
to the environment. In machinery, machine learning can be applied for multiple
use cases. It may not only generate added value from data but it may also aid
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the generation of data preprocessing knowledge that serves other data analysis
tasks.

In this paper, a software concept is introduced – intended for service architec-
tures – to enable the centralised management of fleet-wide sensor data refinement
which is performed locally in mobile machines. The operation of modern machin-
ery typically requires a high level of expertise, and even a skilled operator rarely
has the technological knowledge required for optimal operation. That is, various
feedback applications should be utilised to improve performance. In the data
measured during operation, a lot of implicit information is available not only
about the machine itself but also the material or the goods being processed. In
an ecosystem, the number of machines and the amount of data can be arbitrarily
large, and the machines may be geographically distributed. A centrally managed
data refinement solution facilitates using all the potential of data as it unifies
the information available for actual end user applications in various machines.
The applications may, for instance, provide assistance in machine operation or
adjustment. As data processing expertise and requirements are likely to evolve,
frequent updates are expected.

This work has two main contributions: a conceptual cloud service architec-
ture with machine learning and a functional prototype. The conceptual archi-
tecture utilises cloud services for storing extensive amounts of data as well as for
machine learning to generate novel knowledge. The prototype covers an interme-
diary component that refines measurement data locally in machines – it receives
its configuration from access points in a cloud so centralised management is
achieved. The component accomplishes essential first-hand tasks thus generat-
ing information and facilitating further data analysis in end user applications.

The utilised research method is design science research. Novel knowledge is
generated by designing artefacts that are evaluated against their requirements
(referred to by e.g. March and Smith [22]).

This article is a revised version of a conference paper already published by
the authors [15]. The original concept has been extended with cloud services and
machine learning aspects, and some of the original contributions have also been
more comprehensively explained.

The structure is as follows. Related work is discussed in Sect. 2. Section 3
discusses the actual problem followed by a solution design in Sect. 4. A forestry
machine related prototype implementation is introduced in Sect. 5. Section 6
covers results and discussion while Sect. 7 concludes the paper.

2 Related Work

Among the publications in the industrial domain, no work has been found with a
similarly extensive combination of a data processing workflow, cloud-based con-
figurability and a data analysis or machine learning aspect. Various studies have
been published with some common aspects though; thus, this part summarises
the work related to either cloud services in production systems, machine data
refinement, equipment data exchange or context awareness.
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The Vehicular Cloud Computing (VCC) concept combines distributed data
processing and mobility with a point of view different to this work. Its idea
is to utilise the on-board computation and sensing capabilities of vehicles to
enhance, for instance, traffic safety and management. Whaiduzzaman et al. [31]
have written an extensive survey about the topic.

Storing machine or vehicle data in cloud is also a resource for large-scale data
analysis. Bahga and Madisetti [1] have studied storing industrial measurement
data in cloud to run analyses to raise maintenance performance. Filev et al. [8]
show how vehicular data may be collected to a cloud and assisting services may
be provided back to vehicles.

Even though both cloud and industrial production are related to this work,
the Cloud Manufacturing concept is more related to business collaboration and
interoperability within manufacturing networks. In manufacturing, the cloud
service paradigm is expected to bring benefits such as scalability, agility and
easier business networking. Tao et al. [28] have primarily envisioned manufac-
turing resource services while Wu et al. [32] have also covered product design as
a cloud service.

Farming equipment related data collection or exchange has been researched
in various papers. In a study by Steinberger et al. [26], farming equipment data is
exposed in a service architecture. A work by Iftikhar and Pedersen [13] includes
device data exchange in a bidirectional manner between office computers and
farming machines. Peets et al. [25] provide a solution for data collection from
various types of sensors. Fountas et al. [9] have introduced an information system
concept for the management of farming machines. Machine data retrieval and
integration concerns are present even in this work.

There are also other publications related to mobile machinery data process-
ing. Palmroth [24] has studied the analysis of mobile machine data to assist
operator learning. A knowledge management solution for operator performance
assessment in the field is considered by Kannisto et al. [17]. Kannisto et al. [16]
have introduced a system architecture to manage the information and knowl-
edge required to assist machine parameter optimisation locally in machines. All
of these studies contain machine data refinement, and the latter two have an
information system architecture aspect. However, none of them has a similar
level of detail in configurability, and cloud services have not been considered in
the implementations.

Fault diagnostics and condition monitoring methods are related as they con-
sider information generation by processing measured data. Various mathemat-
ical methods can be utilised for diagnostics as presented by Banerjee and Das,
Basir and Yuan as well as Yang and Kim [2,3,33]. Condition-based maintenance
(CBM) is enabled by utilising collected condition data as proposed by Jardine
et al. [14]. Recently, even wireless sensor networks (WSN) have been utilised
in diagnostics as suggested by Hou and Bergmann as well as Lu and Gungor
[12,21]. These studies focus on data processing methods rather than knowledge
management essential in this work.
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Context recognition has been researched for a long time, and various methods
as well as applications have been suggested. Khot et al. [18] provide a mathemat-
ical approach to recognising the context and the position of a tree planting robot;
position information from various sources is combined mathematically to reduce
error. Machinery is the domain also in the work of Golparvar-Fard et al. [10]
where earthmoving equipment actions are recognised from video. Human activ-
ities recognition has also been researched including hospital work (Favela et al.
[7]), car manufacturing (Stiefmeier et al. [27]) and general activities (Choudbury
et al. [4]). Wan et al. [30] have even considered vehicular context recognition
applications for parking assistance, vehicle routing and hazard prediction. In
this paper, relatively little weight is put on context recognition so the method
should not be compared with the advanced context recognition methods found
in literature.

3 Data Processing Needs for Machine Fleets

3.1 Opportunities and Challenges of Data Analysis and Machine
Learning

In the pursue for more efficient machine operation, this study recognises two data
analysis use cases: fleet-wide and machine specific. The fleet-wide use case consid-
ers what is common for an entire group of machines. By utilising appropriate data
analysis methods, multiple machine data sets may be processed together even if
there were significant differences in machine types, operating environments and
work types. In contrast, machine specific data analysis aims at discovering how
a particular machine differs from the rest. Such differences appear due to the
variation of machine parts: for instance, hydraulic components may vary even if
they represented the same product, and a machine may have encountered more
equipment wear than most similar machines.

To have a restricted scope, this work is concerned with the information man-
agement of fleet-wide data analysis for data preprocessing purposes. That is,
while important, data analysis in individual machines, the actual data analysis
methods as well as any end user applications are not in the scope (see Table 1).
Still, end user applications bring the ultimate benefit to operators: the appli-
cations build added value by providing – for instance – assistance for machine
operation.

Table 1. The scope of the work within machinery data utilisation.

Data analysis aspect Information management aspect

Fleet-wide scope Single machine scope

End user applications Data preprocessing

While various data analysis methods could be utilised, this study emphasises
the possibilities of machine learning. As huge amounts of operational machine
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Fig. 1. Data collection, analysis using fleet-wide data, refinement configuration man-
agement and data analysis results utilisation locally in machines. Adapted from [15].

fleet data are collected, machine learning methods may reveal new knowledge
that might otherwise remain unobserved. That is due to the incomplete and ever-
evolving nature of domain expertise – not only knowledge coverage improves but
also new advances in machinery technology cause repeated changes. Especially,
deep learning should be applied: it enables effective machine learning by utilising
multiple abstraction levels (as stated by Deng and Yu [5, pp. 205–206] and LeCun
et al. [20]).

Whichever are the end-user applications that utilise machine data, fleet-wide
utilisation sets multiple requirements to data preprocessing and its management.
Scalable configurability is essential: it must be possible to control data refine-
ment even after it has been taken into use in a large geographically distributed
fleet (see Fig. 1). Data collection enables analysis using fleet-wide data, produc-
ing data refinement configurations to be utilised locally in individual machines.
The configurations are then utilised in data preprocessing for end user applica-
tions. Modern mobile machinery have advanced information systems and multi-
ple sensors installed so a large amount of measurement data is produced during a
work cycle, not to mention an entire work shift or weeks of operation. The more
machines there are, the more data is generated. How distributed are the machines
actually – may they operate anywhere in the world? What if the machines have
no persistent internet connectivity?

This work is particularly motivated by forestry. Tree stem processing is a
demanding task in terms of optimisation; there may be a lot of variation between
forests and terrains even inside a geographically restricted area; also, there is
often no internet connectivity in forests. Thus, the requirements of the next
subsection give various forestry related examples.
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3.2 Preprocessing Management Requirements

This study aims at data preprocessing management as it is typically required for
sensor data. The scope is more extensive than just individual measurements as
various more advanced features are beneficial for end user applications.

Data is structured as data sets called data item collections. A data item
collection contains all the measurement values saved at a certain point in time.
In addition, as modern machines have multiple operation related parameters
(often customisable by the operator: such as the maximum power supplied to
actuators), they are also stored. Thus, a data item collection provides a snapshot
of machine state and performance. Data items are stored as a set of key-value
pairs that enable access to data items using their identifiers. It is assumed that
the machines of the same type have an identical key set in their data item
collections. Once a data item collection has been retrieved, its items can be
utilised for calculating or inferring derived data and information or to resolve
the prevailing operating context.

In the forestry example, a data item collection represents the data of a single
tree stem. For each stem, modern equipment supply various measurements such
as felling diameter, stem length or how quickly the stem has been processed with
the machine. The measurements and all machine parameters will be stored in a
data item collection so stem data sets may be processed easily, one by one.

Machine type specific data item collection processing is likely required. First,
variation is expected between machine types in measurement availability. For
instance, as the degree of automation in tree stem processing keeps improving,
a new machine model likely has more measurement items available compared to
old ones. Second, models likely have variation in productivity, fuel consumption
and other performance values. Third, variation in machine parametrisation is
also expected due to differences in components such as hydraulic valves that
control the machine boom and its implements. Parameter sets may vary as well
as how a certain parameter affects machine operation.

Measurement failures must also be considered. Even a modern sensor may
lack the ability to indicate if it has succeeded in measuring a value or not. Even
if a sensor were not malfunctioning, there is still a possibility that its reading is
not reliable – for instance, the sensor might have come off its installation position
thus measuring something unexpected. In any case, it must be considered if each
measurement value is reasonable or not. The motivation of outlier consideration
has been discussed by, for instance, Osborne and Overbay [23].

Some variables cannot be measured as such but they have to be calculated.
For instance, even if there were a measurement value for the productivity during
a single work cycle, the daily productivity must be summed over a day. Further, a
machine may change its position multiple times during a day, and working condi-
tions may be so dirty that the windscreen must be cleaned multiple times during
a work shift. If a productivity variable should only cover the actual material pro-
cessing, any idle periods are to be excluded from productivity consideration. In
forestry, an indirectly calculated Boolean flag may be utilised to inspect the tree
species and size to help limiting data processing to a particular tree category.
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As data item collections are persisted for later utilisation, each measurement
value should be stored as such not to eliminate the possibility to recalculate val-
ues. This applies especially to cases where long-time historical data is required
in analysis. If a measurement value is considered out of outlier limits and auto-
matically declared a failure, it will be impossible to reprocess it in case of a later
change in outlier conditions. Therefore, in many cases, it is a good practise not
to store any values calculated from measurements as calculation formulas might
evolve. Naturally, in some applications, if original values are not needed for sure,
it may also be appropriate to save storage space by only saving the essential
derived values rather than all raw values. However, if it is possible to submit
data often to cloud, space is typically not a problem.

To run data analyses in a large scale, it is beneficial if data item collections
are categorised. There may be considerable systematic variation in their values.
Not to treat them as a homogeneous mass (what they certainly are not), at least
rough categorisation is beneficial so each data item collection may be treated
within an appropriate group. In forestry, each stem may be categorised after its
size or tree species as it likely affects productivity – if the processing of large trees
is being optimised, little trees should be ignored. As categorisation is performed
based on measured values, it is subject to failures; it cannot be performed if
some required value has been measured incorrectly.

Mobile machines may operate in varying environments so the power of con-
text awareness should be exploited – the context may significantly affect how
a machine can perform as argued by Väyrynen et al. [29]. Depending on the
context, an absolute numeric value may be relatively high or low. It must be
considered if performance value comparison is appropriate if the values have
been measured in different contexts. For instance, performance is likely low in
unfavourable conditions: the temperature may affect fuel consumption, rough
terrain makes machine movement slower and so forth. In context classification,
its subtleness and other aspects must be considered depending on the applica-
tion area. Another important consideration is knowledge evolution: it may also
be required to update the selected context classification method sometimes.

Context recognition is essential also in forestry. Even inside a relatively small
geographical region, there may be a lot of variation between forests: the type
of land may affect machine performance, and tree species may also vary. Also,
the type of work being performed (final felling, thinning or other) always affects
absolute productivity values.

Due to machine fleet distribution, data caching is important. First, the
requirement applies to configuration delivery: the data refinement application
cannot rely on network connectivity so it needs local copies for any configura-
tion items. Second, as measurement data is collected from machines for future
data analysis activity, similar caching is required so the data can wait for delivery
to the enterprise cloud.

The various requirements and related specification items are summarised in
Table 2. The required data preprocessing tasks cover e.g. data structures, indirect
measure calculation and contextual variation.
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Table 2. Data preprocessing requirements summarised.

Requirement Conforming specification item

Associate related data in sets Use data item collections

Machine types have differences Consider machine types in data
processing

Measurement errors reduce
analysis reliability

Data outlier analysis

Indirectly calculated measures Support for derived variables

Allow data calculation
evolution for old data

Store raw measurement values
as such

Distinction and grouping of
data sets

Data item collection
categorisation

Operating environment and
work type differences

Context recognition support

No persistent internet
connectivity

Data caching

4 Managing Data Refinement with Cloud Services
and Machine Learning

4.1 Refinement Workflow

Considering given requirements, a solution can be designed. The flow of the appli-
cation run locally in machines is illustrated in Fig. 2. There are four main phases
complemented by context consideration. To enable the utilisation of constantly
evolving domain expertise, some phases utilise externally defined methods or
configuration files. Each phase is explained in the coming paragraphs.

First, measurement values are retrieved; they are stored in data item collec-
tions realised as key-value pairs. For a certain machine type, each collection is
expected to have the same key-value pairs. In forestry, a reasonable data struc-
ture is to have a data item collection for each processed tree stem.

Then, an outlier check is performed. Whatever the utilised method is, it
should be applied early as it may affect forthcoming data processing.

The next phase covers the calculation of derived variables (i.e. the data not
directly measurable). Naturally, a derived variable cannot be calculated if any
required measurement has failed. In this work, derived Boolean values associated
to a data item collection are called appearance items: whether some condition set
is fulfilled by the collection or not. For instance, in forestry data, an appearance
item may express whether the species of a stem is spruce. The information may
be utilised in further data analysis to easily determine which stems are interesting
– for example, occasional birches in a spruce forest may be ignored.
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Fig. 2. Data refinement flow. Adapted from [15].

Finally, each data item collection is categorised. Whatever the categorisation
criteria are, technically, they consist of condition sets on measurement values.
If a data item collection has a failed measurement value that is required for
categorisation, the collection is ignored in tasks where categories are essential.

Depending on the application, context awareness may be applied in several
phases. Context information may even affect the outlier check; for instance, it
may determine which numeric outlier limits are applied or it may determine
what kind of outlier check method is utilised. Later in the refinement flow, the
context may affect how derived data items are resolved. However, some context
awareness methods may require data item collection categorisation results so
they cannot be utilised earlier. In the end, even though the workflow has certain
phases, its design is adaptable in terms of context awareness.

Let us consider forestry again to have a workflow execution example. First,
an outlier check is required. For instance, if a measured value is beyond its
reasonable limits, it must be declared a failure. Second, derived variables are
calculated. Typical effectiveness variables (such as wood volume productivity
while processing a single stem) are such as they cannot be measured directly.
Also, some derived variables may require considering multiple data item collec-
tions (i.e. stems; such as the mass of processed wood per working hour during
a day). Another derived variable could be the Boolean value (i.e. appearance
item) whether a stem is “large” which involves the comparison of its felling
diameter to a specific limit. Third, data item collections are categorised accord-
ing to predefined conditions. Depending on the objective of the categorisation,
stem categories could include tree species, tree sizes or both. Besides the men-
tioned phases, context-awareness may be applied in multiple parts in the flow.
One option is simply to let the predominant tree stem category determine the
prevailing context – this design choice depends on the application.
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4.2 Cloud-Based Configuration Management with Machine
Learning

Data refinement configuration management is illustrated in Fig. 3. The number
of machines is arbitrary as well as their geographic locations. Various applica-
tions may utilise refined machine data, but the aspects of managing the actual
refinement are explained in the following paragraphs.

Enterprise cloud
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data

Each machine in fleet

Measurement 
data interface

Applica�ons u�lising 
opera�on data (e.g. 

feedback apps)
Get config

Configura�on 
document 
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Get config

Data 
refinement 
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Data collec�on from machines

Machine learning 
or data analysis 

methods

Fig. 3. Data analysis and data refinement management illustrated. Adapted from [15].

A software component has been designed to implement the data refinement
workflow that utilises externally provided configuration documents. In each indi-
vidual machine, it retrieves raw measurement data from the measurement data
interface of the machine. Due to internet connection limitations, a cache holds
local copies of the prevailing refinement configuration retrieved from the enter-
prise cloud. Having a software component enables reuse for the functionality in
an arbitrary number of applications.

The enterprise cloud has multiple tasks in the data refinement management
concept. First, it maintains a centralised storage for machine data. A large cov-
erage is required for effective fleet-wide information generation. Second, utilising
the stored data, machine learning or other data analysis methods are applied to
generate the data refinement configuration utilised locally in machines. Multiple
analysis methods are required as there are various configuration items. Third,
the cloud stores the analysis results – i.e. the refinement configuration docu-
ments – and provides access points to make them available for machines. The
everyday technology portfolio covers various networking methods for configura-
tion retrieval such as HTTP (Hypertext Transfer Protocol) widely supported by
software libraries. In the end, the cloud paradigm provides a basis for centralised
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management and scalable business in an environment where the data amount is
huge and distribution requirements are ultimate.

5 Cloud-Enabled Data Refinement Prototype

5.1 Concrete Data Refinement

Following the specified concept, a prototype has been implemented for tree stem
data processing in the forestry domain (the data refinement flow is illustrated in
Fig. 4). There will be a data item collection for each processed tree stem and the
logs made from it. First, measurement values are retrieved and structured as data
item collections. Then, an outlier check is performed for each measurement value
in each data item collection; the data items that do not match their conditions
are marked as failed. Next, appearance items are resolved by checking whether
each data item collection satisfies each appearance condition set or not. Finally,
stem data item collections are categorised based on their values. Here, it must
be noted that if some measurement value required for categorisation has failed
(per outlier check), the category cannot be resolved. Instead, the stem data
item collection (and the related log data item collections) will not be further
processed.

The method utilised for the outlier check is straightforward. For each mea-
surement, an arbitrary number of conditions may be specified. In a typical case,
there will be a lower and an upper bound. While the utilised outlier detection
method is simple, various more advanced methods exist as discussed by Hodge
and Austin [11], for example. An XML (Extensible Markup Language) format
has been designed to have configurable outlier conditions for each data item.

To enable configurability, the conditions for appearance items are defined
with the same XML format as the outlier limits. For each appearance item, an
arbitrary set of data items may be inspected. For each data item, there can be
an arbitrary number of conditions (similar to each data item that may have
multiple outlier conditions).

While various context recognition methods exist, the prototype utilises a
simple though configurable way. The prevailing context is determined by finding
the most typical stem data item collection category. That category is considered
the context; any other data item collections are excluded from further processing
as they are considered exceptions in the current environment. Categories are
defined using a tree-like condition set (see Fig. 5): the categorisation tree may
inspect any data items to resolve the category of a data item collection. The
categorisation tree is stored in a structured text document generated in a fleet-
wide data analysis. The prototype parses the categorisation tree so it is available
in the application during machine operation. Similar to outlier and appearance
condition definitions, even the categorisation tree is transferred as a configuration
item to each machine.
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Fig. 5. An example of categorising a tree stem after its volume in m3 (though there
could be multiple variables observed in the conditions). Here, the categories have indices
from 1 to 8, a high index indicating a large stem. For instance, category 4 has the stems
with a volume within range [0.34–0.50] [15].

5.2 Software Implementation

Figure 6 illustrates the concrete software implementation of the prototype. The
prototype may be roughly divided to a cloud side and a machine side; both the
sides are explained in more detail in the following paragraphs.

The cloud side covers machine learning functions as well as data refinement
configuration access points. The utilised cloud environment is Microsoft Azure.
In the prototype, no machine learning is performed in the cloud as it is out of the
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scope of this study. Still, as Azure has the facilities to store large amounts of data
and even machine learning capabilities, it is considered an appropriate platform.
All the configuration items (the conditions for measurement outliers, appearance
items and tree stem categorisation) are located in Azure to demonstrate their
accessibility from a HTTP-based REST API in the cloud.

Due to non-persistent internet connectivity, a caching web service has been
implemented to provide an access to configuration items locally in machinery.
The web service has been implemented with Java and it is run on a Tomcat web
server in a desktop computer. Modern machinery often run their equipment and
operation related software on a PC platform, which makes it possible to install
a general-purpose web server even there.

The actual configurable data refinement component has been utilised in an
application that assists the machine operator to optimise various equipment
parameters during machine operation. Although run in a desktop PC, the exe-
cution environment is realistic as a measurement data interface identical to a
physical machine is utilised; besides, the interface has been set up to provide
data collected during actual physical machine operation.

The classes of the data refinement component prototype are illustrated in
Fig. 7. An abstraction called item condition is essential: it defines a condition
for a data item (such as a measurement). Item conditions are utilised for both
outlier checking and specifying appearance items. Each item condition is a part
of an item condition definition (as a value may have multiple boundaries), and
each item condition definition is a part of an item condition definition set (such
as the conditions of an appearance item). Item conditions are stored in an XML
configuration file parsed by the item condition XML reader class. Appearance
resolver class resolves which appearances are true for each data item collec-
tion. The conditions for data item collection categorisation are parsed by the
categorisation tree parser class.

The data refinement component has been implemented with Java although
any other platform could be used as well. As long as component interfaces (such
as configuration formats) are as specified, even heterogeneous platforms are pos-
sible within an enterprise.



280 P. Kannisto and D. Hästbacka
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5.3 Practical Experiment with Machine Data

The prototype has been utilised in the refinement of real operational forestry
data in a machine parameter optimisation application. The application estimates
machine performance and suggests parameter tuning in case the parameters
seem non-optimal. As the number of machine parameters may reach hundreds
in a modern machine, their optimisation is difficult for a typical operator. That
is, such information refinement has considerable added value to the operating
enterprise. The actual parameter optimisation application utilises the outcome
of the data preprocessing introduced in this paper. As real operating data and
realistic interfaces are utilised, the setup is almost identical as if the application
were run in the field. Kannisto et al. [16] have already considered the scenario
with parameters rather than data preprocessing in the scope.
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Parameter optimisation is not a simple task as it requires multiple factors
to be considered. The operating context and the type of work being performed
may affect both which parameter values result in a good performance and the
actual performance values. Large amounts of historical data should be analysed
to generate reference sets of performance values and optimal parameter values.
As machines keep operating, data should be continuously collected to refresh
parameter related knowledge; as knowledge updates are delivered to multiple
machines, ease in management becomes beneficial. Knowledge generation actions
require both extensive domain expertise and advanced data refinement methods
so they should be performed by a dedicated group of skilled personnel. The
knowledge may be managed by, for instance, the machine manufacturer or a
fleet operator.

In this demonstration, the function under parameter optimisation is auto-
matic tree stem positioning in a wood processing implement. Stems are posi-
tioned to be cut into logs. Such a case suits well for parameter optimisation as
automatic positioning is controlled entirely by machine parameters rather than
by the operator – the most of other machine functions are largely affected by
operator skills.

The outliers of two measurements are observed in the experiment. Positioning
error describes how close to its optimal cutting position a stem has been stopped.
In contrast, feed speed does not determine positioning performance but it is an
important measure as the overall machine performance is estimated in further
data processing (more speed results in a higher productivity value). The outlier
conditions are as follows: feed speed cannot be negative, and the absolute value
of positioning error must be within 30 cm of the desired position.

Stem categorisation is important in the experiment. According to stem vol-
ume, each stem is put into one of eight categories. As little trees are not of
interest in this felling scenario, there is an additional condition that each stem
with a felling diameter of less than 15 cm is excluded. The context recognition
method also uses the outcome of the categorisation. It is simplistic: for each cat-
egory, there is a directly mapped context class. The stems in any other category
are considered irrelevant and excluded from further processing.

In the experiment, appearance items have an informative function. They
are generated using conditions that specify if a stem represents a long spruce
or a long pine (that is, both tree species and stem length are observed). For
the resulting Boolean true values, percentages are calculated how large their
section is within the relevant stem category (or context; e.g. “64% of stems are
long spruces”). While the parameter analysis application does not utilise these
percentage values, the machine operator might want to observe themselves if
tree species or lengths actually affect optimal parameter values. If there are such
factors, they should actually be discovered in fleet level data analyses. Then,
they could be utilised by the parameter optimisation application in the field.
From the conceptual point of view, the configurable indirect variable calculation
feature improves management possibilities in data preprocessing.
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6 Results and Discussion

The objective of this work was to design a software concept to enable the cen-
tralised management of data refinement in an arbitrarily large geographically
distributed machine fleet. Outlier inspection for measurements was required as
well as data set categorisation and the possibility to specify variables calculated
from original data. Context recognition and consideration were also required.

The concept meets its information management requirements well. The ease
of management of the application workflow was considered paramount: it is
possible to configure not only outlier limits but also data set categorisation and
the context recognition method. In addition, it is possible to specify variables for
information inferred from explicit measurement data. Such data may be numeric
(calculated) or Boolean values (resulting from the assertion of multiple condi-
tions). The concept enables data collection from machines, machine learning to
generate the configuration items as well as access to the configuration items
managed in a cloud environment.

A functional cloud-managed data refinement software component prototype
has been implemented. It implements the specified data refinement flow. First,
an outlier check is performed on measurement values followed by the calculation
of derived variables. Then, each data item collection (a data set of key-value
pairs) is categorised according to specified conditions, and finally, the prevail-
ing context is determined using categorisation information. The configurability
requirement is fulfilled by getting outlier conditions, derived variable calculation
conditions and categorisation definition from a cloud service. Machine mobil-
ity and geographic distribution have also been considered by implementing a
caching service run locally in each machine.

The concept has been experimented with real operative data from 11 forestry
machines. For each machine, the data of thousands of stems was processed so
there has been a lot of repetition in application cycles. The outcome of the
software component (i.e. refined data) was utilised to optimise the parameters
of automatic tree stem positioning in a wood processing implement. The data
refinement results are in Table 3. In each data set, the number of stems in the
context was relatively low. The context recognition method returned the same
operating context for each data set (stems with volume within 0.19–0.34 m3) so
it is not included in the table.

The outlier results provided by the component seem useful. For positioning
error values, the exclusion percentage is relatively low – mostly less than 1%, at
most 1.4%. However, the highest exclusion percentage due to feed speed value
is 9.7%. If these values were not excluded from further processing, they could
cause significant errors in further calculations performed by other applications.
Still, depending on error magnitudes, even a 1% section of erroneous values may
cause misleading results.

18–54% of all stems were excluded from further processing as their felling
diameter was less than 15 cm. The percentages are relatively high. As the
parameter optimisation goal was concerned with the processing of large stems,
such large amounts of relatively little stems might distort further calculations.
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Table 3. Data refinement results with real forestry machine operation data [15]

Mach

ID

Stems Logs Feed sp.

outlier

(logs)

Pos.

error

outlier

(logs)

Stems excluded

(felling diam

<15 cm)

Stems in

context

Long spruces

(context)

Long pines

(context)

1 11, 000 27,000 4.0% 0.33% 54% 1,400 40% 52%

2 6, 300 19,000 1.8% 1.1% 23% 1,200 60% 26%

3 14, 000 39,000 4.1% 0.93% 36% 2,500 61% 22%

4 6, 600 18,000 3.9% 0.56% 48% 1,100 61% 5.6%

5 5, 900 18,000 2.9% 0.27% 31% 1,000 60% 8.7%

6 7, 800 26,000 5.1% 0.36% 30% 1,100 75% 9.1%

7 8, 000 27,000 1.6% 0.39% 26% 1,400 72% 7.9%

8 10, 000 28,000 4.9% 0.76% 27% 2,000 33% 33%

9 12, 000 38,000 4.9% 1.4% 34% 1,600 64% 20%

10 6, 800 25,000 9.7% 0.93% 18% 1,100 55% 4.2%

11 6, 500 20,000 4.9% 1.0% 29% 1,400 62% 13%

However, it may also be asked if the processing of little stems should also be
considered in optimisation. In that case, their data should be passed through
distinguished from large stems.

The percentages of long spruces and pines are also included in the results
table. In most cases, spruce appears the dominant species. The parameter anal-
ysis application did not utilise this information for anything so it is purely infor-
mative in the experiment.

The context recognition method appeared to be ineffective as its result was
the same context class for each test run. More context recognition and classi-
fication related research should be performed. The goal of context recognition
should be reconsidered; that would specify which variables and what kind of
methods should actually be included as the context is determined. However,
the task is more related to domain expertise and data analysis rather than the
knowledge management concept relevant in this study. In the end, it might be
beneficial if the entire context recognition method could be updated along with
the configuration.

The experiments made with the prototype indicate that the data refine-
ment management concept is functional and valuable. It has potential business
value in real-life data processing: it would be easier to manage the refinement of
the data consumed by various end user applications. Such applications may, for
instance, assist in more effective machine operation. However, the prototype also
has room for further development. Context recognition should be studied further
to provide more practical value. Derived variables can only be Boolean values –
numeric values are not currently supported though they would offer significantly
more potential for various uses cases. In addition, even though configuration doc-
uments are already managed with cloud services, their coupling with concrete
machine learning methods in the cloud are not covered. The prototype should
be developed further to cover the entire chain of data collection, data storage
and machine learning chain. While data analysis may be applied in any environ-
ment, a cloud promotes scalability and availability, which is beneficial for a large
enterprises in a distributed environment. Ultimately, it would be interesting to
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see the concept in operation in an everyday business environment. Finally, a
long-term development need is the consideration of individual machine charac-
teristics. In practice, individual differences may affect machine performance and
sensor readings – this stems from, for instance, individual hydraulic component
characteristics or the degree of abrasion. This also affects how raw sensor data
should be preprocessed. In the future, machine learning should be applied locally
in each machine to consider such differences.

7 Conclusion

In this study, a software system concept is introduced to enable centralised
management for measurement data refinement within a distributed machine
fleet. Modern machines have been equipped with advanced ICT devices that
enable added-value software for various purposes (such as operator feedback
for more efficient operation). To ease application development, the data refine-
ment concept covers configurability for multiple important data preprocessing
tasks including outlier detection, the calculation of derived variables and context
recognition. From the management point of view, the concept covers measure-
ment data collection, the utilisation of machine learning methods to generate
data refinement configurations as well as configuration item access points – all
in a cloud.

Following the concept, a functional data refinement management prototype
has been implemented. It is an intermediary component that refines measure-
ment data using configuration items received from cloud services. The proto-
type has been executed as a part of an application that provides assistance in
machine parametrisation. Experiments with real operational measurement data
have demonstrated the practical value of the concept: how machine data refine-
ment management can be largely facilitated with cloud services.

There are also future research tasks. While successful, the prototype should
be developed further to meet all the requirements of the concept. Also, the
concept should cover even machine learning run locally in machines to consider
individual machine characteristics.
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Abstract. In the domain of enterprise architecture (EA), project and team
complexity can be a challenge as well as an opportunity for knowledge man-
agement (KM). EA projects generate a series of artifacts that contain knowledge
directly or indirectly which can be reused or transferred from project to project.
In this paper, the interest in providing a KM framework for TOGAF-based EA,
to capture, store and reuse lessons learned in the first phases of the project. The
framework is described in a meta-model known as “ways of”, addressing the
ways of thinking, working, supporting, controlling and modeling. Validation is
presented through a case study in a consulting company and through expert
opinion.

Keywords: Knowledge management � Enterprise architecture
TOGAF � Preliminary � Architecture vision

1 Introduction

“Enterprise Architecture” - EA is a discipline that is defined as “a coherent set of
principles, methods and models used in the design and/or implementation of an
organizational structure, business processes, information systems, and infrastructure”
[1]. This discipline involves and requires the effective use of both tacit and explicit
knowledge, related to both client and consulting companies. Due to the complexity of
this knowledge, companies need a flexible processes that allows them to adapt them-
selves as such knowledge evolves [2].

Of existing EA frameworks, “The Open Group Architecture Framework” - TOGAF
stands out, due to its world-wide acceptance and use. This framework proposes several
phases to follow, including two early stages: preliminary and phase A (architecture
vision). These phases provide the initial knowledge that allows supporting the rest of
the enterprise architecture exercise, requiring crucial knowledge management pro-
cesses, such as identification, acquisition, and development [3]. Moreover, resulting
knowledge in EA consulting firms may become their most valuable resource.

TOGAF has an associated lifecycle to develop the enterprise architecture called
“Architecture Development Method” - ADM [4], that presents specific steps that
generate information which can be converted into knowledge in order to be used by the
client as well as the consulting firm. When a company doesn’t have a model or policy
for knowledge management, its knowledge can be lost or not effectively re-used.
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This article provides a research proposal, based on knowledge management, to
support communication, transmission and appropriate use of knowledge for decision-
making in EA projects. It gives support to the patterns of enterprise architecture
management, such as the definition of methodologies, visualization and representation
of information models [5]. Thus, by using management services centered on explicit
knowledge generated through ADM within the TOGAF framework and stored in the
architecture repository, it allows improved governance of the implementation process.

This paper is a revised and extended version of an early presentation of a proposed
framework [6] for enterprise architecture knowledge management, which is added a
theoretical approach to support the knowledge transfer in architecture projects. This
paper has seven sections that describe the research carried out. Initially, the topics used
for the research as such as knowledge, knowledge management and enterprise archi-
tecture are conceptualized. Then, the research problem, the methodology used, fol-
lowed by the presentation of the case study used in a specific application domain. In the
next section, the article shows the proposed knowledge management framework and its
composition. Finally conclusions and future work derived from the project are
presented.

2 Conceptual Framework

In order to define a relationship between Enterprise Architecture and Knowledge
Management it is necessary to analyze some concepts, classifications, properties and
application frameworks. Based on this, the correlation between EA and KM is pre-
sented in the research approach section.

2.1 Knowledge

All human activities create a large amount of data and information, this increases the
knowledge value and its use as a strategy [7], that’s way KM is “rapidly becoming an
integral business activity for organizations as they realise that competitiveness pivots
around the effective management of knowledge” [8]. It is necessary to differentiate the
data of the information and the information of the knowledge. Data is any number,
word, e-mail, etc.. When these data have a specific role in a context, the same context
creates a relationship between them, this is information. And when someone or
something does an analysis about this information in order to determinate something
about the organization, this is knowledge [7]. Related definitions, include [9], where it
is a “a mind state, an object, a process, a condition of having access to the information”.
In [10] it is defined as a mix between experience, value, contextual information and
experts vision that bring new knowledge and innovation to an organization.

Types of Knowledge
Typically knowledge is classified as tacit or explicit (that is in documents, e-mails,
manuals, videos, etc.) [7, 9]. For [10] in an organization there are professional
knowledge (which correspond to a specific functional domain) [11] and firm-specific
knowledge (which is hard to replicate because it’s related to specific products or
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services) [11]. In any case, any type of knowledge has to be well used in order to give
the organization a competitive advantage [7].

2.2 Knowledge Management

Knowledge management – KM is the process of applying a systematic approach to
capture, structure and manage knowledge throughout the organization in order to work
quick, reuse the best practices and reduce the expensive reset of a project [12]. KM
includes strategies or process for identifying, capturing and exploiting knowledge” [13].

When KM is in place it often follows a cyclical approach, involving a set of
activities, such as: “creation, transfer and application”, “capture, transfer and applica-
tion” and “identification, capture, development, diffusion, application and storage” [13].

Knowledge Management Framework
Generally, knowledge management frameworks - KMF are developed in research and
are classified as: prescriptive, descriptive or both. Prescriptive frameworks formulate
the activities to manage knowledge. Descriptive frameworks start from gathering data
and abstracting the description of the most important attributes that contribute to the
success of a knowledge management process.

The KMF focus is in the management activities and must be integrated with the
organization’s goals and strategies, and with the people who intervene in the man-
agement process. Also, KMF must increase an organizational culture oriented towards
knowledge [14].

2.3 Enterprise Architecture

Enterprise architecture - EA is a discipline that looks for the alignment between pro-
cesses and IT resources in an enterprise [15]. [1] defines enterprise architecture as a
coherent set of principles, methods and models which are used in the design and
implementation of an organizational structure of the enterprise, its business processes,
information systems and infrastructure.

Enterprise architecture has emerged from technology advances and their role in
supporting and transforming business processes. It helps to integrate the IT tools and
the business in an organization. This integration develops IT criteria according to the
organization’s mission and business strategies, processes and activities [16].

Within the frameworks to the implementation of EA stand out [1]: Zachman
Framework (created by Jhon Zachman), TOGAF (by Open Group) and Model Driven
Architecture – MDA (by Object Management Group – OMG). This papers is focused
on TOGAF, describes as follows.

TOGAF
This framework, created by The Open Group [16], develops, designs and implements
an EA. TOGAF is supported by a model that proposes some phases for an architecture
project based on a set of interactions and elements to help with the architecture’s
maintenance and management. Within these common support elements, one is called
“enterprise continuum” which supports the architecture based on tools and models. In
this way, architectural and business information gets integrated in a repository [16].
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TOGAF proposes a model to the architecture’s life cycle called Architecture
Development Model - ADM. This model works phases to follow in each interaction of
an EA project. This project is based on the two first phases: preliminaries and archi-
tecture vision.
Preliminaries

It is a phase to stablish the bases to start the EA project. In this phase the people
team defines where, what, why, how and who is going to do the architecture. This phase
works with the enterprise understanding to propose methodologies to be used in the
development and tools to its support [16].
Architecture Vision

This is the first phase of ADM (the preliminaries is before start the phases) and in
here the team works in activities as: review architecture principles and business prin-
ciples, the definition of the goals and scope of the project, the stakeholders’ identifi-
cation and the statement of architecture work and secure approval [16].

2.4 Knowledge Management and Enterprise Architecture

At this point it is necessary to identify some relation between KM and EA with some
projects where have worked both areas at the same time.

As we mentioned in the last section, EA defines the way IT is designed and
implemented in an organization, but it does not take into account that EA has to deal
with human behavior included in new roles, duties and responsibilities, where KM is
needed [17]. Organizations that define an EA require organizational learning in order for
their members to have access to it. The management of this knowledge considers factors
such as acquisition, diffusion and storage of knowledge for the organization [18].

[19] use different tools to manage knowledge, they work with EA and business
intelligence to present a KM framework. In [20] the management of an EA in a KM
context, through the actual against planned components of the architecture, which are
stored and maintained. In this work KM is used for EA to have a better way of
organizing enterprise knowledge.

Another example of the use of KM in enterprise architecture is the development of
a collaborative platform [21]. The authors suggest a KM process which is realetd to the
production of a specific EA.

Lastly, the use of datawarehousing technologies within an EA repository is pre-
sented in [22] as actives for a knowledge management framework.

3 Research Approach

This section presents the research problem and the methodology used to face it.

3.1 Research Problem

TOGAF enterprise architecture is supported in the ADM method [4]. In each phase, a
number of deliverables and associated knowledge is generated, but it may become lost
or not effectively reused, due to lack of monitoring in consulting firms. This knowledge
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is important because of to the possibility of taking advantage of it in later enterprise
architecture projects. Information that becomes knowledge, by being linked to expe-
rience, will help to deal with future projects, allowing the project manager to not repeat
the same mistakes or indeed to take advantage of good practices identified in previous
projects. These good practices will guide the development of new activities, for
instance, in activities applied to government-related projects or within the same
industry sector. In the same way, the KM has some initiatives in order to encourage the
organization to not lose staff [23]. When this kind of people leaves, the organization
can lose knowledge as lessons learned or good job practices they carried out inside the
development of projects and applications.

The initial phases of TOGAF are a particularly rich source of potentially valuable
knowledge. In the preliminary phase of TOGAF-ADM, the EA group defines the
project’s goals and expectations according to the aims and vision of the business and
the definition of stakeholders, their requirements and priorities. All this implies a
process of knowledge identification and acquisition related to frameworks, method-
ologies and other tools that support the rest of the project. After defining this initial
stage, the architecture vision goes on to further specify knowledge from the point of
view of business, data, application and technology [3]. However, there is no evidence
of effective future use of these outputs in future projects in a governed and systematic
fashion, attached to ADM.

Although enterprise architecture is often supported in knowledge management tools
through the implementation of enterprise wikis or digital libraries that allow infor-
mation retrieval [24, 25], and other kind of project-oriented search-based tools for
enterprise architecture management [26], EA has not been sufficiently supported in
tailored knowledge management processes.

The contribution of this paper is aimed at communicating and/or transferring
knowledge for EA decision-making. This decision-making may be reflected, for
instance, in activities such as reviewing the current architecture [27] or in supporting
the patterns of enterprise architecture management, like methodologies definition,
visualization and representation of information models [5]. This flow of knowledge is a
special challenge because of the number and diversity of stakeholders.

Likewise, it is important to manage the generated artifacts as an important part of
the enterprise architecture, which are usually stored in the architecture’s repository. The
problem is that often these repositories are no more than that, a repository where the
results of each activity are stored, but do not inform future decisions based on reuse or
socialization. Therefore, the use of explicit knowledge management services integrated
in the process of ADM - TOGAF, coupled to the repository, should allow the
implementation of an effectively governed architecture where the knowledge acquired
is exploited beyond the scope of a single project.

3.2 Research Methodology

The research methodology adopted is design science research as a methodology for the
design and development of information systems [28], where the designed artefact in our
case is the framework for EA knowledge management. In Peffers et al., the process is
effectively completed once the artefact is demonstrated, validated and communicated.
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For this reason, the development of this project was implemented through this
methodology, which focuses on solving real-world problems through a 6-phase
approach:

• Identify the problem and motivation
• Define solution objectives
• Design and development
• Demonstration
• Evaluation
• Communication.

Development and validation of the solution was done iteratively around the following
artefacts: knowledge maps, knowledge processes, process models of the preliminary
and architecture vision stages and the overall knowledge management framework.

Specific development of the research method is described in Sects. 4 and 5.

3.3 Case Study

Development of the knowledge management framework was carried out in the context
of a large IT and EA Colombian consulting firm, Indra Colombia, in relation to their
TOGAF-based EA consulting projects. Indra is a multinational company with head-
quarters in Spain and its main core is generating innovative IT services and solutions.
These services are delivered in line with management strategies of customer needs
through consulting, development and project management, integration and imple-
mentation solutions and outsourcing of information systems, in sectors such as:
transport and traffic, energy and industry, public administration and healthcare,
financial services, security and defence and telecom and media [29].

Indra has offices in 138 countries with a total of 42 thousand professionals
approximately. The company has presence in Latin American countries including
Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador, El Salvador, México, Panamá,
Perú, Uruguay and Venezuela [29]. Indra has an 18 year presence in the Colombian
market, currently with more than 2000 professionals and 7 offices in Bogotá, Pereira,
Barranquilla and Medellin, with solutions and services in cloud computing, out-
sourcing of BPO (business process outsourcing) and networks and telecommunica-
tions, with major clients in the public and private sector. Our scope is focused on EA
consulting, which has mostly been oriented to the financial, healthcare and public
sectors.

Our first step was getting to know their EA processes. To describe those processes,
we gathered information through meetings (1 h each) with the consulting area manager,
leaving as evidence the minutes of each one of them. In these meetings, we uncovered
their enterprise architecture processes already undertaken through documents resulting
from projects and proposals previously made by the consulting area.

After having the information of the company processes, we matched them against
the activities proposed by TOGAF, in order to identify which tasks were completely
carried out, which ones were not and which ones could be most amenable for
knowledge management.

292 J. P. Meneses-Ortegón and R. A. Gonzalez



Subsequently, we analysed documents (proposals and enterprise architecture arte-
facts), complemented with informal interviews and direct observation of the activities
carried out to fully address explicit and tacit knowledge considerations.

4 Proposed Framework

In this section, we describe how we designed the knowledge management framework
(KMF).

4.1 Why the Framework

The main task for the design of a KMF is the definition of its purpose.
The initial premise of this research is to enable the use and reuse of knowledge.

This was motivated by the aim of speeding up the development of the initial phases of
an EA project in order to generate knowledge to provide innovation in new proposals
of projects (to reuse knowledge and improve upon it). After that, we wanted to manage
processes of knowledge generation and its storage. To do this, the framework was
instantiated in a prototype, allowing its use and validation. With this prototype, the
extraction and dissemination of knowledge were enhanced. The prototype was struc-
tured around the early stages of TOGAF trying to maintain or improve delivery times.
Indeed, it is important to note that while reuse, per se, is often a time-saving strategy,
knowledge management activities that enable such reuse may, by contrast, take up a
significant amount of time, which is partly the reason why in practice it is not often
found to a large extent.

To meet these goals, first we seek to identify the elements that generate informa-
tion, through use of ontological engineering and other knowledge management
methods, abstracted using the “Ways of” meta-model [30]. In this meta-model, we
identified the tasks to develop both the knowledge management framework as well as
the prototype, the way these tasks are modelled, the languages to be used for devel-
opment and how to control the outcome. The complete “Ways of” meta-model guiding
our framework is presented in Sect. 4 of this document.

4.2 Knowledge – Generating Entities

The description of the entities associated with knowledge and learning processes were
based on the case study. In this description, we identified two components: the first
begins with personal interaction to gather information from face to face meetings,
which may be with the consulting firm or the client company. The second was focused
in the acquisition and storage of the artifacts generated by each activity. In Table 1 we
describe the spaces or objects used for information generation, which is associated with
the enterprise architecture in the selected phases (see Table 1).
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4.3 Meta-model Framework

To develop the framework, we selected the “Ways of” meta-model because this is an
appropriate way of abstracting the results of an EA processes, according to [30]. With
this meta-model, used as a template, we described how the framework was generated,
how it should be used and how it will be supported by IT elements.

Based on this model, we start by describing the way of thinking, which shows the
understanding of the domain in which the framework will be applied in relation to the
issues raised. This way helps to understand how processes can be modelled and to take
a broad view of the solution.

We also include the way of modeling, which identifies how a process is modeled
and what language is used for it, the activities and tasks of the framework, as well as
identifying the relationship between them.

The way of working, is the next step, it describes what tasks are performed in the
framework and their order.

The way of controlling, indicates the tools that enable monitoring how the
framework objectives are being fulfilled, based on the use of resources.

Finally, the way of supporting determines the IT that will be used to support the
tasks and/or activities in the framework.

The design of this knowledge management framework focused on the first two
phases of TOGAF-based enterprise architecture, known as preliminary and Phase A.
Vision Architecture.

These stages were chosen because they are sequential and are the initial phases of
ADM. This allows developing a knowledge management process of an enterprise
architecture project since its inception and with often more reusable content than later
stages.

Table 1. Enterprise architecture information [6].

Object Description

Personal
relationship

For the development of the early stages of TOGAF, people involved create
efficient communication, but knowledge is often in conversations and
reuse is not possible

E-mail E-mail as a tool used to obtain information from customer or to exchange
information among those involved in the project

Previous
proposals

We take information from development of proposals already made that
were approved or not

Success cases Among the projects already developed, it is important to identify success
stories that can provide feedback to be used in future projects. This will
include artefacts generated in previous projects, and unrealized (projects in
which the company made proposal but were not developed, yet contain
useful information)

Lessons learned In each project proposal, which was developed or not, the project
generates some lessons learned in order not to make the same mistakes, if
any
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5 A Knowledge Management Framework for Enterprise
Architecture

In this segment, we describe the five “Ways of” that constitute the framework: thinking,
modelling, working, controlling and supporting.

5.1 Way of Thinking

The “way of thinking” is designed for the first phases of TOGAF, preliminary and
architecture vision. The aim in the first one (preliminary) is to build the bases needed in
order to start the enterprise architecture project, that is, in this phase we define the
“where, why, how and who” to build the architecture. The aim in the second one
(architecture vision) is to define and validate the principles, goals and strategies of the
business. After having this business information, the next step is to determine the
architecture’s principles [16].

Based on [31], the framework focuses on three main activities: (i) Accessing
knowledge (A), (ii) Obtaining knowledge (O) and (iii) Sharing knowledge (S). Those
activities are matched against TOGAF’s first and second phases, as shown in Tables 2
and 3, which shows the main activities proposed by TOGAF for the preliminary and
vision phases along with the knowledge processes to be managed. Both Tables 2 and 3
use the letters A, O and S, as previously described.

5.2 Way of Modeling

This framework includes activity modelling through the BPMN notation. This notation
describes the way current processes are managed; this is needed in order to use it in the
rest of the framework. The second step of this “Way of modelling” is to classify
knowledge through the ontologies generated from the information of existing

Table 2. Activities in preliminary phase [6].

Define
enterprise

Identify
enterprise’s
elements

Define
framework to
use

Define tools and
infraestructura

Define
architecture
principles

A A
O O O
S S S S

Table 3. Activities in architecture vision [6].

Define
goals

Define architecture’s
scope

Define
requirements

Define value
proposal

Identify the
impact

A
O O O
S S S S

Knowledge Management in Enterprise Architecture Projects 295



proposals. The modeling of knowledge through ontologies identifies the stakeholders
who generate, access and use knowledge. It also identifies the knowledge that should
be managed within the framework, the artifacts used and/or generated, and the rela-
tionship between them. In addition, ontologies are used to identify information that
must be stored and displayed within the lessons learned system.

As this project is based on TOGAF’s preliminary and architecture vision stages, we
modelled the processes in those phases in order to identify those processes that are
susceptible of management within the KMF. In this way, we could identify if there
were changes on them that could affect current processes. Unfortunately, given the
confidential nature of some of these processes, they cannot be explicitly reported.

The third step is taking into account the way in which knowledge is stored and/or
made available. This is important because the documentation of every phase of ADM
in TOGAF should be classified and the resulting knowledge must be available easier
and faster for the rest of the process.

5.3 Way of Working

According to the activities identified in TOGAF-based proposals for EA projects, the
“way of working” has five tasks described below. The first task is the classification of
the architecture principles used in each project as well as the business requirements.
The classification of the architecture principles identifies which of those principles can
be reused. This classification also includes the type of business of the company for
which the EA is done, the size and the scope of the project and if this project was
planned or integrated with other EA frameworks. These characteristics are transformed
into tags in the classification system. The other category, the business requirements,
allows the reuse of existing solutions for similar requirement types.

The second task is designed for supporting the knowledge generation process,
taking advantage of the results of the first task. Here, a classification of previous
completed projects (with varying degrees of success), as well as proposals not carried
out, is created. To do that, we take into account some factors (the tags of the classi-
fication) like financial success, development time, best practices, customer satisfaction,
among others. This classification is supported by the first task. This process supports
knowledge traceability, relating it with the projects in which it was generated.

The third task is oriented to reusing the knowledge. In this task, and taking the
results of the first and second tasks as inputs, we identify the assigned roles for each
project in order to know how they are intervening in each kind of project; in this way,
we can have them on the “work table” for future projects.

Those tasks describe how the knowledge we have about projects under development
or already developed ismanagedwithin the KMF, but this must be supported by a process
of knowledge capture and storage, which allows obtaining knowledge in an orderly
manner for subsequent optimal search. That’s why we define the following two tasks.

The fourth task generates an orderly way to face the process of knowledge capture,
focusing on the ADM activity in order to know the user company and to validate its
mission, vision and goals. At this point, we use some of the information generating
objects like emails, the user company web page and interviews of the members of the
company in order to identify and classify in which project they were used.
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The last task addresses the process of knowledge storage in order to facilitate its
access, taking account the typical knowledge flow and maintaining its quality. Here we
take advantage of the classification of the last task in order to keep the information
generating objects (i.e. codified knowledge sources) according to their respective
project.

5.4 Way of Controlling

According to [32], knowledge management performance may be placed in the context
of the Balanced Scorecard. As such, they provide a method to measure the projects
done for a company around the evaluation of four perspectives: financial, customer,
internal processes and development and learning. This method controls a knowledge
management process based on the intellectual capital to, in our case, align the strategy
of the enterprise architecture area with the KMF which is been proposed.

This intellectual capital is monitored from the employee’s perspective (financial
perspective) of the project roles which manage knowledge and the roles which gen-
erate, make available and use knowledge in order to avoid the creation of personal
dependencies when someone needs access to it. The customer perspective will be
evaluated from the point of view of successful projects, especially according to codified
factors and executed proposals. The internal processes perspective in this case includes
the selected phases of TOGAF: the way in which these phases are currently done, the
way in which we propose do them with the KMF and the technology (last perspective)
will be faced from the point of view of the KMF’s support in information technologies
tools, which are presented in the next section. These perspectives may incorporate
specific performance assessment tools, such as process mining for the internal per-
spective, customer satisfaction for customer perspective, financial performance for the
financial perspective and acceptance and success models (e.g. TAM or DeLone and
McLean) for the learning and development perspective.

5.5 Way of Supporting

The “way of supporting” of the KMF is about the instantiation of the framework in a
KMS (Knowledge Management System) prototype. In the next sections, we describe
the tools and resources used to design and build the prototype.

Definition of KMS
This definition is given by three phases: (i) existing search tools to support the
knowledge management framework and the degree of encoding of the information
within it; (ii) identification of tools or technologies to support the activities described in
the way of working; (iii) definition of the system architecture to provide a reference
model for the KMS implementation.

Existing Tools
According to the case study, we found tools currently used to support the initial phases
of an enterprise architecture project based on TOGAF. These tools are presented in
Table 4.
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New Tools or Technologies
In order to understand what kind of tools we needed in our framework and to comply
with the requirements presented during the meetings with experts from the area EA of
the company, we searched for tools in order to support the framework and its validation
through the development of a software prototype. This search allowed us to find tools
to classify information such as tagging, representation of information, lessons learned
systems, and enterprise repositories. Among the tools that use tags we identified, as an
important characteristic, the need for collaboration between users to share knowledge
through keywords. Such collaboration allows an enterprise to have a classification
evolve from emergent patterns, because some users will have more tags than others
[33]. The use of tagging can be used by technologies such as “entity linking”, this is
used in the framework called UnBWiki. UnBWiki identify in a text entities and words
to get your relationship automatically [34].

Some of these tools can also be visual browsers such as Yasiv for Amazon [35],
weave [36], Gephi [37], NodeXL [38], d3 data-driven documents [39]. These visual
tools gave us some ideas to represent graphically the obtained information in the first
and second tasks in the way of working of our framework. The goal is to show these
classifications according to their labels and easy search.

Finally, we propose lessons learned systems in the development of the prototype.
For instance, the Knoco System [40], shows that we can have services such as design,
capture and learning obtained from the analysis of lessons.

This search helped us to decide that prototype should not affect the development
time of current EA projects. For this reason, a system of lessons learned must be
generated rapidly at the end of each project to provide feedback.

Table 4. Existing tools [6].

Tool Use description

Search in company
web page

In the early stages of TOGAF we seek to understand the company to
which the project of enterprise architecture is implemented, for that
reason, often this information initially is searched in the pages of
customers. Besides that, we need to define the use of certain
technologies of information for the support to the final architecture

Email systems Through emails the company requests and provides information
throughout the process in early stages

Repository In the study case, currently the company has a system for
documentation management supported on a SharePoint server, but in
this certain documents some there are some documents without any
specification or order. Additionally, many documents are also stored
for each role in each of the computers they use
In these repositories the company has a series of documents in which
the learned lessons from each project are reflected, initially during the
generation of the proposal and later in the project
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Development of a KMS Method
We propose to use ontologies as the principal tool to the development of KMS that
supports the framework. These ontologies will be made from the combination of the
ontologies development methods like “Methontology” – it’s a method to generate
ontologies from scratch – [41] and “On-To-Knowledge” – it’s a methodology to build
systems from ontologies – [42]. The methods have some activities that complement
each other and give dynamic to the project because it need prototyping and refinement
from expert analysis [43].

KMS Architecture
To define the architecture that will support the framework, we validated those that are
applicable to the project because of the size and scope of the initial TOGAF phases and
proposed by [44]. The architectures proposals were: (i) task-based, (ii) centralized and
(iii) distributed (view Table 5).

6 Validation of the Knowledge Management Framework
for Enterprise Architecture

After the framework was designed, we made its validation with the aim to verify its
behaviour in the process of building a real enterprise architecture. This validation was
made based on [45]. The actual KMS prototype as a software tool will be reported
elsewhere.

Table 5. Architectures for KMS [6].

Architecture Description

Task-based This architecture allows modular KMS from the context, the articulation of
tasks and processes, through a workflow, describing and classifying
information sources, generating information acquisition, all supported by
good management technologies information [44]. With the use of this
architecture, we could take advantage of workflow management, context, and
resources where the information comes. It will enable reuse these information
for the organization

Centralized This architecture can be exploited using a single server that allows access of
information to all users of the project, taking account the high number of
customers and of projects developed and will develop, [44]. This allows
consolidate knowledge and is useful for knowledge management of small
segments of the organization, requiring an infrastructure with high availability
and processing especially when the information sources are very high

Distributed It can generate KMS with direct communication between each of the members
of the project from a peer-to-peer approach, where you can have instant
messaging, document sharing and use of collaboration tools, but it must be
supported by a systematic order, which allows reuse of knowledge
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6.1 Construction and Validation of a Prototype with the Technology
Acceptance Model - TAM [46]

In this phase, we developed a prototype to verify if the knowledge management of the
lessons learned was possible in a process of EA construction. This prototype was
implemented in the case study company and we applied a survey that was developed
based on TAM. This survey had the aim of identifying the utility and ease of use of the
framework, as perceived by the user. These perceptions helped to identify the attitude
towards use and the use intention.

The prototype is a software that graphically represents the learned lessons obtained in
the development of enterprise architecture projects. These lessons are stored and sorted
by description, status, date of generation, phase in which it was presented and/or project.
This storage is done inside the software through to enter, edit or delete the lesson’s
information. After having lessons, the software allows filtering them based on each item
of classification. The result of this search is a graphic relationship between related lessons.
For instance, two lessons generated in the same phase of EA will be linked. Those links
generate a relationship graph of lessons where each kind of data has a different color: a
link between two lessons generated in phase A will have a different color than a link of
lessons generated in the preliminary phase. All this helps to understand what kind of
lessons exist and how they are related inside an enterprise context.

6.2 Enterprise Architecture Experts’ Opinion

During the development of the framework and its validation, two case study company
experts provided information about real EA projects and gave us some requirements on
knowledge processes. In addition, they performed a validation of both the framework
and the prototype.

The experts were an engineer, enterprise architecture senior consultor on the study
case company and a consulting area manager of enterprise architecture and member of
the research committee of The OpenGroup - Latin America, who is in charge of the
TOGAF’s internalization.

The developed framework was presented to these two experts and they could use
the prototype too. Their opinions were:

• The knowledge management of the prototype is really helpful to the company.
• They highlighted the visual facility and the use facility of the prototype in order to

manage the lessons learned, especially because it generates a unified structure to
identify best practices and minimizes errors. Also, this improves the availability and
use of the lessons learned and identifies the lessons with relationships they have in
common in order to define actions that must be repeated or mistakes that should not
be repeated.

• Having a knowledge management process in order to access, obtain and share
knowledge systematically enables feedback about the lessons learned in each of the
projects.
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• Once you have used the prototype, it is possible to determine that the use of a KM
of completed or in progress projects are helpful for starting a new one.

In addition, the framework and its validation supports the management of knowledge
gained in the development of the selected phases. Also, we found that once the pro-
totype was used by experts, the requirements presented by them could be satisfied
without significant additional workload or time.

7 Future Works and Limitations

The prototype was designed with two main limitations. First, the limitation to the two
first phases in TOGAF, and, second, an expert validation based on potential (not actual)
utility.

As future work, we propose the application of the framework in a full EA project.
The next one is to obtain conclusions not only with expert’s opinions, but also with
measurement certain of indicators set for an EA project. Also, the framework can be
extended to other phases of EA proposed by TOGAF, so that more knowledge pro-
cesses can be identified and managed. Finally, we propose that the KM system use
semantic web technologies to generate knowledge from documents, text, emails,
among other artifacts developed in previous EA projects.

8 Conclusions

As it was identified during the conceptualization of the research, the knowledge
management wants to increase the value of the services and products generated by the
organization through the knowledge. For this, it is necessary that aspects of the
organization as assets, people, processes, etc., transfer knowledge in an optimal way. It
is also necessary to identify which processes, actions or lines of business are suscep-
tible to the application of techniques and methodologies of KM. We identified that
many times the KM is applied and/or used in process of the company, for example day-
to-day processes or processes to determine how to align the use of ICT as the business
architecture does it.

In addition, we found that the projects that generate an enterprise architecture for a
client company did not have a KM to allow the knowledge to be reused according to
best practices, learned lessons, organization of tasks, etc.

In the research project we define which processes are likely to be managed. The
creation of knowledge in consulting projects in business architecture was identified as
the first process to be managed, so the EA area has the opportunity to reuse knowledge.
In addition, it was also identified which processes already carried out knowledge
management and brought the organization advantage afterwards or which processes
needed a change.

The development of this project with an important IT company with an exclusive
TOGAF EA area, gave us the opportunity of improving knowledge management in a
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real case of study. Thanks to that, we designed, built and validated a solid knowledge
management framework.

This framework supports the generation, use, reuse and store of knowledge, in this
case for the initial TOGAF phases, this allow company to make decisions in subsequent
proposals or development of new projects. This supports a cycle of knowledge man-
agement that allows to company to know its processes, the way how they are developed
and the way how the company can implement the framework in order to do the
processes better.

The framework proposed improves the management of the information therefore
gives knowledge to the company that is used as experience for new projects, because
this framework organizes the identified knowledge in the initial phases of the project
through tagging and ontology engineering. This framework generates, reuses, adds and
stores knowledge, because it is aligned with the company’s current processes that are in
turn defined by a standard framework like TOGAF. The proposed framework doesn’t
generate extra work for the company because they are embedded in the “normal”
processes; for that reason, we propose the use of the framework in order to support the
knowledge management in EA projects in an orderly and productive way.

The ability to manage explicit knowledge, generated for the selected phases of a
business architecture project based on TOGAF, was identified. This explicit knowledge
is reflected in the proposals and the lessons learned generated in the development of the
project.

We learned with the investigation the implementation of KM must count with a
well-defined limits in order to get an integral management of the processes, for instance
we selected two phases of TOGAF, because working with whole organization or all its
projects can bring problems about the specifications for an KM because of the amount
of data, information, knowledge and/or resources. As to the obtained results, the KM
framework validation with a software prototype also enabled potential users, who are
not experts in KM, to understand how knowledge can be managed in a tangible way,
getting visible results for the organization’s EA area.

Lastly and according to experts’ comments, it is possible to apply the same man-
agement for the rest of the phases of a project developed under TOGAF, since this also
generates lessons learned.
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Abstract. With the advance of Business Information Systems (BIS), irre-
spective of the size, companies have adopted an approach to electronic data
collection and management for two decades. The advancement in technology
means they have in their possessions large volumes of historical data. Large
organizations have cached on this and use a range of tools and techniques to
leverage the usefulness of this information to make more informed business
decisions. For most small and medium-sized enterprises (SMEs), however, such
data typically sits in an archive without being utilized. While SMEs appreciate
the need for utilizing historical data to make more informed business decisions,
they often lack the technical knowhow and funding to embrace an effective BI
solution. In this paper, drawing from our experience in implementing a BI
solution for a UK SME we discuss some potential tools and strategies that could
help SMEs overcome these challenges so as to reap the benefits of adopting an
effective BI solution.

Keywords: Business Intelligence � Data warehouse � Microsoft BI
SME

1 Introduction

Information Technology (IT) has become an essential for businesses of any size for
over three decades. For most businesses, this has facilitated the collection of a vast
amount of business transaction data. While such data are important to support smooth
operations of the company at the time of its creation, once the respective business
transactions have been dealt with, they are often being archived away and are unlikely
to ever be revisited. However, such historic data, when analyzed appropriately, can
provide important clues to discover new business opportunities and to improve the
company’s business processes. The ability to efficiently manage, access and analyze
large volumes of company historic data means that business decision making is more
informed and business trends and risks can be more easily identified.

Business Intelligence (BI) rediscovers the usefulness of existing business infor-
mation. It equips managers and decision makers with important information to perform
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business analyses that are needed for making key business decisions. In large corpo-
rations, BI has been one of their core strategies for growth for more than twenty years.
With the rapid changes in business climate and conditions, even small and medium-
sized enterprises (SMEs) have increasingly look to adopting BI in supporting their
business decision making process. However, when looking to adopting a BI solution,
many SMEs encounter issues such as a general lack of technical expertise to convert
transaction data into business information and the general lack of funding to invest in a
suitable BI solution. Furthermore, the lack of understanding of the benefits of BI also
makes SMEs reluctant to invest in the adoption of new BI solutions. Without the
support of quality data, the decision-making in SMEs resorts to relying on the results
from various Information and Communications Technology (ICT) tools built as a part
of the company’s infrastructure, but were not designed to perform business analysis.
This means that the results may not be accurate and led to suboptimal business deci-
sions being made.

Business Intelligence is not a novel concept. This term was first put forward by
Luhn [15] and was reintroduced by Howard Dresner [2]. As Negash and Gray [24]
explained, BI systems are specialist IT systems which “combine data gathering, data
storage, and knowledge management with analytical tools to present complex and
competitive information to planners and decision-makers”. Such systems typically
analyze data from a centralized data repository which hosts business and company data
aggregated from various sources. Due to the advancement of BI tools, the adoption of
BI has grown significantly since then. Furthermore, the readiness of companies to
adopt new strategies to stay ahead of their game also pushes up the demand for high
quality business intelligence. This has led to more concerted efforts being placed in
developing new BI technologies. Recent advances in technologies such as Decision
Support Systems (DSS), Executive Information Systems (EIS), Data Warehouse (DW),
Online Analytical Processing (OLAP) and Data Mining have also improved the
capabilities of BI systems and have played a significant role in raising awareness, and
also in increasing popularity, of Business Intelligence in the business sector.

With the increased popularity of BI amongst businesses, proven benefits of
adopting BI in businesses have emerged. For example, Watson and Wixom [29]
reported that implementing BI solutions could lead to faster and cheaper information
retrieval, thus helping organisations to achieve their business goals. Howson [11] noted
that BI helped employees in all divisions to interact with, and analyze, business data in
order to facilitate a more informed business management process. This has led to an
increase in company efficiency, the ability to identify new business opportunities and
the ability to facilitate operation reengineering. A survey of more than 2,300 CIOs
published by Gartner in 2012 [6] revealed that BI was ranked the top technology
priority by the participating companies as BI enabled them to create new capabilities.
As summarized by Chugh and Grandhi [3], the key benefits of implementing BI
solutions in an enterprise includes:

• Equipping the company with the ability to analyze data from multiple sources and
using different dimensions;

• Enabling managers to make informed business decisions through identifying
important patterns of behaviour captured in the data;
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• Improving accuracy in predictions;
• Helping the company to identify root causes of problems so as to improve opera-

tional efficiency.

A good range of businesses has been utilizing BI to assist in making key business
decisions for many years, e.g. banking, financial services, health service, IT companies,
insurance companies, manufacturing industry, etc. A majority of large organizations
are already drawing benefits from using BI. For many of them, BI has become one of
the major strategies to maintain a competitive edge. Furthermore, contrary to what it
may seem, BI is not just for top-level management such as Managing Directors. When
appropriately implemented, BI can empower a wide range of business decision-making
processes. As was reported by Horakova and Skalska [10], BI is not restricted to top-
level management, different company departments and business units use some kind of
BI tools and the main users of BI include managers from sales, marketing, purchasing,
accrual, finance, accounting, human resource and IT.

1.1 BI Solutions

BI solutions comprise multiple technological components. To generate business
intelligence, data from business transactions and other relevant company processes
needs to undergo an Extract-Transform-Load (ETL) process. This process cleanses,
transforms and restructures business data and stores it in a data warehouse or a data
mart. Data warehouses and data marts are essentially databases specially designed for
promoting data analysis and knowledge discovery. How to analyse the data is
dependent on the needs of the company and hence varies from business to business.
One common area of data analyses is driven by the company’s Key Performance
Indicators (KPIs). To assist in knowledge discovery, data visualization tools are often
used to present the results of data analyses to BI users. These results may be presented
as standard KPI reports generated from regular queries or as on-demand reports that are
generated for informing specific business decisions (Fig. 1).

Fig. 1. Key BI components and processes [26].
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In the past, each BI component was developed and supplied by specialist vendors.
Selecting the right combination of BI components that would meet the needs of a
business requires technical expertise that is often not readily available in the company.
The need to integrate various BI components also pushes up the overall implementation
cost of a BI solution. In the last decade, with a paradigm shift in the way software
components communicate with each other, suppliers have developed, a new generation
of BI components have been developed with interoperability in mind and hence could
be easily integrated. The cost of implementing BI has therefore been reduced signifi-
cantly. Some of the major suppliers of BI solutions are well-known names such as
Oracle, Microsoft, IBM, SAS and SAP. More recently, BI solutions from smaller
specialist vendors such as Qlik and Tableau are gaining traction. To make BI solutions
more accessible, some major suppliers of technological solutions such as Microsoft and
IBM have begun to supply BI products which cover the entire stack of BI components.
Some of these suppliers even deliver BI components as part their standard business
solution with no extra cost. For example, a standard suite of Microsoft BI components
is included as part of the Microsoft Developer Network (MSDN) license [21].

BI solutions do not come in locally-hosted, server-based form only. Some con-
temporary BI solutions take the form of Software as a Service (SaaS), which is
essentially a cloud-based BI solution. As there is no need for sourcing software and
hardware for implementing and hosting the BI solution, the implementation and
maintenance costs for SaaS-based BI solutions are minimal. With SaaS, companies
simply pay monthly or yearly subscriptions to access the cloud-based service over the
Internet. Company data is typically stored in the cloud and managed by the service
provider [25]. As new versions of the cloud-based service becoming available, com-
panies using SaaS will be able to utilise the new features instantly. One typical
application of SaaS-based BI solutions is in the area of Customer Relationship Man-
agement (CRM) where the generated intelligence on customer satisfaction is used to
improve customer services.

With the availability of inexpensive BI options and a wide range of BI solutions for
business use, when adopting BI, what a company needs to do is to identify a suitable
strategy to integrate an appropriate BI solution (or components) within the company’s
existing IT infrastructure. This requires certain level of technical know-how that may
be more readily available in large organisations than small and medium-sized enter-
prises (SMEs).

2 BI in SMEs

There is a general opinion that SMEs are trailing behind in adopting Business Intel-
ligence to assist in their decision-making. According to a survey conducted by McCabe
[16], 33% of medium-sized companies adopted some kind of BI solutions, and a further
28% of them planned to take advantage of a BI solution. Amongst smaller organiza-
tions, however, only 16% adopted a BI solution and a further 16% planned to use a BI
solution. While McCabe’s survey showed that the adoption of BI amongst SMEs was
slow, it also reported that there was an upward trend in the awareness of the need for
BI.
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The European Commission (EC) defined a small and medium-sized enterprise
(SME) as a business with <250 staff and a turnover of � €50m. About 99% of busi-
nesses in the EU are SMEs [4]. With a relatively small turnover, SMEs typically do not
have additional financial and human resources to invest in new, non-business-critical,
technologies such BI systems. It therefore comes as no surprise that the adoption of BI
amongst SMEs has been slow. Given the cost and complexity involved in adopting a
specialist BI solution, many SMEs simply integrate their database with a spreadsheet
software such as Microsoft Excel to produce some form of business intelligence [16,
28]. However, as standard spreadsheet software is not equipped with specialist features
nor visualization tools to support data analysis and knowledge discovery, the resulting
level of intelligence produced is rudimentary and is inadequate to provide a clear view
of the company’s current performance. Furthermore, for many SMEs, the term Busi-
ness Intelligence is often misperceived as a technology for large organizations only.
This led to a lack of incentive to explore the potential applicability of BI in their
businesses. As a result, most decisions made by top level management in SMEs are
based on information obtained from various ICT tools built as part of the company’s
infrastructure [28].

Irrespective of size and sector, there is a general appreciation of the necessity for,
and the benefits of, using business intelligence to improve the company’s business
decision-making process. With the complexity involved in typical BI implementation
processes and the lack of appropriate resources, the risk of failure amongst SMEs is
high. Hence, many SMEs are put off adopting specialist BI solutions. Moreover, while
there are numerous studies reporting successful adoption and utilization of BI amongst
large organizations, reports on similar successful stories amongst SMEs are uncommon
[5]. To promote the uptake of BI solutions amongst SMEs, more needs to be done to
raise the awareness of the benefits BI can bring to SMEs and more effort needs to be
placed on overcoming the initial challenges faced by SMEs when adopting specialist
BI solutions.

2.1 Benefits of Adopting BI in SMEs

SMEs often operate in a competitive marketplace and under a relatively tight profit
margin. To give the business a competitive edge, the management needs to keep
abreast of a variety of key business information such as market trend, company per-
formance and its clients’ needs. Such information plays an important role in ensuring
appropriate company strategies are developed and sound business decisions are made.
Specialist BI solutions are designed to generate those kinds of important business
intelligence from existing business data.

According to a research by Scholz et al. [27], SMEs can benefit from utilizing BI
tools in many ways and the most important ones being: (i) improvements in data
support, (ii) improvements in decision support, and (iii) cost and time saving.

In a BI solution, as a data warehouse is designed to facilitate data analysis and
retrieval, easy access to business data is therefore guaranteed. The ETL process also
ensures that business transaction data is cleansed and validated before entering the data
warehouse. Such improvements in data support lead to improved data quality and help
ensure the correctness of generated reports.
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The visualization and data analytic tools in a BI solution provide rich visuals to
help the management better-understand existing business data. Such an improved
understanding of the business promotes an accelerated decision-making process. Fur-
thermore, BI tools also help identify risks and hence leading them to be rectified in a
timing manner.

One typical feature of BI tools is to generate visual output of business data analysis
that are easy to interpret, e.g. in form of dashboards and scorecards. This provides
managers and decision-makers with a quick way to identify potential issues within the
business.

2.2 Challenges of BI

When considering whether or not to adopt a BI solution, SMEs are often confronted
with the following issues:

• BI solutions are often expensive. For example, a cloud-based BI solution typically
costs at least USD$500 per month per user. Even with a management team of
moderate size, such a monthly cost would add a significant financial burden to the
business.

• While off-the-shelf BI tools are available, for non-technical business users, the
learning curve of such tools is often too steep to be achievable.

• Hosting a BI solution requires the support of a non-trivial, and often costly,
hardware infrastructure.

• While there is a wide range of BI solutions available, SMEs often lack in-depth
knowledge of BI to select an appropriate solution for meeting the business’s needs.

• Generating BI is often a non-trivial task. It requires advanced knowledge and good
understanding of database modelling and data warehousing. Such technical
knowledge is often not readily available within most SMEs.

In summary, the challenges can be narrowed down to two main factors: lack of budget
and insufficient technical know-how. While these factors pose significant challenges to
SMEs in adopting a BI solution, they need not become the barriers to adoption of BI
solutions amongst SMEs. To overcome the budget issue, for example, SMEs need to
identify low cost BI solutions that will meet their needs. To this end, SMEs may
consider adopting an IT solution that comes with a standard BI solution at no extra
cost, e.g. Microsoft Office 365 [22]. However, many SMEs may not be aware of such a
low-cost BI opportunity nor have the expertise required to start utilizing it. Though to
achieve a richer range of data visualization, there may be the need to augment a
standard BI solution with data visualization tools. However, the cost of purchasing data
visualization tools can be reduced when lightweight web technologies are used to
present the results. This, not only minimises the overall cost, it also removes the need
for extensive training.

Reflecting on our successful experience with implementing a BI solution for an
SME in the UK, in the following sections, we present our adopted approach and
discuss how SMEs may overcome the challenges in implementing an effective BI
solution.
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3 BI Implementation: A Case Study

In a competitive business environment, SMEs are increasingly looking for new ways to
improve their business decision making process. AGGORA [1], being an SME spe-
cializing in providing catering equipment solutions for the food service industry,
teamed up with a UK university to create a novel IT platform that aims to deliver new
functionality to support their business growth through the use of improved business
intelligence. This case study reports the approach adopted in this project.

3.1 About the Company

UK based company AGGORA specializes in sales and service of catering equipment.
Their clients range from major corporates to small businesses. The company has about
170 staff and has a turnover of approximately £25m a year. The market place for
AGGORA has become more competitive lately and hence the company recognized the
need to bring a paradigm shift in their business model, adding IT and servitization
expertise to its traditional core strength in equipment and fittings.

AGGORA has grown significantly in recent years and the company plans to
continue their rapid growth. To achieve this, the company planned to offer innovative
services, extending its range of offers far beyond the traditional design and fabrication,
equipment sales, and service and maintenance approach of competitors. They also
wanted to have a flexible data management system that will provide valuable perfor-
mance information on kitchen equipment and fittings from data collected by the
company’s flagship Asset Management System. Though the in-house IT systems have
the capabilities to generate appropriate information for business analyses and planning,
the report generation process was not sufficiently efficient to support the business
needs.

AGGORA’s leadership team understood the need for radically transforming the
business to meet the rapidly changing needs of their marketplace and hence they looked
to implement a BI solution to:

(a) support their expansion plans,
(b) improve their decision making process, and
(c) improve the quality of reports.

The main obstacle which confronted AGGORA was that the company did not possess
sufficient technical expertise in BI technologies among its human resource pool and
also retraining existing staff was not an option due to time and budget constraints.

To overcome these challenges, AGGORA joined a UK government’s scheme
called the Knowledge Transfer Partnerships (KTP) scheme. KTP is a UK-wide pro-
gramme that has been helping businesses for the past 40 years to innovate and grow
through access to funding as well as knowledge, technology and skills within UK
academic institutions. Each KTP project is a three-way partnership between an SME,
an academic institution and a recent graduate. The core aim of all KTP projects is to
investigate and implement effective solutions for the identified business challenges.
The goal of such a scheme is to transfer research knowledge into SMEs so as to bring
about business growth [12]. Every KTP project includes a detailed plan for embedding
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the knowledge and skills into the company through workshops, training and detailed
documentations. This helps ensure maintainability and sustainability of the project on
completion.

AGGORA secured the funding for a KTP project and this enabled a graduate to be
employed and work on implementing a BI solution with guidance from the partner
university. As per the KTP norm, the graduate was employed by the university, but was
based in the company so as to maximize involvements from all project stakeholders
throughout the project development, ensuring that all views and concerns considered
and addressed, from the beginning of the project. This helped ensure the design of a BI
solution that would address the business needs and a smooth roll out of the BI solution.

3.2 Project Objectives

The aims of the KTP project are:

(a) to increase the scope of data available for reporting,
(b) to minimize the involvement of the IT team by empowering managers to create

and maintain their own reports,
(c) to create a user-friendly reporting environment, and
(d) to lay foundation for a more sophisticated BI solution.

The goal of the project is to implement a suitable BI solution that will empower
decision-makers within AGGORA to make more informed business decisions. Fig-
ure 2 summarized the goals of the intended BI solution.

3.3 Implementation Approach

The implementation approach for a BI solution could significantly vary depending on
multiple factors such as the size of the company, budget available for the project and
the company’s knowledge in implementing a BI solution. Larger organizations with
sufficient budget may prefer to buy an off-the-shelf BI solution from a leading vendor.

Fig. 2. BI project goals.
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Such solutions would typically offer staff training and support. However, such a
solution might be too general and include features that are irrelevant to the organiza-
tions. On the other hand, an organization with large IT budget may choose to employ a
team of experts to implement and maintain a bespoke BI solution. However, such a
solution is unlikely to be affordable and manageable by an SME such as AGGORA.

AGGORA recognizes the need to utilise a BI solution for providing insight into the
data from all aspects of its business. However, the company also recognized that
implementing a suitable BI solution may not be straight-forward and might have mixed
outcomes, including long delays, budget overruns, data problems, and dissatisfied end
users.

While trying to accomplish all the requirements and deliver the entire solution all at
once may sound ideal, it is unlikely to work well for an SME f or the following reasons:

• Changes in business rules and desired metrics may cause delays and conflicts in
development.

• There may be the need to resolve legacy data validation issues before the core
development commences.

• Requirements could be misinterpreted and hence the deliverables do not meet the
requirements.

• There may be significant delays in the development due to changes in business
environment and company priorities.

Prompted by constant changes in business priorities and the need for flexibility, we
opted for a five staged iterative approach suggested by McGonagle [17] in our BI
solution development. Figure 2 shows our adopted approach. The project lasted for 27
months and the BI solution development went through three iterations (Fig. 3).

Fig. 3. BI implementation approach adopted by AGGORA.
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Planning. The implementation started with the planning phase. It is a good practice to
involve all stakeholders from the management team from the get-go and gather the
analysis and reporting requirements up front. In this phase, the management team who
would be consuming the intelligence were invited to articulate their requirements and
establish the Key Performance Indicators (KPIs) required to be measured. Having all
the necessary requirements from the users up front saves a lot of extra rework in the
later stages. This also helps to scope out the project and the collected requirements also
form the foundation for the subsequent phases.

As there are different tools available for implementing a BI solution, we decided to
use the Microsoft suite of BI tools. This decision was prompted by the existing IT
infrastructure available in the company. Since the company already uses
Microsoft SQL Server 2012 as its backend database along with other Microsoft
business products, the Microsoft BI suite facilitated a seamless integration with the
company’s IT infrastructure. The various components on a Microsoft SQL Server 2012
[20] supported our implementation of the BI solution are:

• SQL Server Database Engine – This includes the Database Engine, the core
service for storing, processing and securing data.

• Integration Services - This is a set of graphical tools and programmable objects for
moving, copying and transforming data.

• Analysis Services - This includes the tools for creating and managing online
analytical processing (OLAP) and data mining applications.

• Reporting Services – This includes server and client components for creating,
managing and deploying reports.

• Master Data Services – This is the SQL Server solution for master data
management.

Data Collection. Once the requirements are gathered and objectives are set, we need to
transform the data into a format that can be consumed by analytic applications. It was
decided that the data from the source would be transformed into and stored in a data
warehouse. A data warehouse is fundamentally a database, although there are some
significant differences between the design process and best practices for an online
transaction processing (OLTP) database and a data warehouse that will support online
analytical processing (OLAP) and reporting workloads. With traditional business
information systems, the focus is to process business transaction data. Such data is
typically stored in a relational database that is designed for facilitating OLTP and is
optimized for data entry, retrieval and general transactional processing. With an infor-
mation system that provides business intelligence, the focus is knowledge discovery and
reporting, with online analytic processing being its main task. While these two types of
information systems are designed to work with the same data source, their design
approaches are very often different due to the need to fulfil different requirements.
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One core task in the data collection phase is to identify the business metrics that
will drive the data analysis. These metrics are known as the dimensions of the analysis,
and the procedure is called dimensional modelling which is a very popular data analytic
technique used in the design of data warehouses. The main reasons for its popularity
are that it brings about fast query performance and it also presents data in a user
consumable format. Although data warehouses can be implemented as normalized
relational database schemas, most designs are based on the dimensional model advo-
cated by Kimball [13]. In a dimensional model, the numeric business measures are
stored in fact tables. Each fact table is typically linked to multiple dimension tables that
contain the attributes by which the measures can be aggregated.

We have followed Kimball’s four steps to dimensional modelling [13]:

• Select the Business Process. Business processes are the various operations per-
formed by an organization. Every business process generates events that can be
translated into fact tables. Choosing the set of business processes that would be
most beneficial for business decision process is paramount. In this project, we have
chosen the set of business processes that are relevant to the KPIs we identified in the
planning stage.

• Declare the Grain. Declaring the grain is the pivotal step in a dimensional design.
The grain defines exactly what should be in a single row of a fact table. The grain
should be declared before identifying facts and dimensions to ensure consistency in
the design. This consistency is critical for ensuring high performance and ease of
use of the resulting BI solution. As a rule of thumb, defining the finest level of
grains enables a wider range of business intelligence to be generated. Businesses
should choose a level of granularity suitable for their requirements.

• Identify the Dimensions. Dimensions specify the “who, what, where, when, why,
and how” of business process events. These are essentially the attributes used for
filtering and grouping the facts. They contain the descriptive labels that enable the
information from a Data Warehouse/Business Intelligence system to be consumed
for business analysis. In this project, key parameters such as the customers and the
assets for which the performance needs to be measured against were defined as the
dimensions.

• Identify the Facts. Facts are the numeric values generated from a business process
event. They contain all the measurements needed to provide answers to business
questions. Every row in a fact table should be consistent with its corresponding
grain. The facts we identified for this project were the numeric measures generated
by events in the business process, such as an engineer visiting a client in response to
a request to repair equipment.

As proposed by Kimball [13], a data warehouse could be based on two kinds of
schemata:

• Star Schema usually consists of fact tables linked to dimension tables using
primary/foreign key relationships.

• Snowflake Schema consists of hierarchical relationships in a dimension table, with
normalised, low-cardinality attributes appearing as secondary tables connected to
the base dimension table by an attribute key.
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For the purpose of this project, we have opted for a hybrid approach which is a
combination of both star and snowflake schema, partly because we had to integrate
with an existing transaction database that was not designed with data warehousing in
mind. We have used an iterative approach to build the data warehouse, and in some of
the iterations a star schema was more appropriate and in others a snowflake schema was
more appropriate. In following such a hybrid approach, we needed to slightly increase
the complexity of the resulting data warehouse in order to maintain the data consistency
among the shared dimensions. The trade-off for that is a slightly degraded performance
although, due to the nature of our data, that slight degradation in performance was
estimated to be less than 10% and not noticeable by end users.

Data Analysis. Once the data warehouse is designed, it has to be populated with data
from the live transaction database. This is known as an Extract-Transform-Load
(ETL) process.

There are several ways to implement an ETL solution, but SQL Server Integration
Services (SSIS) is the primary ETL tool for SQL Server. SSIS includes:

• SSIS Designer. A graphical design interface for developing SSIS solutions in the
Microsoft Visual Studio development environment.

• Wizards. Graphical utilities which enable developers to quickly create, configure,
and deploy SSIS solutions.

• Command-line Tools. Utilities for managing and executing SSIS packages.

In our project, the source business data is generated from an in-house field service
management system and the data is stored in the form of a relational database using
Microsoft SQL server. We started by familiarizing ourselves with data source and
designed the dimensional modelling for our data warehouse as described above. In
order to populate the data warehouse, we implemented an ETL process by using SSIS.
This process consisted of three SSIS packages, with each containing one or more Data
Flow tasks. The key steps involved in an ETL process are:

a. Extract
To extract data, an SSIS package must be able to connect to the data source. In an
SSIS solution, we defined data connections by creating a connection manager for
each data source. As discussed earlier, our source data is the in-house IT system
implemented as a single SQL Server database.

b. Transform
Data transformations enabled us to perform operations on rows of data as they pass
through the pipeline. The transformations performed in our ETL process include:

• Row Transformation
This task deals with the copying of business transaction data to the data warehouse
and it is supported by three standard SSIS functions: copy, data conversion and
derived column. The Copy Column function adds new columns which are the
copies of columns from input data set. The Data Conversion function enables
changes to the data type of a column to be made during the translation. The Derived
Column function creates new columns derived from the values in the input columns.
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• Rowset Transformation
This task deals with aggregation of atomic data for facilitating data analysis and
reporting. The SSIS package provides an Aggregate function which applies
aggregation (minimum, maximum, average, sum, etc.) on the incoming set of data.

• Split and Join Transformation
To support data analysis and knowledge discovery, various ways of dividing and/or
slicing of data need to take place. A Conditional Split function divides the set of
data into more subsets.

• BI Transformation
Slowly changing dimension to track the changes and hold the historical
information.

c. Load
Once we have transformed the data into the required format, we load it into a
destination data source. In our case, the destination is the data warehouse we
designed to hold the pre-aggregated and transformed data.

Data Distribution. The output of the data analysis process is presented to the end
users to assist them in making key business decisions. There are various tools available
for presenting the information to business users. Microsoft Excel is one of the popular
tools used in many organisation for disseminating data but its ability to support a rich
presentation of data is limited and it does not provide a good support for data explo-
ration, which is essential for this project as one of our main goals is to enabling self-
servicing BI. In this project, we used the cloud-based version of Power BI [18] to
present the results of our data analyses to company managers. We chose Power BI over
the other self-service BI options available in the market mainly because Power BI is
fairly easy to use even for non IT experts and it has the ability to integrate with Office
365 [22]. The skill set required to work with Power BI is very similar to that required to
use Excel. With some basic training and documentation, our end users were easily able
to generate and deploy reports and dashboards and share them with other users. In
order to ensure data integrity, we made sure that the Power BI users can edit their own
reports, but not the underlying data (Fig. 4).

Though Power BI was used to create and serve ad-hoc reporting requirements, there
were some standard reports that should be delivered on a regular basis to the managers.
Microsoft SQL Server Reporting Services (SSRS) [23] was used to create and deliver
these standard reports. SSRS is a server based report generating software that comes as
part of the Microsoft SQL Server suite. The SSRS provides a unique user interface
based on Visual Studio that enables developers to connect to the relevant data but
unlike Power BI, use of SSRS needed specialist technical knowledge and skills to
create and distribute the reports and hence SSRS was not directly available to our end
users. In this project, we used SSRS to create some standard KPI reports such as
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Engineer Performance and Productivity and Breakdown Calls on a monthly basis.
These reports are embedded into an email which is sent to the respective managers for
their analysis. As these are run-of-the-mill reports which can be automatically gener-
ated once the report generation has been set up, the extra IT staff time required is
minimal. Our experience shows that enabling business users to explore the data and
generate self-servicing business intelligence is a good approach as this reduces the
communication overhead in generating BI reports. Once the business users have
established the types of BI reports that are beneficial to their regular business decision-
making process, the IT team can then implement these reports using SSRS and have
them automatically delivered to the business users on a regular basis.

Feedback. In order for the BI solution to be effective, it is important to generate
accurate and high-quality information. As developers we carried out unit testing to
ensure our code is free from bugs. However, it was critical for the end users to verify
the accuracy of the data and confirm the quality of the reports. Hence, the final step in
each implementation iteration was to collect feedback from the end users. This feed-
back was based on the usability and accuracy of the data that was delivered to them.
We made use of this phase to inform the next iteration of implementation. In this
project, the feedback we obtained is from a steering group consisting of managers from
various levels in the company who are also users of our BI solution. Our steering group
members include commercial and technical directors as well as business operation
managers.

Fig. 4. Sample Power BI reports.
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3.4 Benefits

Based on this pilot implementation of a BI solution, we have noticed significant
benefits for AGGORA in the first year of implementation. The key beneficiaries have
been the top and middle level management. Using Power BI, the management teams
have been able to analyse the performance by creating their own on-demand reports
without depending on the IT team. This in turn has freed up the time spent by the IT
team on creating reports and validating the information. We have estimated the time
saving to be around 1.25 days per month.

The multiple benefits of implementing a BI solution in AGGORA can be classified
into three categories:

i. Improvements in Data Support
This encompasses all the attributes related to reporting and its improvements.
With the introduction of Power BI, it has been noted that more reports are being
self-serviced than anticipated. The increase in the number of reports is mainly
because of the reduction in overall effort involved in reporting and data analysis
and the reports are being used in the business management. Power BI being more
graphical than Excel has led to improved visualization of the data presented in the
reports and also the flexibility to analyse results based on different dimension has
accommodated even newer information needs.

ii. Improvements in Decision Support
This includes all the factors that are associated with better and more informed
decision making. The on-demand reports using Power BI and standard reports
using SSRS have been precise and present information that was previously not
easily accessible, which, which has led to better informed business decisions.
Furthermore, the ability to explore a larger subset of data without performance
degradation or time lags has led to more timely business decisions being made and
also facilitated the identification of business trends and the identification of risks.
The use of a specialized data warehouse has also reduced the processing load of
the live database, making the core business system more efficient, reliable and
effective.

iii. Savings
The time and cost saving achieved by the introduction of the BI solution has been
very evident. This implementation has led to a significant amount of time saving
in AGGORA’s IT department as there is no longer the need for the IT staff to
produce reports using queries and pivot tables in an ad hoc manner. This has also
opened up more opportunities for the IT staff to widen the scope of information
available and improve their efficiency in other business areas.

Table 1 shows the tangible benefits achieved by AGGORA during the project devel-
opment and the projected tangible benefits to AGGORA one year after the project
completion.

320 R. Raj et al.



4 Discussion

In this section, we will summarise our experiences in implementing the first iteration of
a BI solution within a UK SME. As a first remark, we understood that it is vital for the
BI solution to be user-friendly so that there would be more engagement from non-
technical business users allowing them to better understand the benefits of using the
solution. In this project, we have tried to abstract the technicality from end users by
presenting the analytical results in the form of reports using SSRS and Power BI.
The SSRS tool used to generate standard reports requires some technical skills to create
and deploy reports. Despite of the technical complexity, the visually rich presentation
of the data makes SSRS a powerful dissemination tool. We have noted that as Power BI
is very similar to Excel, after some initial basic training, any competent Excel user
should be able to use this tool with confidence and without much technical assistance.
Power BI supports an intuitive process for creating on-demand reports and it also
provides rich data visualisations. Furthermore, up-to-date tutorials demonstrating how
to use Microsoft BI tools are readily available, making it highly appealing for end
users.

It is important to understand the problem to be solved before implementing a BI
solution. A good BI solution should focus on providing answers to important business-
specific questions. In order for the business users to benefit from those answers, the
Key Performance Indicators (KPIs) that will conform the metrics need to be established
first. The implementation strategy must be clear and it will depend upon the business
environment. In our project, we have used an iterative approach in order to ensure that
the project meets the user’s changing requirement over time.

Table 1. Tangible benefits.

Tasks Tangible
benefits
achieved during
project

Tangible benefits
projected for one year
after project completion

1 Increased efficiency of AGGORA IT
team

£3,220 £5,860

2 Introduction of Power BI for internal
reporting

£4,202 £7,100

3 New reports built using data
warehouse and Power BI to increase
efficiency and revenue

£18,060 £60,000

4 Time saving achieved for IT team by
using data warehouse for generating
report

£7,000 £13,000

5 Improved performance of Asset
management system

£1,000 £1,000

Total £33,482 £86,960
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As a part of implementation, it is vital to use a well-defined methodology to ensure
an efficient BI solution. This requires technical knowledge of core BI concepts such as
data warehousing, the ETL process and availability of different data visualisation tools.
In terms of delivery strategy, we have chosen to deliver BI in a top-down manner, with
the first set of BI solutions rolled out to top-level managers. This allowed top-level
management to better understand the benefits of BI, and hence be more supportive of a
wider exploitation of BI within the company.

Since BI implementation cannot be a one-off process, the design and implemen-
tation should always allow for changes to be made. Such a solution gets embedded
within the organisation and starts to work with business. To keep the costs down and to
make the solution more accessible to a wide range of end users, we have deliberately
used only a limited set of BI tools. The Microsoft suite of BI tools was used for
building all aspects of business intelligence required in this project. There are more
tools offered in this Microsoft suite of BI application that can be used for more detailed
data analytics such as prediction and forecasting.

Finally, our experience shows that:
An effective BI solution lets business users establish the performance metrics and

measure their current performance against the KPIs.
While many SMEs understand the benefits of implementing BI solutions, they are

often put off by the seemingly complex and expensive implementation process. Our
experience shows that affordable and relatively simple BI solutions exist and they can
easily be integrated into an SME’s existing IT infrastructure.

A thorough understanding of the existing IT infrastructure is necessary to select and
implement a custom BI solution within an SME.

Implementing a BI solution is a non-trivial process and involves several phases.
A good understanding of these phases is needed to overcome some of the technical
challenges. We have found that there is no need for training the entire team of IT staff
up-front. Training up a single recent IT graduate is sufficient to gradually roll out the
development process.

In order to make the BI solution successful, accurate intelligence needs to be
delivered. It is important to have high-quality data which can achieved by identifying
the data problems early and transforming and cleansing the data during the ETL
process.

It is vital to use a well-defined methodology to design the data warehouse. In our
project, we have used dimensional modelling approach to ensure efficient data retrieval
and analysis.

The Microsoft suite of BI tools provides all the required components to implement
an enterprise wide BI solution. This makes them perfectly suitable for SMEs wanting to
implement BI solutions, who are already using other Microsoft business products as a
part of their IT infrastructure.

While technical barriers do exist, there are government schemes, in the case of UK
and Europe, available to help SMEs to overcome such barriers through funding,
recruitment and knowledge transfer.
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5 Future Work

This paper describes our first step in implementing a BI solution to an SME in the UK.
Our next step includes using BI to: (1) achieve further potential enhancements within
the organisation, (2) analyse the productivity of sub-teams within the enterprise and
(3) perform margin analysis or implementing a more sophisticated account statement
model.

With the option available to integrate R scripts with Power BI, we also plan to
investigate using predictive time series analysis or other advanced data analysis to
provide forecasts.

6 Conclusion

BI tools provide analytic data and key performance information which enables
organisations of all sizes to be managed efficiently. It helps organisations to overcome
the challenges involved in knowledge management and discovery. An efficient BI
solution would potentially reduce the cost spent on resource and time to extract
intelligence from the available data. It materializes the management’s vision by
empowering them with the ability to make more informed business decisions by
minimizing the error on even large and complex data sample.

Based on our experience, we have understood that it is importance for SMEs to
streamline their information resource in order to make more informed business deci-
sions. We were able to appreciate the challenges that an SME could encounter while
trying to implement a BI solution. In general, SMEs may not possess sufficient tech-
nical expertise that is needed to implement and maintain a custom BI solution. Fur-
thermore, choosing the best solution from a densely populated analytics market is
challenging and adds to the complexity.

In this case study, we have elaborated our approach to implement a BI solution for
a UK based SME. Due to the volatile nature of the business within AGGORA, we
opted for an iterative approach to implement the BI solution. It is important to establish
the KPIs to lay the foundation for the implementation of the project. Considering the
existing IT infrastructure, we decided to use Microsoft suite of BI tools to implement
the BI solution.

We have also highlighted the need for using a sophisticated design approach to
model the data warehouse. We have used the Kimball’s approach for designing our
data warehouse in order to ensure efficient and fast data retrieval. The source data was
transformed and cleansed using the Microsoft integration services. The transformed
data is presented to business users using a range of data presentation tools.

One of the main objectives of this project was to empower the business users with
all relevant information to make more informed business decisions. We have delivered
business intelligence using self-service BI and also standard reports. Self-service BI
delivered using Power BI empowers managers to explore the available data and gen-
erate their own reports and dashboards without any involvement from the IT team. This
has made the IT team more efficient, leading to cost saving from no longer having to
generate ad-hoc reports. The standard reports delivered on a regular basis using
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Microsoft reporting services helped the management team to identify patterns in per-
formance transaction data which leads to improvements in the efficiency and produc-
tivity of the company and better informed management decision making.

We appreciate the possible limitations of our work. As this case study is based on a
company which has already adopted a Microsoft-based IT infrastructure, we are
mindful that the costs, benefits, implementation approach and time scales could be
different for companies using different IT products within their infrastructure. However,
with Microsoft being the market leader in both operational database management
systems and BI and analytics platforms [7, 8], our findings are relevant to a large
number of SMEs.
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Abstract. Transfer of videos over the Internet has increased considerably
during the past decade and recent studies indicate that video services represent
over half of the Internet traffic, with a growing trend. For the user-friendly
operation of the Internet, it is important to distribute these videos in a proper and
efficient way. However, no congestion control mechanism suitable and widely
used for all kinds of video services is available. We have developed a congestion
control mechanism, which is particularly suitable for long-living video traffic.
The advantage of the proposed mechanism is its dual-priority nature. There is a
mode for low priority traffic where the bandwidth is given away to other con-
nections after the load level of a network exceeds a certain level. On the other
hand, the real-time mode of the mechanism acquires its fair share of the network
capacity. The real network tests of this study verify the proper operation of our
congestion control mechanism.

Keywords: Congestion control � Video transfer

1 Introduction

Transfer of videos over the Internet has increased considerably during the past decade.
Cisco forecasts that Internet video traffic play a big role also in the future [1]. It predicts
that video traffic will form 82% of all consumer Internet traffic by 2020. Internet video
to TV will continue to grow at a rapid pace, increasing 3.6-fold by 2020. Virtual reality
based applications will also increase the video type traffic of the Internet. Videos are
widely used because video-based solutions offer advantages and possibilities for many
application areas. For example, in education, the use of video-based instructional
materials often produce better learning results compared to the traditional print-based
materials [2]. In addition, YouTube can be considered as an important tool for edu-
cation [3].

Due to high popularity of video traffic, it is also an important cause of network
congestions. Network operators have largely relied on overprovisioning and TCP
congestion control to avoid congestions in their networks. However, unnecessarily high
overprovisioning with high power consumption does not promote green Internet ide-
ology [4]. Although some video services use TCP to implement their transport services
in a manner that actually works, TCP’s transport service is not suitable for all video
applications. By implementing retransmissions, TCP offers reliable transport services
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to applications. Normally, a real-time video application does not require retransmis-
sions because this type of applications are often loss-tolerant. Occasional packet drops
do not degrade the quality of service experienced by the users of these applications.
These packet drops can be alleviated by using the error correction properties of the
applications. If the application is working in a real-time repeat mode, the order delivery
property of TCP may cause problems. Due to the head-of-the-line blocking problem,
the bytes following the missing ones cannot be delivered to the application. TCP’s
bursty-like transmission also causes delay jitters and sudden quality degradations
because there can be abrupt and deep sending rate reductions. For these reasons, real-
time video applications often prefer to use the unreliable UDP protocol. Unfortunately,
UDP does not implement congestion control.

The approach of using congestion control only with TCP traffic has been appro-
priate in the past because TCP has represented major proportion of network traffic.
However, nowadays UDP based long living communication events are common due to
the popularity of various video services among consumers. It makes sense to equip
these communication events with congestion control. This may offer new opportunities
for old and new congestion control mechanisms to become deployed.

There are different kinds of ways to use video over the Internet. With live broad-
casting, only a moderate buffering can be used at the receiver side due to the real time
requirements. Therefore, delay requirements and bandwidth demands are important. On
the other hand, in non-real-time applications where extensive buffering can be utilized
at the receiver side and, therefore, delay and bandwidth demands are not important,
some kind of background loading may be preferred. For example, the service provider
can download content to proxy servers by using backward loading. The case can also
be some kind of intermediate form. At first, the video can be transferred with the high
speed. When there is enough data in the receive buffer, the transfer mode can be
switched to the backward loading type.

So, two different kinds of transfer modes are needed in modern video services: a
backward loading mode where delay and bandwidth demands are moderate and a real-
time mode where delay and bandwidth demands are of high priority. Based on these
different kinds of demands, the two modes also need different kinds of congestion
control mechanisms. The backward loading mode has to work like a low-priority
service in which the bandwidth is given away to other connections when the load level
of the network is high enough. In contrast, the real-time mode always wants its fair
share of the bandwidth.

Many congestion control mechanisms have been developed to be used either with
low priority or with real-time services. However, little research effort has been put into
developing a mechanism suitable for both modes. We recently developed this kind of
integrated mechanism that supports both of these transfer modes. This mechanism was
named Congestion control for VIdeo to Home Internet Service (CVIHIS). The algo-
rithm was presented in the paper [5], where CVIHIS’s performance was analyzed by
extensive simulations. In the paper [6], we tested the operation of CVIHIS in real
network environments. In these real network tests, CVIHIS was tested against itself
more comprehensively than in the simulations. This paper re-presents and refines the
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results of the paper [6]. This study takes into account the situations where two con-
gested routers simultaneously occur on the transmission path. The paper also analyzes
how CVIHIS will work with the common problems of delay-based congestion control
mechanisms.

The paper is organized as follows: Sect. 2 outlines congestion control backgrounds;
Sect. 3 introduces our dual-mode congestion control algorithm fir video services;
Sect. 4 presents the test results and Sect. 5 concludes the paper.

2 Congestion Control

Congestion control principles of the Internet are presented in this section. Congestion
control is a wide research area and only issues relevant for this study are introduced
here.

2.1 Importance of Congestion Control

In its basic form, the Internet is built upon an assumption of best effort service. This
means that the network does its best to deliver data packets to receivers as quickly as
possible. On the other hand, the best effort principle also means that the network does
not guarantee anything. It is not against Internet’s laws that packets are queued or
dropped inside the network. Congestion situations handled by queuing and dropping of
packets are therefore fully acceptable. Of course, from a network user’s point of view,
congestion is not a desired situation. Therefore, a network claiming to operate in a user
friendly manner must implement some kind of congestion control.

If congestion control is implemented in an inoperative way, serious troubles may
occur. When some part of the network is in a congested state, it queues traffic and
packets may be dropped. Therefore, receivers do not receive the expected packets in
time and senders cannot get acknowledgements inside the time limits. After that,
senders, which are implementing reliable communication, will start to resend packets
causing further congestion. This can lead to congestion collapse in which case only
little useful communication is happening through the network [7].

Many reasons can lead to a congested network. The paper [8] specifies such kind of
reasons: limited capacity of the routers, load of the network, link failures, heteroge-
neous bandwidths. The consequences of inoperative congestion control are discussed in
[9]. They point out that in a congested network large queuing delays are experienced,
which increases the response times of web services.

The background of congestion control is in queuing theory [10] as packets move
into and out of queues when they pass through a network. Therefore, packet-switched
networks can be considered as networks of queues. However, it is good to remember
that extensive queuing inside the network is not a desired operation. Queue lengths
should not reflect the steady condition we want to maintain in the network. Instead,
they should reflect the size of bursts we need to absorb [11]. The goal of congestion
control is to avoid a congestion situation in network elements. By another, more
sophisticated definition, the target of congestion control is to adapt the sending rates of
senders to match the available end-to-end network capacity. This definition emphasizes
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the fact that network-wide approaches must be used to implement congestion control.
Otherwise, congestion is only shifted from one node to another. Therefore, in theory,
we should monitor traffic in the whole network.

2.2 Congestion Control Mechanisms for Video Services

Because the TCP and UDP protocols are not completely suitable for video services,
there is the need for a protocol that takes into account the requirements of video traffic.
In this section, some congestion control algorithms, suitable for video traffic, are
presented. Each of these algorithms is suitable for either a low priority or a real-time
service. None of them has been developed with both these service types in mind.

LEDBAT [12] is designed for low priority applications. It has been used in some
background bulk-transfer applications such as BitTorrent, for example. It provides low
priority services by using one-way delay measurements to estimate the amount of
queued data on the data path. When the estimated queuing delay is less than the
predetermined target, LEDBAT concludes that the network is not yet congested and it
increases its sending rate to utilize the free capacity of the network. When the estimated
queuing delay becomes larger than the predetermined target, LEDBAT decreases its
sending rate as a response to the potential congestion. The sending rate is increased and
decreased more aggressively if the queuing delay is far from the target. TCP-LP [13] is
another delay-based congestion control protocol for low priority services.

The next two algorithms are suitable for the real-time mode as they want their fair
share of the bandwidth. The best known proposal for video services is DCCP [14] and
its TCP Friendly Rate Control version [15], abbreviated as TFRC. DCCP offers con-
gestion control for UDP-like unreliable applications. DCCP can be briefly described as
TCP without byte-stream semantics and reliability, or as UDP with added congestion
control, handshakes and acknowledgments for congestion feedbacks. The main issue
with DCCP’s congestion control is that the congestion control is not a part of DCCP
itself but DCCP allows applications to choose from a set of congestion control
mechanisms. Therefore, different kinds of congestion control mechanisms can be used
with DCCP, TFRC being one of them. TFRC uses a throughput equation to calculate
the allowed sending rate. Because DCCP tries to be fair against TCP, it is natural that
TFRC uses the TCP throughput equation. TFRC is designed for applications that
require smooth rate. Therefore, TFRC responds to the changes of the available band-
width more slowly than TCP.

Google Congestion Control for Real-Time Communication [16] is a new proposal
in this area. It defines two congestion control methods: one for the sender side and
another for the receiver side. Either both or only one of these methods can be used. The
receiver side uses delay gradients in a sophisticated way to detect congestions. The
sender side method is based on information about round-trip times and packet losses.

One possibility to achieve a dual-mode congestion control mechanism, such as the
one presented in this study, would be to put together the best low-priority and real-time
congestion control algorithms. However, this kind of implementation would be
ungainly, especially when the mode has to be changed on the fly. The real dual-mode
mechanism presented in this study allows the change between the modes in a seamless
way.
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2.3 TCP Friendliness

The real-time mode of CVIHIS aims to share the bandwidth of transmission links in an
equitable manner. This equal allocation of bandwidth is called friendliness. Often the
term TCP friendliness is used as in the past years most of the traffic flows were TCP
flows and the TCP protocol has traditionally been responsible for the congestion
control of the Internet. Therefore, it is a natural choice to compare a new mechanism
against the TCP protocol. The basic idea is to protect existing TCP flows from the
flows that use too aggressive congestion control mechanisms.

Unfortunately, TCP friendliness is a complicated concept. Even a TCP flow itself is
not always friendly against another TCP flow. Several versions of the TCP protocol
exist and these versions are not completely identical in their behaviours. In addition,
TCP’s throughput degrades in case of higher round-trip times (RTT) [17]. Therefore,
TCP has a bias against high-RTT connections giving preference to the users with short
RTTs. Several improvements such as the Delayed ACK mechanism [18], for example,
have been suggested to make TCP congestion control work in a better way. Unfor-
tunately, only some TCP implementations have adopted these improvements and,
therefore, different code implementations behave in different ways. Due to this, even
identical TCP implementations are not equal. Another problem is that there is no exact
definition for the concept of TCP friendliness. When a new mechanism is developed
and compared against the TCP protocol, there is always some room for personal
opinions.

3 Dual-Mode Congestion Control Mechanism CVIHIS

The algorithm of CVIHIS is introduced in this section with brief description of the
implementation principles of CVIHIS for real network tests.

3.1 Basic Properties of the Algorithm

CVIHIS is a receiver-based mechanism so that most of the processing can be done at
the receiver side instead of the heavy loaded server side. It complies with the end-to-
end approach, which states that complex issues should not reside in routers. Because
the sending rates of video applications should usually vary in a smooth way, CVIHIS is
a rate-based congestion control approach. The window-based control is seldom suitable
for continuous multimedia streaming because it tends to produce bursty-like traffic
behavior [19]. Exponentially Weighted Moving Average (EWMA) is also used by
CVIHIS to filter out quick rate changes.

If the network does not deliver explicit congestion feedbacks, the sending rate
adjustment can only be based on packet losses or delays. Both indicators are utilized by
CVIHIS, but the algorithm is somewhat more delay-based than loss-based. The reason for
emphasizing the delay-based approach is that it generates suitable conditions for imple-
menting the low-priority behavior [20]. CVIHIS uses one-way delays in delay mea-
surements so that the necessary conclusions can be made at the receiver side. However,
using one-way delays also has other benefits that are explained by the paper [21].
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3.2 Backward Loading Mode

Figure 1 presents the rate adaptation schema of the backward loading mode. The
algorithm of CVIHIS keeps track of two delay values, minDelay and maxDelay, based
on one-way delay measurements. The minDelay value corresponds to the situation
when the queues of the routers are empty on the connection path. The minDelay value
includes only propagation delay components, not queuing delays. The minDelay value
is the shortest delay value experienced during the lifetime of the connection. Instead,
the maxDelay value includes the queuing delay component. It corresponds to the
situation in which the buffer of a router overflows. Therefore, maxDelay is updated
every time when a packet drop occurs. CVIHIS uses the delay value of the last received
packet prior to the dropped packet for the maxDelay value.

With the help of these two delay values, the delay space is divided into seven rate
adaptation areas. It could also be said that the queue of the router is divided into several
corresponding parts. The seven rate adaptation areas are used so that sufficiently
accurate information about the state of the network can be provided to end-hosts.
CVIHIS’ objective is that it tries to keep the queue at the level of the target delay area.
When operating in the upper delay areas, CVIHIS decreases its sending rate and, when
operating in the lower delay areas, CVIHIS increases its sending rate. The positioning
factors for each delay area are presented on the left side of Fig. 1. The targetDelay area
is not placed in the middle of the delay space but is shifted somewhat downwards so
that queues can be kept short.

Fig. 1. Rate adaptation schema of CVIHIS (Source: [5])
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The black arrow inside some of the delay areas in Fig. 1 represents the delay
gradient obtained by comparing the delay values of two consecutive packets. If the
arrow points upwards, delays are increasing, delay gradient is positive, and the queue is
filling. If the arrow points downwards, delays are decreasing, delay gradient is nega-
tive, and the queue is emptying. Inside the four delay areas with the arrows, the rate
adaptation command is based on the actual delay value and the value of the delay
gradient. The rate adaptation scheme tries to achieve two targets: it tries to drive the
queue level to the target delay area by measuring the actual delay value and, on the
other hand, it tries to adapt the sending rate according to the bottleneck capacity. This is
done by means of the delay gradient. If there is a conflict between the delay area and
delay gradient adaptation, the gradient adaptation is chosen. The two extreme delay
areas do not use delay gradients for rate adaptation decisions because these areas are far
away from the targetDelay area.

In its additive increase phase, the TCP protocol increases its sending rate by one
segment for each round-trip time interval. In its basic form, CVIHIS increases or
decreases its sending rate by one packet for each square root of a round-trip time
interval. By using square root, CVIHIS alleviates the favoring behavior of short dis-
tance connections.

CVIHIS adjusts its sending rate through seven adjustment steps. Six of these steps
are presented in Fig. 1. Bigger steps are used when the queue level is further away from
the target. In Fig. 1, the step sizes are denoted by different number of + or − marks. If
there are three marks, CVIHIS increases or decreases its transmission rate by one
packet for each square root of the round-trip time. If there are two marks, the adjust-
ment steps are smaller. The smallest steps are indicated by one + or − mark. To enter
the targetDelay area in a smooth way, CVIHIS uses short steps in the delay areas just
beside the targetDelay area (rate adaptation feedbacks 2 and 3). The adjustment steps
related to the delay gradients (rate adaptation feedbacks 6 and 7) are the shortest ones.
The seventh adjustment step is a multiplicative decrease step taken after a packet
drop. The multiplicative decrease step is taken only once per a round-trip time cycle.

Table 1 presents the rate adjustment factors of CVIHIS. These factors are set so that
CVIHIS can compete in a fair manner with the TCP NewReno version. The integer
values in brackets refer to the rate adjustment commands of CVIHIS presented in
Fig. 1. All decision procedures related to Fig. 1 are implemented at the receiver side.
Only the rate adaptation commands are transmitted to the sender. In the case of four
leftmost columns, the rate adjustment is based on the square root of the round-trip time.
The factor expresses how many more or less packets will be sent during the next square
root of the round-trip time than just before. MD is a multiplicative decrease factor used
after packet drops to increase the sending gap of packets. SF is a smoothing factor used
for the EWMA filter to filter out quick rate changes. PF is a pushing factor used only by
the real-time mode.
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3.3 Real-Time Mode

The backward loading mode backs off when it competes with TCP. In order to be
suitable for the real time mode, the implementation code has to be modified so that it
will behave in a more aggressive way. On the other hand, it is desirable that the code
implementation of the backward loading mode is modified as little as possible. Both of
these goals can be achieved in a simple way by using an approach in which the
minimum delay value is pushed upwards in a continuous manner. This means that the
delay areas of Fig. 1 are also pushed upwards and, therefore, CVIHIS behaves in a
more aggressive way. Shifting the delay areas upwards is only done when competing
behavior is actually needed. If the last measured delay value is smaller than the pushed
minimum delay value, the minimum delay value is set to the value of the last measured
delay.

This kind of minimum delay pushing means that the real-time mode of CVIHIS is
not a delay-based congestion control solution any more. The pushing operation shifts
this version towards loss-based congestion control. Therefore, the real-time mode of
CVIHIS is a kind of hybrid solution, a delay-loss-based solution. The minimum delay
value is pushed upwards in a multiplicative way. It was found that the pushing factor of
1.05 is suitable.

It is worth noting that CVIHIS is a pure congestion control mechanism. If the
application is delay sensitive, delay requirements must be satisfied by Quality-of-
Service mechanisms [22]. The dual mode mechanism presented in this study can also
be achieved using Quality-of-Service techniques. In this case, the mechanism could be
called a dual priority mechanism. However, this kind of mechanism can not be a pure
end-to-end mechanism as the implementation would require network support at least to
some extent.

3.4 Software Implementation

The code implementation of CVIHIS should be placed somewhere in the protocol stack
to enable real network tests. There are several possibilities for this placing. For
example, the kernel implementation of an open source operating system could be
modified. In this way, the UDP implementation of the operating system could be
adjusted to correspond to CVIHIS’ algorithm. Instead of using this kind of elaborate
solution, an easier implementation option was chosen. CVIHIS was implemented
through a normal socket program on top of the UDP protocol. This solution is possible
because the UDP protocol does not offer any special transport services, which could

Table 1. Adjustment parameters of CVIHIS (Source: [6])

−−− (1)
+++ (4)

−− (2) ++ (3) − (6)
+ (7)

MD (5) SF PF

1.0 0.7 0.5 0.2 1.10 0.5 * last update
0.5 * history

1.05
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disturb the operation of CVIHIS. Unlike in simulation environment, the real network
implementation should take into account that the clocks of the source and receiving
ends have not been synchronized with each other. Therefore, the real network version
has to obtain round-trip times by actual measurements. When a packet is transmitted,
the sender side stores the transmission timestamp. When the corresponding acknowl-
edgment arrives, the round-trip time is calculated.

In addition, this implementation option provides further advantages. Same com-
puter can be used to run a few traffic sources in parallel because these traffic sources
can be separated from each other by means of UDP port numbers. This reduces the
number of computers needed for the test network. The solution also offers resistance
against firewall blocking if large scale real network testing is done in the future.

4 Test Results

In this section, the structure of the test network is described and the most relevant
results of the network tests are presented. This study presents the results related to the
paper [6] in an extended way. The test results of CVIHIS shows that there is room for
improvements in some cases. In these cases, there can be present connections which
posses very different round-trip times. As it is mentioned, TCP favors the connections
of short round-trip times, therefore, it is necessary to adjust the algorithm of CVIHIS to
favor short round-trip times as well. However, CVIHIS performs this favoring in a
more moderate way than TCP. In fact, it is not necessarily a bad idea to favor the
connections of shot round-trip times. Often these short connections consume less
network resources than long way connections. By favoring connections of short round-
trip times, network operators can maximize the total traffic volume in their networks.
The challenge is to find a suitable balance so that fairness does not suffer too much.

4.1 Test Network

Figure 2 presents the structure of the test network. There are four end nodes and three
routers. The links between the routers form the bottleneck links of the connection path.
With this simple test network structure, and with the help of the tc (traffic control)
program, it is possible to emulate different types of networks. Tc [23] is the Linux
utility program used to configure the kernel packet scheduler.

Tc is utilized in two ways to vary the configuration of the test network. Tc is used to
control the traffic in the Linux routers. In this way, the capacity of the bottleneck link
and the queue size of the link can be varied. When traffic is controlled, the transmission
rate of the link is under control. Typically, this means that the available bandwidth is
decreased. Traffic control can also be used to smooth the burstness of incoming links
by defining the queue size of the link. If the queue size is exceeded, the incoming
packets are dropped. At the end nodes, tc is used to define the delay characteristics of
the outgoing links. In this way, it is possible to emulate different round-trip times of
connection paths.
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4.2 Backward Loading Mode

The goal of the backward loading mode is to achieve stable sending rate if there is no
need for the backoff function. This was ensured by performing twenty tests in the test
network. In the test cases, the queue size of the bottleneck link varied between 40 and
60 packets, the capacity of the bottleneck link varied between 2 and 4.5 Mbps and the
round-trip time varied between 10 and 250 ms. The sending rate stabilized in all cases.

Another objective of this mode is proper backoff behavior. This was verified
against one TCP NewReno connection by using the same kinds of test setups as in the
case of the stability check. The proper backoff behavior was observed in all cases. In
Fig. 3, the sending rates of the CVIHIS connections are presented in test cases, where
the backoff behavior was verified by using three different round-trip times (10, 100 and
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Fig. 2. Structure of the test network.

Fig. 3. Simulation results of the backward loading (Source: [6])
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200 ms) for CVIHIS. TCP used the round-trip time of 200 ms in all these cases. The
capacity of the bottleneck link was 3 Mbps. The TCP connections were active between
the test time of about 50–170 s. As it can be seen, CVIHIS increases its sending rate
faster if the round-trip times are short.

4.3 Real-Time Mode

The TCP-friendliness of CVIHIS was tested against the TCP NewReno version by
performing twenty six tests. The queue size of the bottleneck link was 50 packets and
the capacity of the bottleneck link varied between 2 and 4.5 Mbps. Four different
round-trip times (20, 80, 140 and 200 ms) were used. The starting rates of the con-
nections also varied among the tests.

Figure 4 presents the test results. As it can be seen, individual measurements depart
from the trend due to the phase effect. The figure presents the proportion of the CVIHIS
connection from the capacity of the bottleneck link. The figure indicates acceptable
level of averaged fairness. In the worst case, the connection of higher bandwidth gets
about 1.6 times as much bandwidth as the slower connection.

As mentioned earlier, TCP favors the connections of short round-trip times while
CVIHIS does this in a more modest way. The above results confirm this. Round-trip
times affect CVIHIS less than TCP. CVIHIS manages relatively modestly when round-
trip times are short. When round-trip times are long, CVIHIS manages somewhat better
than TCP.

The Linux version used in the real network tests also supports another TCP con-
gestion control mechanism. This version is CUBIC TCP [24]. In fact, CUBIC is the
current default TCP algorithm of Linux. Therefore, CVIHIS was also tested against the

Fig. 4. Real-time mode against one TCP connection (Source: [6])
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CUBIC version. The preliminary results show that CUBIC behaves somewhat more
aggressively than NewReno. If CVIHIS is desired to manage in a friendly way against
the CUBIC version, the rate adjustment parameters of CVIHIS have to be adjusted
slightly so that CVIHIS would behave more aggressively.

4.4 CVIHIS Against Itself

The results of the previous subsection and the paper [5] show that it is challenging to
attain acceptable level of fairness in heterogeneous network environments. Hence,
implementing a well-performing solution for network congestion control might require
that there are only a few kinds of congestion control mechanisms on the Internet. Thus,
it is important that CVIHIS behaves in a fair manner also against itself.

The real-time mode of CVIHS was tested against itself by doing 30 tests. In the test
cases, the queue size of the bottleneck link varied between 40 and 60 packets, the
capacity of the bottleneck link varied between 2 and 6 Mbps, and the round-trip time of
the connection path varied between 10 and 240 ms. In some of the tests the connections
used different round-trip times. Also, the starting rates of the connections varied among
the tests. Based on these tests, the sending rates indicate good level of fairness. In most
cases, transmission rates differed less than 10%. Only when round-trip times were
significantly different, the rate differences were larger than 10%. In the worst case, the
connection of higher bandwidth got about 1.7 times as much bandwidth as the slower
connection. In this case, the faster and slower connections had the round-trip times of
10 and 180 ms, respectively.

Figure 5 presents the result of one of the tests. The capacity of the bottleneck link is
4 Mbps and the round-trip times of the connections are 60 (red) and 180 (blue)
milliseconds. In this case, the average sending rates are 2.085 Mbps and 1.935 Mbps.
The first 50 s where omitted when calculating averaged rates.

Fig. 5. CVIHIS real-time mode against itself (Source: [6])
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Some tests were made involving four CVIHIS connections in the active state at the
same time. CVIHIS performed in an acceptable way in these tests although it took more
time to balance the sending rates when round-trip times were long. Figure 6 presents
the result of one such test. In this case, the capacity of the bottleneck link was 10 Mbps
and the queue size of the bottleneck link was 60 packets. The round-trip time was
30 ms. The number of connections in the active state is shown at the bottom part of this
figure.

The backoff behavior of CVIHIS in the backward loading mode was also tested
when there was a real-time connection on the connection path at the same time. Fifty
tests were made so that the capacity of the bottleneck link was 2 or 4 Mbps and the
queue size of the bottleneck link was 60 packets. The round-trip times varied from 10
to 200 ms.

When both modes had the same round-trip time, the backoff action was as
expected. Tests were also performed using different round-trip times for the modes. In
these tests, the backoff action occurred slowly if the real-time mode connection had
significantly longer round-trip time than the backward loading mode connection. When
the round-trip times differed considerably, ten times, for example, backoff action did
not take place at all. Figure 7 illustrates the above-mentioned behavior. In this figure,
the sending rate of the backward loading mode is presented in three separate cases. The
round-trip times of the real-time mode connection are 10, 150, and 200 ms in these
cases. In all these cases, the round-trip time of the backward loading mode connection
is 50 ms. It is fairly easy to moderate this phenomenon by adjusting the parameters of
the backward loading mode so that it would behave less aggressively than the real-time
mode. In this study, both modes shared the same parameter set.

Fig. 6. Four real-time mode connections (Source: [6])
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4.5 Case of Two Queues

There has been only one non-empty queue on the connection path in the previous test
cases. As far as this single non-empty queue condition is met, the behaviour of our test
network structure is compatible with that of more complicated network structures. The
location of this non-empty queue can change if the size of the queue and the bandwidth of
the out-going link remain similar. The more complicated network structures have been
taken into account by using different one-way propagation delay values in the previous
test cases. However, in real networks, it can happen that there are several non-empty
queues on the connection path at a certain moment. In this subsection, the case in which
there are two non-empty queues on the connection path is tested. The case of two non-
empty queues affects especially the maximum delay value so that it is not static anymore.

Now there are three end nodes that send traffic by using the real-time mode of
CVIHIS. The third source is located in Linux Router 2. The receiver of this third
connection is located in the receiving hosts L4. This host runs two receiving processes at
the same time. There are now two bottleneck links which reside in the Linux routers.
The connection R2-L4 has only one bottleneck while the other two connections have
two bottlenecks. We want to test the case in which there are occasionally two non-empty
queues on the connection path. So, the capacity of the second bottleneck link should be
1.5 times as much as the capacity of the first bottleneck link, or a little bit more. This is
because the first link has two connections and the second link three connections.

Six tests were made to study CVIHIS’ fairness against itself. The queue sizes of the
bottleneck links were 40 packets and one-way propagation delays were 50 ms in all the
cases. The results of these tests are presented in Table 2. The second and third columns
present the capacity of the bottleneck links. The actual test results are presented in the
last three columns. These columns present the sending rates of the connections and the
standard deviations of CVIHIS’ sending rates. The standard deviations are presented

Fig. 7. Backoff behavior of the backward loading mode (Source: [6])

Congestion Control Supported Dual-Mode Video Transfer 339



inside the parentheses. Based on these results, it can be said that the sending rates
indicate good level of fairness. We also carried out tests, in which one of these three
connections owned the one-way propagation delay value of 150 ms. These tests also
indicated good level of fairness. In the worst cases, the faster comparable connection
gets about 1.15 times as much bandwidth as the slower connection.

The results indicate that CVIHIS’ sending rate varies more in the case of two
queues than in the case of one queue. This can be seen when comparing the results of
the rows 1 and 2 to each other. The same is also true for the rows 4 and 5. This is
because the maximum delay value related to the packet drop situations is not static any
more. The maximum delay value varies according to the level of the non-full queue.
This CVIHIS’ sending rate fluctuation can also be seen in Fig. 8. In this figure, the
third sending node is sending between 70 and 170 s. As can be seen, the sending rates
of the two other connections vary more in the middle phase of the test when there are
three connections and two bottleneck links in the active state.

Table 2. Ten tests for testing CVIHIS’ friendliness with two queues.

Capacity of link
R1-R2 (kbps)

Capacity of link
R2-R3
(kbps)

CVIHIS 1
L1-L3
(kbps)

CVIHIS 2
L2-L4
(kbps)

CVIHIS 3
R2-L4
(kbps)

1 4000 6000 2008 (33) 2050 (32) –

2 4000 6000 2005 (47) 2045 (42) 2040 (53)
3 4000 6500 1929 (76) 2005 (86) 2646 (75)
4 6000 9000 3049 (58) 3053 (57) –

5 6000 9000 3047 (82) 3042 (87) 3048 (60)
6 6000 10000 3081 (83) 3014 (84) 3968 (168)

Fig. 8. Test case considering two bottleneck links.
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4.6 Advantages of the Minimum Delay Value Pushing

Delay-based congestion control mechanisms have some well-known problems which
can affect their performance. The papers [25, 26] list and analyze these problems.
Based on these papers, the common problems of delay-based congestion control
mechanisms are:

• inability to compete fairly against loss-based congestion control protocols
• persistent congestion
• clock synchronization problem if one-way delay measurements are used
• rerouting problem.

In this subsection, CVIHIS’ capability to cope with these problems is explained,
although CVIHIS’ real-time mode is not a pure delay-based mechanism. It is important
to note that these problems can be solved with the help of the minimum delay value
pushing in CVIHIS.

Competing against loss-based congestion control protocols is not a big problem for
the real-time mode of CVIHIS. Here, CVIHIS was tested against the loss-based TCP
protocol. It was observed that the real-time mode of CVIHIS is actually capable in
competing against TCP. This mode can compete against loss-based algorithms because
CVIHIS shifts its target delay area upwards when competing behavior is needed.

In persistent congestion, the queue of the router is occupied all the time. As a result,
delay-based congestion control mechanisms cannot obtain proper value of the mini-
mum delay. The paper [25] suggest that shifting of the minimum delay value alleviates
the persistent congestion problem. CVIHIS pushes its delay areas upwards by shifting
the minimum delay value. This increases the congestion level of the network leading
finally to packet drops. Many connections back off after these packet drops. They
reduce their sending rates in a multiplicative manner and the congestion level of the
network alleviates. This allows CVIHIS to estimate the correct value of the minimum
delay.

The problem with measuring one-way delays is that the clocks of the devices are
typically not synchronized accurately in the Internet. Therefore, the one-way delay
measurement includes the corresponding one-way delay and the clock offset between
the nodes. Even if initially accurately synchronized, two clocks will differ after some
time due to clock drift. Due to clock offset and clock drift, one-way delay measure-
ments are challenging.

For CVIHIS, clock offset is not a problem as CVIHIS probes two delay values,
minDelay and maxDelay (see Fig. 1) and divides the delay space between these values
into several delay areas. CVIHIS can do this correctly if maxDelay is greater than
minDelay even if these delay values are negative due to the clock offset. The actual
one-way delay measurement related to a certain packet includes the same clock offset
and, therefore, the calculated delay is within the minDelay-maxDelay area.

Clock drift, however, can cause problems for CVIHIS. If the measured delay value
is increasing due to clock drift, the minDelay value will become outdated. After a
certain period of time, the minDelay value does not correspond to the actual propa-
gation delay of the connection path any more. In an extreme situation, the measured
delay value including only the propagation delay component may reside closer to
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maxDelay than minDelay. This means that the connection makes a conclusion that
there is an incipient congestion in the network although the queues of the routers are
completely empty. This problem can be solved by updating the minDelay value from
time to time. In this way, pushing the minimum delay value upwards helps to cope with
the clock drift problem. The maxDelay value will be updated after every packet drop,
therefore, the clock drift is not critical for the maxDelay. The real network tests of
CVIHIS indicated that the clock synchronization problem is not harmful for CVIHIS
because the tests were carried out without the synchronization of clocks.

If the route of a connection is changed without an explicit signal from the network,
the end host cannot detect it. If the new route has a shorter propagation delay, this does
not cause any serious problem for CVIHIS as some packets will probably experience
shorter one-way delay values and the minimum delay value will be updated. The
maximum delay value will also be updated after the next packet drop. On the other
hand, if the new route has a longer propagation delay than the original one, it can pose
a problem to CVIHIS. The connection cannot know whether the increase in the delay is
due to a congestion in the network or change of the route. Without this knowledge, the
end host will interpret the increased delay as a signal of a congestion and the host will
decrease its sending rate.

In the following, the rerouting properties of CVIHIS are tested using a simulation.
This test uses the real-time mode version of CVIHIS. The ability of CVIHIS to dis-
cover rerouting is based on pushing of the minimum delay value and updating the
maximum delay value. The maximum delay value is updated after every packet
drop. In the simulation, there are two possible routes between the end nodes. There is a
direct default route, which is switched off two times during the simulation. So, the
traffic has to be switched to the backup route, which has longer propagation delay than
the default route. The default route is switched off between seconds 80–150 and 220–
320. The capacity of the default route is 700 kbps and the capacity of the backup route
is 400 kbps. The simulation result is presented in Fig. 9. As can be seen, CVIHIS can
observe the route changes and it can accommodate its sending rate according to the
new route.

The problems of delay-based congestion control mechanisms suggest that it is
perhaps useful to update the minimum delay value from time to time also in the
backward loading mode. Continuous shifting of the minimum delay value could be
used also with the backward loading mode. Of course, the shifting factor of this mode
should be only slightly over one as we do not want to compete against other con-
nections with this mode. The paper [25] introduce another kind of solution for updating
the minimum delay value. After receiving a certain number of data packets, the receiver
can check the smallest delay value among these packets. If the difference between the
smallest delay value and the current minimum delay value is larger than a certain
threshold for a certain number of consecutive times, the receiver interprets this as a
change of the propagation delay.
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5 Conclusions

During the last decade, video-type data services in their various forms have become
increasingly common. In certain parts of the network, this type of data transmission
generates considerably more than half of the total network traffic. We have developed a
congestion control mechanism, which is particularly suitable for long-living video
transfer. This mechanism includes two modes, the backward loading mode and the real-
time mode.

The main objective of the backward loading mode is to back off when there are
bandwidth demands from other connections. Based on the test cases, we can conclude
that the backward loading mode operates primarily as expected. This mode gives
bandwidth away to other connections when the load level of the network is high
enough. The main objective of the real-time mode is that it should be TCP-friendly. At
the same time, however, it is desirable that the sending rate of this mode would vary in
a much smoother way than TCP’s sending rate. Based on the tests, it can be said that
these objectives are met, however, as usually with this kind of solutions, not in a perfect
way. The developed mechanism could manage better regarding TCP friendliness when
short or long round-trip times are considered. On the other hand, it is a deliberate
decision to change the sending rate of CVIHIS based on the square root of the round-
trip time instead of using TCP’s round-trip time approach.

The current state of the Internet presents challenges related to the proper operation
of Internet congestion control. The Internet is a very heterogeneous environment with
different types of applications sending different amounts of data through different kinds
of network paths. Based on our research results, relatively small differences between
the TCP versions can challenge TCP friendliness. For this kind of heterogeneous

Fig. 9. Rerouting test of the real-time mode.
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environment, the only well-functioning congestion control solution seems to be the
currently widely used network overprovisioning. Based on our research we suggest that
Internet congestion control can be put into practice in a well-functioning way if there
are only a few compatible congestion control mechanisms present. Thus, it is important
that a congestion control mechanism behaves against itself in a fair manner. The results
of this study show that the CVIHIS connections are able to share the network capacity
with each other in a fair manner.

Several research directions can be mentioned for future work. In all the test cases of
this study, fixed packet size was used. There is a need to take into consideration
heterogenous packet sizes. For example, rate adaptation could be based on the number
of bytes rather than the number of packets. There is also a need for research collab-
oration with specialists of other research areas. One such kind of problem is how the
rate adaptation behavior of the application could be integrated with the mechanism of
CVIHIS. It is an application specific issue if the real-time mode is smooth enough for
the needs of a particular application, because the sending rate of this mode oscillates
slightly due to the pushing of the minimum delay value.
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Abstract. Coordination issues in knowledge transfer have become increasingly
complex due to technological diversity. A classic view on coordination, based
on structured and shared cognitive models, is being replaced by an under-
standing of how coordination actually happens in practice, in a context-
dependent and non-routine way. This paper presents a sociomaterial perspective
of both knowledge transfer and coordination. Specifically, through a case study
in the heritage domain, we investigated how a sociomaterial perspective drives
coordination in inter-organizational knowledge transfer activities. Using an
affordance-centered analysis, we explore how the process of imbrication has
resulted in ontological transformations in sociomaterial heritage co-evolving
with dynamic and emergent coordination practices of the associated knowledge
transfer.

Keywords: Coordination � Knowledge transfer � Sociomateriality
Affordances � Imbrication

1 Introduction

This paper is an extended version of work published in [1]. We extend our previous
work by proposing sociomateriality as an appropriate way to view and analyze coor-
dination in knowledge transfer. In recent years there have been many advances in
knowledge transfer technologies, Web 2.0 and 3.0, cloud computing, mobile com-
munications, among others which have contributed to more accurate and real-time
information processing and communication for effective knowledge management. As a
result, nowadays, many of the challenges faced in knowledge transfer activities are not
caused by a lack of technological resources for coordinating but rather by a diversified
use of technology within or between organizations. This situation tests the limits of the
dominant information processing view of coordination. In this view, coordination
mechanisms are considered stable entities as organizational theorists argue [2–4],
whereas in practice they behave as dynamic intermediaries between actors in a fluid
sociomaterial environment. “In other words, they shared the belief that coordination
can be designed in advance in models shared across an organization and that no
improvised acts are needed because the environment is predictable” [5]. In contrast,
much prior work in knowledge management assumes a common set of coordination
mechanisms as tools and technologies that groups or teams use together in the same
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way (e.g. groupware), however empirical works show that people are likely to use
different technologies with different members in different ways and at different times,
and a tendency to use simpler and familiar coordination tools for sharing information.

Besides this, people interact with different coordination mechanisms according to
particular circumstances in order to adapt to conditions of uncertainty, novelty, and
change and this behavior shifts the thoughts about how coordination take places in
practice where coordinating mechanisms do not arise prior to coordinating but are
constituted through coordinating [6]. Recent research in organizational coordination
has stressed the importance of shifting the focus from structured and shared cognitive
models (e.g. standards, rules, schedules) to how coordination actually happens in
practice [7]. In fact, the central concern is how people use circumstances to accomplish
intelligent actions, not how they apply shared cognitive models to particular situations
[8]. Hence, in settings where work is contextualized and non-routine, traditional models
of coordination are insufficient to explain coordination as it occurs in practice [9].

This is particularly true for activities in the architectural heritage domain, where the
work setting is constantly changing both temporally and spatially due to the unique
features of each heritage object. In this sense, the material heritage object not only has
value for its physical, material and tangible dimension but also by the interpretation and
understanding from heritage experts, residents and authorities about those dimensions.
It follows that the semiotic, contextual and physical features are not independent
dimensions but mutually related and so a heritage object enacts a clear example of a
sociomaterial reality based on a relational ontology. Each dimension is performed
through the emergent practices of knowledge transfer in ad-hoc heterogeneous and
collaborative teams, where the epistemic and ontological distance between multi-
disciplinary specialists magnifies knowledge differences and sets up a barrier for the
knowledge transfer process.

This move implies that KM researchers can no longer make an ontological dis-
tinction between coordination technologies (or mechanisms more generally) and people
so that an alternative coordination approach is needed. The present research is
grounded on the proposition that the broad banner of sociomateriality [10–13] presents
us with an opportunity for reconceptualize coordination- from thinking about how
coordination technologies as discrete artifacts influence the knowledge transfer process
between people to examining how coordination mechanisms and actions are materially
constituted in the knowledge transfer practice, and they are, thus, sociomaterial in
nature.

Although the relation between knowledge transfer and coordination is widely
recognized, it has not been studied under the sociomaterial umbrella. Current research
on sociomateriality explains how the processes of sociomaterial imbrications [10] or
entanglements [13] takes place in diverse environments and organizational settings,
especially at intra-organizational level [14], but there is a need for knowing about how
sociomaterial practices take place in inter-organizational knowledge transfer projects.
Therefore, the research question addressed in this paper is the following: How can a
sociomaterial perspective drive coordination in inter-organizational knowledge transfer
activities in the heritage domain?

The remainder of this paper is structured as follows. The next section deals with the
related theoretical grounding and introduces concepts about coordination. Based on the
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earlier version of this paper, a set of coordination issues in knowledge transfer activities
is displayed. Then, we propose some reasons why coordination should be reframed.
Next, the sociomaterial lens to reframe coordination is discussed, focusing in the
imbrication metaphor and using an affordance perspective. Afterward, using the
sociomaterial perspective, we use three examples of imbrications in the architectural
heritage domain and then we posit four propositions about the sociomaterial view of
coordination. Finally, some conclusions are drawn acknowledging the limitations and
suggesting future research.

2 Coordination Theory

Early theories of coordination focused on the need to balance differentiation among
organizational units, with integration being achieved through coordination mechanisms
[2–4]. The information-processing -IP paradigm has been a common approach to
address coordination in prior research. From this focus, coordination is about the
integration of organizational work under conditions of task interdependence and
uncertainty [9]. Specifically, coordination is defined as managing dependencies
between activities [15]. Interdependencies refer to goal-relevant relationships between
activities [16] while coordination is made operational through a set of coordination
mechanisms which stipulates and mediates the articulation of activities and provides
affordances and constraints to articulation work [17]. All coordination processes
include actors performing interdependent activities and interdependencies generate
incremental IP needs, but when interdependency is higher, a coordination mechanism
can facilitate or affect the IP capability of the organization [1].

According to the IP view, each coordination mechanism represents a specific IP
capability and must be matched to the IP needs of the context generated by the
interdependence between work units. Thus, the organization can get a prescription to
deal with uncertainty and organizational contingencies through a set of mechanisms
that can provide higher IP capacity or lower amount of information to be processed. As
a result of this perspective, literature has emphasized the distinction between different
modes of coordination, for example, by program or feedback [3], impersonal versus
mutual adjustment [18], rules or programs, hierarchies and target or goals [2], and
programmed versus non-programmed [19], rules and directives, sequencing, routines
and group problem solving and decision making [20], task-task, task-resource and
resource-resource [21] and structural and formal, hybrid/overlaying, informal and
internal markets [22].

More recently, Malone and Crowston developed a coordination theory based on the
process level which strength is its recognition of the complexity of interdependencies in
organizational work [15, 16]. The alignment between dependencies and mechanisms as
a handbook of coordination could provide a guide for analyzing the coordination needs
in particular situations and generating alternative ways of fulfilling them [23]. Fol-
lowing the IP view, interdependencies are classified as resource flow, fit and sharing.
Flow dependencies occur when an activity produces a resource that is used by other
activity. For instance, in cultural architectural heritage activities, task complexity
depends on many rules and procedures for managing information such as get approvals
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from the local or national authorities for a special plan for protecting and managing
heritage objects before to start the physical restoration activities. Fit dependencies arise
when multiple activities produce a single resource, as an example, let´s consider an
special plan for protecting and managing heritage objects whose develop requires the
work of architects as experts in the patrimonial scope, but also from other comple-
mentary disciplines such as civil engineers, art restorers, anthropologists, ecologist,
lawyers, among others, each one performing specific analysis regarding the heritage
object state but the final document must integrate different outcomes from each
approach [1]. Finally, sharing dependencies occur when multiple activities use the
same resource. Following the example above, the final draft of the special plan for
protecting and managing heritage objects must be reviewed by the consulting group,
local authorities, the community who take care and lives in the heritage object, the
object owner, and the funding institution. Thus, the type of interdependence determines
the mode of coordination used.

In the IP view, coordination mechanisms can be classified as: standards, mediation
and mutual adjustment [2–4] and existing research on coordination has revealed a large
number of coordination mechanisms through which coordination actions take place in
inter-organizational knowledge transfer projects. Standard-based mechanisms are
considered an a priori specification of codified guidelines, action programs and specific
goals [3, 4] where the verbal communication and the interaction among actors is not
necessary for coordination [2]. Examples in the architectural heritage domain include
governmental policies, interventions plans, management plans for protection, thesauri,
among others.

Mediation-based mechanisms involve a third actor typically located at a higher
level that acts as mediator between two organizational units [24]. Some examples in the
architectural heritage domain are technical committees, technical reports, hierarchies,
labor division by discipline, GIS, cloud computing, and others. Mutual adjustment
mechanisms are based on the expected reciprocal communication between actors [4].
Unlike standards-based mechanisms, communication and interaction in architectural
heritage projects is achieved through personal channels between peers such as
scheduled and unscheduled meetings, instant messaging, video conference, email,
others.

The proposal of Malone et al. [23] shares with the IP view the assumption that the
environment is predictable enough to characterize existing interdependencies but pre-
defined mechanisms can be designed for various contingencies [9]. Indeed, coordina-
tion mechanisms need to have sufficient flexibility to cope with uncertainty, novelty,
complexity and ambiguity. Uncertainly is defined as the difference between the amount
of information required to perform the task and the amount of information already
possessed by the organization [2]; novelty is featured by the newness of a process [25];
complexity means the number of interrelated elements or sub-systems within the
systems and the interdependency between them [4]; and ambiguity refers to lack of
understanding between actors [26] during organizational activities and the outputs that
they are intended to organize.
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3 Coordination Issues in Practice

3.1 Research Context

This study was performed in the architectural heritage domain. Specifically, we have
developed a deep exploration of the Iberoamerican Historical Heritage Network –

RedPHI, which was constituted in 2011 by seven universities working in material
architectural heritage management. RedPHI aims for protection and conservation of the
cultural heritage through research and consultancy projects as well as training and
divulgation of knowledge. The main objective is to manage and develop conserva-
tionist projects in the architectural, urban and landscape scope.

RedPHI Network has some particular characteristics which make it a special setting
for studying coordination in the interorganizational context. First of all, the RedPHI
work approach demands a multidisciplinary treatment, because is not only explored
from its materiality but also its relation with the human being. From the RedPHI scope,
three dimensions can be distinguished: semiotic, contextual and physical. The semiotic
dimension entails the personal interpretation and appreciation for who studies, protects,
maintains and preserves the heritage object and in some cases, for those who use it as
their home. The contextual dimension reflects the value of the heritage object,
abstracted from its context, analyzed jointly with their environment and observed as a
part of a territory. The physical dimension represents their physic, material and tangible
being. Thus, not only the objective content but a subjective attitude and a function of
the understanding enact the features that distinguish the heritage object from a terri-
torial approach. Following this perspective, the set of dimensions are not independent
but mutually related and so a heritage object can be understood as sociomaterial reality.

Second, RedPHI projects are naturally collaborative and inter-organizational in the
sense that they involve heterogeneous actors that develop specialized activities.
Activities can be performed by multiple disciplines like architects, civil and chemical
engineers, anthropologist, biologist, lawyers, among others, which work in different
organizational units as universities, research groups, government and private institu-
tions, national and international organizations and networks, and society in general.

Third, among the heterogeneous actors flow different types of information, which
change according to: the project phase being developed, the state of the project or
activity, the requirements of the client, the findings, and the types of actors that col-
laborate, among others. Information of activities in heritage projects is associated with:
task records, management, standards compliance, formalization and execution of col-
laborative work and dissemination of knowledge. This information is available mostly
in digital documents, only the architectural, structural and electrical blueprints have a
strictly material form. Most of the documentary information corresponds to unstruc-
tured narrative text and in some cases semi-structured.

3.2 Coordination Issues in Architectural Heritage Activities

Different coordination issues can be identified regarding the role of coordination in
knowledge transfer. For example, coordination needs increase when knowledge linked
to the cultural heritage is highly complex and ambiguous due to the interaction of
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knowledge specialized and the strategy of division of labor for performing specific
research activities on material cultural heritage. Ambiguity and labor division by dis-
ciplines causes a lack of common understanding between the leader and the experts, or
even among the experts themselves, which is also a problem for transferring knowl-
edge. Likewise, ambiguity increases because most of the knowledge involved in the
domain of material cultural heritage remains hidden, because of lacking of codification
and verbalization. In this sense, coordination performance depends on the actor’s
alignment level when choosing the mechanisms to coordinate, if this alignment is not
sufficient, coordination performance depends on the leader’s accountability.

In addition, the coordination process follows a non-analytic process addressed by
experts’ experience and observation capabilities and it does not include any analysis
regarding the election effects on the task performance. Moreover, the decision-making
about selecting coordination mechanisms follows an experience-based process, where
the previous use of the mechanisms is the main argument for selection. For instance,
when research is carried out in a heritage domain project, it is assumed that the set of
coordination mechanisms used in the last project will be used in the new one, so they
do not take into account the situation and contextual features of the new project as
requirements for modifying the coordination mechanisms.

Often, coordination mechanisms chosen for managing activities are not always
cognitively feasible or applicable for handling different interdependencies. For exam-
ple, face-to-face meetings is the favorite mechanism for coordinating most of the
interdependencies, but it becomes problematic when people are not located inside the
university or when there are many people participating in the same activity. In this
sense, it is necessary to use Skype in particular for interaction, but sometimes using this
technological platform is considered as specialized knowledge and people often rejects
its use. Then, people opt for face-to-face meetings between small groups of experts,
which make difficult to transfer knowledge among all actors and affects collaboration.

Furthermore, despite the fact that heritage activities are dynamic, coordination
mechanisms do not change as fast as. For example, obtaining requirements in a
restoration project requires high verbal communication to understand the object and its
characteristics and relationship with the environment, and for identifying the customer
needs and specifications around the design. The initial stage of a restoration project
includes a diagnosis of the current state of the heritage object, therefore a wide set of
coordination mechanisms such as technical visits, meetings, discussions, socializations,
brainstorming, client meetings and expert meetings are employed. However, during the
restoration activities it is necessary to use mechanisms such as technical committees,
hierarchies, authority, work plans, instant messaging, telephone calls, among others, in
order to contrast periodically the initial architectural specifications with respect to the
current state of the process, given the small tolerable margin of error in objects which
are of outstanding universal value for humanity.

Although using the same set of coordination mechanisms for all projects is not a
problem in itself, it could be problematic when the omission of alternative mechanisms
affects task performance. For example, when ontological differences emerge in a
research or consulting activity, conventional meetings is the first coordination mech-
anism applied. If there is no consensus, the project leader divides the project operation
into functional subgroups usually by disciplinary area, for example the anthropologists
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team and the architects team. However, if the differences persist, the leader determines
the ontological principles to be followed according to the client’s requirements.
However, actors are not willing to try other mechanisms that could facilitate common
understanding, such as thesauri or glossaries of legal terms, because it is considered a
superficial way which limits the expert´s interpretation capabilities, and does not allow
adding additional value from contextual analysis and interpretation.

Also, selecting coordination mechanisms is a process driven by the lower cost, this
means that the inclusion of new coordination mechanism in the current portfolio is
omitted if this involves additional resources allocation. An example of this is when the
expert team has previously performed a particular activity which is required in another
project. This experience drives experts to assume certain aspects of the heritage object
that could reduce coordination costs in obtaining client´s requirements, and also
motivates them to use the set of related mechanisms that they have previously used. But
if problems arise later in activities and/or results, coordination needs increase, which
either reinforces the use of the available mechanisms or forces the inclusion of new
ones to correct errors.

Another problem involves the limited combination of the coordination mechanisms
available. In a standard and natural way each dependency is coordinated through a set
of coordination mechanisms that are difficult to combine with others of the portfolio
and thus it can affect task performance. For instance, mechanisms such as hierarchies,
authority and working documents are used for decision making during the planning
stage, but it could also include mechanisms for project assessment, expert communities,
discussion and debates, knowledge bases, KMS, among others.

Additionally, the specification of coordination mechanisms should be proportional
to the dependencies to be managed, but sometimes the specification is not appropriate.
An example of over-specification was evidenced in multidisciplinary activities which
involve distinct working methods. This dependency was attempted to coordinate
through a Wiki. However, the Wiki became an additional database and it did not enable
collaboration, because the platform was unknown for most of the experts, so the initial
purpose of mutual adjustment for decision-making was reduced to a complementary
work support activity. An example of a sub-specification was observed in a Master’s
program in cultural heritage in one of the RedPHI members. The Masters approach was
modified in order to update the ontological and epistemological focus of heritage from
monument vision to the territory perspective, and this changes involved a deeper
discussion among teachers, but they did not take into account the students, graduates or
hiring companies’ opinions, therefore the scope of the coordination mechanism was not
adequate and its effect on performance was not what was expected.

Lastly, familiarity, availability, confidence, experience, natural and routine use,
upgrading facilities are criteria for selecting a set of technologies that support coor-
dination activities. Due to the overload of ICTs for supporting coordination, each actor
uses different technologies, in different ways, at different times and with different
people, so this shows that selecting tools is a highly situated and contextualized pro-
cess. In addition, this behavior affects the mutual understanding between actors which
in turn, affects knowledge transfer. For addressing this divergence in ICT usage,
experts with prior experience collaborating among themselves, state a common
denominator of tools and new actors must adjust to the preexisting ICT tools.
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Nevertheless, the common denominator can be too limited and eventually insufficient
to transfer the amount of knowledge and information that the project requires. In
addition, actors minimize information exchange to avoid learning new tools, due to
resource availability.

4 Request for Reframing Coordination

The above uncovers a gap between the conception and use of ICTs that support
coordination, and a lack of understanding about how this gap affects the knowledge
transfer process. This issue exceeds the scope of the mainstream IP view of coordi-
nation, because coordination problems in knowledge transfer are not a matter of
information quantity or IP capacity, but a relationship between people and coordination
technologies. This point overcomes the techno-centric view of coordination, which has
been widely studied, and suggests the need to reframe coordination.

In architectural heritage projects, experts use different coordination tools and tech-
nologies for knowledge transfer with different members of their research or consultancy
project and often selecting coordination mechanisms depends on the context, project
type, prior relationships, familiarity, cost, among other reasons and frequently the
coordination process supports dyadic relations between people in the same discipline,
faculty, university, or research group. Accordingly, selecting coordination mechanisms
is a dynamic and volatile process difficult to convert into coordination patterns. Coor-
dination practices based on a handbook of coordination mechanisms [23], seems less
appropriate for knowledge transfer because people are likely to use different tech-
nologies with different members in different ways and at different times [27], using
multiple technologies simultaneously and switching the technologies they use fre-
quently [28] and a given technology is often used interdependently with a wide swath of
other pervasive and embedded technologies [29]. According to DeSanctis and Poole,
people within the same social group (as opposed to across social groups like interpretive
field studies normally show) sometimes used the same technology in ways that were
different from their group members [30]. In addition, groups interpret technologies in
different ways, based on the social contexts in which they encounter them [31], for
instance, people in two different organizations use the same new technology differently
and, consequently, change (or not) their informal organizing in distinct ways [32].

A human agency perspective suggests that people’s work is not determined by the
technologies they employ [10]. As Orlikowski notes, people “have the option, at any
moment and within existing conditions and materials, to ‘choose to do otherwise’ with
the technology at hand” [33]. Nowadays, the social web, ubiquitous computing, haptic
devices and digital artifacts become increasingly interactive, reprogrammable, editable,
distributed, mobilizable across borders and settings [34]. This properties are enacted
through the recurrent use of a technology. They are not embodied within the tech-
nology; rather, they emerge from the ongoing and situated interactions that users have
with the technology at hand.

In addition, technology is able to perform tasks in ways which are transparent and
frequently unnoticed by humans [10]. As a result of this new perspective (and the
inherent properties), artifacts can be invoked in different ways, take initiatives
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(sometimes without explicit human intervention, but in response to other digital arti-
facts), act upon ‘digital matter’ or even create ‘digital matter’ for others to account for
[35]. This suggest examining technology use at the level of the feature instead of at the
level of the artifact, because there are considerable variations in what features people
perceive and use or what technology affords them. We respond to the preceding aspects
by using a sociomaterial approach to shift attention to the question of how coordination
mechanisms enact an active member of the social network that comprises the knowledge
transfer process and it proposes a reorientation of knowledge coordination away from
pre-identified interdependences and coordination mechanisms. This reframing is nec-
essary and timely because of the growing recognition that knowledge is inextricably
bound up with the material and social context in which it is transferred and acquired [8].

5 Sociomateriality

The theoretical perspective of sociomateriality results from various attempts to chal-
lenge the separation between humans and technologies, and it enriches our under-
standing of their interplay and dynamics. This duality perspective has dominated IS
research but it presents a conceptual difficulty when faced with the increasingly
complex materiality of everyday IS-mediated work practices [12, 36]. Sociomateriality
can be considered as an “analytical break” that can help us avoid the dichotomy that
exists between the social and the technical [28]. The concept of sociomateriality in the
information systems discipline rests on the seminal work of Orlikowski and Scott [12,
13, 37] and Leonardi [10, 11, 32] and it draws on the work of actor-network theory -
ANT [38–40].

The conception of sociomateriality “makes a distinctive move away from seeing
actors and objects as primarily self-contained entities that influence each other…away
from discrete entities of people and technology…to composite and shifting assem-
blages” [13]. While a separateness ontology assumes that human beings and things—
the social and the material—exist as separate and self-contained entities that interact
and affect each other, a relational ontology assumes that the social and the material are
inherently inseparable [13]. In this line, entities, human beings, and things exist only in
relations: they are performed and continuously brought into being through social
relations [37, 39].

Based on different ontologies, scholars are just beginning to discuss how the
relation between agencies occurs in practice. Literature discusses the relation between
agencies as entanglement [12], assemblage [41], or imbrication [10]. The metaphor of
imbrication describes the arrangement of distinct elements in overlapping patterns so
that they function interdependently. Ontologically, imbrication assumes that compo-
nents of a sociomaterial assemblage can be disentangled, separately improved and then
re-arranged, but it depends on human agency to perceive affordances and constrains
that make people unfold diverse intentions for using technology. People have the
ability to perceive whether an artifact offers diverse possibilities for action or limits
their ability to carry out their goals. According to Leonardi [10], imbrication occurs in
two ways, first, when an affordance is perceived from a technological artifact an
existing material agency is imbricated with a new human agency and people may be
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likely to change their routine. Second, when a constraint is perceived form a techno-
logical artifact, an existing human agency is imbricated with a new material agency and
then a technology changes.

Affordances are rooted in a relational ontology which gives equal play to the
material as well as the social [42]. Affordances are by definition a sociomaterial con-
struct and therefore studying affordances—through untangling the complex interactions
between multiple social actors and material artifacts—is one potential approach to
empirically analyzing sociomateriality [36]. The concept of affordances, refers to the
action potential that can be taken given a technology [10, 43, 44]. Several researchers
have advocated this concept as a promising approach to overcome the subject–object
and agency–structure oppositions that have restrained much of the research at the
intersection of technology and organizations [10, 45, 46]. By treating the entanglement
between the human action and the technological capability as a unit of analysis, the
affordance perspective provides a language for beginning to examine coordination
activities and its role in affecting the process of knowledge transferring [47]. Our use of
the term affordance is in line with Leonardi [10] focusing on how people draw on
infrastructure to construct a perception that a technology either constrains their ability
to achieve their goals, or that the technology affords the possibility of achieving new
goals. For understanding the affordances theory in the domain of architectural heritage
work, next we present an example of affordances in practice.

5.1 An Empirical Illustration: Performing an Architectural Survey
in Architectural Heritage Objects

Imbrication 1 – Hose-Based Level to Total Station. For many years, the hose-based
level has been the common way to measure settlement displacements with a high level
of accuracy using a simple tool. Two communicating vessels are interlinked with each
other by means of a hose, which contains a liquid. The level of the liquid is read off by
analogue means on a scale. Although the system is simple to use and can be easily
adapted for different areas, some mistakes could arise due to water leaks or wrong
water levels. Thus, the hose-based level tools has a margin of error that can affect
leveling studies in architectural heritage projects. The constraint explained above was
leaded by the experts changing the hose-based level by a total station, which is a
surveying equipment combination of electromagnetic distance measuring instrument
and electronic theodolite. Experts interpreted total station ability to measure level
digitally as affording them to reduce manual errors involved in reading and recording
which affect considerably the technical process performed in a heritage project. Then,
most of the architects and civil engineers started to use a total station tool in all
architectural heritage projects in order to calculate with more accuracy the land level in
a heritage object. The new work routine made the fieldwork activities less manual and
encourage experts to take advantage of a new technology for improving quality in their
heritage studies.
The use of the total station tool changed the work routine but at the same time gen-
erated new configurations to coordinate the knowledge transfer. Based on the real time
information produced by the team of four architects about design, measures, materials
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and state, data collected manually from the hose-based leveling was mostly sketched by
the architect leader in paper and then the team got feedback with results. The set of
architectural drawings enacted a coordination mechanism through which architects
shared knowledge each other. The coordination mechanism was used to connect
experience of architects and civil engineers with knowledge from other disciplines to
complement or expand the heritage analysis. Based on the architectural drawings,
sometimes it was necessary to hire additional experts i.e. topographer, so as to verify
the field measures and confirm the survey results. Later, with the final version of the
architectural drawing, the architects built a mockup (a 3D model elaborated manually)
representing the current state of the object which afforded them to make decisions
about the task sequence for the next stage project, usually the restoration activities. So
making decisions during the whole process took a lot of time. Finally, the change in
technology enacted another way to exchange information and transfer knowledge
because data collected form the total station could be downloaded to computers for
further processing and then it was possible to send file outputs by email or share it
using cloud computing. Thus, using technological devices afford experts to share new
findings easier than citing people in technical committees.

Imbrication 2 – Total Station to 3D Scanner. Although total station allows experts
to carry out activities faster than using the hose-based level, a new constraint was
perceived by workers. Using total station does not permit to optimize the execution
time required to measure by hand all the details that a specific study needs to represent.
Thus, the architectural survey took a long time making the study inefficiently, whereby
engineers had to rent additional tools affecting the budget of the project. It became clear
to experts that total station constrained their ability to perform activities at the
scheduled time. Consequently, architects and civil engineers stopped using total station
and started to use 3D Scanner. Scanners automatically acquire a so-called ‘point cloud’
with a resolution determined by the surveyor before starting the scan, the clouds
acquired will then be connected to each other through the overlapping areas acquired
from several different station points, using software that perform this type of calculation
that is defined in jargon ‘cloud-to-cloud registration’. Accordingly, when experts began
to use this new technology they found that the time spent for data capture in an
architectural survey was reduce significantly and the diagnosis and restoration time
stop was shorter. As an example, using a 3D scanner in the “Voto Nacional Church”1

enable experts to detect in one day a deviation in the position of the main religious
images on the top of the dome, but using other techniques this diagnostic would had
taken some weeks. Also, 3D scanners affords experts the ability to make deeper
analysis of the object measures and there is no need to touch the measured object,
which in some cases is not possible or desirable. Nowadays, experts use 3D scanners
depending on the heritage objects complexity (access, physic state, availability) and as
a way to save time.

1 The Basilica of the Sacred Heart of Jesus, also known as the “Voto Nacional” Church is a Catholic
basilica located in Bogotá, Colombia. The church was completed in 1916 and it was declared as a
national monument in 1975.
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Using total station afford the experts to change the method to collect data from
manual to digital techniques, enabling them the use the CAD tools as AutoCAD. Now,
the CAD design of the heritage object enact another coordination mechanism. A set of
iterations for designing are necessary to get the digital architectural drawing of a
heritage object. Now it is necessary to exchange information not only between archi-
tects, but also with the CAD expert for preparing digital layouts and sketches and
determine design elements for various structures and building components. The skill of
drawing has been lost by the architect and now is assumed by the digital design
specialist who is considered as another expert. In the technical committees, people
engage easier viewing the 3D model than the architectural drawing in paper, and urgent
decisions can be made. Using the 3D scanner, the need for drawing in AutoCAD is
reduced because the model is already built in less than thirty minutes, and using plugins
the software is able to synchronize file outputs with others applications and devices like
3D printers, thus, architects no longer need to build mockups to make decisions
because the 3D printer build it faster. Based on 3D models, experts can prioritize tasks
and budgeting from first aid interventions to additional details that can be omitted
without affecting the final result, and this allows experts to rescue the heritage object,
like a patient in an emergency room. Finally, the change in technology enact another
way to make decisions emphasizing the importance of the digital design rather than the
physical object.

Imbrication 3a – 3D Scanner to Virtual Reality. 3D scanner affords experts many
possibilities in order to capture information from complex objects, however 3D
scanners do not afford experts to get information from inside of walls, roofs, support
beams and others materials of the structure which is very important to detect water,
drainage or electricity networks as well as gas connections. Experts perceive this as
constraint because they had to use additional tools like radar detectors or x-ray scanners
which afford them to explore internal conditions of the object structure making the tests
less invasive than 20 years ago when experts must break the wall to perform vulner-
ability studies. But post processing the point cloud is another constraint, because there
is enormous work for manipulating and filtering many points in order to get useable
information before transporting this data into a 3D model. Although most of the
software platforms have combined algorithms for triangulation and surfacing of the
point cloud, manipulating and filtering data require long time as well as specialized
knowledge about how to edit the point cloud. Thus, a new change in technologies is
being planned by RedPHI experts for next years. By using virtual reality, experts and
people in general can perceive the third dimension and the “virtual investigation” of the
object become more realistic. Experts argue that this can be a more simple, natural and
correct way to analyze and present information reducing the possibility to make
evaluation mistakes due to the false prospective of the classic visualization trough
hose-based level, total stations and 3D scanners. So virtual reality can afford experts
and non-experts visualizing in only one tool all the technical information like drawings,
topographic studies, material specifications, pathological studies, etc., but also can offer
information to students, teachers, researchers, majors, specialists, entities, enthusiastic
people, and others about history, evolution, transformation, representation, projects
performed, cultural expressions, and all kind of information linked to territorial studies.
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Imbrication 3b – 3D Scanner to Total Station or Hose-Based Level. The 3D
scanner affords experts to make more productive their work with high information
quality and allowing them the possibility to represent the space detected in an inno-
vative way different to the traditional 2D. File outputs from a scanner can be processed
using diverse CAD tools producing complex and well elaborated models. Many
technological tools can be used under a license code for University membership which
they keep updated in order to teach students how to use this tools in the real life.
However, most of the governmental customers (ministry, secretaries and institutes
regarding heritage domain) prefers to analyze the traditional file outputs in 2D and
physical drawings rather than 3D models because they do not have technological
capabilities to process and analyze it. Consequently, governmental entities consider 3D
models as complementary information because for many years they have made deci-
sions without it, moreover bidding conditions include mandatory to submit the archi-
tectural drawing in paper. Thus, customer rules and governmental limitations constraint
the possibility to take advantage of the digital tools for an architectural surveys, but
also they delay the implementation of technological advances that affords many action
possibilities for supporting world and national heritage declaratory activities. Addi-
tionally, this factors limit the proactive efforts of surveying firms with scanning
capabilities. As an effect of this constraint, at the time experts want to participate in a
project financed by governmental entities, they have to change their work routine from
using high-end technology to using a total station tool, in order to accomplish tasks in
the terms demanded by the bidding conditions.

6 Discussion

This paper argues that the coordination issues in knowledge transfer can be overcome if
sociomaterial analysis is taken into account. Sociomaterial imbrications of technologies
for coordinating and work routines can only be fully understood if changing the
coordination emphasis from the how (i.e., the mode) of coordination towards the what
(content) and when (circumstances) of coordination. Following the imbrications
framework [10] we analyzed a case study of RedPHI sociomaterial imbrications and
technologies in the variety and dynamics of the field work performed by architectural
heritage experts.

As a result, three main phases of RedPHI fieldwork with different patterns of
sociomaterial imbrications were distinguished. This section compares and discusses the
results obtained through the phases. The illustrative example shows that imbrications 1,
2 and 3a are characterized by coordination, making decisions, organizational structure
and culture, capabilities and institutional influences, and generally support the findings
by Leonardi [10] about the patterns of sociomaterial imbrications. In particular, the first
three phases suggest that perceptions of constraint leads people to change their tech-
nologies while perceptions of affordance lead people to change their routines [10].
However, during the imbrication 3b characterized by coordination, capabilities and
institutional influences the pattern described above changed: the perception of con-
straints and affordances mainly led to change in organizational routines and the char-
acteristics of imbrication 1 and 2 emerged again. Despite that coordination and
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institutional influences were present at all phases the intensity of change in the insti-
tutional links and the intensity of change in the perception of affordances and con-
straints within an architectural survey significantly changed during imbrication 3b.
Governmental requirements forced the experts to use coordination mechanism that
have been replaced by changing technology in imbrications 1 and 2 and also work
routines had to be transformed but this time not for taking advantage of affordances of
new technologies but to coordinate work routines as before, using architectural
drawings in paper.

This finding shows that technological affordances can be exploited or not according
to contexts and situation and so experts must be willing to modify their coordination
strategy and mechanisms in order to accomplish tasks following the project specifi-
cations, even if experts keep capacities to produce deeper results and technology
affords possibilities to do tasks with greater impact. Our propositions are, thus, the
following. First, context and situation (i.e. technology availability, institutional rules,
and interdisciplinary work) significantly influence the dynamics of sociomaterial
imbrications of technologies and routines within and between organizations. For
example, the development process of an architectural survey were significantly influ-
enced by the fact that technology was not available for the architects, by a group of
experts able to share knowledge with other disciplines in order to complement the tasks
and by institutional requirements which lead to change coordination mechanisms.
Second, patterns of sociomaterial imbrication (i.e. change in technology or change in
routines) depends on the perception of affordances and constraints within the organi-
zation but also largely depends on interconnection between sociomaterial networks of
actors participating in the same architectural heritage project. When projects involve
heterogeneous actors, the imbrication process of human and material agencies is
affected by perceptions of affordances and constraints in other organizations with
different context, situations, characteristics, people, technology, process, and this
makes the sociomaterial coordination process more dynamic. Third, imbrications of
human and material agencies constantly produce novel changes in routines and tech-
nologies but in some cases, agencies can be disentangled, reconfigured and entangled
following previous imbrications and according to particular requirements. In this sense,
the rejection of one technology can simultaneously constitute a new change in tech-
nology as Leonardi [10] posits, but also a change in routine is possible as well. Thus,
the way that the different actors’ networks are intertwined determines the scope of new
changes in routines and technologies. Fourth, task context and situation lead to changes
in routines and technologies and thus alternative imbrications can be developed within
a project. Due to the technological diversity available among heterogeneous actors, it is
possible to adapt the work routines in multiple forms using the huge portfolio of
technologies in different ways. Thus, the sociomaterial imbrication process cannot be
considered as a linear and particular sequence [10] but as a dynamic and emergent
process led by ubiquitous and pervasive technology available for all actors.
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7 Conclusion

In this paper, we use a sociomaterial perspective on the coordination to enrich our
understanding of how imbrications of technologies that enable knowledge transfer
relationships. Specifically, findings build a link between coordination technologies,
knowledge transfer routines and the diversity of contexts and situations where coor-
dination takes place. As this paper has shown, the increasing diversity of coordination
technologies and the flexibility of knowledge transfer routines affords an opportunity to
look more closely the coordination issues in which human and material agencies
change in response to one another and change according to contextual coordination
dynamics. In addition, the affordance perspective brings the opportunity to study
coordination from the sociomaterial lens, because this approach is not based on
information processing but is practice-oriented which is distinctive of dynamic and
emergent coordination studies and affords possibilities to overcome the analytical
language of separateness between coordination mechanisms and interdependencies by
a relational language in the sense of ANT, which suggest that all coordination practices
(including knowledge transfer practices) are always configured by some specific
sociomateriality, and thus to study coordination in the knowledge transfer process, we
must study the dynamic and emergent sociomaterial (re)configurations as coordination
activities performed in practice.

Our findings are based on one case study and, therefore, by definition, only meet to
a limited extent the criterion of generalizability. Further research needs to be conducted
in other domains. In order to avoid over complexity of this analysis we did not provide
additional specific details on knowledge transfer relationships from a sociomaterial
perspective, but findings reveal a need for a deeper understanding of knowledge
transfer practices following an affordances perspective.
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Abstract. The field of Information Systems (ISs) has long been recognized, so
has Enterprise Information Systems (EISs), a field close to it. Long existing also
in organizations or enterprises is the field of records management, now pre-
dominantly digital records management (DRM), which shares the many goals of
ISs and EISs in supporting the operation and success of organizations. While the
DRM field recognized rather early in its battle to digital records challenges that
the need to establish formal collaborations with the ISs and EISs professions, it
is still rare to spot today discussions regarding such collaborations in the general
information and communication technology (ICT) literature. To help bridge the
gap, this chapter introduces to the ISs and EISs professions one of the major
developments of the international DRM field, that is, the records systems
elaborated by the InterPARES (International Research on Permanent and
Authentic Records in Electronic Systems) project, for the purpose of invoking
further discussions.

Keywords: Records systems � Information systems
Enterprise information systems � InterPARES � Chain of preservation model

1 Introduction

Records systems and information systems (ISs) including Enterprise Information
Systems (EISs) typically co-exist in organizations, in particular in those who operate
under rigorous regulatory frameworks. While lacking universally agreed definitions,
ISs and EISs can generally be understood as configurations of information and com-
munication technologies (ICTs) that are deployed in organizations for the purpose of
supporting organizations’ accomplishment of business goals [1]. Sharing the same
purpose, the organizational program for records management – now predominantly
digital records management (DRM) – claims its establishment in organizations by
facilitating the achievement of operational efficiency and effectiveness as well as legal
compliance. The DRM field recognized rather early in its battle to digital records
challenges the need to establish formal collaborations with the ISs and EISs professions
for devising ISs functional requirements and for developing long term preservation
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strategies, it is still rare, however, to spot discussions regarding such collaborations in
the information and communication technology (ICT) literature today. Working with
the understanding that both ISs/EISs and DRM are charged with the responsibilities of
serving the business needs of their sponsoring organizations, this chapter, a substantive
extension of the conference paper Organizational Records Systems - An Alternative
View to (Enterprise) Information Systems [2], analyzes the relationships between
records systems and information systems utilizing, as a representative case, the
development of the InterPARES (International Research on Permanent and Authentic
Records in Electronic Systems) project. To our knowledge, despite that research in both
the fields of information systems and records systems abound, the analysis as con-
ducted in this chapter appears to be the first of its kind. This chapter consists of 5
sections: Introduction (this section), Record(s) and Information, Information Systems
and Records Systems, InterPARES Records Systems, and Conclusions. Due to the
highly conceptual nature of the COP model, efforts are made to streamline the pre-
senting process, incorporating approaches of general account, graph depiction, and
definitions as explanations.

2 Record(s) and Information

The relationship between record(s) and information was once clear. In the paper world,
or, to be more precise, in the world where information systems were not the primary
platform for organizations to conduct their businesses, the use of the term information
suggested informal and the use of the term record(s) suggested formal. An organiza-
tional record consisted of two major parts, content and documentary form [3] and it was
recognized by the legal and judicial systems in which its creating organization was
operating. By the long established theoretical, methodological, and analytical frame-
works, the management of record(s) ensured record(s) reliability, authenticity, and
trustworthiness. Collectively, organizational records enabled the establishment and
continued existence of organizations, supported their functions and activities, and
provided them with foundations on which progression and protection could be built. In
this context, (written) information constituted the part of content of a record, and its
organization, or the shape of it, conformed to the documentary form of the record. The
existence and importance of information, therefore, was manifested in and through
records.

Digital (computer) technologies blurred the clarity of this relationship in a truly
disruptive way. The term information, along with the term data, was given a new, much
more active life by business oriented information systems, which first entered into
organizations in the form of “electronic data processing” (EDP) [4, 5] and then, of
business applications backed up with (relational) database technologies [5, 6]. With the
nonstop advancing of digital technologies, information systems become increasingly
wide-spread, common in organizations, and information is now “assets” and “life-
blood” for organizations. The once informal term started to obtain a formal status, in
either organizational policies and/or governmental regulations. For example, the
Australian Federal Government [7, 8] acknowledges formally that information is
“knowledge communicated and received” and the U.S. Federal Government [9] defines
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information in its government-wide policy as “any communication or representation of
knowledge such as facts, data, or opinions in any medium or form, including textual,
numerical, graphic, cartographic, narrative, electronic, or audiovisual forms”.

Existing in the same digital world, record(s), however, are persistently viewed by
non-records professions as in unbreakable bonds with analog formats and irrelevant to
information systems – despite the fact that the records field has been transforming the
management of analogue records into that for electronic/digital records since the early
1970s when the pioneering U.S. National Archives and Records Administration
(NARA) started to handle data files in the form of punch cards. To the deployment of
new information technologies in organizations, the management of records is always an
afterthought. For example, the system of managing electronic document(s), which were
loosely used to refer to both electronically or digitally captured paper documents,
entered organizations without making any reference to organizational records man-
agement, and email, a typical representative of the digital disruptive power, remain till
today to be a long reach of the program of organizational records management. This
reality raises questions such as whether information can replace records in organiza-
tions, whether the notion of information as records content fitting into the documentary
form of records can hold still true, and what relationships records now have with
information in information systems, etc. It is unlikely that information is going to
replace records in organizations, at least not in the current time. Organizational records
in the digital world imply still authority and maintain still their legal and judicial status.
For this reason alone, the blurred relationships between records and information could
result in ineffective operation or regulatory violation. They, therefore, warrant to be
cleared up.

To clear up the relationships between information and records in digitalized
organizations proved to be challenging. Organizations either do not have formal def-
initions for information or avoid to define it altogether. For example, the Canadian
Federal Government, while has in place a government-wide policy on information
management, provides no definitions for information – the subject of the Policy on
Information Management. Moreover, this policy treats records management as a
constituent part of information management, yet its subordinate policy instrument, the
Directive on Recordkeeping, introduces the concepts of information resources and
information resources of business value, and treats them as the subject of the Directive
– despite the title of the Directive speaks to “Recordkeeping”. Although the three
concepts of record, information resources, and information resources of business value
are formally defined (record is defined in both the Policy and the Directive with
identical words), the conceptual relationships between them, and with information,
remain problematic, if not entirely impossible, to be clearly identified. The three def-
initions are listed below for illustration purpose:

• record: for the purpose of this policy, records are information created, received, and
maintained by an organization or person for business purposes, legal obligations, or
both, regardless of medium or form [10];

• information resources: any documentary material produced in published and
unpublished form regardless of communications source, information format, pro-
duction mode or recording medium. Information resources include textual records
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(memos, reports, invoices, contracts, etc.), electronic records (e-mails, databases,
internet, intranet, data etc.), new communication media (instant messages, wikis,
blogs, podcasts, etc.), publications (reports, books, magazines), films, sound
recordings, photographs, documentary art, graphics, maps, and artefacts [11];

• information resources of business value: published and unpublished materials,
regardless of medium or form, that are created or acquired because they enable and
document decision-making in support of programs, services and ongoing opera-
tions, and support departmental reporting, performance and accountability
requirements (Ibid);

Some organizations do have a formal definition for information, such as the U.S.
Federal Government introduced above. The issue with this case is that once the general
definition of information is applied to the specific organizational setting, the distin-
guishing ability of the definition starts to fade. For example, apart from the definition of
information, the OMB Circular No. A-130 Management of Federal Information
Resources defines also federal information and public information, with the former
being “information created, collected, processed, maintained, disseminated, disclosed,
or disposed of by or for the Federal Government, in any medium or form” and the latter
being “any information, regardless of form or format, that an agency discloses, dis-
seminates, or makes available to the public”. Because both definitions are in the context
of agency operation and legal compliance, it becomes challenging to distinguish
information from records in this setting. According to Title 44 of the U.S.C., § 3301,
records “includes all recorded information, regardless of form or characteristics, made
or received by a Federal agency under Federal law or in connection with the transaction
of public business and preserved or appropriate for preservation by that agency or its
legitimate successor as evidence of the organization, functions, policies, decisions,
procedures, operations, or other activities of the United States Government or because
of the informational value of data in them” [12]. Further, for the purpose of empha-
sizing the relevance of record(s) to the digital world, the second part of the definition
explains that “the term ‘recorded’ information includes all traditional forms of records,
regardless of physical form or characteristics, including information created, manipu-
lated, communicated, or stored in digital or electronic form”. Federal information and
federal record(s), therefore, appear to largely overlap with each other in this context.

3 Information Systems and Records Systems

The ISs field came to be recognized in the 1960s [13] and has ever since been
advancing. Although missing in definitions of ISs universally accepted wordings, the
linkage between ISs and organizations appears to always exists, either explicitly or
implicitly. Internally, ISs are implemented to support the alternatively called back-
office functions such as finance management, property management, and human capital
management, and for functions facing customers or suppliers such as customer rela-
tionship management (CRM), supply chain management (SCM), sales, and marketing
etc., ISs are designed with specifications tailored to address their functional require-
ments. The linkage between ISs and organizations became completely explicit when
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the notion of Enterprise Information Systems (EISs) started to emerge in the 1980s
[14]. While choosing to use the term enterprise, EISs has never limited its applications
to only commercial organizations. Like ISs, the phrase enterprise information systems
(EISs) does not appear to be defined with consensus, and interpretations in the ICT
field vary. For example, in the editorial of the inaugural issue of the Enterprise
Information Systems journal, EISs was introduced as the equivalent to Enterprise
Resource Planning (ERP) [14], yet in Enterprise Information Systems and Imple-
menting IT Infrastructures: Challenges and Issues, EISs “comprises of information
systems such as enterprise resource planning (ERP), supply chain management (SCM),
customer relationship management (CRM) and e-commerce” [15]. Nonetheless, EISs is
generally seen as, with reference to the ineffectiveness and failures of the earlier ISs
implementations, the more logical and intelligent response to organizations’ ISs needs.
Advanced ISs and EISs are expected to better address the increasingly complex global
environment and the increasingly integrative nature of business operations.

The most basic promises of EISs lies with integration, be it business process
integration, system integration, data/information integration, or all the above. With
integration, organizations can function as a whole: business processes can be stream-
lined, information silos can be bridged, and data integrity can be better ensured. As a
result, wastes of ICT investment can be largely reduced (if not entirely avoided),
employee resistance to new technologies can be minimized, and information can be
available in real or near real time and be shared as needed irrespective of boundaries of
business units and/or organizations. Ultimately, enterprises can be leaner, more agile,
efficient and effective. Together, ISs and EISs promise to offer many qualities desired
for organizations to achieve business sustainability and competitive advantages.

Although conceptually overlapping in the digital world in terms of their subjects,
the DRM field remains to be independent from the field of information management
in general, at least in the setting of government organizations. According to Title
44 U.S.C. § 2901(2), records management means “the planning, controlling, directing,
organizing, training, promoting, and other managerial activities involved with respect
to records creation, records maintenance and use, and records disposition in order to
achieve adequate and proper documentation of the policies and transactions of the
Federal Government and effective and economical management of agency operations”
[16]. By the definition of records introduced in the previous session, records man-
agement logically include digital records management. To achieve the goals of DRM,
both policies and resources are needed, and digital technology is now one of such
indispensable resources. The application of digital technologies to records management
resulted in, most typically, the system for managing digital records, or records system.
In the field of records management, records system can be understood either narrowly
or broadly. The narrow or specific view of records system focuses on the digital
systems that manage unstructured records, such as those produced by Microsoft Word
Suite and the all kinds of email applications. The broad view, on the other hand,
addresses the entire spectrum of records management activities, regardless, thus, where
the records exist and how they look like. A records system in the narrow view is indeed
one type of business information systems because, as suggested by the above defini-
tion, records management or DRM is a business function in organizations and a
technological system handling its activities is as the same as those information systems
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that handle any other business functions. For the purpose of this chapter, the broad
view of records system is adopted and the InterPARES’ development on records
systems is chosen for the purpose of illustration and discussion.

4 InterPARES Records Systems

4.1 The InterPARES Project

The InterPARES project has been running for consecutively 16 years, in the form of
four distinguishable yet interrelated phases, that is, the completed InterPARES I–III
and the currently running InterPARES Trust (2013–2018). InterPARES phase I was
built on the influential findings of the UBC-MAS Project, entitled Preservation of the
Integrity of Electronic records, which had run from 1995 to 1997. The UBC-MAS
Project, as one of the true pioneering digital records projects international, not only
produced renewed conceptual knowledge pertinent to records and documents in digital
formats, but also the first blueprint internationally for digital technologies to be
meaningfully applied to digital records management. The DoD5015.02-STD, entitled
“Electronic Records Management Software Applications Design Criteria Standard”
(most recent edition issued on April 25, 2007), was a joint production of the UBC-
MAS project and the United States Department of Defense Records Management Task
Force, which specifies the configuration of ICTs for the management of digital records.
By nature, such records management applications are ISs, and they provide ISs
functionalities to facilitate organizations’ conduct of activities regarding digital records
management.

Initiated in 2001 and completed in 2012, InterPARES I–III extended its inquiries
into digital records in more than one ways. With hundreds of researchers and graduate
research assistants, the project had investigated a variety of research topics in a broad
realm of domains, including, for example, digital arts, electronic government, and
electronic science, against the technological backdrop of databases, document man-
agement system, and dynamic, interactive and experiential systems that heavily rely on
network technologies. As a result, the project had developed an organization/
enterprise-wide understanding of ISs, EISs, and captured it in one of its major products,
that is, the Chain of Preservation (COP) model.

4.2 The COP Model

The name of the COP model points to the ultimate objective of the InterPARES project,
that is, to ensure long-term or permanent preservation and accessibility of digital
records – a representative reflection of the mission of the records community [17]. For
the records community, this model serves both the professionals of the fields of DRM
and digital archival administration in that both work with the same materials, that is,
records, and the latter requires the former as managerial foundation. Together, these
two professions complete the lifecycle management of records, with DRM disposing
of, at any given time, records that are no longer needed and the archival administration
entities providing custody and assess to significant records that require long-term or
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permanent preservation, upon transferring from DRM. Specifically, the COP model
presents the lifecycle management in three types of systems: record-making system,
record-keeping system, and record-preservation system.

Record-Making System. To apply the broad view of records system, record-
making system in the context of the InterPARES project means “a set of rules gov-
erning the making of records, and the tools and mechanisms used to implement these
rules”. Correspondingly, the activity of record-making encompasses “the whole of the
principles, policies, rules and strategies that controls the process of creating records
from made or received documents”. It needs to point out that the concept of document
here is discipline relevant and therefore, should not be interpreted as a synonym to
records as commonly found in everyday communications. As established by the
findings of the second phase of InterPARES, the concept of document now covers
those in digital formats, and can be broadly categorized as static, interactive, and
dynamic/interactive ones. These digital documents have a convertible relationship with
digital records, that is, when certain conditions are met, digital documents can become
digital records although the formats may not be exactly the same [18, 19].

With its goal being the provision of overall control and co-ordination of the
activities that it contains, the Record-Making System is designed to consist of 3 major
activities Monitor Performance of Record-Making System (A2.1), Manage Making &
Receipt of Records (A2.2), and Manage Setting Aside of Completed Records (A2.3), as
depicted by Fig. 1 [17]. In Fig. 1 (also as in all figures that follow), arrows from the left
side represent input information and arrows from the right side represent output
information, which may also be input information for the next activity depending on
the specific situation. The arrows from top represent constrains to the activity and the
arrows from bottom represent facilities to the activity. The tunnel around (some of) the
arrows indicates that the information is relevant not only to the present activity but also
to all of its sub-activities. The outputs, therefore, are the results of a comprehensive
integration and synthesizing of all of these arrows.

A2.1 is an activity without sub-activities (indicated in the figures by the short
oblique line at the upper-left corner) and its job is to assess the efficacy of the per-
formance of the record-making system. Specifically, it is required to analyze perfor-
mance reports on the operation of each of the record-making system’s sub-activities
and issue activity directives and information on the performance of the system. The
records it generates is kept for the use in continued maintenance of the entire
COP. Both A2.2 and A2.3 are activities with sub-activities, with A2.2 aiming to
provide overall control and co-ordination of document and record making and receipt
activities and A2.3 aiming to provide overall control and co-ordination of the transfer
of executed or completed records to the recordkeeping system.

Figure 2 [17] depicts A2.2, showing its 5 sub-activities of Make Documents,
Capture Documents, Identify Documents, Declare Records, and Execute Records. It
needs to point out that the term creator in this context refers to the records-creating
organization as opposed to individual authors to a document or record. Table 1 pro-
vides definitions for these sub-activities.
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Figure 3 [17] depicts A2.3, showing its 3 sub-activities of Monitor Performance of
Record-making Transfer System, Prepare Completed Records for Transfer to
Recordkeeping System, and Transfer Completed Records to Recordkeeping System.
Table 2 provides definitions for these sub-activities.

Fig. 1. Record-making system.

Fig. 2. Making and receiving of records.
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Table 1. Definitions for A2.2 sub-activities.

Activity Definition

A2.2.1
Make
documents

To compile digital information in a syntactic manner in accordance with the
specifications of the creator’s documentary forms, integrated business and
documentary procedures and record-making access privileges

A2.2.2
Capture
documents

To record and save (i.e., affix to a digital medium in a stable syntactic
manner) particular instantiations of incoming external documents or internal
documents made by the creator in the record-making system in accordance
with the specifications of the creator’s integrated business and documentary
procedures and record-making access privileges

A2.2.3
Identify
documents

To attach to each document identity metadata that convey the action in
which the document participates and its immediate context

A2.2.4
Declare
records

To intellectually set aside records by assigning classification codes from the
classification scheme to made or received documents and adding these
codes to the identifying metadata and by assigning to the documents
registration numbers based on the registration scheme, and adding these
numbers to the identifying metadata

A2.2.5
Execute
records

To attach to each record metadata that convey information related to, and
actions taken during the course of, the formal execution phase of the
administrative procedure in which the record participates, which may also
involve transmitting documents to external physical or juridical persons and
making record copies of the sent documents

Fig. 3. Setting aside of completed records.
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Record-Keeping System. Like record-making system, the InterPARES record-
keeping system goes beyond the narrow view of technological system and refers to
the whole set of “rules governing the storage, use, maintenance and disposition of
records and/or information about records, and the tools and mechanisms used to
implement these rules”. Figure 4 [17] depicts such a system, showing the activities
designed to achieve the goal of providing overall control and co-ordination of activities
in the recordkeeping system, including records storage, retrieval and access, disposi-
tion, and monitoring of the performance of the record-keeping system.

In this context, the operation of record-keeping requires a creator to identify the
principles, policies, rules and strategies necessary to establish and maintain adminis-
trative, intellectual, and physical control over its records, and the activities of A3
Manage Records in a Recordkeeping System are designed to facilitate such an oper-
ation. A3 consists of 4 activities: A3.1 Monitor Performance of Recordkeeping System,
A3.2 Manage Maintenance of Kept Records, A3.3 Manage Access to Kept Records,
and A3.4 Manage Disposition of Kept Records, with the later 3 containing sub-
activities. Table 3 provides definitions of these activities, where preserver refers to the
entity that is given formally the authority and responsibility of managing records in a
permanent manner.

Table 2. Definitions for A2.3 sub-activities.

Activity Definition

A2.3.1
Monitor performance of record-
making transfer system

To assess the efficacy of the performance of the
record-making transfer system by analyzing reports on
the operation of record-making activities, and issue
activity directives for transfer activities and issue
information on the performance of the record-making
transfer system for use in continued maintenance of
the record-making system

A2.3.2
Prepare completed records for
transfer to recordkeeping system

To attach to completed records integrity and related
metadata that convey information related to, and
actions taken during the course of, managing the
records for records management purposes prior to
setting them aside in the recordkeeping system;
compile information about the records that is needed
to meet all transfer information requirements; and
ensure that the records are in the proper format for
transfer to the recordkeeping system as prescribed by
recordkeeping system rules and procedures and
technological requirements

A2.3.3
Transfer completed records to
recordkeeping system

To send or transmit completed records prepared for
transfer to the office responsible for the recordkeeping
function with the accompanying documentation
necessary for recordkeeping
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Fig. 4. Record-keeping system.

Table 3. Definitions for A3 sub-activities.

Activity Definition

A3.1
Monitor performance of
recordkeeping system

To assess the efficacy of the performance of the
recordkeeping system by analyzing performance reports on
the operation of recordkeeping sub-system activities, and
issue activity directives for recordkeeping activities and
information on the performance of the recordkeeping system
for use in continued maintenance of the chain of preservation
framework

A3.2
Manage maintenance of kept
records

To provide overall control and co-ordination of the
recordkeeping storage system and the records stored in the
system by managing information about kept records and their
digital components, placing the records in storage,
maintaining the digital components and monitoring the
performance of the storage system

A3.3
Manage access to kept
records

To facilitate discovery of, and manage requests for, kept
records and/or information about kept records, and monitor
the performance of the recordkeeping access system

A3.4
Manage disposition of kept
records

To provide overall control and co-ordination of records
disposition activities, including monitoring the performance
of the disposition system, processing disposition information
and, in accordance with disposition activity directives and
disposition rules and procedures, destroying kept records
and/or preparing and transferring kept records to the
designated preserver
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Figure 5 [17] depicts A3.2, showing its 3 sub-activities of A3.2.1 Manage Infor-
mation About Kept Records, A3.2.2 Manage Indexing of Kept Records, and A3.2.3
Manage Storage of Kept Records. Table 4 provides definitions for these sub-activities.

Fig. 5. Maintaining kept records.

Table 4. Definitions for A3.2 sub-activities.

Activity Definition

A3.2.1
Manage information about kept
records

To compile information about records in the
recordkeeping system and about records maintenance
activities and to provide overall control and co-
ordination of that information for use in records
appraisal activities by the preserver and in records
indexing, storage, access and disposition activities by
the creator

A3.2.2
Manage indexing of kept records

To provide overall control and co-ordination of records
indexing activities, including monitoring the indexing
system, indexing kept records and developing indexing
instruments to help facilitate records discovery and
retrieval

A3.2.2.1
Monitor performance of
recordkeeping indexing system

To assess the efficacy of the performance of the
recordkeeping indexing system by analyzing reports on
the operation of recordkeeping activities, and issue
activity directives for indexing activities and information
on the performance of the indexing system for use in
continued maintenance of the recordkeeping system

(continued)
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Table 4. (continued)

Activity Definition

A3.2.2.2
Index kept records

To establish and record access points for kept records
within the context of a controlled recordkeeping
vocabulary applied according to recordkeeping indexing
system rules, procedures and strategies

A3.2.2.3
Develop indexing instruments

To prepare tools that facilitate discovery and retrieval of
the records in the recordkeeping system, such as guides,
inventories and indexes

A3.2.3
Manage storage of kept records

To provide overall control and co-ordination of the
recordkeeping storage system and the records stored in
the system by placing the records in storage, maintaining
their digital components and monitoring the
performance of the storage system

A3.2.3.1
Monitor performance of
recordkeeping storage

To assess the efficacy of the performance of the
recordkeeping storage system by analyzing reports on
the operation of recordkeeping activities, and issue
activity directives for storage activities and information
on the performance of the recordkeeping storage system
for use in continued maintenance of the recordkeeping
system

A3.2.3.2
Place kept records in storage

To place the digital components of kept records and
their metadata into storage in accordance with the
procedures for maintaining authentic records and the
actions prescribed by the recordkeeping storage system
strategies, rules and procedures and activity directives

A3.2.3.3
Maintain records in
recordkeeping storage system

To monitor the storage of kept records and their digital
components and metadata, periodically back-up the
recordkeeping storage system and, as necessary, correct
problems with and update the digital components, and/or
refresh storage media to ensure the records in the system
remain accessible, legible and intelligible over time

A3.2.3.3.1
Monitor kept records in storage

To keep track of the condition and maintenance
requirements of kept records and their digital
components–more specifically, their digital components
and metadata–and the media on which they are stored in
the recordkeeping storage system to identify storage that
needs backing-up, digital components and/or metadata
that need correcting or updating and media that need
refreshing; and to issue reports on maintenance activities

A3.2.3.3.2
Back-up recordkeeping storage
system

To routinely make a copy of all digital content in the
recordkeeping storage system, including the operating
system, the software applications and all digital objects
in the system, for the purpose of recovery in the event of
a disaster resulting in system failure or corruption, and
record information about these back-up activities

(continued)
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Table 4. (continued)

Activity Definition

A3.2.3.3.3
Correct problems with kept
records in storage

To take the actions prescribed by the recordkeeping
storage system strategies, rules and procedures and
activity directives, in accordance with the procedures for
maintaining authentic records, to eliminate problems in
storage, and record information about these correction
activities

A3.2.3.3.4
Update kept records in storage

To carry out conversion actions on the digital
components of stored kept records in accordance with
the procedures for maintaining authentic records and the
actions prescribed by the recordkeeping storage system
strategies, rules and procedures and activity directives,
to ensure the records remain accessible, legible and
intelligible over time (such as by migration,
standardization or transformation to persistent form),
and record information about these updating activities

A3.2.3.3.5
Refresh media for kept records
in storage

To copy or transfer the digital components of kept
records in storage from one medium to another, or
otherwise ensure the storage medium remains sound, in
accordance with the procedures for maintaining
authentic records and the actions prescribed by the
recordkeeping storage system strategies, rules and
procedures and activity directives, and record
information about these media refreshment activities

Fig. 6. Access to kept records.
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Table 5. Definitions for A3.3 sub-activities.

Activity Definition

A3.3.1
Monitor performance of
recordkeeping access system

To assess the efficacy of the performance of the
recordkeeping access system by analyzing reports on
the operation of recordkeeping activities, and issue
activity directives for access activities and
information on the performance of the recordkeeping
access system for use in continued maintenance of the
recordkeeping system

A3.3.2
Facilitate discovery of kept records
and/or information

To provide authorized internal and external users
access to, and assistance in the use of, the tools and
resources necessary to support querying and
searching for, and discovery of, information, records
and/or records aggregates in the recordkeeping
system suited to a particular inquiry or purpose

A3.3.3
Manage requests for kept records
and/or information

To provide overall control and co-ordination of
internal and external requests for access to records
and/or information about kept records by processing
access requests, retrieving digital components for
requested records and/or information, verifying
retrieved components and information and providing
access to retrieved records and/or information

A3.3.3.1
Process requests for kept records
and/or information

To register access requests for kept records and/or
information, translate them, define request
specifications, generate retrieval requests and account
for any problems with processing requests

A3.3.3.1.1
Register recordkeeping access
requests

To record registration information about received
requests for access to kept records and/or information
about the records and issue notifications of receipt to
the persons requesting the records

A3.3.3.1.2
Retrieve information to process
recordkeeping access requests

To gather the information, from indexing
instruments, record profiles and other recordkeeping
tools, needed to process access requests for kept
records and/or information about records

A3.3.3.1.3
Generate recordkeeping retrieval
requests

To translate access requests for kept records and/or
information into requests to the recordkeeping
storage and information systems for retrieval of the
exact digital components and/or information required
to fulfil the access requests

A3.3.3.1.4
Generate recordkeeping requests
specifications

To issue instructions to the recordkeeping retrieval
and access systems on how to fulfil requests for kept
records and/or information about the records based on
analyses of the requests and processing information
in relation to recordkeeping access system strategies,
rules and procedures (including procedures for
maintaining authentic records) and access privileges

(continued)
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Table 5. (continued)

Activity Definition

A3.3.3.2
Retrieve requested kept records
and/or information

To output copies of digital components of records,
information about digital components of records,
rendering information about records and/or content
information about records retrieved from storage in
the recordkeeping system in response to retrieval
requests for components and/or information

A3.3.3.3
Verify retrieved kept records and/or
information

To determine whether all components and
information necessary to satisfy requests for kept
records and/or information about kept records have
been received and can be processed for output and, in
cases where digital components are encountered that
need updating or correcting, redirect them (or
information about the problems encountered) to the
maintenance function of the recordkeeping storage
system

A3.3.3.4
Provide access to retrieved kept
records and/or information

To fulfil access requests by either reconstituting the
retrieved digital components of kept records and/or
information in authentic form and presenting the
manifested records or information to users, or by
packaging the retrieved digital components with
information about how to reconstitute and present the
records and/or information with the appropriate
extrinsic form and issuing the packaged materials to
users, and account for the success or failure of either
activity

A3.3.3.4.1
Reconstitute kept records and/or
information

To link or assemble all the verified digital
components of requested kept records and/or
information about kept records as necessary to
reproduce and present the records and/or information
in authentic form and, if necessary, redact records
and/or information to meet privacy and/or copyright
requirements

A3.3.3.4.2
Manifest kept records and/or

To present copies of the reconstituted requested kept
records and/or requested information about the
records with the appropriate extrinsic form and with
information about their relationships to one another
(archival bond) and, if requested, produce a
Certificate of Authenticity for the records copies

A3.3.3.4.3
Package kept records and/or
information for output

To combine the digital components of the requested
kept records and/or requested information about kept
records with information on how to reconstitute and
manifest the records or information with the
appropriate extrinsic form
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Figure 6 [17] depicts A3.3, showing its 3 sub-activities of A3.3.1 Monitor Per-
formance of Recordkeeping Access System, A3.3.2 Facilitate Discovery of Kept
Records and/or Information, and A3.3.3 Manage Requests for Kept Records and/or
Information. Table 5 provides definitions of these sub-activities including those to
A3.3.3.

Figure 7 [17] depicts A3.4, showing its 5 sub-activities of A3.4.1 Monitor Per-
formance of Disposition System, A3.4.2 Identify Kept Records for Disposition, A3.4.3
Destroy Kept Records, A3.4.4 Prepare Kept Records for Transfer to Designated Pre-
server, and A3.4.5 Transfer Kept Records to Designated Preserver. Table 6 provides
definitions for these sub-activities, none of which has sub-activities.

Record-Preserving System. Record-preserving system encompasses both rules gov-
erning the permanent intellectual and physical maintenance of acquired records and the
tools and mechanisms needed to implement these rules. As the last type of records
system in the COP model, it aims to provide overall control and co-ordination of
activities in the permanent preservation system, including records appraisal and
selection, acquisition, description, storage, retrieval and access, and monitoring of the
performance of the permanent preservation system. To that end, the designated pre-
server is required to ical and technological stabilization and protecting the intellectual
form of acquired/accessioned records, thus enabling records’ “continuing, enduring,
stable, lasting, uninterrupted and unbroken chain of preservation” [17]. Figure 8 [17]
depicts the permanent preservation system, showing its 5 activities of A4.1 Monitor

Fig. 7. Disposing of kept records
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Performance of Permanent Preservation System, A4.2 Appraise Records for Permanent
Preservation, A4.3 Acquire Selected Records, A4.4 Preserve Accessioned Records, and
A4.5 Output Records, with the later 4 containing their own sub-activities. Table 7
provides definitions for these activities.

Figure 9 [17] depicts the 4 sub-activities of A4.2: A4.2.1 Monitor Performance of
Preservation Selection System, A4.2.2 Analyze Kept Records for Preservation, A4.2.3
Make Appraisal Decisions, and A4.2.4 Monitor Appraisal Decisions, with A4.2.2
showing to contain its own sub-activities. Table 8 provides definitions for these sub-
activities including those to A4.2.2.2, A4.2.2.3, and A4.2.2.2.2.

Figure 10 [17] depicts the 3 sub-activities of A4.3: A4.3.1 Monitor Performance of
Preservation Acquisition System, A4.3.2 Process Records Transfers, and A4.3.3
Accession Records, with A4.3.2 showing to contain its own sub-activities. Table 9
provides definitions for the sub-activities.

Table 6. Definitions for A3.4 sub-activities.

Activity Definition

A3.4.1
Monitor performance of
disposition system

To assess the efficacy of the performance of the
recordkeeping disposition system by analyzing reports
on the operation of recordkeeping activities, and issue
activity directives for disposition activities and
information on the performance of the recordkeeping
storage system for use in continued maintenance of the
recordkeeping system

A3.4.2
Identify kept records for
disposition

To identify records and information about records in the
recordkeeping system earmarked either for destruction or
transfer to the designated preserver, as determined by the
creator’s retention schedule

A3.4.3
Destroy kept records

To obliterate kept records, and information related to the
records, identified for destruction and provide
documentation about the records destroyed

A3.4.4
Prepare kept records for transfer
to designated preserver

To attach to kept records integrity and related metadata
about actions taken during the course of preparing the
records for transfer to the designated preserver in
accordance with the terms and conditions of transfer, and
compile information about the records that is needed to
meet all transfer information requirements

A3.4.5
Transfer kept records to
designated preserver

To send or transmit kept records prepared for transfer to
permanent preserver (or, as applicable, the office of the
creator responsible for the permanent preservation
function) with the accompanying documentation
necessary for permanent preservation
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Fig. 8. Record-preserving system/records permanent preservation system.

Table 7. Definitions for A4 sub-activities.

Activity Definition

A4.1
Monitor performance of permanent
preservation system

To assess the efficacy of the performance of the permanent
preservation system by analyzing performance reports on the
operation of permanent preservation sub-system activities, and issue
activity directives for preservation activities and information on the
performance of the permanent preservation system for use in
continued maintenance of the chain of preservation framework

A4.2
Appraise records for permanent
preservation

To make appraisal decisions by compiling information about kept
records and their context, assessing their value, and determining the
feasibility of their preservation; and to monitor appraised records and
appraisal decisions to identify any necessary changes to appraisal
decisions over time

A4.3
Acquire selected records

To bring records selected for permanent preservation into the custody
of the preserver by registering and verifying transfers, confirming the
feasibility of preservation, and accessioning the records or rejecting
transfers if they are inadequate

A4.4
Preserve accessioned records

To manage information about, and the description and storage of,
records acquired for permanent preservation

A4.5
Output records

To facilitate discovery of records and/or information about records in
the permanent preservation system, manage requests for preserved
records and/or information about the records and monitor the
performance of the permanent preservation access system
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Fig. 9. Appraising records for permanent preservation.

Table 8. Definitions for A4.2 sub-activities.

Activity Definition

A4.2.1
Monitor performance of preservation
selection system

To assess the efficacy of the performance of the
permanent preservation selection system by
analyzing reports on the operation of preservation
activities, and issue activity directives for selection
activities and information on the performance of the
permanent preservation selection system for use in
continued maintenance of the permanent
preservation system

A4.2.2
Analyze kept records for preservation

To assess information concerning the kept records
being appraised, including their contexts, value and
preservation feasibility

A4.2.2.1
Analyze information about records

To collect, organize, record and assess relevant
information from the kept records being appraised
and about their juridical-administrative,
provenancial, procedural, documentary and
technological contexts

A4.2.2.2
Assess value of records

To analyze and judge: (1) the capacity of records
being appraised to serve the continuing interests of
their creator and society; and (2) the grounds for
presuming the records to be authentic

(continued)
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Table 8. (continued)

Activity Definition

A4.2.2.2.1
Assess continuing value of records

To analyze and judge the capacity of records being
appraised to serve the continuing interests of their
creator and society

A4.2.2.2.2
Assess authenticity of records

To analyze and judge the grounds for presuming
records being appraised to be authentic

A4.2.2.2.2.1
Compile evidence supporting the
presumption of authenticity

To collect, organize and record evidence of the
identity and integrity of records being appraised and
about the procedural controls applied to them, to
support the presumption of authenticity of those
records

A4.2.2.2.2.2
Measure evidence against
requirements for authentic
records

To compare the evidence compiled about the
identity, integrity and procedural controls of the
records being appraised with the requirements for
authentic records

A4.2.2.2.2.3
Verify authenticity

To use verification methods to determine the
authenticity of records being appraised in cases
where there is insufficient evidence to meet the
requirements for presuming the authenticity of
records

A4.2.2.2.3
Determine value of records

To establish the value of records being appraised
based on assessments of their continuing value and
their authenticity

A4.2.2.3
Determine feasibility of preservation

To identify the elements and digital components of
the records being appraised, reconcile their
preservation requirements with the preserver’s
current and anticipated preservation capabilities, and
provide documentation about the digital
components to be preserved and the feasibility of
preservation

A4.2.2.3.1
Determine record elements to be
preserved

To identify the necessary documentary components
(e.g., record profile, attachments, annotations, etc.)
and elements of form (e.g., author, date, subject line,
etc.) of records to be preserved to determine which
record elements must be preserved to protect the
authenticity of those records

A4.2.2.3.2
Identify digital components to be
preserved

To identify the digital components that manifest the
record elements that need to be preserved to protect
the authenticity of records selected for permanent
preservation

(continued)
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Table 8. (continued)

Activity Definition

A4.2.2.3.3
Reconcile preservation
requirements with preservation
capabilities

To determine whether the digital components
manifesting the record elements that need to be
preserved to protect the authenticity of records
selected for permanent preservation can in fact be
preserved given the preserver’s current and
anticipated preservation capabilities

A4.2.3
Make appraisal decisions

To decide on and document the retention and
disposition of records based on valuation and
feasibility information, and to agree on and
document the terms and conditions of transfer of the
records to the preserver

A4.2.4
Monitor appraisal decisions

To keep track of appraisal decisions in relation to
subsequent developments within the creator’s
and/or preserver’s activities that might make it
necessary to adjust or redo an appraisal, such as
substantial changes to: (1) appraised records and/or
their context, (2) the creator’s organizational
mandate and responsibilities, (3) the creator’s
record-making or recordkeeping activities or
systems, (4) the preserver’s records preservation
activities or systems and/or (5) the preserver’s
organizational mandate and responsibilities

Fig. 10. Acquiring selected records.
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Table 9. Definitions for A4.3 sub-activities.

Activity Definition

A4.3.1
Monitor performance of
preservation acquisition system

To assess the efficacy of the performance of the
permanent preservation acquisition system by analyzing
reports on the operation of preservation activities, and
issue activity directives for acquisition activities and
information on the performance of the permanent
preservation selection system for use in continued
maintenance of the permanent preservation system

A4.3.2
Process records transfers

To register records transfers received by the designated
preserver, confirm the authorization for the transfers,
verify their content, confirm the authenticity of the
records in the transfers and confirm the feasibility of
preserving the transferred records

A4.3.2.1
Register transfers

To record registration information about received
transfers and issue notifications of receipt to the persons
transferring the records

A4.3.2.2
Confirm authorization for
transfers

To verify the authority for transfer of records selected for
preservation and, in cases of unauthorized transfers, issue
notifications of rejection of transfer to the persons
transferring the records

A4.3.2.3
Verify content of transfers

To determine whether transfers of records selected for
preservation have been successfully transmitted (i.e., are
not corrupted) and include all records and aggregates of
records specified in the terms and conditions of the
transfers and, in corrupted or unverified cases, issue
notifications of rejection of transfer to the persons
transferring the records

A4.3.2.4
Confirm authenticity of records

To determine whether the assessment of the authenticity
of the creator’s records being transferred, which was
conducted as part of the appraisal process, is still valid by
verifying that the attributes relating to the records’
identity and integrity have been carried forward with
them along with any relevant documentation

A4.3.2.5
Confirm feasibility of
preservation

To confirm that the determinations of the feasibility of
preservation made during the process of appraisal are
still valid and, in unconfirmed cases, issue notifications
of rejection of transfer to the persons transferring the
records

A4.3.3
Accession records

To formally accept records selected for permanent
preservation into custody and document transfers in
accessions documentation
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Fig. 11. Preserving accessioned records.

Table 10. Definitions for A4.4 sub-activities.

Activity Definition

A4.4.1
Manage information about preserved
records

To compile information about records in the permanent
preservation system and about records preservation
activities and to provide overall control and co-
ordination of that information for use in records
selection, acquisition, description, storage and access
activities

A4.4.1.1
Monitor performance of preservation
information system

To assess the efficacy of the performance of the
permanent preservation information system by
analyzing reports on the operation of preservation
activities, and issue activity directives for information
activities and information on the performance of the
permanent preservation selection system for use in
continued maintenance of the permanent preservation
system

A4.4.1.2
Compile information for
preservation

To collect, organize and record relevant appraisal,
acquisition, accession and preservation information
about acquired records for their preservation,
description, storage, retrieval and output

A4.4.1.3
Update information on preservation
actions

To record information about actions taken to back-up,
correct, update and refresh digital components of
records acquired for permanent preservation or their
storage

(continued)
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Table 10. (continued)

Activity Definition

A4.4.2
Manage arrangement of preserved
records

To provide overall control and co-ordination of records
arrangement activities

A4.4.3
Manage description of preserved
records

To provide overall control and co-ordination of records
description activities, including monitoring the
preservation description system, describing preserved
records and developing description instruments

A4.4.3.1
Monitor performance of preservation
description system

To assess the efficacy of the performance of the
permanent preservation description system by
analyzing reports on the operation of preservation
activities, and issue activity directives for description
activities and information on the performance of the
permanent preservation selection system for use in
continued maintenance of the permanent preservation
system

A4.4.3.2
Describe preserved records

To record information about the nature and make-up of
records acquired for permanent preservation and about
their juridical-administrative, provenancial, procedural,
documentary and technological contexts, as well as
information about any changes they have undergone
since they were first created

A4.4.3.3
Develop description instruments

To prepare tools that provide intellectual and physical
control over the records in the preservation system,
such as guides, inventories, indexes, repository
locators and related finding aids

A4.4.4
Manage storage of preserved records

To provide overall control and co-ordination of the
permanent preservation storage system and the records
stored in the system by placing the records in storage,
maintaining their digital components and monitoring
the performance of the storage system

A4.4.4.1
Monitor performance of permanent
preservation storage system

To assess the efficacy of the performance of the
permanent preservation storage system by analyzing
reports on the operation of preservation activities, and
issue activity directives for storage activities and
information on the performance of the permanent
preservation selection system for use in continued
maintenance of the permanent preservation system

A4.4.4.2
Place preserved records in storage

To place the digital components of preserved records
and their metadata into storage in accordance with the
procedures for maintaining authentic copies of records
and the actions prescribed by the preservation storage
system strategies, rules and procedures and activity
directives

(continued)
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Table 10. (continued)

Activity Definition

A4.4.4.3
Maintain records in permanent
preservation storage system

To monitor the storage of preserved records and their
digital components, periodically back-up the
permanent preservation storage system and, as
necessary, correct problems with and update the digital
components, and/or refresh storage media to ensure the
records in the system remain accessible, legible and
intelligible over time

A4.4.4.3.1
Monitor preserved records in
storage

To keep track of the condition and maintenance
requirements of preserved records—more specifically,
their digital components and metadata–and the media
on which they are stored in the permanent preservation
storage system to identify storage that needs backing-
up, digital components and metadata that need
correcting or updating and media that need refreshing;
and to issue reports on maintenance activities

A4.4.4.3.2
Back-up preservation storage

system

To routinely make a copy of all digital content in the
preservation storage system, including the operating
system, the software applications and all digital objects
in the system, for the purpose of recovery in the event
of a disaster resulting in system failure or corruption,
and record information about these back-up activities

A4.4.4.3.3
Correct problems with preserved
records in storage

To take the actions prescribed by the preservation
storage system strategies, rules and procedures and
activity directives, in accordance with the procedures
for maintaining authentic copies of records, to identify
and eliminate problems in storage to ensure that the
records remain accessible, legible and intelligible over
time; and record information about these correction
activities

A4.4.4.3.4
Update preserved records in
storage

To carry out conversion actions on the digital
components of preserved records in storage in
accordance with the procedures for maintaining
authentic copies of records and the actions prescribed
by the preservation storage system strategies, rules and
procedures and activity directives, to ensure the records
remain accessible, legible and intelligible over time
(such as by migration, standardization or
transformation to persistent form), and record
information about these updating activities

A4.4.4.3.5
Refresh media for preserved
records in storage

To copy or transfer the digital components of preserved
records in storage from one medium to another, or
otherwise ensure the storage medium remains sound, in
accordance with the procedures for maintaining
authentic copies of records and the actions prescribed
by the preservation storage system strategies, rules and
procedures and activity directives, and record
information about these media refreshment activities
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Fig. 12. Outputting records.

Table 11. Definitions for A4.5 sub-activities.

Activity Definition

A4.5.1
Monitor performance of preservation
access system

To assess the efficacy of the performance of the
permanent preservation access system by analyzing
reports on the operation of preservation activities,
and issue activity directives for access activities and
information on the performance of the permanent
preservation access system for use in continued
maintenance of the permanent preservation system

A4.5.2
Facilitate discovery of preserved
records and/or information

To provide authorized internal and external users
with mediated access to and, as necessary, assistance
in the use of, the tools and resources needed to
support querying and searching for information,
records and/or records aggregates in the permanent
preservation system

A4.5.3
Manage requests for preserved
records and/or information

To provide overall control and co-ordination of
internal and external requests for access to preserved
records and/or information about the records by
processing access requests, retrieving digital
components for requested records and/or
information, verifying retrieved components and
information and providing access to retrieved records
and/or information

(continued)
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Table 11. (continued)

Activity Definition

A4.5.3.1
Process requests for preserved
records and/or information

To register access requests for preserved records
and/or information, translate them, define request
specifications, generate retrieval requests and account
for any problems with processing access requests

A4.5.3.1.1
Register preservation access
requests

To record registration information about received
requests for access to preserved records and/or
information about the records and issue notifications
of receipt to the persons requesting the records

A4.5.3.1.2
Retrieve information to process
preservation access requests

To gather the information, from description
instruments and other preservation information,
needed to process access requests for preserved
records and/or information about records

A4.5.3.1.3
Generate preservation retrieval
requests

To translate access requests for preserved records
and/or information translated into requests to the
permanent preservation storage and information
systems for retrieval of the exact digital components
and/or information required to fulfil the access
requests

A4.5.3.1.4
Generate preservation requests
specifications

To issue instructions to the preservation retrieval and
access systems on how to fulfil requests for preserved
records and/or information about the records based
on analyses of the requests and processing
information in relation to preservation retrieval and
access systems’ strategies, rules and procedures
(including procedures for maintaining authentic
copies of records) and access privileges

A4.5.3.2
Retrieve requested preserved
records and/or information

To output copies of digital components of records,
information about digital components of records,
rendering information about records and/or content
information about records retrieved from storage in
the permanent preservation system in response to
retrieval requests for components and/or information
and in accordance with any request specifications

A4.5.3.3
Verify retrieved preserved records
and/or information

To determine whether all components and
information necessary to satisfy access requests for
preserved records and/or information about the
records have been received and can be processed for
output and, in cases where digital components are
encountered that need updating or correcting, redirect
them, along with information about the problems
encountered, to the maintenance function of the
permanent preservation storage system for further
action

(continued)
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Figure 11 [17] depicts the 4 sub-activities of A4.4: A4.4.1 Manage Information
About Preserved Records, A4.4.2 Manage Arrangement of Preserved Records, A4.4.3
Manage Description of Preserved Records, and A4.4.4 Manage Storage of Preserved
Records, with A4.4.1, A4.4.3, and A4.4.4 showing to contain their own sub-activities.
Table 10 provides definitions for these sub-activities including those to A4.4.4.3.

Figure 12 [17] depicts the 3 sub-activities of A4.5: A4.5.1 Monitor Performance of
Preservation Access System, A4.5.2 Facilitate Discovery of Preserved Records and/or
Information, and A4.5.3 Manage Requests for Preserved Records and/or Information,
with A4.5.3 showing to contain sub-activities. Table 11 provides definitions for these
sub-activities including those to A4.5.3.1 and A4.5.3.4.

Table 11. (continued)

Activity Definition

A4.5.3.4
Provide access to retrieved
preserved records and/or
information

To fulfil access requests by either reconstituting the
retrieved digital components of preserved records
and/or information in authentic form and presenting
the manifested records or information to users, or by
packaging the retrieved digital components with
information about how to reconstitute and present the
records and/or information with the appropriate
extrinsic form and issuing the packaged materials to
users, and account for the success or failure of either
activity

A4.5.3.4.1
Reconstitute preserved records
and/or information

To link or assemble all the verified digital
components of requested preserved records and/or
information about preserved records as necessary to
reproduce and present the records and/or information
in authentic form and, if necessary, redact
information to meet privacy and/or copyright
requirements

A4.5.3.4.2
Manifest preserved records and/or
information

To present copies of the reconstituted requested
preserved records and/or requested information about
the records with the appropriate extrinsic form and
with information about their relationships to one
another (archival bond) and, if requested, produce a
Certificate of Authenticity for the records copies

A4.5.3.4.3
Package preserved records and/or
information for output

To combine the digital components of the requested
preserved records and/or requested information about
preserved records with information on how to
reconstitute and manifest the records or information
with the appropriate extrinsic form
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5 Conclusion

From the above illustration, it can be concluded that for the digital records management
field, ISs and EISs are record-making systems. These systems handle data and infor-
mation flows to support business operations and are motivated by efficiency and
convenience. Depending on the specific designs and/or clients’ customization
requirements, such primarily record-making systems may incorporate certain record-

Fig. 13. ISs/EISs and records systems.
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keeping functionalities, yet it can hardly be said that ISs and EISs are sufficient in
satisfying the requirements of organizational records management. For records to be
managed as records, the control of records must go beyond individual information
systems and the understanding of the value of the records must be from the viewpoint
of the entire enterprise, taking into considerations of both internal and external
requirements. The design and the articulation of the three types of records systems as
depicted in the COP model are driven by this holistic view. ISs and EISs are designed
to streamline the conduct of business activities and are equipped with standard features
of control and security. They may very well be sufficient for current operation and
immediate usage but inherently, they are not ready for such complicated processes as
records appraisal and disposition – the hallmarks of records management. Figure 13
depicts the high-level relationships between records systems and ISs/EISs.

It is not unusual for a digital records management system to be implemented in
enterprises, such as those certified by the DoD5015.2-STD or the MoReq 2010
Specification, to manage their unstructured digital records. However, transaction-
oriented ISs and certainly EISs are normally left out of the control of organizational
digital records management program, an issue that is not fully acknowledged by the ISs
and EIS fields. ISs and EISs have been continuously advancing, and with the
increasingly wide deployment of cloud infrastructure/services, they are becoming more
powerful and ubiquitous. Still, these systems lack typically the functionalities that
focus on systematic and consistent management of organizational information in the
form of records, a stance that views the enterprise as a whole and as an integral part of
society. As such, future research needs to focus on concrete cases and specific types of
information systems for the purpose of establishing principles and guidelines for
system designs and implementations that take into considerations of all relevant factors.
It is a call by this chapter, therefore, to forge meaningful collaborations between the
records profession and the ISs/EISs field so that the joint force can collectively ensure
the trustworthiness of organizational digital records, maximize their value realization,
and guarantee records accessibility for as not only long as the enterprise exists but also
as society needs them.
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