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Abstract. The recognition of hand gestures is still a challenging task in
real-life scenarios, especially when the hardware is restricted to a cheap
optical camera. The first step in such systems is to find at least one hand
that can be tracked in order to identify postures or gestures. We pro-
pose a robust and real-time method that is able to reliably detect the
hand in various environments to initialize hand-gesture communication.
It is based on an innovative combination of different sources of infor-
mation (colour, motion, trajectory) and a dynamic hand-wave gesture
commencing hand tracking and hand gesture recognition.
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1 Introduction

The research on human-machine interaction based on visual gestures can look on
a history, which longs back to the mid-90th. The progress of research and devel-
opment led even to a dedicated book [1]. Nevertheless, until today, it remains
difficult to identify the hand and to decide about its actions when the illumina-
tion and the background can be arbitrary or they are even changing.

Hand detection got a push with the availability of affordable depth cameras.
Depth information benefits the detection of object contours and extends the
scene analysis to the third dimension. As depth cameras output infra-red light,
they also can measure the distances of objects in dark environments. This advan-
tage turns into a drawback in scenarios where the objects are exposed to bright
sunlight, which contains a significant amount of infra-red radiation disturbing
the camera light [2]. Another problem arises, when there are other objects (head
or body) having the same distance as the hand and it cannot immediately be
decided which pixels belong to the hand.

The intention of the proposed approach is to provide a reliable low-cost and
real-time technology that quickly determines the position of an operating hand
in an arbitrary scene. This detection is the prerequisite, for example, for the
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subsequent tracking and posture or gesture classification. The performance is
demonstrated under various conditions.

As soon as the position of the hand centroid can be reliably determined in
each frame of an image sequence, the tracking of the hand and further processing
is possible. Information from the time-line can even benefit the detection process,
since it can be assumed that the hand does not arbitrarily jump from one position
to another, for example.

2 Related Work and Proposal

Hand detection can be described as a segmentation problem where different
features are needed for the discrimination between the object of interest and
the remaining content of the image (i.e. background and other objects). These
features are mainly derived from colour, texture, motion, and/or depth. While
textural information is hardly used for foreground-background classification, it
is typically required for the derivation of motion information. There are also
attempts to find hands based on texture, as for instance in [3].

This paper focusses on hand detection based on colour and motion informa-
tion. Depth information is not considered yet, because the low-cost restriction
limits the required hardware to a simple web camera. The aim is to make full use
of the information provided by the optical camera. However, the proposed app-
roach does not exclude the possible integration of depth information in future
set-ups.

There have been numerous attempts in the past to solve the problem of
detection and tracking. The majority of them is limited to fixed conditions. A
typical (and wrong) assumption is that there is something like “skin colour”
and this is enough to distinguish between hand and background. This colour
is mostly defined either by one or more regions in the three-dimensional colour
space, or each RGB-triple is assigned a probability of belonging to skin. Videos
from real-life show, however, that there can be many objects in the background
also having skin-like colour, including the body (e.g. forearm or the face) of the
operator. In addition, the illumination may heavily influence the appearance.
Shifts in the RGB values can be observed as well as shaded areas or bright
reflections in the hand region depending on the position of the light source. In
[4] this had been already taken into account and a more advanced technique
was proposed combining colour and motion information, while the uncertainty
in finding the correct hand position was compensated using a Hidden-Markov
model.

The problem of hand detection has also been addressed in a different con-
text than tracking and gesture recognition. [5] discusses an approach that tries
to find all hands in still images. Based on three methods working in parallel
and utilising oriented gradients, skin colour, and face and arm detection, the
hand positions and their rotated bounding boxes are determined. While showing
excellent detection performance, this approaches is far too complex for real-time
application.
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A significant step towards reliable hand tracking including the provision of
the hand shape has been presented by Stergiopoulou and his co-workers [6].
They also combine colour and motion information, while the initial colour model
adapts to the actual image content. Besides of this, a background model contain-
ing the skin-like regions has been used to improve the detection. [6] also serves as
a good review of earlier proposals, which cannot be discussed here again. Recent
successes in image classification with convolutional neural networks (CNN) have
also inspired investigations into object detection. In [7], CNNs are used to find
hands in still images with high reliability, while in [8] the detection approach is
part of a hand segmentation and activity recognition process. However, the high
computing effort does not allow real-time applications with low-cost hardware.

This paper proposes a novel method that initially identifies the operating
hand based on a probabilistic and innovative combination of colour information,
motion information, and trajectory. The influence of skin-coloured background
is significantly reduced by applying a background model that is updated frame
by frame. Even moving objects such as other hands or faces are effectively sup-
pressed. The overall complexity remains low so that real-time applications are
possible.

3 Method

The underlying idea of the proposed detection approach is to use a hand-wave
gesture. This has at least three advantages. Firstly, a wave gesture is intuitive,
like “hello, here I am”. It is similar to the initial voice command used in voice-
controlled devices, like Amazon Echo or Apple’s Siri. Secondly, this gesture does
not require hand contours or other precise information and, therefore, it can be
recognised based on relative simple techniques. Thirdly, the detection is robust
as it combines colour, motion, and constraints on the hand-position sequence,
while minimizing the chance of false detections of other skin coloured objects.

In our system, the captured images are resized down to 320 x 240 pix-
els ensuring a real-time processing on state-of-the-art computers. All empiric
thresholds are related to this size, if not differently stated. The next subsections
describe how the necessary information is derived and combined.

3.1 Colour Information

Based on the ideas of [10] a skin-colour model is established that defines for
each RGB triplet a probability of belonging to a skin region. These probabilities
have been learned once in an offline training phase based on annotated pictures
(HGR and ECU data banks [10,11]). The probability of colour ¢ belonging to a
skin region is determined by

. n c7X .
Ppredef(5k2n|c) = (TL(C;?Z)”)’

(1)
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with n(c, Xsxin) being the frequency that this colour occurred in a skin region
and n(c, X) being the total number of observations of this colour.

As already discussed in the introduction, such a predefined (offline trained)
model might fail when the actual light conditions produce divergent colours.
To overcome this problem, we implement a second colour probability model
P,dapted (skin|c) that is initialised by the predefined probabilities. If the hand-
blob position could be determined with a sufficient reliability, the second colour
probability model is updated frame-by-frame by increasing the number of obser-
vations for each colour according to Eq. (1). Strictly speaking, this adapted model
does not represent general skin-colour probabilities but hand-colour probabilities
in the actual scenario.

:
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Fig. 1. Combination of skin and movement information: (a) original image, (b) skin-
probability map (predefined); (c) skin-probability map (adapted); (d) skin-coloured
background; (e) motion-vector field; (f) movement-probability map; (g) multiplica-
tive combination of (c) and (f); (h) binarised version of (g); (i) after morphological
processing

Figure 1 shows an example of an image and results of different processing
steps. The pictures (b) and (c) visualise the difference between the predefined
and the adapted model after 38 frames of a test sequence. In the adapted colour
model, the wooden bars have a much lower probability of being part of a skin-
coloured object and hand pixels now show a higher probability. However, as the
update process cannot utilise the correct hand contour, also background pixels
in regions that have been temporarily occluded by the moving hand could be
assigned higher probabilities.
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3.2 Motion Detection

Motion is the second source of information in our set-up. Based on the method
of Farnebéck [12], a dense motion-vector field is generated. A vector v = (d, dy)
represents the horizontal and vertical movement of each pixel. The magnitudes
of the motion vectors are converted into a movement-intensity map (Fig. le and
f). It can be seen that, due to the camera noise, some movement is also detected
for non-moving image content.

The normalisation of the vector magnitudes

vl = \Jd2 + 2, (2)

to their maximum value transfers the intensity map into a probability map

vl

3)

P(motion|v) = ;
max {107 max (|vz\)}

It must be considered, however, that the motion-detection process generates
vectors that are affected by noise and the maximum motion vector can be very
small if there are no moving objects. To avoid these problems, the normalisation
value is limited to a minimum vector length of 10 pixels.

3.3 Combination of Skin and Movement Information

The hand-detection is based on the assumption that there must be a skin-
coloured object that is moving. Consequently, the probability, whether a pixel
belongs to the waving hand, is the product of both single probabilities

P(hand) = P(motion|v) - Padapted (skin|c). (4)

This is an effective method to eliminate non-moving objects in the back-
ground (Fig. 1g).

3.4 Determination of Hand Position

After computation of the hand probabilities the resulting map is binarised
yielding the hand object and some spurious blobs. In contrast to many other
approaches, we do not apply Otsu’s method but determine the binarisation
threshold in such a manner that the sum of the entropies of the resulting sub-sets
is maximised [13], as it showed a better trade-off between missing hand parts and
false detection of background pixels in our set-up. Figure 1(h) shows an example
of a binarised probability map.

When the image contrast is rather low, it can happen that sufficient large
motion vectors are determined only at the boundary of the moving hand, while
no motion can be recognised for the inner part of the hand and the wrist. The
binarisation can lead to scattered binary objects (blobs, Fig.2c) necessitating
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special morphological post-processing. At first, possibly scattered small blobs
have to be merged via dilatation using a circular structural element (Fig.2d).
The diameter d, of the structural element is dependent on the size of the largest
blob, roughly according to d; = 25-exp(—blobSize/9000). Afterwards, the largest
blob is newly determined and connected with surrounding blobs if (i) they have a
contour point that is closer to the largest blob than the half of their own contour
length and (ii) they do not have a contour point that is farther away than the
doubled width or height of largest blob’s bounding box. The second condition
avoids connections with lengthy blobs which probably belong to structures in
the background.

ol 7 g o) f)

Fig. 2. (a) low contrast within hand region; (b) probability map P(motion); (c) bina-
rised P(hand); (d) after dilatation and connection of blobs; (e) filled convex hull in the
lower third of the blob; (f) blob after holes are filled and erosion

This results in a binarised hand probability covering only some boundary
parts of the hand region (Fig.2c), which cannot be closed by simple dilatation.
After connecting the largest blob with small nearby blobs (Fig.2d) two little
blobs are spuriously connected to the main blob, however, the bottom region
could correctly be extended. Nevertheless, the hand structure remains open in
the wrist region. Drawing the convex hull around the entire blob would close
the open parts and would surely comprise all pixels of the hand. If, however,
the fingers are spread, too much background pixels would be integrated in the
blob spoiling the skin-colour-adaptation process. The dilemma can be resolved
by drawing the convex hull only around the lower third of the blob (Fig. 2e). This
closes the blob structure in the hand-palm region while keeping the separated
fingers.?

Finally, all holes in the resulting blob structure are filled and the blob is
eroded (Fig.2f) using the same structural element as the dilatation described
above. This also removes the spurious spot, which can be seen in the top-left of
Fig.2d). This well-designed sequence of morphological operators yields a binary
image in which the largest blob represents the region of the waving hand and
can be used to determine the current hand position (centroid of the blob).

! During the hand-wave gesture, it can be assumed that the hand is presented with
fingers pointing upwards.
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3.5 Removing the Forearm

The detected moving foreground object does not only contain the hand but also
the forearm if the latter is uncovered. This affects the hand-position determina-
tion and the adaptation of the skin probabilities. Hence, the forearm has to be
removed. This problem had been addressed already in [9,14,15]. Typically the
palm region is first identified based on a distance transform of the blob, then
the wrist position is located. We follow a similar approach including some new
steps that increase the reliability in difficult scenarios. The entire procedure is
explained in the following with reference to Fig. 3.
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Fig. 3. Removing the forearm: (a) hands from original image; (b) hand blobs; (c¢) dis-
tance transformation; (d) points of largest distance and maximum inscribing circle; (e)
principal component analysis; (f) shifted inscribing circles; (g) dividing lines between
hand and forearm; (h) final hand blobs (Color figure online)

Palm and Orientation of the Hand. A distance transformation (Fig. 3c) of
the hand blob yields a point ¢ = (¢, ¢,) having a distance to the blob boundary
that is equal to the radius r of the largest inscribing circle. So, ideally c is
representing the palm (Fig.3d). Based on a principal-component analysis, the
orientation of the blob is determined (Fig.3e, green line: main axis; blue line:
orthogonal axis).

Modifying the Position of the Inscribing Circle. There are cases where the
inscribing circle is not at the correct position. Figure 3(d) shows three examples
where (i) the circle is almost at the top of the blob (blob of a fist), (ii) the
circle is in the middle of the hand (with closed fingers), and (iii) the circle is
at the wanted position (hand with spread fingers). Obviously, in some cases the
position of the circle has to be corrected by shifting it towards the wrist. This is
done by taking advantage of the distance d between the circle centre ¢ and the
top of the hand (with respect to the orientation of the hand).

In order to find the offset Ac by which the centre point of the inscribing circle
has to be moved along the main hand axis, three fix points can be identified.
First of all, if the palm is correctly located (d = 3-r), no movement is necessary.
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Secondly, if the distance d = r (circle touches the top of the hand), it is assumed
that the hand is actually a fist and probably the circle is located right. The
maximum Ac = r is required when the circle is in the middle of the hand blob
(d=2-r). Between these points, a linear function is assumed to be helpful.

When the distance d is greater than 3 - r, then no correction is performed
because it is most likely that r simply has been underestimated. This can happen
if the blob contains only part of the entire hand.

The result of the modification can be seen in Fig.3(f). The shifted circle
represents the palm region much better than the original one.

Calculate Tangent of the Inscribing Circle. In order to correctly separate
hand and forearm, the tangent of the inscribing circle that is orthogonal to the
main principal axis is required, Fig. 3(g). All blob pixels below this tangent are
erased yielding the final hand blob, Fig.3(h). The entire procedure enables a
fast and largely accurate forearm detection and removal with respect to the
orientation. It is rotationally invariant on the condition that the hand is always
in an upright position and not tilted more than 90° to the left or the right.
This method offers an excellent compromise between forearm-removal ability
and computational time compared to the approaches in the cited literature.

3.6 Evaluation of the Wave Gesture

If the hand-blob position can be determined for a sequence of images, it must
be checked, whether the direction of movement has changed. As we assume that
the hand wave is performed horizontally, only the horizontal components of the
corresponding motion vectors have to be evaluated.

The entire process uses a simple state machine comprising the states: “no
object found”, “skin-coloured object is moving”, “movement has changed its
direction once”, and “movement has changed its direction twice”. If the last state
is reached and the distance (d(wave) in Fig. 4) between the two reversing points
is larger than a half of the blob’s bounding box, then the hand has reliably been
detected and can be tracked. The state machine is accompanied by a consistency
check. The state machine is reset, when the current centroid position is not within
a region that can be predicted based on the previous position and the motion
vector field. Changes of motion directions are only taken into consideration if the

Fig. 4. Determination of direction changes
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average horizontal movement exceeds a distance of three pixels.? In addition, the
motion direction must have been consistent for the last 200 milliseconds assuming
that the whole motion in one direction typically lasts about a half second.

At the reversing points, the movement is typically close to zero and the hand
blob cannot be determined correctly because the probability of being part of a
hand decreases for all pixels, see Eq. (4). A missing blob is tolerable for a period
of about 200 milliseconds. This duration has been determined empirically. If the
blob cannot be found for a longer time, the state machine is reset to its initial
state.

3.7 Generation of a Skin-Colour Background Image

After the first direction change has been detected, the hand-blob position is
known with certain reliability. From now on, the adapted skin-probability map
is copied for each frame into a skin-colour background image excluding the region
of the identified hand blob.

This background information can improve the combination of colour and
motion as described in Subsect. 3.3. Equation (4) is modified to the heuristic
formula

P(hand) = P(motion|v) - max [0, Padapted (skin|c) — b],

while b = Phackground (skin|c) is the skin-probability value of the corresponding
background pixel. This technique effectively avoids the leakage of the hand blob
into skin-coloured background regions and suppresses slightly moving objects
like faces.

4 Results

Figure 5 shows the results directly after the second direction change of the puta-
tive hand blob has been detected. From left to right, the images contain: the
original frame with a green dot indication the centroid of the detected blob, the
probability map of the predefined skin-colour model, the probability map of the
adapted skin-colour model, the skin-coloured background, the hand-probability
image, and the final blob.

As can be seen, the original images are very diverse with respect to back-
ground colours and texture, the contrast, and the lighting conditions. The
adapted skin-colour model reflects the colour of the moving hand at least as well
as the offline trained model and mostly much better. In Fig. 5(b) the inner parts
of the hand palm have the same colours as the wall in the background, which
makes the distinction very difficult. Figure 5(c) shows challenging conditions not
only with respect to the colours in the background, but also the shirt seems to be
much more skin-like than the hand according to the predefined skin probability
map. During the short wave gesture, the actual hand pixels are assigned higher

2 Keep in mind that the vector magnitudes are often close to zero for inner hand parts.
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Fig. 5. Results after wave gesture has been completed for different sequences. The four
pictures in the middle show the probability maps Ppredet(skin|c), Padapted(skin|c),
Prackeround (skin|c), and P(hand); the darker the pixel is, the higher is the probability.
See text for more details. (Color figure online)

probabilities in the adapted model. Nevertheless, the binarisation keeps parts of
the shirt leading to a blob that is too large. The hand detection is still successful
as hand and forearm could be separated using the dedicated processing step.
Figures 5(d) and (e) underline that the approach is able to keep finger informa-
tion when the conditions are sufficiently good. It has to be mentioned that the
method also works well when the camera is slightly moving.

5 Summary

We have presented a very robust method for the initial detection of a skin-
coloured moving object (the hand). The probabilistic combination of colour and
motion information, the inventive sequence of morphological processing steps
together with a time-line observation of the position reliably finds the waving
hand. The adapted skin-colour model is another key feature as the predefined
skin-colour model tends to fail under realistic light conditions. The generated
skin-coloured background image suppresses the influence of other skin-coloured
objects, especially slightly moving faces or persons in the background. Forearms
can be removed with sufficient accuracy.

The entity of the different processing steps is not required in each scenario
and some steps might have no effect sometimes. However, the conditions in real-
life applications vary a lot making it necessary to have a cure for each case
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at hand. Supporting reproducible research, all image sequences and the hand
detection software can be downloaded from [16].
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