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Preface

The Third International Conference on Interactive Collaborative Robotics (ICR) was
organized as a satellite event of the jubilee 20th International Conference on Speech
and Computer (SPECOM) by St. Petersburg Institute for Informatics and Automation
of the Russian Academy of Science (SPIIRAS, St. Petersburg, Russia), Technical
University of Munich (TUM, Munich, Germany), and Tomsk State University of
Control Systems and Radioelectronics (TUSUR, Tomsk, Russia).

Challenges of human–robot interaction, robot control, and behavior in social
robotics and collaborative robotics as well as applied robotic and cyberphysical sys-
tems are mainly discussed during the conference.

ICR 2018 was hosted by the Leipzig University of Telecommunications (HfT
Leipzig) in cooperation with SPIIRAS, TUM, and TUSUR. The conference was held
during September 18–22, 2018, at HfT Leipzig, a private university of applied sciences
funded by Deutsche Telekom and located in the middle of a popular student and
nightlife district in the south of Leipzig, Germany.

During the conference, an invited talk on “Robot Learning Through Physical
Interaction and Human Guidance” was given by Prof. Dongheui Lee (Technical
University of Munich and Human-Centered Assistive Robotics Group at the German
Aerospace Center, DLR, Germany).

This volume contains a collection of 30 accepted papers presented at the conference,
which were thoroughly reviewed by members of the Program Committee consisting of
more than 20 top specialists in the conference topic areas. Theoretical and more general
contributions were presented in common (plenary) sessions. Problem-oriented sessions
as well as panel discussions then brought together specialists in limited problem areas
with the aim of exchanging knowledge and skills resulting from research projects of all
kinds.

Last but not least, we would like to express our gratitude to the authors for providing
their papers on time, to the members of the conference reviewing team and Program
Committee for their careful reviews and paper selection, and to the editors for their hard
work preparing this volume. Special thanks are due to the members of the local
Organizing Committee for their tireless effort and enthusiasm during the conference
organization. We hope that all attendees benefitted from the event and also enjoyed the
social program prepared by the members of the Organizing Committee.

September 2018 Andrey Ronzhin
Gerhard Rigoll

Roman Meshcheryakov
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The conference ICR 2018 was organized by the Leipzig University of Telecommu-
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Task and Spatial Planning
by the Cognitive Agent with Human-Like

Knowledge Representation

Ermek Aitygulov1, Gleb Kiselev2,3, and Aleksandr I. Panov1,3(B)

1 Moscow Institute of Physics and Technology, Moscow, Russia
aytygulov@phystech.edu, panov.ai@mipt.ru

2 National Research University Higher School of Economics, Moscow, Russia
3 Federal Research Center “Computer Science and Control” of the Russian

Academy of Sciences, Moscow, Russia
kiselev@isa.ru

Abstract. The paper considers the task of simultaneous learning and
planning actions for moving a cognitive agent in two-dimensional space.
Planning is carried out by an agent who uses an anthropic way of knowl-
edge representation that allows him to build transparent and understood
planes, which is especially important in case of human-machine inter-
action. Learning actions to manipulate objects is carried out through
reinforcement learning and demonstrates the possibilities of replenishing
the agent’s procedural knowledge. The presented approach was demon-
strated in an experiment in the Gazebo simulation environment.

Keywords: Cognitive agent · Sign · Sign-based world model
Human-like knowledge representation · Behavior planning
Pseudo-physical logic · Reinforcement learning · Spatial planning
Task planning

1 Introduction

One of the main tasks researchers are facing with in the field of robotics and
artificial intelligence is the task of ensuring the effective interaction of robots
and people in collaborative scenarios, i.e. when a person and a machine perform
joint actions in a shared environment. To solve this problem the questions arise
of arranging the operation the robotic system in such a way that its actions are
transparent, predictable and quickly interpretable by a person, in other words, it
is necessary that the robot’s behavior be human-like in cases of human-machine
interaction becomes especially urgent. One of the directions of scientific research
aimed at solving this issue is the direction for the development of cognitive
agents, i.e. such intelligent agents who would learn and plan their actions using
approaches based on cognitive models of human behavior [1,2].

c© Springer Nature Switzerland AG 2018
A. Ronzhin et al. (Eds.): ICR 2018, LNAI 11097, pp. 1–12, 2018.
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2 E. Aitygulov et al.

In this paper, we consider the task of developing a cognitive agent that plans
to move in space and actions to manipulate objects using the so-called sign-
based world model [3–5]. This way of knowledge representation about the envi-
ronment, the agent himself and other participants in joint activities is based
on the psychological theories of Leontyev’s activity [6] and Vygotsky’s cultural-
historical approach [7], which ensures his simple interpretation by human. In this
paper, the agents world model is spatial procedural and declarative knowledge
that use pseudo-physical logic [8], created with the use of psychological data on
the human-like spatial reasoning. Spatial knowledge constructed by analyzing
the map using egocentric coordinates allows maintaining the agent’s autonomy
regardless of the state of the “center”, and various levels of map representation
reduce the requirements for its computing resources.

The agent’s actions planning, carried out within the world model, is also
psychologically plausible. We leave out the details of the reactive functions [9,
10] and the algorithms for recognizing the objects of the surrounding space
significant for the agent [11]. The presented in the paper algorithm of spatialMAP
planning is hierarchical and abstracts from the details of the implementation
of an action, solving the task of creating a sequence of abstract agent actions
(moving, rotating, picking up an object), which will lead to the set goal. At each
iteration of the plan execution, the planner can be restarted, which makes it
possible to make a more detailed plan for implementing the abstract action.

The world model of a cognitive agent can be replenished through learning.
In this paper, complex actions to move objects are constructed through rein-
forcement learning through the TRPO algorithm [12], which allows to optimize
the strategies of choosing smaller actions with guaranteed monotonous improve-
ment. The constructed functions, the control over which is transmitted every
time after obtaining the appropriate prescription from the planning algorithm,
allow to interact with different kinds of objects without classifying the methods
of interactions and having only an abstract description of the required state at
the end of the action. After the successful completion of the learning algorithm
and the performance of the action, the action is saved as an experience and
re-learning is no longer required.

The cognitive agent described in this paper is able to function in real environ-
ments, which is experimentally confirmed in simulations in Gazebo. Also, work
is underway to implement experiments in real conditions with a robotic system
that includes a platform allowing the movement of the agent, an arm similar to
the one for the Turtlebot 2, as well as the camera, lidar and other sensors.

The paper is organized as follows. Part 2 presents the formulation of the
problem of planning the movements of a cognitive agent, and briefly describes the
algorithm for the operation of the cognitive agent. Part 3 provides an overview
of modern methods of planning movements using pseudo-physical logics, as well
as a comparison of reinforcement learning algorithms. Part 4 provides a detailed
implementation of the planning and reinforcement learning algorithm. Part 5
contains a description of the experiments performed.
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2 Problem Statement

The goal driven behavior of the cognitive agent is realized through an iterative
procedure, which consists of 3 basic steps:

1. Agents learning.
2. Planning actions to achieve the target situation.
3. Plan implementation in the environment.

Agents learning is based on the reinforcement learning approach, for the
implementation of which the algorithm TRPO is used. Learning takes place
in a synthetic environment, which is a minimalistic model of the environment,
containing only the information necessary for learning. Reinforcement learning
is a machine learning tool that allows an agent to develop the desired behavior
strategy based on the environmental response. This method uses a system of
penalties and rewards for the actions of the agent, which allows you to take into
account the experience of previous interactions. To describe the activity of a
cognitive agent, a probability distribution π(o|s) is used that characterizes the
probability of an agent choosing an action o in a state s. Probability distribution
π is called a strategy: π(o|s) = P (ot = o|st = s).

The agent, following the strategy, applies the actions and passes from the
state to the state, receiving for it a reward r, which can be either positive or
negative.

As an evaluation of the strategy, a value η(π) is considered that is the
mathematical expectation of the discounted remuneration for the whole session:

η(π) = Eπ[
∞∑

t=0
γtr(st)].

The TRPO algorithm described in this paper uses a surrogate function, the
maximization of which, with the right choice of step, entails optimizing the
value η(π). Combining with the algorithm Natural policy gradient [13] greatly
improves the work of the algorithm.

In the case of using as a goal situation for reinforcement learning some sub-
goal in the overall task of planning, the result is a sequence of actions (strategy)
to achieve this sub-goal. After the formation of such meta-actions for the sub-
goals follows the process of planning actions. The plan P to achieve a set of facts
G (the target state of a cognitive agent) is a sequence of pairs, where a0...aN is
the set of actions of the agent, and

∑
0, ...,

∑
N a set of states such that G ⊆ ∑

N .
The plan P describes the process of solving the planning problem.

The planning problem consists of a description of the initial situation S, the
final situation F , and the planning domain D = 〈T,R,Pr, A〉. The description of
the situation S in the spatial planning case we are considering contains the initial
coordinates of the objects on the agent map, the boundaries of the map, as well as
a description of the agent’s state (its direction and the state of the manipulator).
The situation description F contains the final coordinates of the objects, the
agent and the map constraints. Planning domain includes description of object
types, description of roles R (abstract classes, for example “block?x”, “direction-
start”, “region?y”), description of predicates and actions. Predicates express
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relationships between objects (predicate “ontable”), agent status (“manipulator
empty”, “agent direction”) and spatial logic of the problem (predicates “close”,
“close”, “far”). The predicates of spatial logic are interrelated in such a way
that the predicate description for any distance, except for the “close” distance,
consists of predicates of smaller distances to intermediate objects. Actions ∀a ∈
A, a = 〈n,Cnd,Eff〉 have the form, where n - the name of the action, Cnd -
the facts describing the condition for the applicability of the action, but Eff -
the facts that are actualized as a result of the application of the action.

The implementation of the plan is carried out in the Gazebo simulation
environment, where a step-by-step execution of the plan takes place and the
knowledge about the agent’s capabilities obtained using the TRPO algorithm is
used.

3 Related Works

The spatial representation of the planning task requires the cognitive agent to
know the function of estimating distances, the possibility of representing and
manipulating spatial quantities in its own world model. Most of the approaches
that have been developed in this area can be divided into three areas: spatial-
network approaches, approaches based on biologically plausible representation
of the environment and approaches based on the psychological representation of
knowledge.

Spatial-network approaches [14,15] do not require knowledge of the environ-
ment used by cognitive agents, but are among the most common approaches
in robotics when using mobile non-intelligent systems. The description of their
activities is reduced to the partition of the map of the area into cells and the
transitions of agents through these cells. The advantage of these approaches over
the others is the speed of building an action plan, as inadequacies can be distin-
guished inapplicability in real conditions with a previously unknown or partially
known map of the environment.

The biological approach is typical for tasks that do not require the agent’s
conceptual general knowledge of the environment. In most cases, the agent is
not intelligent, but is able to make simple deductive assumptions about changes
in the environment. In [16], a model based on studies of rat’s brain activity is
described [17–19]. The model describes a hierarchical environment represented
by maps of different scales. Planning of movement takes into account all pos-
sible goals of achieving the goal, which requires a large amount of resources
for calculating possible changes in activity, taking into account the dynamics of
environmental changes. This problem was partially addressed in [20,21], which
led to the creation of the RatSLAM system, which allowed the agent to travel
long distances in real terrain.

Within the framework of a psychologically plausible approach to the issue of
agent action planning, problems associated with the incompleteness and inac-
curacy of the description of the environment are considered. To solve the tasks
set, a wide range of ways of representing the agent’s knowledge is used, many of



Task and Spatial Planning by the Cognitive Agent 5

which allow approximating knowledge of the environment up to the level required
for action planning. In [22,23], an approach is considered in which the spatial
model is perceived by an artificial agent as a set of the most likely actions in
the current position of the agent, which approximates the representation of the
spatial relationships of the artificial agent to the representation that is used by
human.

In this paper we describe an approach that takes into account the merits of
the hierarchical representation of the map by the agent, the possible incomplete-
ness of knowledge about the objects of the map and the dynamics of its change.
Sign-based knowledge representation formalism allows an agent to cooperate
with other cognitive agents [24] and create a plan consisting of actions based on
the pseudo-physical logic of the spatial relationships of the location of objects on
the map. The approach uses not only actions to move the agent, but also actions
that manipulate the surrounding objects. For this, the capabilities of the rein-
forcement learning algorithm were used. The reinforcement learning algorithms
can be conditionally divided into two groups: based on the choice of strategy by
maximizing the value function and based on the search for an optimal strategy
in the strategy space [29]. Examples of reinforcement learning algorithms based
on utility maximization are the algorithms described in [25,26]. The algorithm
of Q-learning [27] for the robotic system manipulator was applied, the reward
depended on the distance from the part of the manipulator responsible for cap-
ture the target. The space of actions was discrete. An example of the application
of the first approach in the continuum of action is the work [28]. To make a deci-
sion the agent trained according to the method from the first group compares
the value of the utility function of each action, and in spite of the fact that this
approach makes the algorithms flexible in application to various tasks, in some
problems it is inefficient. Algorithms of the second group change the strategy
directly without spending time on evaluating all actions. TRPO [12], used in
this work, which allows to work in the continuum of action space, belongs to the
second group and in the search for strategy changes parameters only in a certain
neighborhood, therefore it converges along a smoother trajectory.

4 Synthesis of Behavior of Cognitive Agent

4.1 Human-Like Knowledge Representation

A sign representation of the agent’s knowledge was proposed in [3,30]. The sign
is a tuple of four components s = 〈n, p,m, a〉, where n - is the component of
the name, p - the component of the image, m - the component of the signif-
icance, a - the component of the personal meaning. Signs can mediate both
elementary objects and complex actions. The same semantic networks describe
the components of the sign, whose nodes are special structures called causal
matrices [5]. Causal matrices are structured sets of references to other signs and
elementary features. Each of the sign components corresponds to a certain type
of information, for example, the sign image component describes the process
of object recognition and categorization. The significance component represents
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the agent’s knowledge of the environment, and the component of the personal
meaning describes the agent’s preferences and the nature of his activity. The
name component allows you to make a naming process, i.e. link the remaining
components into a single logical structure.

The main task of the spatialMAP algorithm described in this paper is the
synthesis of the plan for moving the agent with the sign-based world model on
the map and the agent’s implementation of the interaction with the objects that
are located on it. In the agent’s world model, the map is displayed using the
signs of cells and regions [24], which are assigned to the agent in advance based
on pseudo-physical logic. At the recognition stage, the agent divides it into 9
regions, the size of which depends only on the characteristics of the card itself,
and associates them with the signs “Region-0” - “Region-8”. Next, the agent
looks at the region in which it is located. If no objects are present in the region,
the agent connects the “Cell” and “Cell-4” signs with this area and builds around
it a focus of attention that describes the current situation consisting of 9 cells. If
there are any objects in the region, the agent recursively divides the region into
9 parts until a segment of the map containing only agent is formed. After this,
the focus formation procedure described above is followed. Next, causal matrices
are formed on a network of values for the “Location” and “Contain” signs (see
Fig. 1), which describe the location of all regions and cells relative to the cell
with the agent, as well as the objects that are in them.

Fig. 1. Causal matrices of the the “Location” and “Contain” signs.

After this follows the process of formation of causal matrices of the initial
and final situations and map that are required for the synthesis of the action
plan (the process is shown in Algorithm 1). Matrices of situations consist of
references to signs describing the relationship at the focus of attention of the
agent, consisting of cells and the agent itself (its direction and the state of the
manipulator). The map matrices describe the status of the task map on a more
abstract level and contain references to the regions signs.



Task and Spatial Planning by the Cognitive Agent 7

4.2 SpatialMAP Algorithm

The process of plan synthesis is implemented using the spatialMAP algorithm
and allows you to build an action plan from the initial to the finish situations
of the planning task. The input to the algorithm is given a description of the
situations and the planning domain that is required to refine the predicates and
actions applicable in the present task.

1 Tagent := GROUND(map, struct)
2 Plan := MAP SEARCH(Tagent)
3 Function MAP SEARCH(zsit−cur,zsit−goal,zmap−cur,zmap−goal,plan,i):
4 if i > imax then
5 return ∅
6 end
7 zsit−cur, zmap−cur = Za

sit−start, Z
a
map−start

8 zsit−goal, zmap−goal = Za
sit−goal, Z

a
map−goal

9 Actchains = getsitsigns (zsit−cur)
10 for chain in Actchains do
11 Asignif | = abstract actions (chain)
12 end
13 for zsignif in Asignif do
14 Ch| = generate actions (zsignif )
15 Aapl = activity(Ch, zsit−cur)

16 end
17 Achecked = metacheck(Aapl, zsit−cur, zsit−goal, zmap−cur, zmap−goal)
18 for A in Achecked do
19 zsit−cur+1, zmap−cur+1 = Sit (zsit−cur, zmap−cur, A)
20 plan.append(A, zsit−cur)
21 if zsit−goal ∈ zsit−cur+1 and zmap−goal ∈ zmap−cur+1 then
22 Fplans.append (plan)
23 end
24 else
25 Plans := MAP SEARCH

(zsit−cur+1, zsit−goal, zmap−cur+1, zmap−goal, plan, i + 1)
26 end

27 end
Algorithm 1. Process of plan synthesis by cognitive agent

The process of plan synthesis consists of two main stages: the stage of replen-
ishing the agent’s world model with new signs based on the planning and learning
task (step 1) and the recursive search phase (steps 2–27). The recursive search
phase begins with the comparison of the current recursion step with the maxi-
mum possible (steps 4–6), if the step is less than the maximum, then the matrices
of the present and target situations and the map should be obtained (steps 7–8).
Next, in step 9 chains of causal matrices of signs are formed, which enter the
present planning situation (in the first step of the recursion, the matrix of the
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initial situation). In steps 10–12, a process is underway to search for matrices
of abstract (not specified within the framework of the present task) actions. For
each matrix of actions found, a process of its refinement takes place on the set
of matrices of signs activated in this task (steps 13–14). At step 15, a process
of selecting the appropriate actions in the present situation occurs. Then, at
step 17, among all the remaining actions, those whose application will create the
situation most similar to the target one are selected. After this, in steps 19–20
the plan is replenished with the selected action and a new situation is created
from the effects of the action and the signs entering the present situation. In
steps 21–23, the activation of the matrices of the target situation and the map
by the agent is checked, if the matrices of the target situation and the cards were
activated, then the algorithm ends, if not, then in step 25 a recursive call of the
plan search function takes place with an increase in the number of iterations by
1. After the planning process is over, the shortest one is selected from all the
plans that have been planned and the process of its execution begins. A plan is
a list of tuples that consist of actions and states. Each state include coordinates,
and direction of the agent after the action is performed.

Plan := [(a1, S1), (a2, S2), (a3, S3).

The plan is sent to the agent in the Gazebo environment sequentially, the
agent after the execution of each of the actions returns the result of execution. If
the result is positive, the next step is sent, otherwise there is replanning process.

The next step describes the process of generating personal meanings
(actions), obtained with the reinforcement learning algorithm.

4.3 Learning of Sub-plans

To describe the agent’s interaction with the environment, the Markov decision-
making process (S,O, P, r, γ) is used, where S a set of states, O set of actions,
P : S ×O ×S → [0, 1] transition probability distribution, reward function and γ
discounting factor. In this paper, the action space is continual, so a multidimen-
sional normal distribution N(μ,

∑
) is used to determine the strategy π, where μ

and
∑

are specified by the neural network. Thus, the strategy π is parametrized
by the weights of the θ neural network, and all functions of π are functions of θ.

The function η(θ), which is the evaluation of the strategy πθ, is replaced by
the following surrogate function, which links the two strategies:

Lθ(θ̃) = η(θ) + Eπθ

π
˜θ(o|s)

πθ(o|s) (Qθ(s, o) − Vθ(s)),

where Qθ and Vθ are the value functions of an action and a state and are defined
as follows:

Qθ(s̃t, õt) = Eπθ
(

∞∑

l=0

γlr(st+l)|st = s̃t, ot = õt),
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Vθ(s̃t) = Eπθ
(

∞∑

l=0

γlr(st+l)|st = s̃t).

Optimization Lθ with θ̃ by restriction to the average Kullback-Leibler distance
entails an increase in the initial function η(θ). To search the optimal direction
problem, the natural policy gradient method is used, which uses linear approxi-
mation L and quadratic approximation DKL: for 1

2 (θold − θ)T K(θold)(θold−θ) ≤
δ, where K(θold) = ΔθD

θold

KL . Update rule:

θnew = θold + αK(θold)−1∇θL(θ)|θ=θold
.

The value K(θold)−1∇θL(θ)|θ=θold
is the solution of the equation K(θold)x =

∇θL(θ)|θ=θold
with respect to x, the value α is selected by linear search for a

maximum L with constraints D
θold

KL (θold, θ) ≤ δ.

5 Experiments in Simulator

As part of the demonstration of the procedure for synthesizing the behavior
of a cognitive agent, an experiment was conducted to move the robotic agent
Turtlebot 2 in Gazebo to the table where a small block was placed and the
block was picked up by the agent’s manipulator. The plan consisted of a list
of actions, including “move”, “rotate” and “pick-up” actions. The process was
organized using a client-server architecture, where the client was a spatialMAP
planner on a remote machine that sent a message using the services of the ROS
operating system to the server. Messages are about the goal move point in case
the “move” action was activated, about changing the direction of the agent
when activating the action “rotate” and the activation of the “pick-up” action.
When the “pick-up” action was activated, the script obtained using the TRPO
algorithm started working. Agent’s scheme of the environment is presented in
Fig. 2.

To implement the TRPO algorithm, two environments were created: a syn-
thetic learning environment and a framework for applying the algorithm to
Gazebo. Two environments have the same space of states and actions. To
describe the agent’s interaction with them, an example of the manipulator’s
grip of an object on the table is given below.

Figure 3 shows the model of a manipulator in a synthetic environment in
the two-dimensional case. Points 1–4 are joints of manipulators. The action is
to change the angle in one of them (in 3D, rotation around the vertical axis is
added). Point B - the target point at which the agent should move point 4.

The remuneration system works as follows: if, as a result of the action, the
length of the vector

−→
4B has decreased, then the agent receives a reward in the

amount
∣
∣
∣
−→
4B

∣
∣
∣, if not changed, then it is fined 5, and if increased, is fined 2

∣
∣
∣
−→
4B

∣
∣
∣.

The state of the agent is a sequence (β1, β2, β3, α1, α2, α3,
−→
4B,

−→
3B,

−→
2B) (in 3D it

is added α4), where βi are the angles in joints and αi are the angles between the
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Fig. 2. Scheme of cognitive agent’s spatial representations.

Fig. 3. Model manipulator in a synthetic environment.

following vectors: α1 = (
−̂→
14,

−→
1B), α2 = (

−̂→
24,

−→
2B), α3 = (

−̂→
34,

−→
3B). In such a state

space, the inequality α1 ≤ 0 means that the goal point B is below the vector−→
14 and it is necessary to make a turn in the joint 1 by the corresponding angle.
This representation of the position of the manipulator relative to the goal point
makes the strategy π less dependent on position B. Because the space of states
and actions for the two media are identical, the neural network trained in a
synthetic environment can be used in an environment interacting with Gazebo.

6 Conclusion

The paper presents an original approach to the synthesis of cognitive agent
behavior, which is realized through the interaction of a reinforcement learning
approach and a planning algorithm based on a psychologically plausible way of
representing knowledge. A scheme of such interaction is proposed for robotic
platforms with a manipulator, and an example of the work of this approach
in the task of moving a platform in space and manipulating it with external
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objects is demonstrated. In future works, it is planned to disclose the interac-
tion of centralized planning algorithms for agent coalitions and reinforcement
learning methods, allowing the interaction of agents with the environment in
real conditions.
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Abstract. The problem of planning a set of paths for the coalition of
robots (agents) with different capabilities is considered in the paper.
Some agents can modify the environment by destructing the obstacles
thus allowing the other ones to shorten their paths to the goal. As a
result the mutual solution of lower cost, e.g. time to completion, may be
acquired. We suggest an original procedure to identify the obstacles for
further removal that can be embedded into almost any heuristic search
planner (we use Theta*) and evaluate it empirically. Results of the eval-
uation show that time-to-complete the mission can be decreased up to
9–12 % by utilizing the proposed technique.

Keywords: Path planning · Path finding · Grid · Coalition of agents
Co-operative agents · Co-operative path planning · Multi-agent systems

1 Introduction

Path planning for a point robot is usually considered in Artificial Intelligence
and robotics as a task of finding a path on the graph whose nodes correspond
to the positions the robot (agent) can occupy, and edges – possible transitions
between them. Voronoi diagrams [8], visibility graphs [9], grids [19] are the most
widespread graphs used for path finding, with grids being the most simple and
easy-to-construct discretizations of the workspace. To find a path on a grid
typically one of the algorithms from A* family is used. A* [5] is a heuristic
search algorithm that searches in state-space comprised of the elements (nodes)
corresponding to certain graph vertices (grid cells or corners). There exist various
modifications of A* that are suitable for grid-based path finding. In this work we
utilize so-called any-angle path finders that do not constrain agent’s moves to
cardinal and diagonal ones only but rather allow to move into arbitrary direction
c© Springer Nature Switzerland AG 2018
A. Ronzhin et al. (Eds.): ICR 2018, LNAI 11097, pp. 13–22, 2018.
https://doi.org/10.1007/978-3-319-99582-3_2
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as long as the endpoints of the move are tied to distinct grid elements. Among
such algorithms Theta* [2], Field D* [3], Anya [4], etc., can be named.

Abovementioned algorithms can not be directly applied to multi-robot path
planning which is gaining more and more attention nowadays due to numerous
applications in transport [10], logistics [17], agriculture [14], military [7] and other
domains, but they can be modified to become base blocks of multi-agent path
finders such as CBS [13], M* [15], MAPP [1,16], AA-SIPP(m) [18], etc. Typically
those planners consider the interaction between the robots only spatial-wise by
taking into account possible collisions and avoiding them.

In this work we investigate the case when robots can interact and co-operate
by performing not only move-or-wait actions but modify-the-environment
actions as well. This is similar to integration of task and motion planning [6],
but unlike other researchers in this field we do not concentrate on task planning
with grasping the objects, which is a typical scenario, but rather on task plan-
ning with path finding. The approach we suggest can be of particular interest
to solving so-called smart relocation tasks [11,12] when the mission can not be
accomplished without the robots helping each other.

2 Problem Statement

Consider a coalition of heterogeneous robots that need to reach their respective
goals in static, a-priory known environment, represented as a grid, composed of
blocked and un-blocked cells. Without loss of generality we examine the case
when only two heterogeneous robots, e.g. an UAV and a wheeled robot, are
considered. The UAV can move directly to its goal, e.g. fly above all the obstacles,
while the wheeled robot must circumnavigate them. An example of a modeled
scenario is presented in Fig. 1.

The robots are different not only in the way they move, but they also may
perform different set of actions. Wheeled robot can perform only move actions
while UAV can destroy obstacles as well (at no cost). In order to do so it must first
approach them. The problem now is to obtain coordinated mission completion
plan composed of two sub-plans: one per each robot.The cost of the individual
plan is the time needed to traverse the planned path, which is proportional to
its length, so, without loss of generality the individual cost is the length of the
path. Two metrics to measure the overall cost are considered, e.g. the flowtime
(the sum of path lengths) and the makespan (maximum over path lenghts). We
are interested in getting such solutions that have lower cost compared to the
case when path planning is conducted independently by the robots. For the rest
of the paper we assume that x- and y-coordinates of the start and goals location
of two robots are equal, e.g. the UAV is hovering above the wheeled robot and
its (x, y) goal location is the same. We will refer to the wheeled robot as to the
first agent and to the UAV as to the second one.
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Fig. 1. Heterogeneous group of mobile robots in a grid-world. Locations of the robots
are tied to the centers of un-blocked grid cells. Flying robot can move directly to the
goal flying above the obstacles, while wheeled robot has to circumnavigate them.

3 Method

To decrease the cost of the initial non-cooperative solution one need to (a) iden-
tify the obstacles that force the second agent to deviate from the shortest possi-
ble, e.g. straight-line, path to its goal; (b) modify the original straight-line path
of the second agent in such a way that it approaches each identified obstacle (thus
destroying it); (c) re-plan a path for the first agent. Also a grid pre-processing
is needed in order to assign the unique identifiers to all the obstacles in the
environment. This is done trivially by traversing the grid cells one by one, and
every time a blocked cell is found, all adjacent blocked ones are traversed and
assigned with a unique identifier.

After finding and identifying all the obstacles on the grid, the trajectory for
the first agent is planned using the modified heuristic search algorithm Theta*,
which pseudocode is given in Algorithm 1. Besides finding the path the algorithm
identifies obstacles whose removal can potentially shorten the length of such
path. Detailed description of Theta* can be found in [2]. We reference the reader
to this paper for details and now proceed with the description of the proposed
modifications. One of such modifications is that an additional data structure,
obstacles, is introduced (lines 3–4) that stores the number of times each obstacle
was hit during the search. Main loop is similar to the original Theta*, e.g. on each
step the most promising state is retrieved and its successors are generated. These
successors correspond to moves from the current cells to the neighbouring grid
ones. If the move is infeasible due to the target cell being blocked it is discarded
(as in conventional heuristic search path planner), but we also count the number
of such blocked cells in lines 11–13. Thus, when the algorithm terminates, one
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obtains not only the information about whether the path was found or not1, but
also the information about how many times the path-finder attempted to move
through the particular obstacles.

Algorithm 1. Theta* with counting interfering obstacles
1 parent(sstart) := sstart; g(sstart) := 0;
2 OPEN := {sstart}; CLOSED := ∅;
3 for each obstacle on grid as o do
4 obstacles(o) := 0;

5 while OPEN �= ∅ do
6 s := state with minimal f -value from OPEN ;
7 remove s from OPEN and add to CLOSED;
8 if s = goal then
9 return obstacles and ”path found”;

10 for each state in neighbours(s) as s′ do
11 if s′ is blocked then
12 obstacles(getObstacleAt(s′))++;
13 continue;

14 if s′ /∈ CLOSED then
15 if s′ /∈ OPEN then
16 g(s′) := ∞;

17 updateVertex(s, s’);

18 return obstacles and ”path not found”;

19 Function updateVertex(s, s’)
20 if lineOfSight(parent(s), s’) then
21 s := parent(s);

22 if g(s) + c(s, s′) < g(s′) then
23 g(s′) := g(s) + c(s, s′);
24 f(s′) := g(s′) + h(s′);
25 parent(s′) := s;
26 insert/update s′ in OPEN ;

Obviously, if the vertices (cells) of the obstacle o have never been consid-
ered during the search, e.g. obstacles(o) is equal to 0, then this obstacle has no
influence on robot’s mission. If obstacles(o) > 0 then removing o might lead to
a potentially shorter path. Thus, a simple criterion for removing an obstacle is
suggested: o = argmaxo∈Obstacles(obstacles(o)), where Obstacles stands for all
obstacles on a grid. If it is possible to remove n obstacles, then n first ones with
the largest values of obstacles(o) are selected.

1 The path itself can be reconstructed by iteratively tracing backpointers from goal
vertex until start is reached.
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After the obstacles are chosen, one needs to construct a trajectory for the
second agent (flying robot), such that it passes through the vertices that are adja-
cent to the chosen obstacles. In case only one obstacle o is going to be removed,
the shortest path for the second agent can be found as follows. The distances
from each cell comprising the boundary of o to start and goal are calculated and
such cell, c, is chosen that minimizes the distance dist(start, c) + dist(c, goal),
see Fig. 2b. This cell is used to form a path [start, c, goal] . If more than one
obstacle is going to be removed, such an approach becomes computationally bur-
densome. Instead, we suggest another procedure that does not guarantee finding
the shortest path, but works much faster.

Obviously, the shortest path from start to goal is the straight line segment
connecting them 〈start, goal〉. Thus to minimize the length of the path that
needs to pass through the vertices adjacent to the obstacles being removed, this
path should be as close to this segment as possible. Therefore for each of the
removing obstacles o we look for such vertex (residing at the boundary of o) that
minimizes the distance to 〈start, goal〉 segment. After all, the sought path for
the second agent is constructed by aligning these vertices in order of increasing
distance from start.

Fig. 2. Robots’ paths before and after removing the obstacle. (a) initial paths for the
ground robot and for the UAV (shown in blue and orange respectively) ; (b) boundary
of the obstacle to be removed (shown in bold) and the cell c on this boundary that
minimizes dist(start, c) + dist(c, goal); (c) paths after removing the obstacle. (Color
figure online)

An example of removing an obstacle and re-planning paths for both agents
is presented in Fig. 2. As one can see the path for the flying robot (marked
in orange) is almost un-affected, while the path for the ground robot (marked
in blue) becomes significantly shorter, which means that time-to-complete the
mission lowers down.
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4 Experimental Evaluation

Described methods and algorithms were implemented in C++2 and evalu-
ated on a PC of the following configuration: OS - Windows 7, CPU - Intel
Q8300 (2.5 GHz), RAM - 2 GB. Descriptions of the real-world urban areas were
extracted from OpenStreetMaps and used as the input. 100 maps each being
1.2× 1.2 km in size were transformed into 501× 501 grids with blocked cells cor-
responding to buildings. Initially 200 instances per each grid were generated in
such a way that the distance between the start and goal locations exceeded 960 m
(400 cells). Then the instances for which the length of the trajectory found by
the original Theta* algorithm differed from the straight-line distance by no more
than 10% were discarded. Thus, a total of 1457 instances formed the resultant
input.

To guide the search of the proposed modification of Theta* both un-weighted
and weighted heurisic (Euclidean distance) was used, e.g. heuristic weight was
set eiter to 1 (w = 1) or to 2 (w = 2). Using weighted heuristic makes the
algorithm “greedy”, i.e. more focused on the goal, as a result, it spends less time
(and memory) to find a solution. The number of removed obstacles varied from
1 to 5. The following performance indicators were tracked:

(1) Path A – path length of the first agent (i.e., of the agent that does not have
the ability to modify the environment – ground robot).

(2) Number of nodes – number of vertices that were processed and stored in
memory in order to build path for the first agent. This indicator directly
relates to memory consumption (the more vertices are stored the more mem-
ory is used).

(3) Time – runtime of the algorithm (excluding overheads, such as loading a
map, saving a result, etc.).

(4) Path B – path length of the second agent (i.e., of the agent that has the
ability to modify the environment – flying robot).

These indicators were tracked both before and after the modification of the
environment. The results of the conducted experiments are as follows.

Figure 3 shows the average memory consumption after the first stage of plan-
ning (Stage 1), as well as after modifying the grid and removing the correspond-
ing number of obstacles (Obs = 1, ..., Obs = 5). Left five columns correspond
to the results obtained by the algorithm with un-weighted heuristic function
(w = 1), while right 5 columns were gained with heuristic weight set to 2. One
can note that removing obstacles leads to a notable reduction in the number of
vertices processed by the path planning algorithm. If un-weighted heuristic is
used (w = 1) than the memory consumption is reduced up to 30%, moreover if
the weighted heuristic function is utilized (w = 2) – this consumption is reduced
up to 65%.

2 Source code is available at https://github.com/PathPlanning/AStar-JPS-
ThetaStar/tree/destroy obs and replan

https://github.com/PathPlanning/AStar-JPS-ThetaStar/tree/destroy_obs_and_replan
https://github.com/PathPlanning/AStar-JPS-ThetaStar/tree/destroy_obs_and_replan
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Fig. 3. Memory consumption (number of processed nodes) before and after removing
the obstacles.

Similar claims can be done w.r.t. runtime—see Fig. 4 for details. This figure
shows the average amount of time which the algorithm spends to find the trajec-
tories for both agents. Similarly to memory consumption, the runtime decreases
when the number of removed obstacles increases. For w = 1 the runtime is
reduced up to 29.8%, and for w = 2—up to 71%.

Fig. 4. Planning time before and after removing the obstacles.

To evaluate the quality of obtained solutions the following metrics were used:

– flowtime also known as sum-of-costs (SoC) – the sum of the lengths of indi-
vidual trajectories;

– makespan – the maximum length of an individual trajectory.

Assuming that both agents move with identical speeds, the first metrics reflects
the aggregate time-cost, associated with the mission; the second one shows when
the last robot reaches its goal, so it can be seen as time to complete a mission.
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Before analyzing SoC and makespan let’s look at the path lengths (averages)
of both agents before and after obstacle removal – see Fig. 5.

Fig. 5. Path lengths of both agents before and after removing the obstacles.

As can be seen, obstacle removal positively affects the path length of the first
agent, but negatively affects the path length of the second one. So it’s natural
to assume that the number of removed obstacles should not be nor low nor high
if one wants to reduce SoC and/or makespan.

Fig. 6. Sum-of-costs before and after removing the obstacles.

Averaged SoC is depicted on Fig. 6. Analyzing this chart, one can claim that
removing 2–3 obstacles leads to the best result, but percentage-wise the difference
in SoC is not impressive (reduction by 3–5%). This might be due to the input
data and we believe that for other environments, e.g. maze-like environments or
the ones with spiral-shaped obstacles, the reduction might be more notable.
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Fig. 7. Normalized makespan before and after removing the obstacles.

Average normalized values of makespan are shown on Fig. 7. We took the
straight-line distance between the start and goal for 100%. As one can see, remov-
ing 3–4 obstacles (5, if weighted heuristics is used) leads to the best performance.
Time to complete the mission (e.g. makespan) reduces by 9–12% is such cases,
which is a notable reduction for numerous real-world applications.

5 Conclusion

We proposed an approach to plan a set of trajectories for the coalition of co-
operative agents operating in the environment that can be modified by the
actions of coalition members, e.g. some obstacles can be destroyed. The app-
roach is based on the well-known heuristic search path planner, e.g. Theta*, as
well as on a novel technique tailored to identify obstacles that obscure the path
and thus should be potentially destroyed. Conducted experimental evaluation
has shown that the suggested approach positively affects the solution quality,
e.g. mission completion time (makespan) for the considered class of problems
(navigation of ground and flying robots in urban environments).
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9. Lozano-Pérez, T., Wesley, M.A.: An algorithm for planning collision-free paths
among polyhedral obstacles. Commun. ACM 22(10), 560–570 (1979)

10. Morris, R., et al.: Planning, scheduling and monitoring for airport surface opera-
tions. In: AAAI Workshop: Planning for Hybrid Systems (2016)

11. Panov, A.I., Yakovlev, K.: Behavior and path planning for the coalition of cognitive
robots in smart relocation tasks. In: Kim, J.-H., Karray, F., Jo, J., Sincak, P., Myung,
H. (eds.) Robot Intelligence Technology and Applications 4. AISC, vol. 447, pp. 3–
20. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-31293-4 1

12. Panov, A.I., Yakovlev, K.S.: Psychologically inspired planning method for smart
relocation task. Procedia Comput. Sci. 88, 115–124 (2016)

13. Sharon, G., Stern, R., Felner, A., Sturtevant, N.R.: Conflict-based search for opti-
mal multi-agent pathfinding. Artif. Intell. 219, 40–66 (2015)

14. Vu, Q., Nguyen, V., Solenaya, O., Ronzhin, A.: Group control of heterogeneous
robots and unmanned aerial vehicles in agriculture tasks. In: Ronzhin, A., Rigoll,
G., Meshcheryakov, R. (eds.) ICR 2017. LNCS (LNAI), vol. 10459, pp. 260–267.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-66471-2 28

15. Wagner, G., Choset, H.: M*: a complete multirobot path planning algorithm with
performance bounds. In: 2011 IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS), pp. 3260–3267. IEEE (2011)

16. Wang, K.H.C., Botea, A.: MAPP: a scalable multi-agent path planning algorithm
with tractability and completeness guarantees. J. Artif. Intell. Res. 42, 55–90
(2011)

17. Wurman, P.R., D’Andrea, R., Mountz, M.: Coordinating hundreds of cooperative,
autonomous vehicles in warehouses. AI Mag. 29(1), 9 (2008)

18. Yakovlev, K., Andreychuk, A.: Any-angle pathfinding for multiple agents based on
SIPP algorithm. In: Proceedings of the 27th International Conference on Auto-
mated Planning and Scheduling (ICAPS 2017), pp. 586–594. AAAI Press (2017)

19. Yap, P.: Grid-based path-finding. In: Cohen, R., Spencer, B. (eds.) AI 2002. LNCS
(LNAI), vol. 2338, pp. 44–55. Springer, Heidelberg (2002). https://doi.org/10.
1007/3-540-47922-8 4

https://doi.org/10.1007/978-3-319-66471-2_14
https://doi.org/10.1007/978-3-319-31293-4_1
https://doi.org/10.1007/978-3-319-66471-2_28
https://doi.org/10.1007/3-540-47922-8_4
https://doi.org/10.1007/3-540-47922-8_4


Sparse 3D Point-Cloud Map Upsampling
and Noise Removal as a vSLAM

Post-Processing Step:
Experimental Evaluation

Andrey Bokovoy1,2(B) and Konstantin Yakovlev2,3

1 Peoples Friendship University of Russia (RUDN University), Moscow, Russia
1042160097@rudn.university

2 Federal Research Center “Computer Science and Control”
of Russian Academy of Sciences, Moscow, Russia

{bokovoy,yakovlev}@isa.ru
3 National Research University Higher School of Economics, Moscow, Russia

kyakovlev@hse.ru

Abstract. The monocular vision-based simultaneous localization and
mapping (vSLAM) is one of the most challenging problem in mobile
robotics and computer vision. In this work we study the post-processing
techniques applied to sparse 3D point-cloud maps, obtained by feature-
based vSLAM algorithms. Map post-processing is split into 2 major
steps: (1) noise and outlier removal and (2) upsampling. We evaluate
different combinations of known algorithms for outlier removing and
upsampling on datasets of real indoor and outdoor environments and
identify the most promising combination. We further use it to convert a
point-cloud map, obtained by the real UAV performing indoor flight to
3D voxel grid (octo-map) potentially suitable for path planning.

Keywords: 3D · Point-cloud · Outlier removal · Upsampling
vSLAM · 3D path planning · Sparse map · Feature-based vSLAM

1 Introduction

Simultaneous localization and mapping (SLAM) is a well-known problem in
mobile robotics, which is is considered for a variety of different applications [1,2]
and platforms [3,4], with unmanned aerial or ground vehicles being the most
widespread robots to use SLAM as part of the navigation loop [5–7]. There exists
no universal SLAM method suitable for all robotic platforms and applications
due to limitations these platforms/applications impose. Among the factors that
influence SLAM the most one can name the following: available data (which in
turn depends on the sensors type) and available computing capacities. One of
the most challenging scenarios for SLAM is when only video-data, obtained from
a single camera, is available and computational resources are limited. This is a
c© Springer Nature Switzerland AG 2018
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typical scenario for UAV navigation, and it leads to so-called monocular vision-
based SLAM (vSLAM) [8]. vSLAM methods rely on the single-camera video-
flow to construct (preferably in real-time) consistent 3D map of the unknown
environment and can be classified into 2 major groups: indirect (or feature-based)
and direct (dense and semi-dense) methods.

Indirect vSLAM algorithms utilize images’ features [9] for mapping purposes.
Thus the obtained map consists of the set of reconstructed image-features appro-
priately placed in 3D space. Since the amount of such features for every image
is limited and is far less than image’s size, the reconstructed map is likely to be
sparse and contain large amount of free space (which is actually not free w.r.t
obstacles) between the features. On the other hand, most of the feature-detectors
utilized in vSLAM work fast (achieving real-time performance) and are invariant
to image distortions, light, scale, rotation, etc., which makes them well-suited
for real-world robotics applications

Direct methods, like LSD-SLAM [10,11] or D-TAM [12] use the entire images
to reconstruct the map, leading to dense (or semi-dense) maps with large amount
of environment details captured. These methods are sensitive to the input data,
e.g. they can not handle well distortions, rolling shutter and other typical noise
disturbances. They can not run in real-time (without GPU acceleration) as well.
One should also mention direct vSLAM methods based on machine learning
techniques (e.g. convolutional neural networks), see [13,14] for example, that
have appeared recently. Unfortunately, they require significant computational
resources and time to learn before application.

Obviously an ideal vSLAM method should combine the strengths of both
approaches, e.g. it should construct detailed maps like direct algorithms do and
be fast and robust like indirect ones are. In order to achieve such performance, we
suggest to post-process sparse maps, produced by feature-based vSLAM algo-
rithms in order to make them more detailed and suitable for solving further
navigation tasks (like path planning [15–17], control [18] etc.). Such an app-
roach potentially leads to producing detailed maps of the environment with no
extra computing costs associated with running direct vSLAM methods.

In this work we study different post-processing techniques, e.g. outlier
removal and upsampling, applied to 3D sparse point-cloud maps generated by
state-of-the-art feature-based vSLAM algorithms. We evaluate different tech-
niques on various datasets (indoor and outdoor) to find the best combination.
We further use it to construct the octo-map of the indoor environment which
was not the part of the training datasets.

2 Problem Statement

2.1 vSLAM Problem Definition

The vision-based simultaneous localization and mapping problem for monocular
camera (monocular vSLAM) is defined as follows. Let the matrix It ∈ R

m×n
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denote the image of m × n pixels, obtained by the robot at time step t1. Thus
the video-flow IT is the sequence IT = {It | t ∈ [1, T ]}, where T is the end-time.

Given IT , the localization task is to compute positions of the camera in the
global coordinate frame: XT = {xt | xt = (x, y, z, α, β, γ)}, where x, y, z are
translation coordinates and α, β, γ are the orientation angles (e.g. pitch, roll and
yaw).

Furthermore, for each It we need to find a set of image points Pt = {pi | i �
K � m × n}, Pt ∈ 2It , such that Pt = fproj(E, t), where E = {el | el ∈ R

3} is
the environment and fproj is the function, that projects 3D points from current
observation (E, t) to the 2D image It as Pt.

Finally, the map M should be constructed using all the observations:

Mt = {f−1
proj(pi) | i � m × n, pi ∈ Pt}

M =
T⋃

t=1
Mt,

M = {mi | mi ∈ R
3}.

(1)

2.2 Map Post-Processing Problem Definition

Consider a filter that is function filt : R3 → 2R
3

and a post-processed map, M̂,
that is constructed by sequentially applying the limited number of filters to the
initial map: M̂ = filt1 ◦ filt2 ◦ . . . ◦ filtH(M).

We now want to find such combination of filters that enriches the map
with additional points (the map becomes more dense) and at the same time
keeps the model as close to the ground-truth as possible. Formally, |M̂| should
be maximized and Error(M̂, E) should be minimized, where Error(M̂, E) =
1

|̂M|
∑|̂M|

r=1 ‖m̂r − er‖, mr ∈ M, er = corr(mr) – correspondence function

between E and M̂ (Euclidean distance, for example).

3 Evaluated Methods and Algorithms

We need to choose a suitable vSLAM method, which is able to produce maps
that can be further used (possibly after the described post-processing phase) for
various navigation tasks, with path planning being of the main interest. This
method should be applicable to real-world robotic applications, e.g. it should be
(i) fast (able to process at least 640×480 grayscale images at 30 Hz), (ii) able to
work with distorted images, (iii) well studied and it’s implementation should be
available for the community. Based on the these criteria and taking into account
the considerations specified in Sect. 1, ORB-SLAM2 [19] was chosen. We also
took into account the evaluation results of [20].

The results of running ORB-SLAM2 on real data collected by the compact
quadcopter, performing its flight in the indoor environment of our institute, are
shown on Fig. 1.
1 For the sake of simplicity we assume that the image is grayscale and pixels are real

numbers.
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Fig. 1. ORB-SLAM2 output on real-world indoor flight performed by Parrot Bebop
quadrotor. Video is available at https://www.youtube.com/watch?v=piuVq8f61gs

As one can see on Fig. 1, ORB-SLAM2 map is sparse and noisy. To make the
output more suitable for further conversion to the octomap (3D grid) [21] we
suggest applying 2 following steps: (i) outlier removal, (ii) upsampling.

3.1 Outlier Removal

There exists 2 general approaches to outlier removal for point-clouds: radius-
based and statistical [22]. Radius-based methods filters the elements of the point-
cloud based on the amount of neighbors they have. It iterates over input point-
cloud once and retrieves the number of neighbors within the certain radius r. If
this number is less than the predefined threshold b the point is considered an
outlier.

Statistical approaches iterate throw the input point-cloud twice. During the
first iteration average distance from each point to its nearest l neighbors is
estimated. Consequently, the mean and standard deviation are computed for
all the distances in order to determine a threshold. On the second iteration
the points will be considered as outliers if their average neighbor distance is
above this threshold. The main parameter of statistical methods is the standard
deviation multiplier h that affects the final threshold.

3.2 Upsampling

Almost all upsampling filters for point-clouds are based on Moving Least Squares
(MLS) [23] techniques. This techniques involve the projecting of the point-clouds
into continues surface that minimizes a local least-square error. We choose the
most common upsampling methods, such as Sample Local Plane, Random Uni-
form Density and Voxel Grid Dilation [24] for further evaluation. These methods
are parameter-dependent and the parameters are: (i) upsampling radius (ur),
upsampling step size (usz) and maximum number of upsampling steps (us) for

https://www.youtube.com/watch?v=piuVq8f61gs
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Sample Local Plane, (ii) point density (d) for Random Uniform Density, (iii)
dilation voxel size (svs) and dilation iterations (di) for Voxel Grid Dilation.

3.3 Map Scaling

For upsampling and oulier removal methods we need to find the best parameters
at which this algorithms produce the most accurate and detailed maps. For this
purposes, we need to compare the output of each method and their combinations
with ground truth. Since ORB-SLAM2 produces the maps with unknown scaling,
we need find corresponding points (Algorithm 1) and adjust the scaling of ORB-
SLAM2’s map and ground truth (Algorithm 2).

Algorithm 1. Corresponding points search.

1. Get M,XT , PT = {Pi}, i ∈ [1, T ] for ground-truth and ̂M′,X′
T for

post-processed map.
2. Get IT with corresponding ground-truth ET

3. for each Ii ∈ IT
4. for each pix pix ∈ Ii
5. if pix ∈ fproj(Ei)

6. find the correspondence p′ for pix in ̂M′ if exists
7. add p′ to P ′

i

8. end if
9. end for

10. for each mi ∈ M with m′
i ∈ ̂M′ with correspondences P ′

i

11. Calculate per coordinate deviation: Di = mi − ̂m′
i

12. Add Di to D
13. end for
14. end for
15. return D

Algorithm 2. Map scaling.

1. Get an the resultant map ̂M′ with corresponding trajectory X′
T

2. For ground truth map M and trajectory XT adjust the x1 pose to
x′
1, xT to x′

T and xl with x′
l, where l ∈ (1, T ), l ∈ N

3. Find the scale factor s = (sx, sy, sz) for each coordinate x, y, z using
translation of the poses X′

T

4. return ̂M = {s ◦ m′
ppi , i ∈ [1,K]}
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4 Experimental Analysis and Results

Experimental evaluation consists of 2 main stages: parameters adjustment
and map quality estimation. During the first stage we used limited amount of
input data to adjust the parameters of outlier removal and upsampling filters. We
also searched for best combination of the upsampler and the outlier removal. On
the second step, we extrapolated the estimated parameters to a large variety of
input data to estimate the quality of post-processed map. After all, we evaluated
the suggested pipeline on the real-world scenario depicted in Fig. 1.

4.1 Tools

We used open-source realization of ORB-SLAM22, provided by its authors for
sparse map construction and PointCloud Library (PCL) [25] with built-in imple-
mentations of upsampling and outlier removal algorithms for map enhancement.
Experiments were run on the 3-PC cluster with each experiment executed in it’s
own processor’s thread.

2 datasets were used: TUMindoor Dataset [26] and Malaga Dataset 2009 [27].
Malaga Dataset 2009 consists of 6 outdoor environments with ground-truth map,
6-DOF camera poses and corresponding video sequences. TUMidoor Dataset
consists of the sequences, gathered inside of Technische Universitt Mnchen with
ground-truth map and 6-DOF camera poses. The path length varies from 120 m
to 1169 m. We split each initial sequence form the datasets into smaller sequences
with a fixed path length of 10 m, thus 45 sequences from Malaga Dataset and
65 sequences from TUMindoor Dataset were used. The example of the provided
environment is shown in Fig. 2.

Fig. 2. Datasets, used for experimental evaluation. (a) TUMindoor Dataset (b) Malaga
Dataset 2009

4.2 Parameters Adjustment

To adjust the parameters we used TUM RGBD-SLAM Dataset and Bench-
mark [28], particularity the “freiburg2 desk validation” sequence.

2 https://github.com/raulmur/ORB SLAM2

https://github.com/raulmur/ORB_SLAM2
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Table 1. Map accuracy and processing time.

Algorithm Parameters Deviation in %
(compared to
ground-truth)

Time (s) Map points

ORB-SLAM2 - 2.81 - 11 546

Radius filter b = 4
r = 8.9

2.34 4 85 982

Statistical filter h = 1.8 2.01 1.52 87 449

Sample Local Plane ur = 1.12
usz = 0.58
us = 118

1.98 3.2 90 178

Random Uniform Density d = 13 2.13 4 89 965

Voxel Grid Dilation svs = 4.9
di = 3

1.83 2.1 95 676

We varied each parameter described in Sect. 3 for each of the upsampling
and outlier removal method. 25 000 of the parameters’ combinations were evalu-
ated in total. We estimated the runtime, resultant map size and map’s accuracy
compared to ground-truth. The results for best parameterizations are shown in
Table 1. As one can see, the best performance is achieved by statistical outlier
with h = 1.8 and by Voxel Grid Dilation with dilation voxel size set to 4.9 and
dilation iterations set to 3.

4.3 Map Quality Estimation

We combined the statistical outlier filter with Voxel Grid Dilation upsampling
algorithm to post-process the maps obtained by ORB-SLAM2 on all the available
data: 110 data instances from both TUMidoor Dataset and Malaga Dataset.
The results of the evaluation are shown in Fig. 3. As one can see, the suggested
approach is able to produce more precise and dense maps, compared to original
ORB-SLAM2.

Finally we tested the suggested pipeline on the video-data, captured
form Bebop quadrotor performing indoor flight in our lab (video is available
at https://www.youtube.com/watch?v=piuVq8f61gs) The visualization of the
result is given on Fig. 4. Original map contains 8838 points, smoothed map has
6832 and upsampled map - 58416. As one can see, applying the suggested outlier
removal and upsampling filters positively influence the quality of the resultant
point-cloud map and, as a result, converted octo-map becomes more suitable for
further usage (e.g. for path planning).

https://www.youtube.com/watch?v=piuVq8f61gs
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Fig. 3. Average deviation of the post-processed map and ORB-SLAM2’s map from
ground-truth. Less is better.

Fig. 4. (a) Original map, produced by ORB-SLAM2 (outliers are highlighted in red);
(b) the map with outliers removed; (c) upsampled map. (d), (e), (f) – corresponding
octrees (with the ceiling and the floor removed for better visualization).
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5 Conclusion

We have considered the problem of enhancing the maps produced by monocular
feature-based vSLAM (ORB-SLAM2). This problem naturally arises in various
mobile robotics applications as typically the feature-based vSLAM maps are
extremely sparse. We evaluated the post-processing pipeline that includes out-
lier removal and upsampling. Different combinations of known methods were
evaluated and the best parameters for each method were identified. The best
combination was then extensively tested on both well-known in the community
indoor and outdoor collections of video-data and the video from real quadrotor
captured in our lab. The results of such evaluation showed the increase of the
accuracy and the density of the post-processed maps.

Acknowledgments. This work was partially supported by the “RUDN University
Program 5-100” and by the RFBR project No. 17-29-07053.
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Abstract. This article describes the possibility of using the ideas of FOG
computing as an additional layer between robotic devices and the cloud
infrastructure. FOG layer, represented as a P2P network in combination with the
containerized cloud infrastructure inspired by microservice patterns, provides
the ability to process data based on its time-sensitivity and to increase overall
benefits despite the fact of exponential growth of data. We consider that the
solution of assignment problem obtained in terms of the platform is one of the
keys to achieve the goal of data analysis close to devices.

Keywords: Robots � Cloud platforms � Manipulator � Computing
Control systems

1 Introduction

To begin with, cloud infrastructure refers to a virtual infrastructure that is delivered or
accessed via a network or the Internet. This usually specifies the on-demand services or
products being delivered through the model known as infrastructure as a service (IaaS),
a basic delivery model of cloud computing [1–3]. At the same time it’s critically
important for real-time systems to process extremely time-sensitive information close
to its sources especially due to the fact of exponential growth of data. In order to
achieve this goal we additionally draw our attention to the concept of FOG computing
[1, 2].

According to the previous statement our first step was to create a universal cloud
platform for IoT, such as smart home automation system or smart energy solutions,
with deep integration of mathematical distributed algorithms and to use it later as a
separate computing level [4–7].

Adaptation of the developed cloud infrastructure for robotics connection via 5G
including the concept of FOG computing and with the support of various mathematical
and real-time stream processing is the next step of our work [3, 7].

In this paper we describe our platform with necessary benchmarks as a three-level
model where the first level is represented by IoT and robotics infrastructure and the rest
levels are FOG and Cloud computing respectively.
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2 Cloud Computing Level

To start with complex description of the cloud computing level of our platform it
should be noted that distributed architectures can be reduced to service-oriented
architectures (SOA) in the case of applications separation into components and pro-
viding services to other components via communication protocols, typically over a
network [4].

Moreover, there is another concept known as microservice architecture and
according to Martin Fowler SOA is a superset of microservices, which can be described
as services presented by independent processes communicating with each other using
language-agnostic APIs. For communication between microservices the following
technologies can be used:

– SOAP with WSDL;
– message brokers such as RabbitMQ, ActiveMQ paired, for example, with STOMP;
– REST, so on.

To achieve the necessary requirements for the cloud computing level the
microservice architecture was chosen as the primary type of distributed architectures
where the message broker Apache Kafka is the main tool for linking components
together.

Such combination of microservices and message brokers is often called an event-
driven architecture (EDA) and will be a good way to:

– isolate required logic and containerize microservices (for example, Docker con-
tainer) with further auto deploy and load balancing;

– isolate development teams following Amazon “two pizza” rule;
– update and deploy independently all necessary microservices;
– specify the structure of the messages in the system using special JSON schemes

registered in Apache Avro tool;
– connect either Apache Spark for cluster processing and Data Lake solutions to store

data or other third-party platforms.

More than that, Apache Kafka demonstrates a great performance potential and
allows us to use it as a central and one of the main components in the whole cloud
infrastructure. The key of such behavior lies in the architecture originally developed by
LinkedIn with the following features:

– based on distributed, replicated and fault-tolerant cluster paired with Zookeeper
service and looked like a distributed filesystem dedicated to high-performance, low-
latency commit log storage, replication, and propagation;

– persistent messaging with O(1) disk structures;
– support hundreds of thousands of messages per second depending on the current

configuration;
– two types of messaging: queuing and publish-subscribe;
– at-least-once delivery by default but exactly-once delivery for Kafka Streams and

transactional producer/consumer processes.
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With the help of Apache Kafka such patterns as CQRS or even Event-Sourcing can
be natively implemented inside the cloud infrastructure using the described message
broker. The most important things to be considered are the eventual consistency and
distributed transactions among groups of microservices.

Another characteristic that should be described in this section is security [8–11].
One of the ways to implement the security layer is to create an isolated authentication
microservice based on OAuth2.0 protocol but with the support of JSON web tokens
(JWT) signed using RSA keys that will allow us to reduce the number of requests from
simple microservices to auth one. At the same time it should be considered that
information of JWT is only encoded but not encrypted. Generally it means that
communication between microservices is built using non-trusted way secured by SSL
or VPN, for example [12].

The final solution is created according to the current requirements with an under-
standing of request-reply pattern [13]. To sum up this section, there are 3 types of
architectures depending on the specified IaaS and deployed with Ansible tool that
allows us to create configuration models for automatic installations on various cloud
providers. The designed cloud infrastructure can be deployed on Amazon, Google
Cloud Platform, Microsoft Azure, VMware or OpenStack + MaaS solution to create a
completely private cloud level. Moreover, the first type provides the possibility to run
application clusters under Kubernetes with authentication (auth), service discovery and
registry (SD).

The second type of architecture additionally allows users to use custom data lake
based on HDFS and, additionally, Cassandra to store unstructured, semi-structured and
structured data according to the database per service pattern secured by user permis-
sions and ACL.

The third type of cloud infrastructure and the most complete gets the Apache Spark
Cluster under the Mesos layer for parallel processing and analysis including stream
processing. One of the main advantages of using Apache Spark is the possibility to
install it on Hadoop environment, speed performance without mandatory classic Map-
Reduce method and with built-in libraries (see Fig. 1):

– MLlib for distributed machine learning;
– GraphX for graph processing;
– Spark Streaming for steaming processing;
– SparkSQL for effective work with structured data in the term of BigData.

Fig. 1. Cloud Infrastructure type 3.
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Described architecture schemes are represented in terms of Kubernetes and can be
installed on various cloud providers by further improving open-source Kubespray
project using our developed Ansible modules. This is a fairly flexible solution to solve
possible problems especially using data pipelines for processing control but to handle
the increasing amount of data (approaching 40% only in 2015) produced by devices
physically close to IoT new extensions are required for the entire architecture.

At this point we assume that the analysis of data related to our system could be
divided into 2 groups: “long-term” and “short-term” analysis, where the first one is
submitted by Apache Spark cluster on the cloud level which is suitable for distributed
high-performance processing and the second one is related to time-sensitive data and
FOG computing represented by level between the cloud infrastructure and IoT devices
or robotics.

We draw attention to the fact of widespread FOG computing usage in our solution
due to its benefits and exponential growth of data.

3 FOG Computing Layer

Located between the Cloud computing and physical layers and represented by edge and
physical devices or even group of virtualized resources as cloudlet FOG computing
layer is related to completely time-sensitive data and aimed at data processing close to
its sources. The main goal of using such layer is to reduce latency for “short-term”
analysis and to route data to a higher level. Moreover it could help us to work in
completely isolated networks using local infrastructure consisting of other devices and
robotics as a computing unit. To do this we should formalize a way to determine the
computational capabilities of the units described above for further task assignment
according to this value. Imagine that there is a benefit bij of assigning task j for unit
i where each task can be assigned only to one unit and the overall benefit

P
bij for all

assignments tends to a maximum.
One of the solutions for searching such assignments in accordance with the poly-

nomial complexity was proposed by Dimitri Bertsekas in the form of holding an
auction [4]. In order to solve the assignment problem formulated above but in
decentralized networks we have used some other improvements that provide the same
stable and optimum results [8]. According to these improvements each unit at the
moment of time t can have incomplete knowledge of current assignments solved
gradually and, technically, can be represented using state diagram.

4 Requirements for Robotic Systems

The complex architecture described above can be easily scaled for any purposes and
spheres such as home automation, smart energy systems, company infrastructure and
development infrastructure according to DevOps or even robotics systems. Of course,
such cloud platform paired with FOG computing is especially interesting with the
combination of IoT meaning robotics systems where Cloud computing level is a place
of making deep and complex calculations like path planning, image recognition,
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clustering and creating the environment model, remote controlling and FOG computing
level is a place for data processing in the terms of time-sensitivity and network
isolation.

Among other things, 5G that should be scheduled for 2020 year paired with IPv6
propagation would be a new stage in the development of IoT and robotics systems
development with communications in fault-tolerant and secure manners [14–17].

The modern complex robotics systems for industry may consist of several com-
putational units to control various components including their connections to the cloud
platform through 5G and full-duplex bi-directional communication (Web Sockets)
under the protection of SSL and VPN. More than that, such robotics system can be
presented as a local distributed architecture with the ability to virtualize resources and
provide them to different computational processes according to the current real-time
situation. In our opinion the implementation of this idea would improve the usage of
the cloud level only as huge remote computational unit for global parallel processing
and analysis, global storage for the data from different robotics sensors and as a reserve
or a store of virtualized resources provided for the local architecture through the low
latency communication (5G) in the case of high-loaded robotic processors.

Finally, it’s important to note that such IoT systems as smart energy solutions often
use cloud platform for different computations such as fingerprint detection of different
electrical devices by creating specific transformations with frequency domain repre-
sentation of the original signal for the further device detection locally on the special
hub at home without unnecessary requests to cloud platform. The processed data is
often called smart data. As a result the required information is more intelligent for the
real-time process and can be used in the same manner in robotics systems but among
other mathematical models [18–21].

5 Cloud Computing Test

To fully understand the capabilities of the chosen solution and the substitution con-
ditions for the alternative, bandwidth measurements were measured, expressed through
the delay time with respect to the p99-latency.

The experiment was conducted using the open-source tool Flotilla in comparison
with the message queue RabbitMQ based on the AMPQ standard.

Selected message queues for measurements:

– RabbitMQ (v. 3.6.7);
– Apache Kafka (v. 0.9.0.x) is an implementation implemented within the framework

of the platform.

Selected types of messages for measurements:

– 256B, 3.000 requests/s (768 KB/s);
– 1 KB, 3.000 requests/s (3 MB/s);
– 5 KB, 2,000 requests/s (10 MB/s);
– 1 KB, 20.000 requests/s (20.48 MB/s);
– 1 MB, 100 requests/s (100 MB/s).
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RabbitMQ, Latency, test 1 

Apache Kafka, Latency, test 2

Apache Kafka, RabbitMQ, test 3 

Apache Kafka, RabbitMQ, test 4 

Fig. 2. Latencies for Apache Kafka and RabbitMQ in comparison.
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Selected types of units (nodes) for measurements:

– 2 m4.xlarge EC2 instance (2.4 GHz Intel Xeon Haswell, 16 GB RAM);
– Enabling enhanced networking.

Stages:

– execution of the request to publish the message in the queue;
– waiting for the response to the sent message (the size of the message with the

request is equal to the size of the message with the response).

The results present on Fig. 2:

6 FOG Computing Test

To check the solution of assignment problem we have created a decentralized network
of 25 independent nodes using Golang environment. The main problem is that among
such parameters as e and bij to control the speed of convergence and benefit of
assigning task j to node i due to the fact of decentralization a new parameter called
topology was additionally added. To prove this statement 2 networks were created with
complete and random topologies respectively and the same values of benefits and e (see
Fig. 3). All the tests were performed for the system where the number of nodes is equal
to the number of tasks and, moreover, such tests were successfully completed at the
moment of time t when all tasks are assigned and all nodes don’t have incomplete
knowledge of current assignments.

At the same time to reduce the number of iterations such parameter as e should be
managed. According to the approach proposed by Dimitri Bertsekas optimum results
are achievable under the condition of using parameter e equal to or less than 1/n, where
n is the number of nodes [8]. Technically, it should be done using the e-scale technic to
remove the influence of parameter e tending to zero in the case of large number of
nodes. The corresponding results are shown on Fig. 4, where 2 networks were created
with the same topology and overall benefit but using a different number of iterations for
convergence.

Apache Kafka, RabbitMQ, test 5 

Fig. 2. (continued)
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25 nodes, random topology, ε = 0.25, overall benefit is equal to 2310

25 nodes, complete topology, ε = 0.25, overall benefit is equal to 2512

Fig. 3. Convergence. Test 1.

25 nodes, chain topology, ε = 0.25, overall benefit is equal to 2512  

25 nodes, chain topology, ε = 0.85, overall benefit is equal to 2512 

Fig. 4. Convergence. Test 2.
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7 Conclusion

To sumup, therewas presented a complex solution that includes two computing layers for
data processing based on its time-sensitive. This paper provides all the necessary
benchmarks, tests and description of the platform with additional FOG layer, represented
as a P2P network in a combination with the containerized cloud infrastructure inspired by
microservice pattern, increasing overall benefits despite the fact of exponential growth of
data and with the support of data analysis close to its sources. [7, 19, 21].
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Abstract. It is well known that speech communication is a very important
segment of human-robot interaction. The paper presents our experience from the
project “Design of Robots as Assistive Technology for the Treatment of Children
with Developmental Disorders”, with focus on the development of more expres‐
sive dialogue systems based on automatic speech recognition (ASR) and text-to-
speech synthesis (TTS) in South Slavic languages. The paper presents the most
recent results of our research related to the development of expressive conversa‐
tional human-robot interaction, specifically in the field of conversion of voice and
style of synthesized speech based on a new generation of deep neural network
(DNN) based speech synthesis algorithms, as well as the field of emotional speech
recognition. The development of dialogue strategies is described in more details
in the second part of the paper, as well as the experience in their clinical appli‐
cations for treatment of children with cerebral palsy.

Keywords: Human-Robot interaction · Speech technology
Expressive communication · Dialogue systems

1 Introduction

Human-machine interaction is one of major challenges in the development of robots.
Humanoid robots are usually capable of recognizing human speech with a certain degree
of accuracy, as well as to synthesize human-like speech. The level of automatic speech
recognition (ASR) and spoken language understanding (SLU) depends on many condi‐
tions: language, size of vocabulary, noise level, reverberation, microphone and its posi‐
tion, as well as speaking style. On the other hand, achieving a high level of naturalness
and expressiveness of speech produced by TTS is also a great technological challenge,
and it has been accomplished for still a relatively small number of languages, particularly
those with large speaker bases and market potential. For these reasons, conversational
human-robot interaction is still unavailable for a large majority of languages, and has
reached various degrees of development.

Speech dialogue expressing emotions and attitudes is very important in human-robot
communication and, in fact, more expressive robots have been proven to be preferable over
more efficient ones [1]. Emotion based human-robot interaction can be considered from
different points of view; apart from verbal communication, the use of non-verbal cues such
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as mimics and body gestures can improve the understanding interlocutors’ intentions [2].
More expressive verbal human-robot communication is considered in more details in this
paper. Section 2 presents some research results in the development of emotional speech
recognition and some new research results in the conversion of both voice and style of
synthesized speech. The applications of speech technologies in the development of a
humanoid robot and its dialogue system are described in more details in the Sect. 3, with
focus on experience in applications of human-robot speech interaction tested in a hospital
as assistive technology for the treatment of children with developmental disorders.

2 Development of ASR and TTS for More Expressive Speech
Communication

Robot MARKO is able to speak in Serbian, based on ASR and TTS developed at the
project “Development of Dialogue Systems for Serbian and Other South Slavic
Languages”. For the first time, these were small to medium size vocabulary ASR [3–5]
and a concatenative TTS (a female voice) with intonation predicted by regression trees
[6]. They provide from one side the recognition of speech commands in the domain of
therapeutic work with children with developmental disorders, and from the other side
synthesized speech that is comprehensible, reasonably natural-sounding, but always in
a neutral speech style. In order to provide more expressive verbal communication, the
activities on the project have included research on emotional speech recognition and
synthesis of speech with emphasis on creating a framework which will allow easy
incorporation of new speech styles/emotions and new speaker voices.

2.1 Emotional Speech Recognition

The research question of automatic emotional speech recognition integrates two issues:
selection of an appropriate feature set and investigation of different classification tech‐
niques. Most speech emotion recognition systems were based on hidden Markov models
(HMM) [7]. Recognising realistic emotions and affect in speech can be difficult, espe‐
cially if emotions have a low level of arousal and valence [8].

Discrimination capability of the usually proposed feature set is compared with two
feature sets (prosodic and spectral feature sets separately) in a five emotional states
classification task (anger, joy, sadness, fear and neutral). Four different classifiers (linear
Bayes classifier, perceptron rule, kNN classifier and multilayer perceptron) are trained
and tested with observed three feature sets on the corpus of “Emotional and Attitude
Expressive Speech” (GEES). A set of experiments with three feature sets: the prosodic,
the spectral, and the combined one has been described in [9]. The linear Bayes, the
perceptron rule and the kNN classifier were considered in all three experiments. The
experimental results show that the highest recognition accuracy was obtained with the
third feature set using the linear Bayes classifier.

Better recognition of emotional speech will provide more natural verbal human-
machine communication. Based on recognized human emotions, a robot can correct the
dialogue strategy. It should also be noted that a good dialogue strategy can sometimes
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be chosen solely on the basis of the decision whether the speaker emotion was identified
as positive or negative.

2.2 Conversion of Voice and Speech Style

Recent technological development has enabled us to use deep neural networks (DNN)
to model speech. A simple DNN-based TTS system is shown in Fig. 1. It consists of
two neural networks, one predicting durations of phones, and the other predicting
acoustic features. In our experiments all networks have 4 hidden layers with 1024
neurons, first three form a feed-forward network, while the output layer has neurons
with long short-term memory (LSTM). The inputs are linguistic features extracted from
annotated text. The acoustic features produced by the network are given to the vocoder
from which the output speech signal is obtained. For producing intelligible and natural
sounding speech, the model needs to be trained on several hours of speech, annotated
phonetically and prosodically. While phonetic annotation is largely automatic, prosodic
annotation requires significant human effort.

Fig. 1. Regular DNN based TTS.

In our recent research [10], we compared three different DNN-based methods for
producing synthesized speech in multiple styles, originally proposed for modeling
multiple speakers with a limited amount of data per speaker.

• The method based on style code. The idea is to have a database with one speaker,
speaking in multiple styles. Besides standard linguistic feature inputs, another input is
used, indicating the speech style. During training, this input is used to indicate the style
of the speech data used, while in the synthesis phase, given a certain style code, the
network will know which speech style to produce. The style is coded as one-hot vector.
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• Shared hidden layers. This method is based on idea of having a separate output
layer for each style, while sharing the hidden layers among different styles. In this
way, all sections of the multi-style corpus are used to train the shared layers, but only
a specific part of the corpus is used to train a certain output layer. In the synthesis
stage, depending on which speaking style is to be produced, only a certain part of the
entire model will be used.

• Re-trained model. The last model, maybe the most intuitive one, is based on re-
training an already trained model. Namely, the idea is to train a model on a corpus
of neutral speech in the regular way, and then to adapt it to a smaller speech corpus
in a certain style. In such a case the number of models needed is equal to the number
of styles to be produced.

Two listening tests (MOS and MUSHRA) with 20 amateur listeners, with neutral
speech (3 h of training data) and angry, happy and sarcastic style of speech (5 min of
training data per style) are conducted in [10]. It has been shown that intelligible and to
some extent natural expressive speech can be produced by having only 5 min of speech
in a certain style.

The approaches described above have originally been used for producing synthetic
speech in different voices [11, 12]. However, in this case the amount of training material
per speaker is higher, around 20 min. The ultimate aim of our research is to develop a
framework able to produce synthetic speech in an arbitrary voice and speaking style,
contributing to more expressive human-robot voice communication.

3 Evaluating the Robot Dialogue Behavior

The conversational human-like robot MARKO was developed as assistive tool for robot-
supported therapy of children with cerebral palsy and similar movement disorders. One
of the crucial functionalities of this robot is that it can engage in three-party natural
language interaction with the child and the therapist [13–16, 18].

The dialogue behavior of the robot MARKO was experimentally evaluated in a
therapeutic settings at the Clinic of Pediatric Rehabilitation in Novi Sad, Serbia (cf.
Figure 2). The children who participated in this study were selected by qualified thera‐
pists. Their parents gave written permission for the children to participate, and, when
possible, the children above age five gave assent. Due to the sensitivity of the research,
all robot actions and speech acts were controlled by a human operator, under supervision
of a therapist (cf. [18]).

The evaluation was performed in two phases. The aim of the first phase was to assess
the children’s receptivity to the robot MARKO at the first encounter. Thus, the experi‐
mental settings were not strictly therapeutic, but rather designed to engage a child in the
interaction with the robot, and to motivate it to perform nonverbal actions on request.
For example, MARKO says that it has lost a toy (i.e., confronting the child with a simple
discourse), mimicking a sad facial expression (non-verbal expression of emotions can
improve intention recognition, cf. [2]), and asks the child for help to find it. Twenty-
nine children were involved in the first experimental phase (13 f, 16 m, avg. age 9.1, st.
dev. 3.54). Twelve of them were healthy, and 17 were recruited from among patients
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with cerebral palsy and other movement disorders. In addition, the control group of
patients not exposed to the robot contained 15 children (6 f, 9 m, avg. age 6.8, st. dev.
3.19). The first experimental phase validated that children positively respond to
MARKO at first encounter, engage in interaction, and accept and perform given instruc‐
tions. More detailed information on subjects, experimental settings, and produced corpus
of child-robot interaction is given in [17, 18].

Table 1. Subjects.

ID Age Sex Height [cm] Width [kg] Diagnosis Mobility
s1 15 F 159 46 hemiparesis, right sided

weakness
can stand, can walk

s2 14 F 164 50 hemiparesis, right arm
disorder

can stand, can walk

s3 9 F 129 27 paralysis cerebralis infantilis,
vision problems

sitting, can stand, can
walk a little with
assistance

s4 9 M 127 32 hemiparesis, left sided
weakness, brain hemorrhage

can stand, can walk

s5 15 F 150 50 paralysis cerebralis infantilis,
spinal surgery

can stand, can walk

s6 11 F 155 45 paralysis cerebralis infantilis
(spastic diplegia), difficulty
with speaking, vision
problems, sensorimotor
integration disorder

can stand, can walk

s7 5 M 124 34 paralysis cerebralis infantilis can stand, can walk
with assistance

Fig. 2. The robot MARKO in the experimental setting.
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The second experimental phase was conducted as part of work reported in this paper.
Seven children with cerebral palsy and similar movement disorders participated in this
study (5 f, 2 m). The basic information on the children is given in Table 1.

The aim of this phase was to assess the children’s longer-term motivation to undergo
therapy in a therapeutic context. Therefore, compared to the first phase, the following
aspects of the experimental settings were modified in the second phase:

(i) Therapeutic settings. The interaction was strictly focused on therapeutic exercises.
The children were verbally instructed to perform ten Frenkel’s exercises [19]
selected by their respective therapists, including, but not limited to stretching in
standing and sitting positions, walking along a line and between two parallel lines,
lateral walking over obstacles, etc.

(ii) Multiple sessions per child. Each child was participating in a series of therapeutic
sessions – one session per day, in a sequence of working days. Forty-four sessions
were recorded. The average duration of a session was approximately 16 min, with
a standard deviation of approximately 4 min. The additional information on the
recorded sessions is given in Table 2.

Table 2. Sessions.

Subject ID # Sessions Average duration of session [s] Standard deviation [s]
s1 7 758 135
s2 5 869 310
s3 13 1104 286
s4 4 949 237
s5 3 933 22
s6 7 1015 120
s7 5 834 242
Total: 44 952 249

(iii) Three-party interaction: The interaction was evolving between the child, the
therapist and the robot. For each child separately, in the first session, the therapist
verbally instructed the child to perform exercises, while MARKO engaged in
conversation either to encourage the child (e.g. by commending it), or to draw the
child’s attention to some aspects of the current exercise (e.g., warning the child to
straighten the spine or knees, to drop the heel, etc.). From the second session,
MARKO was taking the initiative in interaction from the therapist, following the
dialogue strategy introduced in [18]. The robot was primarily instructing the child,
while the role of the therapist was corrective.

A qualitative insight into the children’s motivation to undergo robot-supported
therapy was provided by their long-term therapists. The positive motivation was
observed in all subjects. With respect to the level of motivation, the subjects can be
classified in two groups. Subjects s1, s2 and s7 were accepting the robot’s instructions,
and expressed steady-state motivation that was maintained but not increased through
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the sessions. In the remaining subjects, the motivation to undergo the therapy was estab‐
lished and then increased through the sessions. These subjects were not only accepting
the robot’s instructions, but also expressing higher engagement, e.g., they verbally
interacted with MARKO, memorized the exercises, and tended to perform them in
advance of the robot’s instruction.

4 Conclusion

Experience in the development of a dialogue system for a humanoid robot is presented
in the paper with focus on possible progress based on expressive speech recognition and
synthesis. Speech technology development has evolved from small vocabulary HMM-
based speech command recognition and neutral-style speech synthesized by concate‐
nation, toward large vocabulary ASR including emotive speech and multi-style TTS –
based on advantages of deep neural networks.

The reported dialogue system integrated with the robot MARKO has been tested in
a clinical context. Although it includes the functionality of concatenative TTS, the chil‐
dren liked to participate in the dialogue and were motivated to repeat exercises that they
otherwise find hard and boring (e.g., subject s3 asked her parents to exercise on her own
between sessions in order to be better during the next session with MARKO). According
to the qualitative assessment provided by the involved therapists, introduction of
emotions in human-robot interaction either by mimics or voice has contributed to the
effects of dialogue. It is expected that a more expressive voice of the robot will further
increase the positive effects, but real benefits will be assessed in future work.

Acknowledgments. Research was supported in part by the Ministry of Education, Science and
Technological Development of Serbia (grants TR32035 and III44008).

References

1. Hamacher, A., Bianchi-Berthouze, N., Pipe, A.G., Eder, K.: Believing in BERT: using
expressive communication to enhance trust and counteract operational error in physical
Human-Robot Interaction. In: 25th IEEE International Symposium on Robot and Human
Interactive Communication, 26–31 August 2016, 8 pages (2016). https://doi.org/10.1109/
roman.2016.7745163

2. Berns, K., Zafar, Z.: Emotion based human-robot interaction. In: Ronzhin, A., Shishlakov,
V. (eds.) 13th International Scientific-Technical Conference on Electromechanics and
Robotics “Zavalishin’s Readings”, St. Petersburg, Russia, 18–21 April 2018, MATEC Web
of Conferences, vol. 161, Article 01001, 7 pages (2018). https://doi.org/10.1051/matecconf/
201816101001

3. Popović, B., et al.: A novel split-and-merge algorithm for hierarchical clustering of Gaussian
mixture models. Appl. Intell. 37(3), 377–389 (2012). https://doi.org/10.1007/
s10489-011-0333-9

50 V. Delić et al.

http://dx.doi.org/10.1109/roman.2016.7745163
http://dx.doi.org/10.1109/roman.2016.7745163
http://dx.doi.org/10.1051/matecconf/201816101001
http://dx.doi.org/10.1051/matecconf/201816101001
http://dx.doi.org/10.1007/s10489-011-0333-9
http://dx.doi.org/10.1007/s10489-011-0333-9


4. Popović, B., Ostrogonac, S., Pakoci, E., Jakovljević, N., Delić, V.: Deep Neural Network
based continuous speech recognition for Serbian Using the Kaldi Toolkit. In: Ronzhin, A.,
Potapova, R., Fakotakis, N. (eds.) SPECOM 2015. LNCS (LNAI), vol. 9319, pp. 186–192.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-23132-7_23

5. Pakoci, E., Popović, B., Pekar, D.: Language model optimization for a deep neural network
based speech recognition system for Serbian. In: Karpov, A., Potapova, R., Mporas, I. (eds.)
SPECOM 2017. LNCS (LNAI), vol. 10458, pp. 483–492. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-66429-3_48

6. Sečujski, M., Pekar, D., Knežević, D., Svrkota V.: Prosody prediction in speech synthesis
based on regression trees. In: Halupka-Rešetar, S., et al. (eds.) The 3rd International
Conference of Syntax, Phonology and Language Analysis, pp. 224–236. Cambridge Scholar
Publishing (2012)

7. Nwe, T., Foo, S., De Silva, L.: Speech emotion recognition using hidden Markov models.
Speech. 41, 603–623 (2003)

8. Schüller, B., Batliner, A., Steidl, S., Seppi, D.: Recognising realistic emotions and affect in
speech: state of the art and lessons learnt from the first challenge. Speech Commun. 53, 1062–
1087 (2011)

9. Delić, V., Bojanić, M., Gnjatović, M., Sečujski, M., Jovičić, S.: Discrimination capability of
prosodic and spectral features for emotional speech recognition. Elektronika ir
Elektrotechnika 18(9), 51–54 (2012). https://doi.org/10.5755/j01.eee.18.9.2806

10. Suzić, S., Delić, T., Jovanović, V., Sečujski, M., Pekar D., Delić, V.: A comparison of multi-
style DNN-based TTS approaches using small datasets. In: 13th International Scientific-
Technical Conference on Electromechanics and Robotics “Zavalishin’s Readings”, St.
Petersburg, Russia, April 2018, MATEC Web Conference, vol. 161, 6 pages (2018). https://
doi.org/10.1051/matecconf/201816103005

11. Fan, Y., Qian, Y., Soong, F. K., He, L.: Multi-speaker modeling and speaker adaptation for
DNN-based TTS synthesis. In IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), Brisbane, Australia, April 2015. https://doi.org/10.1109/icassp.
2015.7178817

12. Hojo, N., Ijima, Y., Mizuno, H.: An investigation of DNN-based speech synthesis using
speaker codes. In: Interspeech, San Francisco, USA. https://doi.org/10.21437/interspeech.
2016-589

13. Gnjatović, M.: Therapist-centered design of a robot’s dialogue behavior. Cogn. Comput. 6(4),
775–788 (2014)

14. Gnjatović, M., Delić, V.: Cognitively-inspired representational approach to meaning in
machine dialogue. Knowl. Based Syst. 71, 25–33 (2014)

15. Gnjatović, M., Janev, M., Delić, V.: Focus tree: modeling attentional information in task-
oriented human-machine interaction. Appl. Intell. 37(3), 305–320 (2012)

16. Mišković, D., Gnjatović, M., Štrbac, P., Trenkić, B., Jakovljević, N., Delić, V.: Hybrid
methodological approach to context-dependent speech recognition. Int. J. Adv. Robot. Syst.
14(1), 12 (2017)

17. Gnjatović, M., et al.: Pilot corpus of child-robot interaction in therapeutic settings. In:
Proceedings of the 8th IEEE International Conference on Cognitive Infocom. (CogInfoCom),
Debrecen, Hungary, pp. 253–257 (2017)

18. Tasevski, J., Gnjatović, M., Borovac, B.: Assessing the Children’s Receptivity to the Robot
MARKO. Acta Polytechnica Hungarica, Special Issue on Cognitive Infocommunications (in
press)

19. Zwecker, M., Zeilig, G., Ohry, A.: Professor Heinrich Sebastian Frenkel: a forgotten founder
of rehabilitation medicine. Spinal Cord 42, 55–56 (2004)

Toward More Expressive Speech Communication 51

http://dx.doi.org/10.1007/978-3-319-23132-7_23
http://dx.doi.org/10.1007/978-3-319-66429-3_48
http://dx.doi.org/10.1007/978-3-319-66429-3_48
http://dx.doi.org/10.5755/j01.eee.18.9.2806
http://dx.doi.org/10.1051/matecconf/201816103005
http://dx.doi.org/10.1051/matecconf/201816103005
http://dx.doi.org/10.1109/icassp.2015.7178817
http://dx.doi.org/10.1109/icassp.2015.7178817
http://dx.doi.org/10.21437/interspeech.2016-589
http://dx.doi.org/10.21437/interspeech.2016-589


The Dynamic Model of Operator-Exoskeleton
Interaction

Valery Gradetsky, Ivan Ermolov, Maxim Knyazkov, Eugeny Semenov,
and Artem Sukhanov(✉)

Ishlinsky Institute for Problems in Mechanics RAS, Pr. Vernadskogo 101-1, Moscow, Russia
sukhanov-artyom@yandex.ru

Abstract. Improving efficiency and productivity is an important factor in the
development of robotic devices that can solve many human problems. Complex
and monotonous actions that require precision and accuracy when moving large
objects or performing technological processes can be carried out by redistributing
part of the load on the robotic system. An example of such a system is an exoskel‐
eton device. Active exoskeletons are referred to robotic human-machine systems.
The interaction of operator and exoskeleton determines the quality of the func‐
tioning of such systems.

Practical purpose of research and development of active exoskeleton device
for the human limbs is the reallocation of labor-intensive, monotonous activities
on mechatronic system of exoskeleton.

This paper discusses the dynamic model of interaction between exoskeleton
system and operator.

Keywords: Exoskeleton · Human-machine device · Mathematical simulation
Interaction · Dynamics · Lagrange equation

1 Introduction

For the organization of feedback in the control system of the exoskeleton information-
measuring modules different types of sensors are essential. They allow monitoring the
state of the system, obtaining information about the external environment and manipu‐
lated objects. In our work we consider three types of data levels involved in processing
in control system of the exoskeleton.

The strategic level of the exoskeleton requires information about the planned move‐
ments of the operator, based on his current actions. The tactical level uses information
about manipulated objects and the state of the environment. The executive level uses
information about drives, the state of the brake elements and the state of limit switches.

2 The Interaction Problem

In exoskeleton systems, position sensors, strain gauges, muscle activity sensors, as well
as inertial sensors are most often used as information-measuring systems [1].
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In direct contact with the target object Fig. 1(a) the operator evaluates the current
position of Qt(t) of the object in space, determines its orientation Wt(t). The operator
plans the movement of his arm for the implementation of pre-designed manipulations
with the object 

(
Qt+1, Wt+1

)
, acting on the object with force F and receiving tactile infor‐

mation about the reaction of the object R.

Fig. 1. Direct human interaction with the object (a) and interaction via an exoskeleton device
(b).

Thus, the information about the desired position and orientation of the object at the
next time 

(
Qt+1, Wt+1

)
 is involved in the direct communication channel “Operator-

Object” and the necessary force F is applied to perform the intended manipulations.
In the absence of knowledge about the mass of the object, a person is guided by his

experience and evaluates this parameter during direct contact with the object, moving
it in space and receiving tactile information about the reaction forces R.

Using the exoskeleton device (Fig. 1b) there may be no direct contact between the
human arm and the object. In this case, the operator receives all the information about
the forces and torques, interacting with the elements of the exoskeleton links(
F, Qt+1, Wt+1

)
.

The control system of the exoskeleton, guided by its algorithms, interprets the human
movement in the necessary movement of the links in the form of vector(
F′, Q′

t+1, W′

t+1

)
. Thus control over position of object in space is assigned to the visual

system of the person receiving information about the current position of the object(
Qt, Wt

)
. The force applied to the object F′ will depend on the settings of the control

system.

F′ = KFF, (1)

The scaling factor KF in Eq. (1) of the applied force is dictated by the application
field of the exoskeleton device. Depending on the application and the tasks to be solved,
the scaling factor KF can be linear or nonlinear. The nonlinear law of changing KF is
used in the tremor compensation of the operator’s hands.
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Feedback from the exoskeleton in addition to visual channel may be carried out by
the resistive torques in motors located in joints of the exoskeleton device. An example
of kinematics of such design is shown in Fig. 2.

Fig. 2. Schematic kinematic model of interaction within the described system.

When changing angles in joints of the master device, the motors on the copying
device create torques M′1 and M′2, which rotate the links of the copying device until
the angle a′ is equal to angle a. The velocity of rotation depends on the misalignment of
angles a and a′.

However, the implementation of this scheme in practice shows the necessity of taking
into account the kinematic characteristics of the exoskeleton links and operator’s arm
links, as the diagram describes the system with affine similarity of the kinematics of the
links [2, 3].

With affine similarity of the master device (human arm) and coping device (exoskel‐
eton), the position error of the exoskeleton will be k times greater than the positioning
error of the operator’s arm, where k is the coefficient of affine similarity [4].

The control system for the proposed exoskeleton device is based on bioelectric
potentials processing. Figure 3 shows the relations between the elements of the proposed
system.

It uses the information about muscular activity to form the rotation speed of exoskel‐
eton drives. The exoskeleton’s servo drive system is based on the feedback technique
of acquiring information from the actuators and passing it to the control system via the
HMI. Here is the functional model of the exoskeleton control system. The operator’s
nervous system sends signals for muscles’ tension. EMG-sensors obtain data from
human muscles and send signal to the preamplifier and band pass filter. Then data goes
to the analog input of the microcontroller for processing. The amplified, rectified, and
smoothed signal is recorded for analysis. The controller forms control signal for drive
system and it performs action based on algorithms. Visual and tactile data is obtained
by operator while control.
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Fig. 3. Generalized model of Operator-Exoskeleton interaction.

3 The Arm Model

The dynamic model of the arm exoskeleton should take into account not only the
geometric parameters of the design under consideration, but also the mass distribution
of the exoskeleton links and their interaction with the operator [5]. The system Operator-
Exoskeleton may be considered as a complex system consisting of two interacting and
interdependent subsystems.

To simplify calculations let us consider the movement of the human arm in the
exoskeleton in the sagittal plane. The operator’s arm in this case may be represented as
a system of two rigid bodies connected by rotary joints. The movement of the links of
this subsystem is described by the Lagrange equation:

d

dt

(
𝜕Ta

𝜕q̇i.a

)
−

𝜕Ta

𝜕qi.a
= Mi.a −

𝜕Wa

𝜕qi.a
, (2)

where Ta is the kinetic energy of the arm, Wa is the potential energy of the arm, qi.a
are joint coordinates associated with the operator’s arm, Mi.a – torques corresponding to
the their coordinates qi.a. The kinetic energy of the considered arm can be found as the
sum of the kinetic energies of its components: Ta =

∑n
i=1 Ti.a, where n is the number of

considered links.
For an exoskeleton system that performs the operator-defined movement, the math‐

ematical description should be similar. Considering that each link of the operator’s arm
is referred to its own link of the exoskeleton system, it can be noted that the movement
of the links of this subsystem is described as follows:
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d

dt

(
𝜕Te

𝜕q̇i.e

)
−

𝜕Te

𝜕qi.e
= Mi.e −

𝜕We

𝜕qie
− Mi.ext, (3)

Here Te is kinetic energy of the exoskeleton, We is potential energy of the exoskel‐
eton, qi.e ere joint coordinates associated with the parts of the system of exoskeleton,
Mi.e – generalized forces (torques) acting on an exoskeleton system, Mi.ext is vector of
external disturbing torques resulting from the interaction of links of the exoskeleton with
the objects of the external environment.

In free movement in relation to the exoskeleton system, the vector of generalized
forces (torques) Mi.a will be formed by the efforts of the operator and will depend on the
activity of its muscular system. However, taking into account the delay in the formation
of the control action, the vector of generalized forces (torques) Mi.e of the exoskeleton
system will be formed with delay, which can lead to position misalignment of the oper‐
ator’s arm links and exoskeleton links. Thus ||qi.e(t) − qi.a(t)|| ≤ 𝜖i, where 𝜖i is the
maximum position deviation. Attachment devices of the exoskeleton impose restrictions
on the movement of the operator’s limbs [6, 7]. In this case, if there is such gap 𝜀i > 0,
while εi < 𝜖i, which is the possible constructive deviation of the arm link of the operator
from the corresponding link of the exoskeleton, than in the Eqs. (1) and (2) vectors Mi.a
and Mi.e will contain the interaction reactions of the arm and the exoskeleton links. In
this case, the movement of the arm will be subject to a one-way constraint. For the
exoskeleton device, this constraint turns to a disturbing effect [8].

Thus, the mathematical description of the movement of the exoskeleton-human
system will be determined as follows:

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

d

dt

(
𝜕Ta

𝜕q̇i.a

)
−

𝜕Ta

𝜕qi.a
+

𝜕Wa

𝜕qi.a
= Mi.a + Rili.a

d

dt

(
𝜕Te

𝜕q̇i.e

)
−

𝜕Te

𝜕qi.e
+

𝜕We

𝜕qie

= Mi.e − Mi.ext − Rili.e

Ri =

⎧
⎪
⎨
⎪
⎩

0, if ||qi.e(t) − qi.a(t)
|| ≤ 𝜖i

−ki

(
qi.e(t) − qi.a(t) − 𝜀i

)
, ifqi.e(t) − qi.a(t) > 𝜀i

ki

(
qi.e(t) − qi.a(t) + 𝜀i

)
, ifqi.e(t) − qi.a(t) < −𝜀i

, (4)

where ki is a proportional factor, li.a is arm for the force in the i-th joint of the operator’s
arm, li.e is arm for the force in the i-th joint of the exoskeleton.

It should be noted that within a particular designed gap 𝜀i the operator’s hand can be
moved freely setting the movement of the links of the exoskeleton by the force of
muscles. When the arm contacts with the link of the exoskeleton the not-holding joint
appears, generating reactive efforts, making changes in the dynamics of the nominal
system and in the dynamics of the desired motion of the exoskeleton.
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4 The Experimental Investigation

In the Laboratory of Robotics and Mechatronics of the Ishlinsky Institute for Problems
in Mechanics RAS a physical model of arm exoskeleton was made for experimental
investigation (Fig. 4).

Fig. 4. The designed exoskeleton arm prototype.

It is based on DC-motor and controlled via PWM signal. Perceptive sensors reveal
the value of muscle activity and transmit it for processing into the controller, where this
signal is filtered and normalized. Based on the power of current muscular activity control
algorithms make decision to move exoskeleton’s link in the desired direction with certain
velocity.

The controller sets the required speed of movement. Depending on the result of the
algorithm, the current position of links is stabilized or the movement of links of the
exoskeleton device performes. At the same time, the current readings of the angular
encoder and the speed of the relative movement of the links are monitored by the control
system, as well as by the operator, whose nervous system perceives the tactile data from
the arm clamp of the exoskeleton and carries out visual perception of the current action
for further planning.

Theoretical studies have been confirmed experimentally (Fig. 5). As a result of the
experiments, the biopotential data of the operator muscle groups in the performance of
various actions were obtained.
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Fig. 5. Biceps brachii and Triceps brachii activity with exoskeleton device.

A series of control algorithm tests was carried out to determine the efficiency of the
exoskeleton when performing the task of positioning the exoskeleton link in different
control modes. In the experimental studies, the time spent on the operation to achieve
the target position was measured. The control system tests have shown that the perform‐
ance of the task by the proposed two-mode control method is on average 24.3% faster
than single-mode control based on the proportional dependence of torque on the activity
of the operator’s biopotentials.

5 Conclusion

To implement the desired movement of the exoskeleton links it is necessary to process
information coming from various sources (operator, reactive forces from the objects).
Processing that data is essential for generation of control signal for the exoskeleton
system.

A human, as a part of the “Operator-Exoskeleton” system, forms the desired impact
on the objects in the environment and receives information about them. The operator
has its own subsystems such as tactile sensing, visual sensing, and planner.

Control of the desired actions as well as evaluation of the object properties processed
through the visual channel. Tactile sensing allows operator to evaluate the reaction
forces when interacting with objects in the environment. In the presence of exoskeleton
device operating between human and the environment, it is necessary to understand that
the integration of such a link into the information channel between human and the object
leads to complex problems of that interaction. One of these problems is evaluation of
reaction forces between human arm and the robotic device.
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Abstract. The operator is an important component of the Operator-Exoskeleton
system. He is a source of signals and he controls the result of the actuators motion.
The main source that drives the links of the human skeleton is the force of muscle
contraction. The amplitude and frequency of the control signal is formed by the
central nervous system. The work of muscles due to physiological processes leads
to movement of human limbs. Biomechanics deals with the problems and tasks
of the human motor system, as well as the tasks of optimization of operator’s
limbs movement, evaluation of the effectiveness of the application of forces for
a better achievement of the goal. This paper discusses the influence of various
factors on the control of the exoskeleton.

Keywords: Exoskeleton · Human-machine device · Mathematical simulation
Interaction · EMG sensors · Biopotentials

1 Introduction

For limb movements, the central nervous system sends impulses, stimulating the
membranes of motor units of myofibrils. This excitation leads to the dissociation of ions
of the near-cell space inside the myofibrils and the interaction of actin and myosin
proteins, which leads to contraction of this cell. Each impulse of the operator’s central
nervous system exceeding a certain amplitude threshold reduces a separate thread of
myofibrils collected in a bundle of fibers. The effort and the amount of reduction depend
on the elasticity of muscle fibers and their viscosity, as well as the speed of biochemical
processes.

2 The Operator’s Muscle Model

This effect was mathematically described by many researchers [1], but the most reliable
is the Hodgkin-Huxley model. Failures of combining the Hodgkin-Huxley model and
the Hill model [2] are explained by the inability to give an accurate answer to the question
about the number of motor units and the neurons that excite them in a single muscle by
its external features without invasive examination.
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The velocity of muscle contraction on the Hill model with maximum force should
be equal to zero. In the absence of load on a muscle the contraction speed should be
maximal.

Va =
b
(
Fmax − Fdes

)

Fdes + a
. (1)

Here, b is the empirical nonlinear variable with dimension of speed, a is an empirical
non-linear variable with dimension of force. Variable b increases numerically with
increasing temperature. It is shown that when the environment is heated by 10°, the
numerical value of b increases by 2–2.5 times [3–5]. A numerical variable of a is 25–
40% of the value of the maximum force of isometric contraction. This variable in the
calculation models is called the optimal reduction effort. It characterizes the maximum
power developed by the muscle when it creates the current strength. This parameter can
vary for different types of muscles and reach 60% of the maximum force for a person.
In the estimated models, this parameter is equal to 0,31 Fmax. Fdes is the desired force.

The existing models of muscle contraction represent static calculations, which allow
determining the desired force by the known parameters of muscle-length and contraction
speed. In these computational models researchers are trying to find the ratio of the current
length of the muscle, the rate of contraction and the actual force. The force developed
by the muscle is expressed by the following way:

Fdes(t) = fFV
(
Va

)
fFl
(
la
)
a(t)Fmax. (2)

Here fFV
(
Va

)
 is functional dependence of contraction force from speed of muscle

contraction,fFl
(
la
)
 is dependence of contraction force from the current length of the

muscle. Mathematical models of these dependencies were obtained by the authors of
these articles [6]. The activation level a(t) is the value determined by the ratio of the
force Fdes(t), to maximum possible force, developed under the current parameters of the
length la(t) and the reduction rate Va(t).

a(t) =
Fdes(t)

Fmax
(
la(t), Va(t)

) . (3)

The value of the activation level is formed by the human brain on the basis of the
planned action and the current tactile and visual information from the feedback channels.
We model the brain of an operator as the task scheduler which tries to establish the
desired force on the object (forming the force on the muscle Fdes(t)) based on the amount
of mismatch to the desired length of the muscle ldes(t) and the actual length of the muscle
la(t). On the basis of this, we assume that the formation of the desired force is described
by the proportional control law:

Fdes(t) = Kf
(
ldes(t) − la(t)

)
. (4)
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Here Kf is stiffness.
Each muscle, as an element of the biomechanical system, has a number of current

parameters: the current non-zero length la(t), the current contraction rate Va(t) and the
current developed contraction force. In addition to the current parameters of the muscle
there are boundary conditions. They are include the maximum muscle extension length
lmax, the minimum muscle length lmin, the neutral length in the passive state l0, as well
as the maximum possible force that the muscle can develop for the current length and
contraction speed Fmax

(
la(t), Va(t)

)
.

In this paper we consider a certain type of muscle – skeletal muscle. Each skeletal
muscle in the human body is composed of motor units. Each motor unit is externally
excited cell, surrounded by a solution of potassium and sodium ions. Motor units are
connected together in the thread, and the threads themselves are assembled into bundles.
Nerve impulses generated by the human brain come to bundles of motor units via
neurons. This changes the electric potential of cell membranes.

When the polarity changes positively charged sodium ions penetrate into the cyto‐
plasm of the motor unit cells. This starts the process of contraction of these cells. In this
case, the membrane of the cells of motor units can be in two states – excited or not
excited. This effect in physiology is known as the law of “all or nothing”, so the inter‐
action of the neuron and the membrane can be modeled by the PWM element, the duty
cycle of which per unit time will show the frequency of occurrence of the action potential
in the muscle cell. This duty cycle will be determined by the activation level parameter
a(t) (Fig. 1).

Fig. 1. Interaction model of the Operator-Exoskeleton system.

Figure 1 shows the scheme of interaction between the operator and the exoskeleton
on the example of biceps brachii work. It reflects the links between the various elements.
The task scheduler {1} can be considered as the master device in this scheme. The
scheduler is equivalent to the target task, represented in a graphical form. In this case,
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the desired law of motion is represented in the form of a linear change of the generalized
coordinate from 0° corresponding to the situation of lowered down of the operator’s arm
to 135°, which corresponds to the arm bent in the elbow joint.

The desired position of the arm corresponds to the maximum possible developing
force that can be applied by the operator. To get this parameter, the control system must
be calibrated to the individual characteristics of the operator, determining the maximum
isometric load and evaluating the resulting angle. The chart of maximum force change
from the angle is shown in Fig. 2.

Fig. 2. The chart of isometric force application.

The data of this chart is needed for the control system to determine the maximum
effort that the operator can develop for the current position of his limbs. Such database
can be created for any skeletal muscle involved in the movement control of the exoskel‐
eton. In the Fig. 1, this database is marked as {2}.

In this study we used the model of muscle contraction (Fig. 1 {4}), which is described
in papers [7–10] and modified for obtaining the contraction force depending on the
parameter of the maximum force (Fig. 3).

The activation level a(t) is calculated based on the expression (6) (Fig. 1 {3}), which is
an important information parameter for the muscle contraction model. This parameter is
also a source of information for the biopotential sensor (EMG sensor). Sending impulses,
the brain generates tension in muscle. Operator-Exoskeleton interaction block (Fig. 1 {5})
is a link between the duty cycle of the operator’s nervous system impulses and the motor
control system of the exoskeleton (Fig. 1 {6}). In this block (Fig. 4) the time delay of the
reaction of the synapse, the excitation of the muscle fiber, as well as the reaction of calcium
exchange in the cells of the muscle were taken into account [11, 12].
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Fig. 3. Modified muscle model [7–9].

Fig. 4. Operator-Exoskeleton interaction block.

Here the control of the exoskeleton starts to form (Fig. 4). Delay in processing the
signal of nerve impulses for the synapse and the process of calcium ion exchange in
cells formed as aperiodic links {7}.

The transfer function of the biopotential sensor corresponds to the integrating unit
with a sufficient gain ratio, which corresponds to the actual amplification of the EMG

sensor {8}. The real integrating link has a transfer function Wir =
KI

TIs
2 + s

. Unlike the
linear transient characteristic of an ideal integrator, the transient characteristic of such
an integrator should be curvilinear.

Block {9} is a PI controller that generates a control signal to the actuator input of
the exoskeleton. It has customizable settings for integration time, the Treg and transfer
coefficient Kreg.

The actuator of the exoskeleton Fig. 1{6} is a multi-circuit electromechanical
system, closed via force. In addition to force feedback, this system provides speed and
current feedback Fig. 5.
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Fig. 5. Exoskeleton’s drive with force feedback.

The mechanical part of this drive uses the total moment of inertia of the operator’s
arm and the exoskeleton link with the fastening clamp. This system was considered in
more detail earlier [13, 14].
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The change of the coefficients Treg and Kreg inside the control block leads to a change
in the dynamics of the system of Operator-Exoskeleton. For example, reducing the time
Treg leads to the overshoot (Fig. 6).

Fig. 6. Angular coordinate in the elbow joint.

As it can be noticed from the chart (Fig. 6), the best result was achieved at
Treg = 0.4 s. At this value, the hit in the 5% accuracy tube was obtained with the lowest
transition time. In further experiments, this value of the regulator parameter was used.

Dynamics of change of speed of rotation of a link is shown in Fig. 7.

Fig. 7. Drive’s velocity chart.
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A significant decrease of the parameter Treg leads to loss of stability of the system,
which is associated with the reaction of the operator, reflected in the muscle model.
Increasing the time Treg significantly increases the duration of the position and speed
transient processes for the drive of the exoskeleton.

The gain coefficient in the regulator is also of great importance in the synthesis of
the control formation. The results of the experiment are shown in Fig. 8.

Fig. 8. The influence of Kreg variation on the behavior of the drive system.

The Fig. 8 shows that the reducing of the coefficient Kreg leads to a significant increase
of transient parameters of the angle and velocity. Further increase of this parameter,
however, leads to the appearance of beats, expressed in increasing of the velocity ampli‐
tude. This is due to the fact that the reaction of the operator to the velocity changing of
the exoskeleton’s links does not have enough time. The operator continues to move his
arm even after drive compensation of misalignments on the position. That leads to
mistiming of actions of the operator and the exoskeleton and desynchronizes movement.
Experiments have shown that these beats appear when Kreg > 1.

The experiments also showed the effect of changing the gain coefficient of the EMG
sensor on the dynamics of the exoskeleton movement (Fig. 9).
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Fig. 9. The Influence of the EMG sensor parameters on the dynamics of the system.

Increasing parameter KEMG decreases the time of transients process of velocity and
angle, but also results in beats, as does changing Kreg. The similar situation can be
obtained when the integration time TEMG for the biopotential sensor changes.

3 Conclusion

The exoskeleton drive control will depend on the parameters of the controller and
biopotential sensor. The choice of the parameters of these elements will significantly
affect the dynamics of the exoskeleton. In this paper, we have proposed the interaction
model of the exoskeleton system with the operator modeled via biceps brachii action.
The study simulated the effect of system parameters variations on the dynamics of the
Operator-Exoskeleton system. The results of modeling were presented.
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Abstract. This paper presents usage of convolutional neural network
for classification of sign language numeral gestures. For requirements of
this research, we created a new dataset of these gestures. The dataset
was recorded via Kinect v2 device and it consists of recordings of 18
different people. Only depth data-stream was used in our research. For
a classification task, there was utilized classic VGG16 architecture and
its results were compared with chosen baseline method and other tested
architectures. Our experiment on classification showed the great poten-
tial of neural networks for this task. We reached recognition accuracy
86.45%, which is by more than 34% better result than chosen baseline
method.

Keywords: Sign language · Image recognition · Classification
Neural network · Assistive robot · Computer vision

1 Introduction

The task of increasing the level of automation and robotization in all spheres
of human activity is one of the keys in the modern information society. In this
connection, scientists and leaders of developed countries, as well as developing
countries, in cooperation with world scientific centers and companies pay atten-
tion to technologies for an effective, natural and universal interaction of a person
with computers and robots.

Currently, interactive information systems are used in the areas of social ser-
vices, medicine, education, robotics, the military industry, community service
centers, to interact with people in various situations. In addition, robotic assis-
tants are finding more and more widespread which are simple and intuitive in
use. Compared to industrial robots that are only able to repeat predetermined
tasks, robot-assistants are aimed at interacting with people in the performance
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of tasks. In this case, many classical interfaces are not enough. Instead, more
intuitive and natural approaches for human interfaces are needed (speech [2], ges-
tural [3], multimodal [1,4–6], etc.). For example, gestures can transmit simple
commands to a robot that will carry unambiguous meaning and are effective at
some distance from the robot and in noisy conditions when speech is ineffective.

It is also known that deaf people have limited capabilities when communi-
cating with the hearing. Therefore, there is necessity to develop recognition of
sign language technologies for deaf people. In addition to large world compa-
nies, national research centers are also working in this direction. Scientists from
the American Institute of Robotics at Carnegie Mellon University are working
on a system that can analyze the language of the body and gestures up to the
point of the fingers [7]. A number of researchers rightly point out that serious
differences in the semantic-syntactic structure of written and sign languages do
not yet allow an unambiguous translation of the sign languages. Therefore, there
are currently no fully automatic sign language translation systems. To create a
complete model, it is necessary to make a semantic analysis of written phrases,
and this is still possible only at a superficial level because of imperfections in
text analysis algorithms and knowledge bases.

At present, Microsoft provides a tool in the form of a sensor-rangefinder
Kinect for the development of systems with the possibility of recognizing the
sign language [8,9], which allows us to obtain a three-dimensional video stream
of information in the form of a depth map or a three-dimensional cloud of points.
MS Kinect 2.0 provides simultaneous detection and automatic tracking of up to
6 people at the distance of 1.2–3.5 meters from the sensor. In the software, a
virtual model of human’s body is presented as a 3D skeleton of 25 points.

The paper is organized as follows: in Sect. 2 we introduce used dataset; in
Sect. 3 we presented used processing methods and discuss software implemen-
tation details; in Sect. 4 we describe the experiment and show obtained results;
and finally in Sect. 5 we draw a conclusion and outline our future research.

2 Dataset

In this paper, we use our own dataset of numeral hand gestures. We recorded 10
gestures of a hand performing numbers from American Sign Language. These
gestures are, to some extent, universal and many other sign languages use them.
We recorded 18 people performing the gestures with 5 repetitions using a com-
mercial depth sensor Kinect v2. For the purpose of this research, we use only
the depth data-stream. Each repetition of a gesture consists of a movement of
the hand into the performing space, where the hand stops and a static gesture
representing a number from zero to nine is shown. To obtain only the frames
with the gesturing static hand we implemented our own semi-automatic labeling
algorithm. Since Kinect provides us with a skeletal model of a human it is easy
to follow the movement of the hand by tracking a joint representing the palm
of the hand. Some time synchronization is needed but the position of the joints
changes linearly between consecutive frames and thus the proper position of the
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palm joint in the time of depth map acquisition is easily interpolated. The palm
joint location is considered as a center of a 3D box containing the hand. Since
Kinect uses orthographic projection in the depth axis the depth of the 3D box
is always constant and has been chosen to be 200 mm. However, the xy-axes use
projective transformation and thus the size of the 3D box in this image plane
has to be adapted according to the depth of the palm joint. We use the same
size of the box in both the x and y axis computed using the formula:

M =
α · depthmax

depth
, (1)

where M is the size of the box in pixels, depthmax is the maximal depth of the
capturing device (in our case 8000), depth is the measured depth in the palm
joint location, and α is a scale coefficient, which we experimentally chose equal
15. All the 3D boxes are resized to 96 × 96 pixels and the depth in the box is
normalized from 0 to 1. These resulting hand depth images are manually labeled
as either one of the numeral gestures or as a non-informative gesture simply
named background. Furthermore, if the performer used his/her left hand for
gesturing the resulting hand depth image was flipped.

Next, the hand depth images were augmented to help with the training of the
neural network. We used random translation and planar rotation to obtain the
final dataset. Each hand image was translated four times by a randomly selected
2D vector representing the planar translation. The numbers were drawn from
a uniform distribution in an interval [−12; 12] px. The rotation was performed
three times by a randomly selected angle from the interval ±20◦. In total, the
dataset consists of 130843 depth images of hands. Some examples of the dataset
are shown in Fig. 1.

Fig. 1. Example of the dataset. From top left to the bottom right: gesture for no. 5,
background, no. 4, no. 0, no. 2, and background again.
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3 Methods

Due to the neural networks improvements since 2012 [10], most hand-crafted fea-
ture descriptors in image classification, if enough data available, become inferior
in comparison with machine-learned ones. In this paper we tested two approaches
on the task of numeral gesture classification.

First, we calculated Histogram of Gradients (HoGs) [11] for all the data.
Each HoG’s cell had 16× 16 pixels and each block had 3× 3 cells. With this
settings we obtained feature vector with dimension of 1152 for each image.

These HoGs were used to train standard Support Vector Machine (SVM)
[12] classifier with RBF kernel. This setup is used as our baseline method.

Second, we trained convolutional neural network with modified VGG16 archi-
tecture [13]. This architecture belongs to the golden standard among neural net-
work architectures used for image classification, especially for tasks with a lower
amount of training data. The exact network configuration we used is shown in
Table 1.

Table 1. Modified VGG16 architecture.

Layer Properties Activation fcn

Conv1a 3× 3, stride 1, filters 64 ReLU

Conv1b 3× 3, stride 1, filters 64 ReLU

Max pool 2× 2, stride 2

Conv2a 3× 3, stride 1, filters 128 ReLU

Conv2b 3× 3, stride 1, filters 128 ReLU

Max pool 2× 2, stride 2

Conv3a 3× 3, stride 1, filters 256 ReLU

Conv3b 3× 3, stride 1, filters 256 ReLU

Max pool 2× 2, stride 2

Conv4a 3× 3, stride 1, filters 512 ReLU

Conv4b 3× 3, stride 1, filters 512 ReLU

Max pool 2× 2, stride 2

Conv5a 3× 3, stride 1, filters 512 ReLU

Conv5b 3× 3, stride 1, filters 512 ReLU

Max pool 2× 2, stride 2

Fully-connected1 1024D ReLU

Dropout dropout rate 0.5

Fully-connected2 11D SoftMax
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4 Experiments and Results

In our experiment, we evaluate the performance of methods on the classification
task of numeral gestures, i.e. we want to classify the input image into one of 11
classes (10 numerals and background).

Due to the amount of data, we use cross-validation with 10 different cross-
validation settings. For each of them, our dataset was split into two subsets -
train set, and test set, where each test set contained data from 4 speakers and
train set rest of them.

As a benchmark method SVM classifier trained on HoGs with dimension of
1152 was used. The average recognition accuracy among all the cross-validation
settings was 52.31% ± 3.51% on the test data.

Table 2. Comparison of the recognition accuracy results from individual cross-
validations (CVs).

CV split Accuracy, %

No. 1 83.37

No. 2 83.72

No. 3 92.04

No. 4 87.01

No. 5 88.11

No. 6 83.74

No. 7 88.85

No. 8 84.80

No. 9 84.16

No. 10 88.73

For neural network architecture, we come out from VGG16 architecture,
however, we cut one of the fully-connected layers entirely and the second one
was resized from 4096 to 1024, i.e. this layer provides feature vector with size
1024, which is comparable with the dimension of used HoG descriptor.

The neural network was trained with 20 epochs with mini-batch size 64 and
with initial learning rate = 10−3. The learning rate was decreased after 10 epoch
to 10−4. For updating network parameters standard SGD optimization with
momentum = 0.9 and weight decay = 5 × 10−4 was used. As a loss function,
standard Softmax loss was used. Neural network was implemented in Python
using Keras deep learning library [14]. The average recognition accuracy among
all the cross-validation setting was 86.45% ± 2.93%, which is by more than
34% better than used baseline method. The results from the individual cross-
validations can be found in Table 2.
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The results show us, that not each cross-validation is equally difficult. This
phenomenon is probably caused by the different ability of each speaker to per-
form numeral gestures properly. Further, it can be caused by inconsistency during
labeling among our annotators. You can see some examples of misclassification
in Fig. 2.

Fig. 2. Examples of misclassification. From the top row left to right: classified as 3
instead 2, classified as 7 instead 2, classified as background instead 3. Bottom row:
classified as background instead 5, classified as background instead 6, classified as
background instead 7. Last two are examples of wrong labels in our dataset.

We also tested some other neural network architectures during our initial
experiments. All of them were tested only on cross-validation split number 1
with the same training settings as our modified VGG16. For comprehensive
comparison see Table 3. CNN3× 32 is a simple architecture with three convo-
lutional layers, whereas each of them has 32 filters with kernel size 3× 3, and
two fully-connected layers (one with size 1024 and the last one with size 11 as
a classification layer). CNN3× 32b is almost the same architecture, however,
the number of filters of the second convolution is doubled and the third one is
quadrupled. CNN3 + 5 + 7 has three convolutions and 2 fully-connected layers
again, however, each convolution has different size of the kernel (3, 5, and 7
respectively). All of the convolutional layers have 32 kernels again. Last tested
architecture CNN3 + 5 + 7b utilizes the same approach as CNN3× 32b, e.g. the
number of kernels in convolutions is appropriately increased.

Overall, the experiment shows the superiority of the approach utilizing a neu-
ral network and machine-learned features over the classic HoG+SVM approach.
Moreover, we reached very promising results, which show us a great potential of
neural networks for gesture and sign language recognition.
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Table 3. Comparison of baseline method, modified VGG16 and other tested architec-
tures in terms of recognition accuracy.

Method Accuracy, %

HoG+SVM 50.12

VGG16 1024 83.72

CNN3× 32 71.23

CNN3× 32b 73.18

CNN3+ 5 + 7 74.42

CNN3+ 5 + 7b 75.11

5 Conclusion and Future Work

Sign language recognition and gesture recognition is very demanded task in the
modern world. We believe it is essential for next generation of robotic assis-
tants, as well as an assistive tool for deaf people. In this paper, we show the
great potential of the usage of neural networks for this task. Moreover, we reach
very promising recognition results on our own dataset of sign language numeral
gestures. We believe that with some minor modification of our neural network
architecture, with more augmentations, and with bigger training set, we can
reach flawless results.

In our future research, we would like to extend our dataset with recordings
from more speakers. Additionally, we would like to add some other important
sign language gestures.
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Abstract. A novel localization scheme, based on RSSI is demonstrated in this
manuscript. Previous methods require fingerprinting which is not suitable to
locate sources in different environments or they need to know the transmitted
power from the source as well as antenna and channel characteristics to apply
the propagation loss formula. However, the proposed method of this paper only
compares the received powers by antennas on a linear array and applying a
control algorithm to ensure the formation, then find the location of the source
device. The new control algorithm is driven by using the differences of received
signal powers.

Keywords: Localization � Unknown transmitting power � Consensus

1 Introduction

Localization of electronic devices has a great importance in commercial life and also in
defence and surveillance applications. To locate an electronic device various tech-
niques have been developed through years. The first and basic one is localization with
Received Signal Strength Indicator (RSSI) [1]. In this method, when the transmitted
power is known, with fading formula of transmitted signal, location of the device can
be found. However, the transmit power of a signal varies device to device and other
physical factors such as; battery of device effects the transmitted power. Therefore,
relying on transmit power will not give a precise location. To overcome this, devel-
oping a fingerprint map appeared especially in indoor localization [2]. But this method
will be practical in a steady media. To use in different environments, fingerprinting is
required each time which will not be efficient.

The other technique is utilizing antenna arrays and using Time-of-Arrival
(TOA) differences of antennas in the array [3]. This technique needs a very accurate
synchronization. Another usage of antenna arrays is Angle of Arrival (AOA) method
[4]. İnstead of arrival time, arrival angle to each antenna is used for localization. The
accuracy of AOA method relies on the number of the antenna and position of the
source where if the source is in the end points of the array, accuracy of the localization
decreases.

The proposed method in this paper also uses antenna array in different way: to
provide formation. A mobile linear antenna array which is separated by a reference
point (middle point of the array) moves with a control algorithm to ensure left and right
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sided antennas have the same received power. When both sides have the same received
power, consensus is provided. With this information, the position on x (or y) axis is
calculated. After finding the position in one axis, the other position is calculated with
geometry and propagation loss formula. Introduced technique in the manuscript does
not require either the transmitted power from device or a very precise synchronization
among antennas and source to be located. It compares the received power of antennas
among a linear array.

An efficient control algorithm is also developed in this work. Firstly, received
power error is obtained by using the differences cumulative received signal powers
from the right and left hand sided antennas. Then, the power error is utilized to assign
desired locations for each antenna separately. When the left hand side and right hand
side antennas receive the same cumulative signal power, power error converges to zero.
Desired location of each antenna becomes their current location and the control signal
goes to zero.

2 Methodology

Assume there are N sensors/antennas located on a line as providing a linear array. S is
the electronic source which we want to locate. The array is mobile and source is stable.
The localization procedure in this manuscript depends on the received signal power by
the array. Middle point of the array will be the reference. When right hand-side and left
hand-side antennas receive the same cumulative power value, formation is satisfied and
middle antenna comes to same position with the source in one axis (array and source
come across). If received power by right and left sided antennas are different, the array
tends to move towards to make both powers equal. For example, if the total received
power by the right hand side is larger than the left side, control mechanism moves the
array to right until both side receives equal cumulative power. The procedure is
summarized in Fig. 1.

Fig. 1. Array shifts to right due to different cumulative received power.
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Assumption 1: It is assumed that a control algorithm drives the antennas to the left or
right on x axis until left hand side and right hand side antenna groups receive the equal
cumulative signal power.

In this work, regulation controller is developed for a group of 2n + 1 point-mass
robots given by:

_xi ¼ vi;

_vi ¼ ui;
ð1Þ

where xi and is the ith robot’s coordinate in the x plane for i ¼ 1; 2; . . .; 2nþ 1, vi is the
velocity in the x direction, for the ith robot, and ui is the control input controlling the
velocity of the ith robot in the x direction.

The dynamics can be expressed in a compact form as:

_Xi ¼ AiXi þBiui; ð2Þ

where Ai ¼ 0 1
0 0

� �
, Bi ¼ 0

1

� �
, Xi ¼ xi

vi

� �
, and ui represents the internal dynamics,

input transformation vector, system states and control input, respectively. The con-
trollers, ui, is going to be utilized to bring the system to the desired x position while
making the velocity vi zero.

3 Problem Formulation and Controller Design

In order to bring the antennas to Array Position 2 from Array Position 1 as given in
Fig. 1, first define the received power of each antenna as Pi. The total signal power of
the antennas on the right and left hand side can be defined respectively as:

PR ¼
Xn
i¼1

PiR ;PL ¼
Xn
i¼1

PiL :

Define the error between the total powers as^

ep ¼ PL � PR: ð3Þ

Objective of the controller of each agent, ui, will be making sure ep ! 0 as t ! 1.
Controller design: Based on the power error in (3), each antenna defines its desired

location as:

xdi tð Þ ¼ xi tð Þ � ePkP; ð4Þ

with kP [ 0 is a design parameter. Then, define the regulation error of each antenna as
er ¼ xi � xdı . Controller of each system is given as:
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ui ¼ �k1er � k2vi ð5Þ

with k1; k2 [ 0 are the design parameters.

Theorem: Given the controller (5) mentioned in Assumption 1, then the location of the
source is given as:

xs; ysð Þ ¼ xC Tð Þ; yC Tð Þþ d0ð Þ;

with T is the time when the power error goes to zero,

d0 ¼ lffiffiffiffiffiffiffiffiffiffiffiffi
1� P0

Pn

q ; ð6Þ

where d0 is the distance between the middle of the antenna and source. P0 and Pn is the
received signal power of the 0th and nth antennas, respectively, l is array length in one
side (distance between the 0th and nth antennas).

Proof: Free space propagation model defines the power received by an antenna as
follows

Pr ¼ PtGtGr
1

ð4pÞ2
1
d2

; ð7Þ

where Pt is the transmitted power, Gt;Gr are gain of transmitter and receiver antennas
respectively and k is the wavelength of the signal. D is the distance between transmitter
and receiver antenna. With this formula received powers by the center and the nth

antennas will be

P0 ¼ PtK
1
d20

;Pn ¼ PtK
1
d2n

ð8Þ

respectively where K ¼ GtGrk
2

4pð Þ2 . From the Pythagorean’s theorem, observe in Fig. 2 and

obtain

d2n ¼ d20 þ l2: ð9Þ

Using (8) and (9), the distance between the middle antenna and the source is
found as:

d0 ¼ lffiffiffiffiffiffiffiffiffiffiffiffi
1� P0

Pn

q : ð10Þ

If it is assumed that the array can move on x axis and the coordinate of the middle
antenna is x0; y0ð Þ, the coordinate of the source will be x0; y0 þ d0ð Þ.
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4 Simulation Results

In order to verify our theoretical claims, an array of antennas consists of identical and
omnidirectional four antennas are utilized in this section. Initial x positions of four
antennas are chosen as:

x 0ð Þ ¼ xL2 0ð Þ xL1 0ð Þ xR1 0ð Þ xR2 0ð Þ½ �T¼ �10 �20 �30 �40½ �T :

The location of the source is selected as xs; ysð Þ ¼ 150; 200ð Þ. The controller gains
and the desired location calculation gain is chosen as k1 ¼ 0:4 ; k2 ¼ 0:1 ; kp ¼ 1:1.
The power error is calculated based on the path loss formula (7) and the formula of the
power error (3). The controller algorithm (5) along with the novel desired locations of
each antenna (4) was applied to move each antenna separately. As it is illustrated in
Fig. 3, the controller was able to bring the antennas around the x location of the source

Fig. 2. The position of antennas with zero power error, ep.
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Fig. 3. Trajectories of all four antennas on x axis till the power error converges to zero.
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xs ¼ 150 from their initial locations. The oscillation between the 50th and 100th can be
removed by choosing smaller controller gains k1; k2 and the smaller gain in the desired
position selection kp. Drawback of choosing smaller gains will be the longer conver-
gence time. Figure 4 shows that the power error converges to zero around 130th

second.

5 Conclusions and Future Works

A new localization technique based on formation control is demonstrated in the
manuscript. A control algorithm was developed to move the linear antenna array in
order to make both sided antennas receive equal power based on the middle point of the
array. Therefore, the array and source comes across and position of source in one axis
is found. The other coordinate is found with propagation formula. In this paper, source
is assumed to be stable, our next work will be to introduce a localization and tracking
method when the source is also mobile. The dynamics of the moving target can be
approximate by using two layer Neural Networks. Additionally, applying this novel
consensus based localization and tracking method to unmanned systems such as
quadrotors will be one of our future works.

Acknowledgments. This work is supported by the Scientific and Technological Research
Council of Turkey (TUBİTAK) (Project № 217138, Project name: Harmonic).
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Abstract. In the paper, problem of modelling the human robot interactions in
an exoskeleton system is investigated. In particular, a the case of a lower limb
exoskeleton is considered. The interaction is supported by a special connector
device featuring elastic elements and pressure sensors, allowing measuring the
relative position of the human body and the mechanism links. An algorithm for
calculating the position of the human body using the feedback from the pressure
sensor is presented. Simulation results taking into account the noise and quanti‐
zation of the sensor output showed validity of the proposed algorithm. Further
simulations allowed to analyze the behavior of the control system in the case of
harmonic inputs over a range of different frequencies.

Keywords: Human-robot interaction · Control · Exoskeletons
Pressure sensors

1 Introduction

Robotic systems designed for collaborative work with humans have been a focus of
research for last decades. Especial interest has been placed on assistive and rehabilitation
devices, such as exoskeletons. Such robots not only allow to improve the life quality for
the patients, but also can be used to make the work of medical personnel easier, simpli‐
fying operations related to exercise, patients transportation and others [1–4].

Successful development of exoskeletons and similar technology depends on solving
a number of control problems. These include guaranty of vertical stability of the device
when it performs motion [4–9], planning footsteps that can be safely executed [10, 11],
tuning controllers [12–15], designing algorithms for processing sensor information [16]
and deriving methods for determining human intentions and integration of these to the
control loop. Solutions for some of these problems have been proposed. However, the
problem of introducing the human into the control loop of an exoskeleton remains open.

There are a number of works on using EMG in order connect human and the exoskel‐
eton [17–19]. Alternative approaches can include use of pressure sensors [20]. In this
paper we consider an alternative approach, based on use of elastic connector elements
between the human operator and the exoskeleton links. The elastic properties of these
connectors can be used to measure the relative motions between the human and the
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robot’s links. There are previous works that considered introducing elastic elements into
the exoskeleton structure, focusing on minimizing the energy consumption [21–25].
However, the possibility of using the properties of these elements in the control loop
have not been studied yet.

2 Description of the Sensory Connector

In this section, we introduce the model of the sensory connector device. The device can
be installed at each link of an exoskeleton. Figure 1 illustrates the places where the
sensory connector device can be installed.

Fig. 1. General view of ExoLite exoskeleton with a user with fixed using connector pads; 1 –
pads for torso connectors, 2 and 3 – pads for hip connectors, 4 – pad for shin connector, 5 – pad
for foot connector.

The pads shown in Fig. 1 are typical for a range of exoskeleton devices, as they are
used to fixate the patient on the device, to make wearing the exoskeleton for long dura‐
tions of time more comfortable, and to minimize the risks of traumatic events related to
human body coming into contact with moving mechanical parts. Therefore, installation
of sensory connectors should be simple for a range of exoskeleton models and would
not require significant changes in their designs.

Connectors can be modelled as a system of rigid and elastic elements, equipped with
pressure sensors. The scheme of the sensory connector is shown in Fig. 2.
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Fig. 2. The scheme of the sensory connector device; 1 – the cross section of the human limb
fixed in the connector, 2 – frame of the sensory connector, 3, 4 – spring and damper between the
fixator and the connector frame, 5 – pressure sensors, 6 – the exoskeleton’s link to which the
connector is attached.

One of the features of this system is that it allows inferring the movements of the
human body relative to the exoskeleton links, using the pressure sensor feedback. The
positions and velocities of the exoskeleton links in turn are measured by its sensor system
(including encoders and MEMS gyroscopes). This allows to estimate the absolute posi‐
tion and velocity of the human body, which can be used to organized the human-driven
control.

3 Model Description

Let us consider the motion of the frame of the connector relative to the human body part
(from here on we refer to it as “leg”) in a one-dimensional case. As it was shown in
Fig. 2, the two are connected via elastic elements and dampers. The frame is actuated,
where are the leg’s motion can be arbitrary. Figure 3 shows a simplified model of the
integration between the leg and the frame.

Fig. 3. The diagram of the integration between the leg and the frame; 1 – leg, 2 – the connector
frame.
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The Fig. 3 uses the following notation: x1 is the position of the leg, x2 is the position
of the frame, F12 is the force generated by the elastic element between the leg and the
connector frame, Fa is the actuator force and Fp is the perturbation force.

The equation of motion for the frame can be written as follows:
{

m2ẍ2 = F12 + Fa + Fp

F12 = 𝜇e(ẋ1 − ẋ2) + ce(x1 − x2)
, (1)

where m2 is the equivalent mass of the frame, 𝜇e and ce are the coefficients of the spring-
damper system.

The perturbation force Fp is modelled as follows:

Fp = −𝜇pẋ2 − kpsign(ẋ2), (2)

where 𝜇p and kp are constant coefficients, which in the simulation are taken as random
numbers with normal distribution, parametrized by the means 𝜇p,mean, kp,mean and standard
deviations 𝜎p,𝜇, 𝜎p,k.

The actuator equation have the following form:
{

La

dI

dt
+ RaI + Ce𝜂ẋ2 = u

Fa = C𝜏𝜂I
, (3)

where La is the inductance of the motor coils, Ra is the resistance, Ce and C𝜏 are the motor
constants, 𝜂 is the actuator gear ration, I is the current and u is the voltage supplied to
the motor.

4 Control System Design

In this work we consider a feedback control system that minimizes the difference
between x1 and x2. This can be achieved with a proportional-derivative controller. There
are examples of using this type of controller with exoskeletons described in [15, 26].
For the system described here this controller takes the following form:

where e = x1 − x2 is the control error,

u = Kdė + Kpe, (4)

Kd and Kp are controller gains. Paper [14] describes tuning this type of controller for
multi-input multi-output systems using Sobol sequences and work [27] compares global
optimization methods for this task.

In order to compute the control error the value of x1 needs to be measured. This value
can be calculated using the force sensor data, measuring the value of the force F12. Let
us consider the case when the force F12 is measured by a sensor with additive white noise
and a quantized output. The model for such sensor is shown below:
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Fm

12 = 𝜉 mod (F12 + 𝜌, 𝜉), (5)

where 𝜉 is the accuracy of the sensor, 𝜌 is the additive noise and Fm
12 is the measured

value of the force F12.
There are two alternative approaches to using the feedback from the force sensor to

compute x1. First approach requires an assumption that the value of 𝜇e is sufficiently low.
Then it is possible to produce the following estimate of x1:

xm

1 = Fm

12

/
ce + x2, (6)

where xm
1  is the estimation of x1.

The second approach does not require the assumption about the value of 𝜇e, but it
requires the value of x1 measured on the previous iteration of the algorithm (denoted as
xm

1 (t − Δt) to be known:

[
xm

1 (t)

ẋm
1 (t)

]
=

[
ce 𝜇e

1 −Δt

]−1[
Fm

12 + cex2 + 𝜇eẋ2
xm

1 (t − Δt)

]
, (7)

Unlike the first method, this approach requires information about velocity ẋ2 and its
accuracy is affected by the error in the initial value estimation for x1.

5 Simulation Results

In this section, we present the simulation results for the system described previously.
The simulation was carried out for the following parameters of the model: m2 = 1 kg,
𝜇e = 1 Ns/m, ce = 100 N/m, La = 0.1 H, Ra = 1 Om, Ce = 0.01 Vs/m, C𝜏 = 0.01 N/A,
𝜂 = 50, Kd = 100, Kp = 1000, 𝜉 = 1 N, 𝜌 ∈ [ −0.5 0.5 ]N. Motion of the leg is modeled
as x1(t) = 0.05 sin(10t).

Figure 4 shows the time functions for x1(t) and x2(t) obtained for the case, when
formula (6) was used to calculate xm

1 . The first derivative of that value was obtained
through finite differences.

Fig. 4. Time functions of the positions x1(t) and x2(t).
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Figure 4 shows that the estimation xm
1  becomes slightly more accurate after the tran‐

sient process is over, however it does not converge to the actual value x1(t) and remains
noisy. The value of x2(t) demonstrates phase lag and lesser amplitude compared to
x1(t).

Figure 5 shows the work of the force sensor, the feedback from which is used to
calculate xm

1 .

Fig. 5. Time functions of the measured and real values of F12(t).

We can see that the sensor introduces noticeable measurement errors, which in turn
affects the quality of estimation for xm

1 (t).
Figure 6 shows time functions for x1(t) and x2(t) from the same experiment done

with the estimation function (7). For this and following experiments we introduce initial
estimation error for xm

1 (t): x1(0) − xm
1 (0) = 0.02 M.

Fig. 6. Time functions of the positions x1(t) and x2(t) for the case when estimation (7) is used.

Comparing these results with what was shown in Fig. 4 we can see that the jitter of
the estimated value xm

1 (t) has lessened significantly. The alterations in the behavior of
x2(t) are minimal.
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To analyze the influence the parameters of the control input and the controller
settings have on the behavior of the control system we can look at its frequency response.
Figure 7 shows how the amplitude ratio of the input and the output signals change with
the frequency of the control input. The graph was plotted for different values of propor‐
tional gain of the controller: Kp = 100, 200 and 500.

Fig. 7. Amplitude ratio of the input and the output signals for the control system plotted versus
the frequency of the control input.

As we can see, there is a weak maximum in the amplitude ratio achieved at the control
input frequencies at 33–35 rad/s. Change in the proportional controller gain scales the
graphs without shifting this peak.

Figure 8 shows how the phase difference between the input and the output signals
changes with the frequency of the control input. The phase was calculated using the
algorithm [28]. The graph was plotted for the same three values of the proportional
controller gain.

Fig. 8. Phase difference between the input and the output signals for the control system plotted
versus the frequency of the control input.

We can notice that the phase lag (in absolute values) increases with the frequency
and shows a minimum at 2–3 rad/s. The increase in the phase difference might be
significant for the user of the device, as it affects the responsiveness of the system. The
effect of both lag and amplitude errors on the perceived comfort of using exoskeletons
needs to be investigated further.
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6 Conslusions

In this paper, the problem controlling a human-robot system have been considered. The
design of the connector element outfitted with pressure sensors have been presented. It
was proposed to use the pressure sensor in order to estimate the relative position of the
human body part and the robot link. This information can then be used in the feedback
control loop. The simulations were conducted with a nonlinear pressure sensor module
which included additive white noise and quantization of the output signal. PD controller
was used for stabilization and tracking.

Two methods for retrieving the positional information from the pressure sensor data
has been proposed, their comparison was shown in simulation. The result suggested that
both methods are viable, however they require different assumptions. It was shown that
the proposed control system design can demonstrate lag and magnitude errors when
tracking periodic signal.

The future work includes integrating the proposed sensor data processing methods
into the full scale control system of the robot and combining it with other sensor
processing algorithms.
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Abstract. For several years, sensitive robots are used in industry and in
some cases perform collaborative tasks directly with humans on shared
workplaces. At first glance, this type of human-machine interaction is
associated with high risks. However, additional devices, advanced func-
tionalities and risk mitigation activities can ensure that such collabo-
rative scenarios are safe for humans. The essential aspects are the col-
laborative operation methods, workspace layout, end effectors, human
machine interfaces and ergonomics. In this work we shed light on these
important aspects of human-robot collaboration and discuss its facets.
By adequately reducing and communicate potential indiscernible risks a
robot is made trustworthy for a human being.

Keywords: Industrial human-robot collaboration · Safety
Collaborative robots

1 Introduction

Advanced Human-Robot Collaboration (HRC) is one of the key technologies to
enable the current 4th industrial revolution, often called Industry 4.0 [6]. The
strength of HRC lies in the flexibility and fast reconfiguration of the used collab-
orative robots. This flexibility is necessary in order to achieve small batch sizes as
desired by Industry 4.0. Nevertheless, these new robots and the new technology
associated with them not only present opportunities but also new risks.

Different aspects of collaborative robot applications, especially the contact
between a human and a robot, are well studied. [5] describes possible injuries
during collisions between humans and robots; [16] is about the detection of
and reaction to contact situations and [17] describes a strategy to avoid the
contact altogether. The system requirements from the operators point of view
are addressed in [22]. Also the overall safety of such an application is discussed in
[4,18]. In this paper we focus not only on the risks, but also on opportunities of
different technologies, while giving an overview of different practical approaches
to develop and integrate a safe industrial HRC application. The key aspects,
we focus on, are the collaborative operation methods, workspace layout, end
effector, human machine interface and ergonomics.
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A. Ronzhin et al. (Eds.): ICR 2018, LNAI 11097, pp. 95–104, 2018.
https://doi.org/10.1007/978-3-319-99582-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99582-3_11&domain=pdf
http://orcid.org/0000-0002-9568-4729
http://orcid.org/0000-0001-5255-5276
http://orcid.org/0000-0001-9544-2626


96 L. Kaiser et al.

1.1 Norms and Standards

The relevant international standards regarding industrial collaborative robots
are the ISO 10218 [8,9] and the Technical Specification ISO/TS 15066 [13].
While the field of collaborative robotics evolves fast, the available standards
lack of guidance for the implementation of industrial mobile robots and also lack
an effective method to verify the biomechanical loads for an operator during a
collision with a robot in the field. For mobile robots in industrial environments
an ISO draft [12] exists and the sub-committee R15.08 “Mobile Robot Safety”
of the US RIA is currently working on a new standard. A method to verify
the biomechanical load is described in [2], but it neither covers the transient
contact nor considers the shape of the struck body part. An overview of relevant
documents can be seen in Fig. 1.

ISO 10218
Safety requirements
for industrial robots

ISO 13482
Safety requirements for

personal care robots

Typ C Norms

ISO/TS 15066
Collaborative robots

ISO/CD 3691-4
Driverless industrial trucks

and their systems

EN 1525
 Driverless trucks and

their systems

Outdated Norms/Information without Norm-character

Fig. 1. Relevant norms and standards for HRC

1.2 Classification of HRC

Collaborative operation is defined in [10] as the “state in which purposely
designed robots [...] work in direct cooperation with a human within a defined
workspace”. This definition is rather general in the aspect of the degree of inter-
action. Therefore, we classify the HRC in 4 degrees of interaction, “the 4 Cs”, as
shown in Fig. 2. The extent of interaction increases from Fig. 2(a) to (d), where
enCapsualtion means no interaction at all and Collaboration allows the human
and the robot to work simultaneously on the same workpiece.

2 Key Design-Aspects

In the following, design-aspects are presented, which are relevant for a safe indus-
trial HRC application. Not only the risks of those aspects are presented, but also
related opportunities to increase safety and add additional value for the operator.
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(a) enCapsulation (b) Coexistence (c) Cooperation (d) Collaboration

Fig. 2. The 4 Cs: 4 degrees of interaction between a human and a robot

2.1 Collaborative Operation Methods

A collaborative robot can often solve a certain task in several ways. In the
ISO/TS 15066 [13] and ISO 10218-2 [9], four collaborative operation methods
(see Fig. 3) are defined, which can be applied to an HRC application.

(a) An application protected by a safety-rated monitored stop (Fig. 3(a)) is the
most conservative collaborative operation method, because the interaction
between human and robot happens when the robot stands still. The chance
of hazardous situations is low compared to the other operation methods, but
the possible benefits of collaboration are low as well.

(b) The hand guiding operation (Fig. 3(b)) can be safe, even though a direct con-
tact between human and robot is necessary, because the robot acts passively.
The interaction by hand guiding is intuitive and easy to learn. To increase
the operators comfort during hand guiding, a compliant control strategy can
be used. While this operation method is highly collaborative, the human
attention and input is always necessary.

(c) During speed and separation monitoring (Fig. 3(c)) the robot keeps a safe
distance to surrounding objects and humans at all times. Sensors provide
the necessary information to adjust the distance dynamically, which can
be placed directly on the robot. Alternatively, sensors can be mounted in
the environment, monitoring fixed zones around the robot. Speed and sep-
aration monitoring prevents the contact between the robot and humans
entirely, reduces downtime and thereby balances safety and productivity.
Crucial design parameters are (i) the type of sensors, (ii) the sensor resolu-
tion (which determines the minimum object size, that can be detected) as
well as (iii) the maximum reach and stopping time of the robot. The draw-
back of more advanced versions of such systems is their high complexity and
the associated high computational demand.
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(d) A Robot that is capable of power and force limiting (Fig. 3(d)) ensures the
safety of a human during a contact, by complying with thresholds for the
biomechanical load (force and pressure) presented in ISO/TS 15066 [13]. To
achieve this compliance, the robot needs to be able to sense a contact. This
increases the robots complexity but also eliminates the need for additional
sensors in the environment. Two advantages, (i) no external sensors are
necessary and (ii) the interaction can be intuitive, are confronted with the
disadvantage that a collision between a human and a robot can not be pre-
vented with this method. Therefore the risk is higher when using power and
force limiting in comparison to the other collaborative operation methods.
A second disadvantage is, that the compliance with the load thresholds must
be validated in the field for all possible contact situations, which increases
the integration effort.

(a) Safety-rated monitored stop (b) Hand guiding

(c) Speed and separation monitoring (d) Power and force limiting

Fig. 3. Collaborative operations according to ISO/TS 15066 [13]

2.2 Workspace Layout

The workspace layout design relates not only to the safety of the whole applica-
tion, but also to the efficiency and the ergonomics (see Sect. 2.5) of an applica-
tion. Many ergonomic problems arises from the layout design and can be solved
by altering it slightly. In general a bigger workspace increases the number of
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probable hazardous situations, but also enables a greater variety of applications.
Constrains are given by (i) the task (ii) the implemented collaborative operation
methods and (iii) the capabilities of the used robot. Additionally the layout is
influenced by the individual ergonomic requirements of possible operators. While
in classical robot applications, the workspaces of humans and robots are strictly
separated (see Fig. 4(a)), a collaborative workspace is needed in HRC applica-
tions. The collaborative workspace can be just an overlap (see Fig. 4(b)) of the
two workspaces, the entirety of one becomes the collaborative workspace (see
Fig. 4(c)) or all three are equal (see Fig. 4(d)).

HWS RWS

(a)

HWS RWSCWS

(b)

HWS =
RWS

CWS

(c)

HWS = = RWSCWS

(d)

Fig. 4. Possible Workspace Layouts (H...Human, R...Robot, C...Collaborative,
WS...Workspace)

Serious hazards that arises from the layout and geometry of the workplace are
shear edges or pinch points, especially between the robot and its surroundings.
Furthermore the operator can be indirectly at risk because of poor lightning
conditions or constrained visibility of important areas.

To overcome these problems, the possible positions and movements of the
robot should be considered. For stationary robots, the position of the robot
base is crucial, and for mobile robots the possible working range respectively.
In mobile applications, the workspace should exclude untrained personnel and
hazardous objects. In stationary applications, the distance between the robots
base and the collaborative workspace should be maximized, to reduce obstructive
shadows around the workpiece and to prevent the robot from blocking the view
of the operator. At the same time the movements of the robot should be as
limited as possible to reduce the danger of an unwanted collision and to make
the robot behavior more predictable.

2.3 End Effector

The end effector, typically a gripper, is usually the physical interface of a robot
to its environment during normal operation and is therefore from great interest
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for the design of an HRC application. The gripper should in the best case, ensure
a safe grip, flexible usage and needs to be safe for the human. To ensure safe
gripping, form-fit should be preferred to force-fit, as form-fit is not prone to
loosing the grip during higher acceleration, and also still grips the object after
loss of energy. Another hazardous situation, the clamping of human body parts
between the fingers of the gripper, can be prevented by minimizing the clearance
to the gripped object or by monitoring the gripping force. There are specialized
gripping solutions, which can improve the safety in some cases. For example soft
grippers, suction cups and electromagnetic grippers. In general an inherent safe
design is preferable. Most mentionable thereby is a lightweight construction, to
reduce the mass; and maximizing the radii of corners, to enlarge the surface
area and thereby reducing pressure during a contact. In cases where the gripper-
design is inherent unsafe and can not be changed, due to limitations of the
application, shielding the gripper and also the gripped object [21] can increase
the safety dramatically.

2.4 Human Machine Interface (HMI)

The HMI, or user interface is the “means for information and action exchange”
[10]. A good HMI for industrial applications ensures, that operator and robot
share the same knowledge on the applications status and work together in an
intuitive and productive way. With increasing complexity of a robot system, a
good HMI becomes crucial. To ensure a safe application, also the security risks
of the applied technology should be considered, especially the confidentiality,
availability and integrity of the transferred information.

The communication between humans and robots is possible in both direc-
tions, from human to robot and from robot to human respectively. Different
technologies are available to implement the HMI, depending on the addressed
sensory stimulus and whether the action/information originates from the human
or the robot. Table 1 categorizes possible interaction technologies according to
the mentioned dependencies.

Augmented Reality (AR) and Projections. AR, as an interface technology,
can evoke or reduce risks. A common AR-device, the smartglasses, can be used to
highlight dangerous areas or guide the operator to prevent a faulty operation. At
the same time the operators field of view is limited and the situation awareness
could decrease. The use of virtual reality devices results in motion sickness for
some users [15]. Although this issue seams to be less likely to occur in AR, it
can decrease the usability and acceptance.

Projections are another technology to enrich the real world and can be used
to display graphics in the collaborative workspace [20]. The displayed informa-
tion can be used to show the robots next actions or to highlight risks in order
to prevent contact situations between the human and the robot. In contrast to
smartglasses, the operator is not constrained by additional gear, but the projec-
tions are limited to certain areas.
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Table 1. Classification of HMIs

Input originates from....

Robot Human

Sensory stimulus Visual Gestures, Signal lamp,
Display, Projections
(Projector,
AR-Glasses)

Gestures, Gaze

Acoustic Speech, Sounds Speech, Sounds

Haptic Contact, Haptic device Contact, Haptic device,
Joystick,
Keyboard/Mouse,
Touchscreen

Data Representation. An important aspect in the interaction design is the
representation of data, especial but not limited to Graphical User Interfaces
(GUIs). In todays applications a lot of data accumulates, which can be used to
monitor and control the application. With this increasing amount of data, pro-
cessing it becomes crucial, as the operator simply cannot monitor every param-
eter at all times. Instead only meaningful information should be provided inci-
dental to the operator [19]. According to [1] information should be event-based,
future-oriented and structured.

(a) If providing information event-based, the user is only disturbed, when the
information is relevant to the actual context. An example is to display the
reason for a safety stop, right after it occurs or the information that a mon-
itored parameter leaves its usual range.

(b) The information provided, should be future-oriented, so the operator has the
chance to prepare for upcoming events and plan his/her actions accordingly.
A future-oriented information would be the trend of a parameter or the
remaining lifespan of a component.

(c) To quickly find a specific information or value, the collected data should
be structured. This can be achieved by classifying the data in a searchable
hierarchical structure or by visually separating and grouping the data.

2.5 Ergonomics

The ergonomics of an industrial HRC application is crucial for the operator.
Even if the application is harmless, its success depends also on the acceptance
by the operator.

According to [3], there is a connection between the operators stress level and
his/her situation awareness. This situation awareness can be influenced by stres-
sors of physical (e.g. noise, lighting conditions, boredom) or psychological (e.g.
fear, uncertainty, consequences of events) nature. A reduced situation awareness
leads to an increased probability of hazardous situations. In [14], hazards related
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to manual manipulation of heavy objects are addressed; general ergonomical haz-
ards are listed in [11].

The following design errors in industrial robot applications in relation to
ergonomics should be taken into account:

• misleading communication between human and robot, especially due to
– unsuitable designed control- or programming-pendant,
– poorly marked control elements or
– unsuitable designed loading/unloading post;

• unsuitable localized lightning conditions or
• unsuitable height of the work surface, control elements or loading/unloading

post.

If an existing workstation is upgraded with a robot, ergonomics is particularly
important, since the existing design was usually not planned with a robot in mind
and the temptation is great to leave the workstation design as it is in order to
reduce effort.

These failures could lead to invalid programming or control inputs by the
operator, which again lead to hazardous situations. Repeated and unintentional
contact situations between the operator and the robot are also more likely, which
increases the strain and fatigue of the operator. If safety devices disturb or annoy
the operator, the risk of manipulation of these safety devices is high. In order
to avoid such hazards, the workplace design should meet the requirements of
the operators and their individual physical characteristics and habits. Future
operators should be involved in the planning process from the outset in order to
prevent the bypassing of safety devices [7].

By mitigating the presented ergonomically hazards, not only a reduction or
elimination of the hazards can be achieved but they can even be turned into
opportunities to create a welcoming environment for the user, where he/she
likes to work and is at ease.

3 Conclusion

Right now robots enter more fields of applications beside industrial ones (e.g.
households, elderly care, agriculture) and the number of people, interacting with
robots, increases. The ease of use of robots and therefore their interfaces is quite
important, as not all operators have a technical background and are able to
understand the technology, especially children and the elderly.

In industrial applications, the high degree of freedom enables serial manip-
ulators to extensive and complex sequences of movement, which are not always
predictable for humans and may not be intuitive. In combination with the close
human interaction, this can result in hazardous situations. To combat that, an
appropriate communication interface between man and machine (HMI) is essen-
tial. A good interface can reduce the induced stress, which ensures good health
of the operator in the long run. Another factor for the need of a good interface,
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is the high complexity of collaborative robots in combination with the demand
for ease of use.

Certainly, robots will change our workplaces and homes, but design-factors
like the interaction between humans and robots will decide, whether it is a good
or a bad place to work and live. Additional factors like the workspace-layout,
end-effector design or the collaborative operation methods will not only affect
the acceptance of such systems but also the safety of the operators. Guidelines
for those factors, in form of norms, are already available, at least for station-
ary applications. Norms for mobile robots, on the other hand, are still in their
draft phase. Which means more thought has to go into the development of such
systems.

Only when all the conditions that were stated in this work are met, the way
will be paved for trustworthy robots.

Acknowledgment. The results incorporated in this paper were gained within the
scope of the project “HRC-Safety for employees” commissioned by the Allgemeine
Unfallversicherungsanstalt (AUVA).
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Abstract. The neural networks currently outperform earlier approaches
to the hand pose estimation. However, to achieve the superior results a
large amount of the appropriate training data is desperately needed. But
the acquisition of the real hand pose data is a time and resources con-
suming process. One of the possible solutions uses the synthetic training
data. We introduce a method to generate synthetic depth images of the
hand closely matching the real images. We extend the approach of the
previous works to the modeling of the depth image data using the 3D
scan of the subject’s hand and the hand pose prior given by the real data
distribution. We found out that combining them with the real training
data can result in a better performance.

Keywords: Hand pose estimation · Synthetic data · Sign language

1 Introduction

Hand gestures play a very important role in human communication and it is
only natural to extend this into human-machine interaction. The problem of
the hand pose estimation in real-time from visual data is being addressed in
many fields - robotics [1], medicine, automotive, virtual/augmented reality [10],
gesture and sign language processing [20]. The human hand has a large number
of degrees of freedom with frequent self-occlusions of fingers and the hand pose
estimation leads to nonlinear regression. Despite this, there is a huge demand for
such technologies that would perform well with consumer quality sensors. The
case of the hand pose estimation from depth data has two main challenges: how
to obtain precise ground-truth data and how to recover the hand pose.

We formulate a problem of upper body pose estimation of one gesturing
person with a non-invasive and commonly used capturing device. This setup is
suitable for sign language recognition. The recorded gestures can be also used
for sign language synthesis. Preservation of intelligibility during transferring the
hand pose to a 3D model (e.g. signing avatar) is a crucial factor. Machine learning
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methods and neural networks currently outperform earlier approaches to detec-
tion and tracking of the hand pose. In this scenario the hand pose learning is
either supervised [3,4] or semi-supervised [14,18]. The problem of training deep
convolutional neural networks (DNN) is data acquisition that is crucial to the
overall success. It naturally consists in a relatively easy collection of real training
samples (depth images). However, for the supervised training techniques proper
annotation is often semi-automatic or fully manual and thus time-consuming
and manual labor demanding that limits the task just for the particular domain
at the expense of its robustness. But a large volume of training data can deter-
mine a precise and robust predictor [19]. The synthetic training data could easily
circumvent this problem. The challenging task is an integration of the synthetic
data into the training process to model the wider range of the training samples
and to enhance the prediction robustness from the relatively smaller real data
annotations.

This work contributes to the understanding of the effect of the synthetic data
in the task of the hand pose estimation. We are extending the modeling of the
synthetic data presented in the previous work [9] by introducing the modeling
of the hand pose prior and compare the performance of the several training sets.

2 Related Works

Supervised learning techniques need the proper objective data - ground truth
annotation of depth maps. Hand pose annotation is most often given by positions
of hand joints’ centers and/or positions of fingertips in training depth maps.
It is created either by time-consuming full manual annotation or often semi-
automatically [7,11]. Unfortunately, the depth map does not provide the exact
third coordinate (z-axis) due to the ambiguity between the hand surface (skin)
projected to the depth pixels and the correct 3D positions of the anatomical
joint centers. By contrast, semi-automatic approaches provide the joint centers
by interactive searching for the best match of a personalized 3D hand model in
the depth images which pose is often initialized and/or post-processed by the
annotator. Nevertheless, for both types of annotation, fingers’ self-occlusion is
common during hand articulation and causes missing information [9]. For exam-
ple in [12], up to 20% disagreement between annotators has been observed. Thus,
such annotation process is inaccurate, mainly when only one depth map is avail-
able to annotators. Current automatic annotation approaches rely on an addi-
tional source(s) of hand pose measurements independently on the depth map.
Such approaches provide more accurate annotation and are less time-consuming
and include information not explicitly captured in the depth map.

Synthetic data have from the definition a precise and error-less annotation
and furthermore, it is possible to obtain unlimited amount of the training data
from any reference view, any depth map resolution with any background, and
any skin color [5,9,10]. The main issue is then the choice of the distribution of
the synthetic samples which simulate the real features of the scene, the natural
movements of the hand, and the intrinsic and extrinsic parameters of the sensing
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device. The depth map is created by rendering the 3D animated model of the
hand. The prior of the shape and movement can be given manually, which is
demanding and does not fully respond to the reality. A technique that combines
a synthetic shape model with natural movements obtained by a measurement
provides better synthetic depth maps [5].

3 Methods

We consider the hand pose estimation from the depth map as a machine learning
task of the training on the ground-truth data. For this purpose, the ground-truth
data of the hand pose are provided by a 3D skeletal model of the hand. The
skeletal model describes selected bones of the hand and the hand pose is given
by their rotations, commonly used in 3D computer graphics.

Our 3D skeletal model is composed of 17 joints of the right hand and includes
the one forearm, one wrist, and 5 × 3 finger bones. In this assumption, the
palm is a rigid object and its flex is not modeled. Since the forearm joint is
integrated into the 3D skeletal model, we can model and generate depth data
of the forearm. The root of the hand skeleton is defined in the elbow joint and
has 6 DoFs (Degree of Freedom, 3 rotations and 3 translations), next there are
3 DoFs for the wrist and the thumb ball joint, proximal phalanges have 2 DoFs
and the other phalanges have just 1 DoF.

3.1 Annotation of Hand Pose Real Data

Unlike other current methods, we acquire the real depth data and their ground-
truth hand pose data simultaneously by a depth sensor and by a VICON motion
capture system. This approach is similar to acquisition approach of the dataset
BigHand [19] where the ground-truth data are also collected independently on
the depth maps however by using a couple of electromagnetic sensors.

We used standard passive retro-reflective markers that are attached to the
hand, see Fig. 1 left; 5 markers are spherical with a radius of 14 and 6.5 mm and
15 are hemispherical with a radius of 4 mm. The markers on the fingers are in the
middle of the dorsal side of the phalanges. The markers are tracked by 8 VICON
MX cameras with 2 Mpix resolutions and 120 fps. The acquired recordings need

Fig. 1. Left: Marker setup (omitting elbow marker). Middle: 3D model of the subject’s
hand. Right: Generic hand model [17].
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Fig. 2. Left: Using on-line annotation tool (http://labelme2.csail.mit.edu/Release3.0/index.html).
to collect calibration frames. Right: Projection of the 3D VICON skeleton to the
depth image.

to manually clean and label positions of the markers in 3D and fill gaps in the
3D marker trajectories caused by its occlusion in the VICON cameras, present
mainly for fingers. The hand poses are automatically solved using the skeletal
model that is extended about joint/marker constraints and pre-calibrated on the
subjects’ hand.

Most of the current body or hand pose estimation methods are based on the
direct prediction of the 3D joint positions [2,5,8]. We used the forward kinematic
to transform the solved hand poses given by the angular data to the 3D joint
positions and assume the only subset of 15 joints for our learning task. The joint
positions that are natively defined in the VICON coordinate frame, are projected
to the depth images as a new 3D vector of (ux, uy, depthz) locations, see Fig. 2
right. For this purpose, we identified the position of the depth sensor in the
VICON coordinate system. The extrinsic camera parameters of the depth sensor
are identified by the Perspective-n-Point algorithm. We use several calibration
frames from the depth sensor capturing the hand and label image coordinates
of the projected markers, see Fig. 2 left. The intrinsic depth camera parameters
are generally known.

3.2 Data Acquisition

We use a common depth sensor based on ToF (Time of Flight) technology -
Kinect v2. The recording rate is 30 fps and the image resolution is 512 × 424
pixels. The sensor is positioned in 3rd person’s point of view approximately 1.2 m
in front of performer’s hand. The sensor captures the whole upper body (see
Fig. 3). Synchronization of the VICON mocap system is made by time stamps
of the depth maps and a synchronization gesture performing at the beginning of
every capturing. The synchronization error is under a millisecond.



Improvements in 3D Hand Pose Estimation Using Synthetic Data 109

Fig. 3. Left: Input depth image, Middle: Depth image after depth hole filling, Right:
Result of the hand tracking.

To collect the artificial synthetic data, we use the Blender software1. We set
intrinsic and extrinsic camera parameters to be the same as the real depth sensor
and the hand model rendering to the Z-buffer. Moreover, we employ the ARTEC
3D scanner2 to get the 3D surface of the subject’s hand in the rest pose, see Fig. 1
middle. The 3D polygonal surface naturally corresponds to the topology of the
pre-calibrated skeleton model. It enables rendering of the depth map to be close
as possible to the real depth data. On the other hand, we adapt our hand skeleton
to the polygonal surface of the different realistic hand model [17] such that we
got an instance of the generic hand model, see Fig. 1 right. In general, there
are no synchronization errors for the synthetic data because the depth image
directly matches the given hand pose. In this stage, we do not model any noise
or shadows which are an effect of the ToF capture technology.

3.3 Data Post-processing

The ToF technology does not measure the depth of the highly reflective surfaces
(like used retro-reflective markers) and produces missing data (holes) in the
real depth maps. The image holes (mostly zero pixels) are actually better than
the faulty (no zero) depth data because it can be easily detected. The smaller
mocap markers (4 mm) are projected onto the holes with a size of ≈3 pixels
only. We automatically fix the real depth maps via our method based on the
nearest neighbor grid data interpolation. In addition, this process removes the
unmeasured pixels which arose due to the noise or hand contour shadows, see
Fig. 3 middle. This data interpolation modifies the real depth data to be as close
as possible to the artificial data which are in principle generated without the
unmeasured pixels.

The localization of the hand ensures an area of the depth map, rescaled onto
input shape of the CNN, which is independent on the distance of the hand from
the sensor. The hand localization comes from either the ground-truth or can
be provided by a detector. Generally, the hand localization precedes the hand

1 www.blender.org.
2 www.artec3d.com.

www.blender.org
www.artec3d.com
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pose estimation and can influence the results of the hand pose estimation. This
different stage is mostly solved by either random decision forests (RDF) [15] or,
more recently, a specially designed and trained CNNs [5,16]. We fix this factor
in our method and assume the hand localization from the ground-truth, i.e. our
results are independent of the localization stage. For this purpose, we employ the
cropping algorithm based on the center of the mass (CoM) of the hand [8]. The
algorithm crops depth hand data by the 3D box (250 mm× 250 mm × 250 mm)
with the center in the CoM and rescales all depth maps to the uniforms size in
pixels.

3.4 Pose Estimator

The annotated ground-truth 3D joint positions are also transformed into the
coordinate frame of the CoM. For example, the dataset [13] incorporates the
CoM as the first joint position in the annotated hand joints set. For our data,
the forward kinematics does not provide this “joint”, therefore we approximate
it as the mean location extracted from the ground-truth positions of the little
and index phalanges and wrist joint.

We assume the pose estimator defined as: Ŷ = f(Dcrop), where Ŷ is the
estimated hand pose Y = {yi} , i = 1 . . . N , yi are the 3D joint positions
(x, y, z), f(Dcrop) is the per-frame predictor and Dcrop is the hand area in the
depth map, see Sect. 3.3. The depth map D is obtained either by the real depth
sensor or artificially. The pose estimator f(Dcrop) is in the form of the CNN.

4 Experiments

The real training data (real) was created by the process described in previous
Sect. 3. The training set contains 4361 depth images of the right hand from one
capturing session. There was one subject, who performed 10 different hand poses
used in sign languages (depicted in Fig. 4) in different rotations and positions
relative to the depth sensor. The synthetic data were created by modeling the

Fig. 4. Hand poses used for creating the training data.
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same 10 hand poses by the 3D model of the subject’s hand (Fig. 1 middle) or
by the generic realistic hand model and rendering corresponding depth images
(Fig. 1 right). There are three sets of the synthetic training data, all of the size of
4500 depth images. The first one prior set was obtained by the random sampling
of the wrist and the forearm rotations from the real data distribution, the second
range set by the random sampling of these rotations from the given ranges (wrist:
[−15◦, 15◦]x, [−30◦, 30◦]y, [−30◦, 30◦]z, forearm: [−45◦, 45◦]x, [−60◦, 60◦]y,
[−45◦, 45◦]z). The last generic set is the same as the range set, but the depth
images were rendered by the generic hand model. The development data are
composed of 1255 frames of the calibrating take ROM (Range Of Movements)
and the frames with arbitrary free hand pose/movement. The test data consist
of 634 frames of another take with arbitrary free hand pose/movement.

We used the Deepprior++3 framework (with necessary modifications) to per-
form all experiments. The hand detection in depth maps was performed by the
algorithm described in Sect. 3.3. The detected hand region is resized to the size of
128 × 128 pixels. To be able to use this framework with our data, we converted
its annotation to the format of the ICVL dataset4. All training frames were
augmented using the Deepprior++ default methods (adjusting already cropped
image such that a moving CoM normalization is simulated; rotating hand virtu-
ally in the image plane by a given angle) and randomly shuffled to remove any
time correlation between consecutive frames.

In our experiments, we compared results for the prediction of joint positions
trained from the real data with the prediction trained from the synthetic ones.
In all cases we used a standard CNN with the topology described in [8] (Fig. 1,
type (d)). For our purposes, we experimentally found out that this topology
is superior to the later one based on ResNet (Residual Network) architecture
[6]. For optimization, we used gradient descent algorithm ADAM on batches of
size 128, with the standard hyper-parameters and the learning rate of 0.0001,
which was progressively adjusted with a number of training epochs, and train
for 100 epochs.

Table 1 summarizes the results for the different training sets. For the compar-
ison, we are using the average Euclidean distance between ground truth and the
predicted joint 3D locations, which was established as a standard measure for
this problem. We can see that the usage of the subject’s hand model instead the
generic one for the data rendering improves the prediction accuracy (cf. devel-
opment: 23.6 × 22.8; test: 25.3 × 24.9). Next, adding the random sampling of
the wrist and the forearm rotations based on the prior distribution given by the
real data brings even bigger improvement, especially in the case of the test data
(cf. 22.8 × 21.5; 24.9 × 18.7). Moreover the prior results are quite close to the
oracle score (cf. 21.5 × 19.9; 18.7 × 18.1). The training set for the oracle score
was created by re-synthesize the real training set one to one using the 3D scan
of the subject’s hand and the ground-truth joint rotations. Still of course, even

3 https://github.com/moberweger/deep-prior-pp.
4 https://labicvl.github.io/hand.html.

https://github.com/moberweger/deep-prior-pp
https://labicvl.github.io/hand.html


112 J. Kanis et al.

Table 1. Results for the different training sets on the development and the test data.

Method Develop [mm] Test [mm]

Real 12.9 12.5

Prior 21.5 18.7

Range 22.8 24.9

Generic 23.6 25.3

Oracle 19.9 18.1

Real + Prior 12.3 12.1

Real + Range 12.4 12.1

Real + Generic 12.8 12.2

Real + Prior 42 11.5 11.3

Fig. 5. Max joint distance error, left: development data, right: test data.

the best synthetic-only prior result significantly lacks behind the real data result
(cf. 21.5 × 12.9; 18.7 × 12.5).

Nevertheless, we can combine the real and the synthetic data to get better
results, as we did in the second part of Table 1. Among the three previous syn-
thetic sets the best result is achieved by the combination real + prior set, but
in the case of the test data all three combination sets perform almost equally.

The best result (real + prior 42 ) we got by adding the data synthesized
from the prior distribution of the real data rotations and 42 additional missing
hand poses used in the Czech Sign Language5 captured by the VICON system.
To obtain these poses we captured and processed only 42 additional mocap
frames, one for each pose, and the resulting training data contains 23 261 depth
frames in total. Using these data improves the results by 1.2 mm (cf. 12.5×11.3)
absolutely or 10% relatively. Figure 5 shows the fraction of frames where all joints

5 There are 52 basic hand poses in the Czech Sign Language in total.
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of a frame are within a maximum distance from the ground truth. We can see
that real + prior 42 performs best again. Figure 6 then shows some qualitative
comparisons.

Fig. 6. Hand pose estimation: line 1 = oracle, line 2 = prior, line 3 = real, line 4 =
real + prior 42 (blue = ground-truth, red = prediction). (Color figure online)

5 Conclusion

We explored the contribution of the synthetic depth images for the training a
convolutional deep neural network in the task of the 3D hand pose prediction.
We introduced a method to generate synthetic depth images of the hand closely
matching the real images. We extended the approach of the previous works
to the modeling of the depth image data using the 3D scan of the subject’s
hand and the hand pose prior given by the real data distribution. We found
out that combining them with the real data for the training can result in a
better estimation performance. Creation of the large synthetic training sets can
be done easily and significantly extend ranges of the real data usage as well as,
the real data needed to be captured and annotated only on a smaller subset of
the training data.
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Abstract. The paper presents an approach to human-robot interaction in socio-
cyberphysical systems. The paper propose a socio-cyberphysical system ontol-
ogy that is aimed at describing the knowledge of the system resources. Humans
are interacted with robots using personal smartphones. Every robot and mobile
application for smartphone are designed based on the ontology that allows to
support their semantic interoperability in socio-cyberphysical system. A case
study considered in the paper is aimed at controlling the robots by group of
humans. Group of robot consists of several robot types. Every type of robot has
competencies that are described in the robot competency profile. Human experts
also have own competencies that are described in the human profile. To control
a robot a human should be available and have an appropriate competency for
such type of robot. The paper describes the developed prototype for Android-
based smartphone. The prototype implements the proposed approach and based
on the developed ontology and Smart-M3 information sharing platform.

Keywords: Semantic interoperability � Ontology � Socio-cyberphysical system
Competency

1 Introduction

The research in the area of human-robot interaction becomes more and more popular
last years [1–3]. The are a lot of interfaces have been developed for such communi-
cation. The systems that joins together human, robots, and information resources are
the socio-cyberphysical systems. This systems tightly integrate socio, physical, and
information spaces based on interactions between these spaces in real time. Human and
robots are exchange information with each other in information space while their
physical interaction occurs in physical space. Community of humans is the socio space.
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The aim of this paper is to develop ontology-based human-robot interaction
approach and show it applicability for the case study on robot control by humans. The
approach is based on smart space technology [4, 5] that is aimed at seamless integration
of different devices by developing ubiquitous computing environments, where different
services can share information with each other, make different computations and
interact for joint tasks solving. The interaction between robots and humans is imple-
mented in Smart-M3 information sharing platform. This technology allows to organize
ontology-based information and knowledge sharing for various participants based on
publication subscription mechanism. The proposed adaptive remote control interface is
more universal and useful than radio control devices since smartphone screen allows to
show only functions that are related to the human preferences, current situation, and
robot capabilities.

2 Related Work

There are several papers have been considered that describe research and development
of the control interfaces. An adaptive remote control interface should be able to take
into account human preferences, context situation, and robot capabilities as soon as
offer a real-time feedback.

The most popular approach to control interface development is the application of
directional arrows [6]. Up, down arrows are responsible for the throttle commands
(move forward, backwards), and the leftward and rightward arrows to control the robot
steering. This approach is the easiest to learn for the humans due to its intuitiveness.
However, it has some drawbacks. For example, it may be problematic to make turns
and maneuvers quickly while the robot moves along a complex trajectory since it is
required for human switch between buttons frequently.

Another approach to the control interface development is virtual joystick utilization
[7]. In compare with the previous one the approach supports the large amount of
possible wheel steering angles that allows to control by the robot more precisely. The
movement direction control includes only one human’s hand and leaves more freedom
for simultaneous manipulation of several functions, in contrast to the previous solution.

A virtual steering wheel approach is used by the Artificial Intelligence Group at
Freie Universität Berlin in the iDrive application [8]. The approach is often used to
simulate the car driving, which is quite evident. In other cases, this method is not
successful due to the non-intuition and redundancy set of possible rotation angles,
which is why the rotation of icon to the extreme values takes much time.

Utilization of such elements as the vertical and horizontal sliders is also one of the
possible approach to the control interface development [9]. Users have to press and
hold the button and move it along the slider to select a value from the continuous range.
The horizontal and vertical sliders are used to control the steering and throttle com-
mands respectively. By moving the button along the slider, users can control the speed
and direction of the robot. As part of a safety feature, the sliders will return to the
neutral position which is the centre when the user lifts their finger off the screen. This
approach is rarely used because of its non-intuitive for this action.
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Controlling by a built-in smartphone accelerometer is one of the most technolog-
ically advanced approaches [10]. Accelerometer measures the parameters of smart-
phone motion along three axes. This measuring is not enough for the robot control
since only three axes can be decomposed into a translational motion or only a rotational
motion. For the robot control a six measurement axes are required. The main link in the
motion recognition system is the gyroscope, which is traditionally used to determine
the absolute speed of rotation.

Utilization of voice for robot control [11] has advantages and disadvantages. One of
the essential components of the spoken interface is microphone that records both control
commands and noise. So the remote control interface developer should be careful about
the irrelevant instruction for a specific environment. The approach is the most conve-
nient in situations where the operator’s hands are busy. On the contrary, it requires
complex filtering and recognition mechanism and depends on the level of noise.

The authors of the paper [12] used Nintendo Wii Remote Controller (Wiimote),
commercial-off-the-shelf (COTS) input device which allows for a variety of input
schemes. The controller includes the traditional joystick and accelerometer for gestural
control. The Wiimote communicates wirelessly using the BlueTooth communication
protocol and open-source libraries allow access to the Wiimote from a PC.

Authors of the paper [13] present the cognitive user interface that enables a user-
adaptive scenario in human-machine interactions based on semantic modelling. The
interface prototype is able to communicate with users via speech and gesture recog-
nition, speech synthesis and a touch display.

Authors of the paper [14] present non-invasive brain-computer interface for mobile
robot control. The interface performs electroencephalographic signal decoding, which
includes several steps: filtering, artefact detection, feature extraction, and classification.

Based on the presented analysis it is possible to conclude that each of the
approaches considered has its pros and cons. The usage of directional pad is the most
intuitive for the user, but difficult to use in a situation that requires the simultaneous use
of a high number of functions. On the other side, the most modern approach using an
accelerometer and a gyroscope can be utilized only for a limited set of functionality. It
can also be deduced that for complex robotic systems with a large number of functions
it is hard to use one specific approach. In such systems, a combined approach to
developing a management interface is used.

3 An Approach to Human-Robot Interaction
in Socio-Cyberphysical Systems

The general scheme of the developed in the paper adaptive remote control interface is
shown in Fig. 1. The displayed at the interface items for the robot control are generated
based on the following information: human preferences, context constraints, and robot
capabilities. Human preferences characterize the human: how he/she would like to get
information, what interfaces he/she would like to use for the robot control and etc. The
context constraints characterize the current situation. E.g., if the robot meets an obstacle
in physical space and it can be overcome automatically the interface shows a button for
a human “Overcome obstacle”. The robot capabilities describes all functions that the
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robot can perform. The robot considered in the paper consists of different units. In this
case every unit has a set of drives or sensors and can perform a set of commands that is
shown by controls in the interface.

During the human-robot interaction the design of the current robot remains static
and does not require a change in the user interface, while the displayed controls can be
dynamically changed depending on the robot context and human preferences. The
simplest example is the various kinds of obstacles that arise before it. If there is an
obstacle in front of the robot that cannot be overcome the “move forward” function is
blocked.

The Fig. 2 shows the reference model of the human-robot interaction system. The
main task of interaction is to determine user preferences, robot capabilities, and context
situation; generate the items for remote control interface; transfer control commands to
the robot; and shows feedback on the user interface. One or more humans and one or
more robots can participate in the scenario. Several humans can control a robot or a
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Fig. 1. Adaptive remote control interface.
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Fig. 2. Reference model of the human-robot interaction system.
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human can control several robots simultaneously. An adaptive remote control interface
can be installed to any computer supported network connection.

For interaction between humans and robots in socio-cyberphysical system the
semantic interoperability and information & knowledge sharing between humans and
robots has to be supported. Humans are operated in social space, robots are operated in
physical space, and their interaction is implemented in information space. One of the
possible approach to problem domain modelling is ontology management. The socio-
cyberphysical system ontology has been developed and interaction of humans and
robots is implemented based on this ontology. For current situation modelling and
reducing the search space of potential coalition members the utilization of context
management technology is proposed. Context is defined as any information that can be
used to characterize the situation of an entity. An entity is a person, place or object that
is considered relevant to the interaction between a user and an application, including
the user and application themselves. Context is suggested to be modeled at two levels:
abstract and operational.

These levels are represented by abstract and operational contexts, respectively.
Abstract context is an ontology-based model of a potential coalition participant related
to the current task. Abstract context is build based on integrating information and
knowledge relevant to the current problem situation. Operational context is an
instantiation of the domain constituent of the abstract context with data provided by the
contextual resources. Human preferences determine the type of controls and command
modes. Preferences are also depend on human role in the scenario group also includes
the user role in the current scenario.

When performing a complex task requiring multiuser robot control the final set of
control elements is divided among users according to their roles. For example, consider
the scenario of overcoming a complex obstacle. The functionality of the robot can be
divided into three groups of operations: (1) moving (throttle commands and wheel
rotation commands), (2) manipulation (commands of lifting and lowering units), and
complex actions (require participation of experts). Groups are shared between humans
on the following principle: the first operator automatically gets access to all possible
operation after connection to the system. Thereby he/she fulfils all the specified roles. If
the second operator is connected to the system, the first one can select one of the two
control groups. The second user automatically gets the rights of another group. For
example, the first connected user selects the driver role, and the last one gets the
manipulator role. In a similar way, after the third operator connection the first two
operators choose by turns which of the three roles to perform.

4 Socio-Cyberphysical System Ontology

Developed ontological model is based on well-known suggested upper merged
ontology (SUMO) [15] three top-level classes have been proposed: “Physical Space”,
“Information Space”, and “Social Space”. Class “Physical Space” describes the objects
that are participated in physical space of the socio-cyberphysical system (mobile
robots). Class “Information Space” contains objects that are aimed at human-robot
interaction support. Class “Social Space” includes information about humans.
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Consider the part of the ontology related to the class “Physical Space” in more
details (see Fig. 3). The class contains a description of the physical objects and includes
the following subclasses: “Collection”, “Device”, and “Environment”. Class “Collec-
tion” defines a complex device that consists of several elementary devices defined in
the class “Device” (e.g., robot is a collection that consists of the following devices:
motor, wheels, sensors, and etc.). Class “Device” consists of following subclasses:
“Connect_Interface”, “Battery”, “Hull”, “Motor”, “Sensor”, “Switch”, “Whell”. Class
“Connect_Interface” describes types of connection that can be used to implement
interaction between devices. The subclass of the class “Connect_Interface” is “Wire-
lessinterface”. The class defines the wireless interface that is used to device connection
and includes the following subclasses: “Bluetooth” and “WiFi”. Class “Bluetooth”
determines the information exchange between devices by means of Bluetooth tech-
nology. Class “WiFi” allows organizing the information exchange with utilization of
Wi-Fi technology. Class “Motor” describes the motors that can be used to a device
collection operation. Class “Sensor” describes sensors used for device collection
operation. Subclasses of class “Sensor” represent the following different types of
sensors: class “DistanceSensor” describes the type of sensor that measures the distance,
class “HeatSensor” describes the type of sensor for measuring temperature, class
“LightSensor” describes the type of sensor for measuring the light condition.
Class «TouchSensor» describes the type of sensor for touching determination. Class
“Wheel” describes the wheels that can be used by the device collection. Class “Battery”
defines the power supplies installed on the devices. Class “Switch” describes the type
of switches that can be used by device collection. Class “Environment” defines the area
scenarios execution.

Class “Information Space” consists of following subclasses: “CompetenceProfile”,
“Configuration”, “Context”, “Policy”, “Interaction”, “Process”, “Agent”,
“Human_profile”, “Resource”, and “Resource_profile”. Class “CompetenceProfile”
defines competences of device collection. The class consists of subclass “History” that
stores all information related to performed tasks. Class “Agent” describes the program
agent that participates in a scenario and control a device collection. Class “Configu-
ration” contains a description of a collection components that should be considered in
the information space. Class “Context” contains information about the current situation
in physical space. The class consists of the following subclasses: “ResourceContext”
that describes the current situation of a device collection and “EnvironmentContext”
that describes current situation in the area where scenario should be executed. Class
“EnvironmentContext” is divided into subclasses “Spatial” and “Temporal”. Class
“Spatial” includes subclass “Location” that defines location of the area where scenario
should be executed. Class “Temporal” includes subclass “Time” that describes the time
intervals associated with the execution of a scenario. Class “Human_profile” describes
human information, preferences, and competencies. The class includes subclass
“Competency”. Class “Competency” defines main characteristics, which characterize
an expert and consists of the following subclasses: “Knowledge”, “Skills”, and “Pro-
ficiency_level”. Class “Knowledge” contains all knowledge related to the certain
human which have been formalized. Class “Skills” describes all information about
skills the human has. Class “Proficiency_level” includes information about humans’s
qualification related to every knowledge or skill.
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Class “Interaction” describes types of interaction “HumanInteraction” and “Col-
lectionInteraction” for solving tasks together. Class “HumanInteraction” defines
information related to human and robot interaction and class “CollectionInteraction”
describes information related to interaction of robots. Class “Policy” defines rights of
the resources. Class “Scenario” contains information about scenarios which can be
executed by the resources. The class contains subclass “Action” that describes actions
performed by a resource. The class consists of the following subclasses: “Movement”,
“Photo”, “Grip”, “Fly”, and “Check”. Class “Movement” includes information related
to resource movement. It consists of class «Route» that contains the following sub-
classes: class “IndoorRoute”, and class “OutdoorRoute”. Relationship of other classes
can be seen in Fig. 3.

Class “Social Space” consists of class “Human”, which includes information about
people who can participate in the execution of scenarios. Class “Human” includes
subclass “Human_group”. Class “Human_group” determines a group formed by var-
ious characteristics: profession, skills and requirements.

5 Case Study

The presented case study is aimed at robot control by humans using the developed
adaptive remote control interface. The interface has been developed for Android-based
smartphone. The development process is implemented in Android Studio IDE. For the
Smart-M3 platform deployment the DD-WRT-Based wireless router has been used.
After the successful connection to Smart-M3 platform the application queries the
following information in smart space: (“robot1”, “blockAmount”, “null”). The triplet
is aimed as query information about configuration of the robot 1. If the response is not
empty the interface starts to receive the information about blocks one by one by sends
the following query triplets: (“block_i”, “hasPart”, “null”), where i runs from 0 to the
blockAmout-1. Then the interface initialize the following subscription for the manip-
ulating robot monitoring: (“null”, “event”, “null”); and the following subscription for
(“null”, “task”, “null”]) to determine a task when it appears in smart space. When the
event or task is appeared in smart space the robot gets notification. The examples of the
templates are the RDF triples that robots are generated based on the socio-
cyberphysical system ontology.

The screenshots in the Fig. 4 displays the example of the main interface functions.
At the standby state, the interface displays only the appearance of the current robot. All
functions of the robot are hidden. Depending on the current task and the human
preferences the appropriate list of functions is showed to the human. The user touches
are displayed as white circles in the screenshots. On the first screenshot the “move
front” function is displayed. If the human choose this function the appropriate infor-
mation is published to the smart space and all robot modules understands that it is
needed to move front and robots starts the movement. If the human needs to start the
movement of a particular axle drive he/she should press to the wheel icon. The human
(or group of humans) has an ability to interact with several functional elements at the
same time and to submit several functions simultaneously.
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When the “move front” function is activated the stop icon is shown on display. If
the human activates the “stop” function the robot completes execution of all functions
and stops completely. If an obstacle is detected, the robot publishes the corresponding
triplet to the smart space. Then a human is notified about this event by displaying an
obstacle icon. If the obstacle is analyzed and the appropriate algorithm is found to
overcome it automatically the obstacle icon becomes green. If not the obstacle icon
becomes red. In this case the human can control the robot to overcome the obstacle in
manual mode and train the system.

6 Conclusion

The paper presents ontology-based human-robot interaction approach and its imple-
mentation for adaptive remote control interface. The ontology of the socio-cyberphysical
system has been presented. Based on this ontology humans interact with robots.

The case study shows the example of the obstacle overcoming task by the multi-
module robot. Robots implement the task and human has to take robot control in case
of impossibility to overcome obstacle automatically. The developed interface for
Android-based smartphone has been proposed and described. It has been evaluated on
Samsung (Galaxy S4 mini), Asus (Zenfone 2), ZTE (Blade X3), and Xiaomi (Mi5)
devices. Display size was ranged from 4.3 to 5.5 in. Application interface has drawn
correctly and accurately regardless of the screen size and resolution through the vector
icons usage.
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Fig. 4. Prototype screenshots: adaptive remote control interface.
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Abstract. This paper continues our previous studies on the reconfigurable
robotic information and control system dependability. We consider the approach
to the configuration forming optimization problem solving. This approach
presupposes the criteria number reducing by the additional software functions
implementation. These functions include tasks context data replication to the
computational units, where those tasks can be launched after the reconfiguration
procedure. Within the current paper some generic approaches to the context data
storage element interaction are presented. The first approach is centralized and
based on the principles of Viewstamped replication protocol, the second one is
fully decentralized. Both of the approaches are discussed and estimated in terms
of the communication environment workload, the conclusion is made, as well as
some outlines of the future work.

Keywords: Information and control system � Reconfiguration
Reliability � Data replication

1 Introduction

The dependability of the robotic information and control systems is a question of a
highest priority nowadays. A huge number of industries uses autonomous robots,
collaborative robots, mechatronic production complexes: it is extremely important, for
example, for activities where the man is not supposed to be (hazardous industries) or
where the maintenance and reparation of the system is hardly possible. Obviously, the
robotics in such areas should be reliable, fault-tolerant and, as a consequence,
reconfigurable.

A good examples of reconfigurable robotic systems are the well-known modular
robots, which begin with CEBOT [1] and continue their evolution with M-TRAN,
ATRON, TRANSMOTE [2–4]. Another example is the collaborative flying drones
[5], which are to solve one problem, e.g., landscape photographing. In case of drone
failure, the others can distribute its tasks among the community. The same relates to the
communities of modular robots.
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Within this paper we consider the system dependability from the reliability and
fault-tolerance point of view.

Reliability can be defined as the probability that a system will produce correct
outputs up to some given time t [6]. According to [7], fault-tolerance is a means to
achieve dependability and can be implemented by the complex of particular proce-
dures, e.g. error detection (concurrent or preemptive), recovery (error handling, fault
handling). Fault handling includes such procedures as diagnosis, fault isolation,
reconfiguration and reinitialization, and in the current paper the reconfiguration pro-
cedure will be considered.

A fault-tolerance is provided by system reconfiguration and its implementation
depends on the system reservation method. Nowadays there are some studies on the
reliable ICS development [5, 8], but the overwhelming majority of them considers the
structural reservation method with the structural redundancy usage. On the other hand,
there are research papers considering the performance redundancy as an alternative for
the structural reserve [9–12]. The performance redundancy usage can improve the
reliability of the system as well as cost and weight characteristics, but needs more
complicated reconfiguration procedure because of the need to distribute tasks among
the operational nodes. Here the “configuration” term is of a high importance: config-
uration in the current paper is assumed as monitoring and control tasks (MCT) distri-
bution among the set of computational units (CUs). The configurations designed affect
the CU reliability [11, 12]. So, the way to distribute the MCTs among the CUs affects
the overall system reliability too.

Configuration forming problem was considered precisely in our papers [11]. This
optimization problem is multicriteria with constraints, so, the better configurations
quality in terms of reliability criterion, the higher system overall reliability. To improve
the configuration quality the “criterion delegating approach” (CDA) was developed and
presented in [12]. The key idea is to reduce the number of criteria for the optimization
problem and so to improve the configurations quality. Yet the task of the criterion
eliminated must be implemented by other facilities, for example, by some additional
software.

The paper [12] contains the detailed description of CDA with simulation results,
which show that combining the CDA and the hybrid search via simulated annealing
allowed to improve the quality of configurations significantly. Yet in the previous
papers the mechanisms of system element interaction in order to implement the CDA
was not considered in details. So, the current paper presents the general models of CDA
implementation: centralized and the decentralized. Further sections of this paper
contain:

• a brief description of CDA;
• basic models of the context data replication;
• selected simulation results;
• conclusion and future work outlines.
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2 Criterion Delegating Approach

The model of configuration forming problem was presented and described in details in
[12]. To recall the problem in general, the objective functions of configuration forming
problem are presented below:

F1 ¼
PN

i¼1
ðai � a0iÞ ! MIN

F2 ¼ jAj � jA0j ! MIN;

F3 ¼
PK

k¼1
u0kj �

PL

l¼1
u0lq ! MIN; 8j; q

ð1Þ

where F1 is the number of MCTs, which are relocated from the operable CUs, F2 – the
number of non-critical MCTs to be removed from the system, and F3 is the workload
dispersion on the CUs after the reconfiguration procedure, ai is the tuple <j, uij, ti>,
which describes the link between MCT i and CU j. Here uij is the CU resources
utilization percentage. A determines the configuration before the recovery, and A′ – the
configuration after the recovery, assuming A = {ai}. The need to minimize the MCTs
removing from the operable CUs has the quite obvious cause: all context data will be
lost. Of course, this criterion restricts the configuration forming process.

Yet the important assumption was made in previous work: if we reduce the number
of objective functions, we can solve the optimization problem with reduced objective
function number and get a result of a better quality in terms of reliability.

It must be mentioned, that we don’t consider the case of multicriteria optimization
problem transformation into a one-criterion one by forming the constraints of the
remaining criteria. The key idea of the CDA is to reduce the number of objective
functions, while the desired aim (in our case – not to loose any context data) can be
reached by some additional software.

In previous work some simulations were made, and we got a solution for the
configuration forming problem in two ways: like a three criteria optimization problem
solving and like a two criteria one. The quality of the results was evaluated from the
workload point of view due to its importance for the CU reliability function. Finally,
the elimination of the tasks relocation criterion allowed to obtain the configurations of a
better quality in terms of CU workload [14].

The current paper presents the generic models of the system elements interaction to
obtain the distributed context data storage. The following sections of this paper present
the detailed models of the distributed data storage implementation, including com-
municational environment workload estimation.

3 Models of Multiagent Information and Control System
Decentralized Data Storage Approaches

To obtain the possibility to relocate MCTs from the operable CU and not to lose task
context data, the distributed and decentralized data storage must be implemented.
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Before the presentation of the data storage models, some important assumptions
about the MCTs are to be made. Let’s assume the MCT as a determined state machine,
so as each state can be described by the values of input data and the ones of internal
variables. The simplified scheme of such presentation is shown in Fig. 1.

Assuming this, we can determine the portions of input data and internal variables as
a kind of transactional data, which is generated periodically by portions. Each portion is
a result of the following: input data received from sensors and/or another MCTs and
internal variable values.

Also we assume that transitions between states are instantenious, and each state
generates a data portion for replication and further storage. Previously [12] we pre-
supposed the following draft model of the data storage:

1. There is an active MCT, which sends the portions of context data to inactive MCT
copies;

2. In case of reconfiguration inactive MCT is activated by the CU agent.
3. It consumes the up-to-date context data and distributes the following context to the

inactive copies of itself.
4. Such model of the distributed data storage as is presented in Fig. 2.

sensors Monitoring and control tasks

Var 1=…
Var 2=…
Var 3=...

Fig. 1. A generic MCT state description presentation.

taski taski taski taski

CU1 CU2 CU2 CU3

Fig. 2. A draft model of the distributed data storage.
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The model described above allows to eliminate the objective of the active task
relocation number minimization, yet it does not handle the case of taski failure. As is
seen, if the active task fails (yet the CU does not), the context data distribution is
stopped, and if there is a CU failure after that, the system will not recover properly.

The obvious solution of this problem is a redundancy in terms of active MCTs, as is
shown in Fig. 3.

Here we presuppose that active MCTi is launched on the 2f + 1 CUs, where f – is
the number of failures to be handled. Besides, we presuppose the fair behavior of the
MCTs without the byzantine one. The system is asynchronous, and every replica of the
MCTi receives input data from sensors in the same order but, may be, not in the same
time moments. Also we assume that the running MCT can not consume the new
context data. The general aim is to reach the data consensus in case of reconfiguration.

In order to implement this the most used replication protocols were analyzed:
Paxos, Viewstamped replication, Raft, Zab [15–19]. The main conclusion was made
about those protocols: all of them use the centralized scheme of replication. The leader
(or primary) is elected every ballot (view/epoch), and, except the particular cases, the
leader establishes the up-to-date data. The discipline of the election can be various, for
example, Viewstamped replication uses simple round-robin discipline dependent on the
view number.

In our particular case the active copies of the MCTs have to elect the leader, which
would replicate its context data to those CUs where this MCT can be launched after the
reconfiguration. It must be mentioned, that the relations between active MCTs and their
replicas can be determined as a passive replication [15]. Context data is presupposed to
be stored in chain-like structure of the fixed size with FIFO discipline.

taski

CU1

taski

CU2

taski

CU3

taski taski taski

CU4 CU5 CU6

Round-robin primary elec�on

Data replica�on Data replica�on

Fig. 3. Centralized approach model based on Viewstamped replication protocol principles.
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So, the simplified model of data storage elements interaction was developed on the
basis of the Viewstamped replication.

Within this interactional model, every data portion is “stamped”
with <view_number, package_number> , where view_number is the number of view
(epoch) and initially is 0, and the package_number is the number of context data
portion generated by active task. The data chains are supposed to be identical
if <view_number, package_number> of the first chain are equal to the <view_number,
package_number> of the second chain.

Leader election

1. The leader is elected by round-robin discipline like it is done in Viewstamped
Replication protocol.

2. Once the leader has been elected, the replicas send it their data storage content.
3. The leader chooses the data storage with a MAX(view_number, package_number)

as up-to-date and sends this data store to other active MCT replicas. The choice of
MAX(view_number, package_number) is expedient due to possible failures of
active task replicas as is used in ViewStamped Replication.

Operational state

1. Only leader sends its context data to passive replicas
2. Followers just collect their own context data, marking it with <view_number,

package_number>.

View change

1. view_number++;
2. Leader election

Task failure and recovery

1. If the leader is inoperable, the view change is initialized;
2. If the follower is inoperable, it can be restored by the operation system software.

After recovery a follower can request the context data from leader to update its data
storage, or it can be done on the View_change.

Reconfiguration

1. The passive task replica is active now and consumes all context data from its store.
2. According to the configuration list the communication between the replicated tasks

is established
3. View change.
4. Go to the Operational state.

The model based on the Viewstamped replication protocol has the strong advan-
tage, reducing the communication environment workload on the operational stage, as
well as the space needed for data storage. Yet if the primary fails, the change view
procedure must be initialized. Besides, change view procedure seems to be slow due to
the context data storages exchange and distribution.
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So, we decided to avert the centralized interaction and developed the fully
decentralized model of a context data storage (Fig. 4).

In the model proposed there is no primary at all, all active tasks are identical. The
“stamp” is changed: instead of “view_number” (there are no views), the “replica_id” is
used. So, each data portion is marked with <replica_id, package_number>.

The operational stage begins from the reconfiguration: each task sends its context
data to each inactive replica. Then, if any of the replicas fail, nothing happens to data
storages of inactive tasks. So, there will be just two stages: operational stage and
recovery stage after the reconfiguration.

Operational state

1. Active MCTs send their context data, marked with <replica_id, package_number>,
to the inactive MCT replicas.

2. Inactive task replicas collect context data (it can be done also by the agent of the
CU).

Reconfiguration

1. New active task replica takes the context data from the storage with max (pack-
age_number). There can be several data portions with the same package_number,
but identified by the <replica_id, package_number>.

2. According to the configuration list the communication between the replicated tasks
is established.

3. Active task replica selects the context data by random selection from the set of data
portions.

4. Go to the operational state.

taski

CU1

taski

CU2

taski

CU3

taski taski taski

CU4 CU5 CU6

Fig. 4. Decentralized approach model.
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So, it is seen that the fully decentralized model is much simpler, yet generates more
communication environment workload.

To compare decentralized data replication approach with the centralized one more
precisely the network workload estimation models were developed. We estimated the
network workload during the reconfiguration and on the operational state, combining
the general agents’ functions and replication.

Firstly, in both cases, the CU agents establish the connection between the CUs
within the decentralized ICS. Assuming Vp as a data volume for agents’ information
exchange, the data volume transferred through the network is as follows:

Va ¼ Vp nþ kð Þ nþ k� 1ð Þ; ð2Þ

where Vp is the volume of heartbeat message, n is the number of active MCT replicas,
k is the number of passive MCT replicas.

The estimation of reconfiguration network workload for the centralized approach is
as follows:

Nrc ¼ Vp nþ kð Þ nþ k� 1ð Þþ n� 1ð ÞVds þ n� 1ð ÞVdl; ð3Þ

where Vds is the volume of active MCT data storage (assuming that they have almost
the same volumes);

Vdl is the volume of the leader elected data storage which is to be distribute among
the other active MCT replicas.

For the decentralized replication model the network workload can be estimated as
follows:

Nrd¼Vp nþ kð Þ nþ k� 1ð Þ; ð4Þ

because of no leader election and data storages’ transferring at all.
At the same time, the operational states of the centralized and decentralized models

are described as follows:

Noc ¼ Vp nþ kð Þ nþ k� 1ð ÞþVcd � k; ð5Þ

where Vcd is a volume of context data to be replicated.

Nod ¼ Vp nþ kð Þ nþ k� 1ð Þþ n � k � Vcd: ð6Þ

4 Simulation Results

Firstly, the network workload was estimated for the reconfiguration procedure.
It is seen in Fig. 5 that with relatively small volume of heartbeat messages, the

centralized approach generates the weighty network workload. The explanation of such
result is quite obvious: every reconfiguration includes the “view change” procedure,
which contains the leader election stage. As the leader election is related to the
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intensive data exchange between the leader and replicas, the reconfiguration procedure
of the centralized model generates relatively high network workload.

At the same time, the decentralized approach is much better in terms of the network
workload: there is no leader election, and if the reconfiguration is done, the new active
replica just gets the context data from its storage and continues to perform.

Yet, for the operational stage the results were as follows in Fig. 6.

It is seen that the network workload of the centralized approach is much better than
the network workload of the decentralized one: the amount of replicated data depends
on the active replicas number and the number of CUs, where the MCT can be launched
in case of reconfiguration, while centralized scheme presupposes the data transmissions
from one (leader) CU.

Such simulation results make us to consider the important issue, which is presented
in the conclusion section.

Fig. 5. The network workload of the reconfiguration stage of the centralized (Nrc) and
decentralized (Nrd) approaches.

Fig. 6. The network workload for the operational state for the centralized (Noc) and
decentralized (Nod) approaches.
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5 Conclusion and Future Work

In the current paper the decentralized data replication approach for the reconfigurable
robotic information and control systems is under consideration. The data replication
models within the CDA were developed, compared and estimated. The general results
of the research are the following:

• the centralized data replication approach is stable, reliable and ideally suited for the
operational stage of the ICS, but consumes redundant resources and time through
the reconfiguration procedure;

• the decentralized data replication approach is stable too, and fast when the recon-
figuration occurs, but consumes resources on the operational stage of the system;

As the reconfiguration time is extremely important for real-time systems, the
decentralized approach seems to be preferable. Yet there is an important question,
which outlines our future work: organizing the additional context data exchange on the
operational stage, there is a problem to keep all bonuses of the CDA. In other words,
the new optimization problem must be formalized and solved: which parameters of the
information exchange must be chosen not to worsen the reliability function of the
system, which is obtained due to the CDA implementation.

Acknowledgements. The paper has been prepared within the GZ SSC RAS N GR project
01201354238 and RFBR projects 18-29-03229 and 18-05-80092.
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Abstract. Results of the work carried out by Saint-Petersburg State Marine
Technical University in the framework of the project, connected with complex
researches in maintenance of creation of a multi-agent sensory-communication
network based on marine robotic platforms (MRP), are presented. In the context
of the mentioned works, creation and testing of communication protocol for
µAUVs with hydroacoustic modems is proposed. The article describes steps of
protocol creation: from mission planning to modem control and modeling with
digital imitation model testing (Solving the task of monitoring the seabed area).
Within the framework of the concept of a “budget”, limited serial product,
functional systems/modules of µAUV are worked out, taking into account the
availability of equipment and components (concerning required technical
characteristics and their cost). For the selected external appearance and design
dimensions of the device, the simulation of hydrodynamic, signal power and
energy characteristics were performed. Within the framework of the project, a
software and hardware architecture of the information system of the vehicle was
developed, as well as a model of interaction between the µAUV, the wave glider
and control center. The work results in proposal and testing of µAUVs com-
munication through the water. Simulation results of implementing mission by a
group of developed µAUVs can be modeled by ground robots with some
software limitations. Based on the results, ways for further work on the subjects
are being determined.

Keywords: Marine multi-agent sensory-communication network
Communication protocol � OSI � Contract Net Protocol
Marine robotic platform � Micro autonomous underwater vehicle
Group missions

1 Introduction

Development of autonomous unmanned underwater vehicles (AUUV), that is under-
water robots, represents one of the most dynamically developing areas of elaboration of
foreign naval technologies, universities and commercial firms. World leaders in the
development of the AUUVs are the United States, Great Britain, Canada, France,
Germany and Japan. The number of devices created abroad has exceeded 9000 [1].
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The main difference of AUUVs from terrestrial robots and UAVs is large move-
ment resistance, ability to move in 3D, hang (in contrast to UAVs) and a strong
limitation of the communication speed, range and positioning.

Functionally, all AUUVs contain mission control system, information system,
motion control system, sensor system, mechanical and power system, communication
system and payload (Fig. 1) [2].

It was shown in the researches [3–7] that this problem is most effectively solved by
decentralized distributed network-centric systems of group control. Let us consider the
system of network interaction of AUUV group and the ways of its modeling and
prototyping.

The model of interaction of any autonomous robots, including AUUV, can be
described by the 7-level model of the OSI network interaction, depicted in Table 1 [8].

Fig. 1. Functional diagram of AUU.

Table 1. Levels of network interaction in OSI model.

Application
layer

Mission control, arbitration, voting, task planning

Presentation
layer

Presentation of agent data for communication purposes (task list, voting,
arbitration, task distribution)

Session layer Forming of communication session, choosing of a subscriber,
communication route planning

Transport
layer

Data communication protocol between the agents

Network layer Logical addressing, routing, message delivery confirmation.
Protocols ICMP, SS7

Data link
layer

Package formation, check sum, physical adressing. Protocols x.25, ARP,
DSS

Physical layer Hydroacoustic modem, OFDM, …
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The exchange protocol between agents must perform the following functions [9]:

1. Access to the network (Physical and Data link layers of the OSI model). A hy-
droacoustic modem is used for the physical layer and X.25 - for the link layer.
These protocols allow to generate messages as addressed ones (for one subscriber),
and as broadcasted or multicast (for all available).

2. Network (batch level). The basic protocols are ICMP, IP, SS7. If a message from
one agent to another cannot be transmitted directly due to the signal propagation
features and to a long distance, other agents located between these two subscribers
may pass it along the chain.

3. Application layers (Application, Presentation, Session, Transport layers) are
responsible for the group application of network agents and mission planning and
control.

Currently, autonomous agent communication languages, including group AUUV,
continue to evolve actively, new algorithms and methods, methods for resolving
conflicts in a group are emerging to increase the effectiveness of this group. Since
compatibility is the defining agent characteristic, in the development of MAS, stan-
dardized communication is of great importance [8, 9]. The main objects for stan-
dardization are: agent architecture, agent interaction languages, agent interaction
protocols, agent knowledge, agent programming languages. When developing its own
multi-agent network of underwater and surface robots, the Contract Net Protocol
(CNP) [9] developed by FIPA was chosen, with modification in which abstract tenders
were replaced by virtual money relations.

Exchange between agents at the application level involves the distribution of tasks
among agents, resolving conflicts when sharing resources, informing about the task status
change and so on. These messages are high-level and universal. Communication lan-
guages at the application level can be identical for underwater robots, terrestrial or flying.

But for the correct modeling of entire network interaction system, it is necessary to
provide a correct simulation of the network formation level and of the network access
level. If network access level is determined by parameters of the hydroacoustic modem
(hydroacoustic modem is the most long-range data transporter for wireless communi-
cation under water), level of network formation depends strongly on the features and
limitations of this hydroacoustic modem.

A time delay in implementation of the exchange protocol significantly depends on
speed of delivery of the message to the addressee and receiving confirmation. So, when
using a radio communication, delays for sending a message to a destination located at a
distance of 1.5 km will be 5 µs, but using a hydroacoustic communication channel it will
be 1 s. In the protocol shown in Fig. 2, at least 3 transmissions are required to start the
work by the private trader, that is, if the delay for transmitting onemessage is 1 s, the total
delay will be 3 s. And this is only for the information exchange between two agents.
Therefore, when exchanging messages between AUUVs under water, it is necessary to
minimize the number of requests and responses to obtain an efficient solution.

In the case where the message is impossible to deliver directly from the sender to
the recipient, it is necessary to support resending of the request by agents that are not
recipients, but are available for reception from the sender. This protocol should also
minimize the number of messages to save time.
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2 Routing

Nowadays, there are no strict specifications for a handover implementation (“seamless”
movement of correspondent agents between the transmitter and the receiver) [8–10].
However, to provide such a transition, special procedures for scanning the ether and
joining (“association”) are provided. The implementation of handover in networks can
be carried out in various ways, for example, based on the Radius protocol or under
control of an intelligent wireless controller, that organizes a “tunnel” when the client
moves to the service area of a neighboring access point. The 802.11k specification
describes procedures that allow an agent to select an access point (intermediate agent)
to which one should connect to create the current connection (Fig. 3). Figure 3 shows
the possible lines of communication between agents.

Considering traffic between agents within a session as a function of the amount of
data transmitted SD(t), session on the time interval [Tb; Te], Te > Tb could be described
by the vector

SD ¼ ½SD1 ; SD2 ; SD3 ; . . .; SDM �;

breaking the interval of observation t 2 Tb; Te½ � into M incrementing segments.

Fig. 2. Exchange protocol Contract Net Protocol.
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Moreover, the elements of the SD vector are such that,

SDi ¼ t ¼ Tb þðiþ 1ÞDt
t ¼ Tb þ iDt

j PKi

K¼1
SDi;k;

i ¼ 0; 1; . . .; M � 1ð Þ;

that is, each element of SDi represents the sum of the sizes of SDi;k (or quantity) of packets
transmitted within this session in the i-th time interval Dt. The vector SD itself is a
histogram of traffic on the time axis, and the smaller the interval Dt, the closer this
histogram to the real function SD tð Þ.

When it is necessary to send messages through correspondents (when it is not
possible to directly transmit the message from the source to the receiver), the problem
of optimal routing appears, that is, the formation of the transmission path, which
requires minimal time and energy resources.

The mechanism of the “logical distance” allows the source and the nodes located on
the request path to select the minimum “logical distance” of the route from the source
to its destination as shown in Figs. 4 and 5.

In Fig. 4 it is seen that the broadcast request from I to A cannot be delivered, since
I is bounded by the communication distance. Therefore, the request must be retrans-
mitted through intermediary agents. An example of finding the optimal route is shown
in Fig. 5. Agents 2 and 4 can send a message to agent A, but the logical distance from
agent 4 to A is less (signal strength is greater). Therefore, this route is preferable.

The described basic algorithm is efficient and versatile, can work in dynamic
conditions for automatic re-routing, and therefore it is recommended to use it to find the
relay route.

For example, for the purpose of site surveys, each indexed site is a profit. Resources
for the survey - direct costs. Simple work on time and loss of resources when moving
through already surveyed areas - fines. To bring all the parameters to a uniform
dimension, it is convenient to recalculate them into conditional energy units:

Fig. 3. An example of a self-organizing agent network structure.
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U ¼ k �
XN
i¼1

X1 �
XM
i¼1

Pi �
XM
k¼1

Zk;

where U is the budget of the agent, k is the incentive factor for the work performed, Xi

is the work done on the sites, Pi is the additional costs for the inspection of the sites, Zk
– fines.

To simulate the interaction of AUUV in a group, it is necessary to determine which
parameters will have a communication channel, namely hydroacoustic communication.
From the general communication theory (Shannon’s theorem) [8], it is known that the
limiting communication rate between two subscribers is limited by the bandwidth of
the frequencies used and the signal-to-noise ratio as:

C ¼ B log2 1þ S
N

� �
;

where C – bandwidth of the channel, bit/s; B – bandwidth of the channel, Hz; S – total
signal strength over the bandwidth, W or V2; N is the total noise power over the
bandwidth, W or V2.

Fig. 4. An example of a broadcast request in an agent network.

I

Fig. 5. Finding the optimal route for relaying
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Unfortunately, in hydroacoustic low frequencies can be hardly emitted by small
antennas, and high frequencies are rapidly decayed, so frequencies of tens of kilohertz
are used to transmit information at distances in units of kilometers (range of small,
autonomous robots), and the bandwidth is not more than an octave. The structure of the
dependence of the maximum communication distance on the frequency of the com-
munication system operation is shown in Fig. 6.

Since in the marine environment supply multipath propagation of the signal as a
result of salinity heterogeneity, density and temperature instability, the superposition of
all possible rays comes to the receiver, which can be summed up both in phase and in
the opposite phase, that is, by subtraction. This causes fading in the communication
channel. The impulse response of such a channel with fading looks like

hðtÞ ¼
XL�1

m¼0

hme
jUmdðt � smÞ;

where hm has a Rayleigh distribution and Fm has a uniform distribution.

Power 16.8 W, wind 12 knt, SNR 20 dB

R
an

ge
, m

 

Frequency, kHz

----- c=const

--x—subwater channel

--o—shallow water

Fig. 6. Dependence of maximum communication distance from operating frequency.

Fig. 7. An example of a fading multipath signal on a receiver.
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An example of a signal with fading is shown in Fig. 7:
The following equation is used to calculate the power at each rectifier:

QðnÞ ¼ e� nTc
TdPL�1

n¼0
e� nTc

Td

;

where Td is the damping constant, which is assumed to be 1 ms. The standard deviation
of noise sources for each track has the form:

rn ¼
ffiffiffiffiffiffiffiffiffiffi
QðnÞ
2

r
; n ¼ 0; 1; . . .; L� 1:

Many communication channels are modeled as multi-beam channels with Rayleigh
fading, having a pulse characteristic h(k; l) and representing a delay line with taps,
where the k-th coefficient is a Gaussian random process with a variable time l. In [3], a
stationary uncorrelated scattering model is proposed to facilitate the description of
channels with fading. This model, which is suitable for most radio channels, suggests
that signal constituents arriving with different delays are uncorrelated and that the
correlation properties of the channel are stationary. The autocorrelation function taking
into account these assumptions has the form:

E hðk1; l1Þh�ðk2; l2Þ½ � ¼ dðk1 � k2ÞRðk1; l1 � l2Þ:

Without loss of generality it is assumed that the greatest value of the profile of the
trajectory is observed at k = 0, i.e. in addition, the received signal is subject to a
complex-valued additive white Gaussian noise with a spectral density of power N0.

In addition to fading in the channel, the signal is also distorted by noise. The noise
dispersion depends on the Eb/N0 ratio, the encoding rate C, and the spectrum efficiency.
The noise dispersion has the form

r2n ¼
1
2n

1
C

Eb=N0

10

� �
:

where n is the modulation intensity of the digital modulation scheme used.
The development of AUUV interaction algorithms for group interaction is a very

complicated and costly operation [13–15], since the procedure for launching, con-
trolling the operation and collection of the AUUV group requires the use of a large
number of participants, the accompanying vessel and the need to debug possible errors
with the risk of losing costly devices. Numerical simulation on a computer may not
cover all possible situations that agents fall into [15]; therefore, it is necessary to use a
simple, reliable and inexpensive way to debug algorithms for network interaction of
mobile robots. In this way, it is the use of terrestrial mobile robots that perform a
mission similar to AUUV group, for example, to search for objects of a given shape
and color on a specific territory [11]. Such robots are equipped with an autonomous
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positioning system and information transmission with software server delays and bit
errors to simulate hydroacoustic communication channel [12].

An example of a mission performed by terrestrial robots in the process of modeling
the AUUVs group is shown in Fig. 8. Robots of different types (“R” - repeaters, “S” -
searchers) must go from the base (“B”) to the search area, agree with each other on the
trajectory of the movement so that it does not interfere with each other to effectively
examine the territory, find the object sought and call the robot “Y” from the base
(destroyer).

3 Conclusion

Thus, for modeling the interaction of AUUV in the group, it is necessary to implement
by software all seven levels of network interaction OSI. But if the levels 2..7 are logical
and are easily simulated on both computer models and on any movable robots, then
level 1 (physical level of interaction) has a number of features and limitations that need
to be taken into account in order to model the hydro acoustic interaction itself:

1. Distribution delays associated with low rate of transmission.
2. Limit on the maximum communication range determined by the absorption and

scattering of the acoustic signal at the modem operating frequency, as well as the
presence of interference.

3. Random fading effects as a consequence of multipath propagation.
4. Bit error messages transmitted as a result of interference.

For example, if the range of the modem is 1..2 km, the depth is 50 m, the soil is
dense stony, the temperature is 6..8°, salinity 12‰, then the following parameters can
be used in the model:

1. The propagation delay depends only on the distance and speed of sound in water at
a given temperature and salinity: t = r/c, where r is the distance, c is the sound
velocity (*1480 m/s).

2. Random fading effects in hydroacoustic are introduced as an anomaly coefficient,
which can take values from 0 to 2..3 by the Relay distribution with r = 1.0.

Fig. 8. An example of a team of interacting mission robots.
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3. Bit errors are simulated by randomly replacing a certain number of bits in the
transmitted packet, and the number of bits is set by the BER parameter, calculated
from the signal-to-noise ratio in current conditions: N = BER * len, where N is the
number of bits to be spoiled, BER is the intensity of the errors taken from Fig. 3, len
is the packet length in bits. Then the range over the distance is determined by the
distance at which the intensity of the bit errors during the transmission becomes
unacceptable, for example, more than 10−1.

Thus, it is possible to obtain a model of information transfer between underwater
small-sized robots, close by parameters to the real conditions, and to use it in the
development of interaction protocols taking into account all the main constraints that
affect the operation of acoustic modems in the aquatic environment. And the algorithms
of the interaction of a robot group can be debugged on mobile surface robots that are
easier to trace, read from them information, which are many times more reliable and
cheaper than AUUV’s designed for group application, in order to then use the
debugged algorithms on these AUUV.
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Abstract. The article examines the peculiarities of cognitive activity of a
Human Operator (HO) to remote monitoring a heterogeneous group of Auton-
omous (unmanned) Mobile Robots (AMR) in aspects of ensuring security of
their collaborative operations. As an example of such a group, one of the pos-
sible solutions for the use of AMRs in lunar missions is considered: monitoring
of a group of AMRs on the lunar surface by a cosmonaut, located over a long
distance in a lunar base. In the “Human-Machine System” the cognitive
approach to manage tasks is considered as a main principle of the distribution of
functions. Current tasks assigned to the AMR are assumed by HO as separate
cognitive units. In evaluating the current situation, this approach allows to use
the following knowledge: (1) the available options for decision-making; (2) the
conditions for the implementation of particular task in the required chain of
tasks; (3) the parameters of activity of all members of the group, (4) the amount
of data about the environment and the current situation. To build coordinated
actions, that meet the requirements for collisions prevention, it is necessary to
use a single semantic basis for designing Human-Robot Interaction (HRI) and
special tools for information support of HO. This paper discusses a few of
possible solutions.
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1 Introduction

The use of groups of mobile Unmanned Vehicles (UVs) is in the focus of attention of
many researchers and corresponds to the global trend of increasing of use UVs both in
specially prepared conditions (e.g. highway vehicles), and in difficult conditions, that
require self-organization groups of robots [7].

The greatest difficulties are encountered in solving the problems of self-organization
of heterogeneous groups of robots, because their tactical and technical characteristics
may vary over a wide range of values: in the types of their activity, functionality, on –

Board equipment, etc., and, in addition, from a tactical point of view they may differ in a
structure of the interconnection to ensure environmental safety. Today, there are a
number of studies, that discuss the problem of the collision avoidance control in sce-
narios involving the activity of AMR of heterogeneous forms [2, 8, 17–20].

In these works the formalized models are combined with elements of heuristic
approach, and set a role of HO as an active element for inclusion in management of a
heterogeneous group, because HO in the role of “Manager – Observer” can dynami-
cally form the risk criteria and explicitly set limits on the activity of both the whole
group and separately considered robots in related areas of their functioning.

Further, taking into account the formerly proposed design solutions for the lunar
missions, the potential application of a heterogeneous group of AMRs in joint work on
the lunar surface as part of the lunar mission will be discussed. One of the possible
approaches to organize the functioning of AMR may base on the use of cognitive
capabilities of a person, who perceives each of the tasks for AMR as a separate
cognitive component of decision-making [6, 11]. This approach, based on the princi-
ples of “Task-based Guidance” [21], can be used in the development of the domain
ontology and in the construction of a computer model of a current situation.

In this regard, the requirements to be applied to the on-Board equipment of the
AMR and to the software environment that allows maintaining situation awareness of
HO are considered [5].

In the visual display (indication) of the current situation at the workplace of the
cosmonaut, who remotely monitors the operation of the group (as an observer-
dispatcher) a special role can be played by the induced reality technology, which is
currently being applied for modeling and visualization in virtual environments [26].
Heuristic techniques, which HO can use to perform monitoring to reduce the collisions
risks in the group by apply limits and standing orders on the tasks of AMR, are also of
interest.

2 The Usage of Autonomous Mobile Robots During
the Crew’s on-Planet Activity on Lunar Surface Outside
the Stationary Lunar Base

Currently, much attention is being paid to the prospects of human exploration of the
Moon and planets and to the peculiarities of activities in extreme conditions [1, 3, 4,
14, 16].
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The expected types of activity of cosmonauts (in accordance with cosmonaut’s
crew functional duties), when performing lunar missions during on-planet activities in
the proposed design solutions, are the following [13, 22]:

– the solution of target tasks (implementation of a program of scientific research and
experiments; development of new space technologies, extraction and processing of
lunar resources);

– the participation in the construction of space infrastructure (on the lunar surface);
– the work with the delivered equipment (unloading and loading operations, delivered

and removed cargo inventory tracking, transportation on the lunar surface);
– the control of on-planet robotic systems, including anthropomorphic types;
– ensuring the safety of on-planet activity;
– providing medical assistance to the injured cosmonaut in case of a medical emer-

gency or incident, that led to loss of efficiency, including the failure of protective
equipment, life support systems and others.

In a series of works it is noted that mobile robotics systems capable of performing
transport, scientific and a number of other tasks on the lunar surface will play a special
role in lunar missions. It is assumed that the first stages will be carried out with the help
of automatic-only vehicles, and then with the use of automatic and manned moon-
rovers. However, further steps to do a systematic and deep study of the Moon can be
carried out only with the participation of cosmonauts, supported by the robots designed
to work in hazardous and extreme conditions.

According to the works [1, 14], the “industrial” stage of the Moon exploration
should be preceded by studies on its surface using a network of stationary and self-
propelled scientific stations.

For example, thematic geological survey and preliminary geological exploration,
according to [22] are an important and necessary stage of the Moon exploration.

At this stage, it is expected not only to collect extensive scientific information about
the Moon itself, but also to gather the necessary information for placement of the long-
term or periodically visited lunar base, which is a first step towards the deployment of
the primary industrial infrastructure.

In general, it can be assumed that various modifications of autonomous mobile
robots with different functionality will be tested with the development of robotics. The
crew will be safe located in a stationary lunar base and primarily ensure the safety of
work and remote monitoring of groups of robots. Thus, there is a new direction of
cosmonauts activity associated with monitoring the activity of AMR, which can be
considered as a kind of dispatching functions, supplemented by operational planning
and analysis of prerequisites for incidents related to potential conflicts and problems of
joint operation of groups of robots [11].
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3 Distribution of Functions During Remote Monitoring
of the Activity of a Group of Robots by Cosmonauts

The problem of distribution of functions in Human-machine Interactions is one of the
key in ensuring the safety of complicated technical systems. At the same time, this
problem has not been sufficiently studied and highlighted in the literature with regard to
space robotics, especially for the use of groups of robots under the control of the crew
in lunar missions. The undeniable progress in the field of increasing the autonomy of
mobile robots and their adaptive capabilities to extreme environments does not remove
questions about the control of their activity on the part of a human, when joint par-
ticipation of the crew and robots in extravehicular on-planet activity is planned. Unlike
a robot, which is assigned for narrow and particular tasks, a human has the ability to
understand these tasks at the mission level, that is, to understand the current situation in
general [11]. To do that he must know how: (1) plan the execution of tasks taking into
account the possible collisions in the conflict of “interests”, (2) monitor the activity of a
group of robots, (3) get data about their exact location and free movement limits in
designated zones, (4) identify the risk of collision when moving in the intersecting
routes of mobile robots, (5) use communication equipment to control the tasks, and
(6) anticipate the actions, performed by robots, that can affect the performance of tasks
by group members, etc.

At present, it is not possible to achieve full automation that would realize certain
cognitive functions inherent in adaptive human behavior in problem situations.

Thus, the problem is transferred to the plane of division of functions at the level of
planning and execution of tasks in flight operations, and the role of “Supervisor” in a
complex system of monitoring the activity of a heterogeneous group of agents is
assigned to a human. For fulfilling these demands it is necessary to provide mecha-
nisms for setting regulations for AMR’s activity and control of compliance with these
regulations by HO. In fact, this means the need to build a unified information base on
the monitoring area in which the group operates (in the form of electronic maps), using
the tools of localizing all participants at specific time periods. In addition HO needs the
development of means of introducing restrictions on robots mobility in order to sep-
arate traffic routes over space-time parameters, etc. To some extent, in this case, we can
talk about the need to use information tools similar to those used in the activities of
dispatchers, which found its justification in [12, 15, 23].

However, the most significant issues of HRI design are related to the use of a single
semantic space for design the Dialogue for Human Robot Interaction during monitoring
a group’s activity, and to the use of a virtual environment, that simulates real-time
events for full control of the situation by HO and for its constant “inclusion” in the
situation on the basis of visual representations, which is covered by the concept of
situation awareness.
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4 Tools for Visualization the Current Situation, Focused
on the Cognitive Components of HO Activity During
the Monitoring of the AMR Group

In order to create the conditions for the actualization of the cognitive capabilities of the
HO, it is necessary to design the information support. In particular to supplement the
traditional types of information about the parameters of AMR movement in the way
that contribute to the constant involvement of a HO in the situation, his full situation
awareness and the rapid detection of signs indicative of a risk of contingency and
collisions of AMR. As noted in [15, 23], the basic principle of building an information
display system for HO, performing the functions of Manager – Supervisor of the group
of active agents is the use of multimode displays that allow representing visual images
with different semantic content.

One of the widely used forms of displaying information about objects in a con-
trolled territorial zone is a multilayered electronic map, layers of which represent
various characteristics of the territory, including: (1) the nature of the terrain and the
designation of natural obstacles to the movement of mobile vehicles, (2) the location of
stationary artificial objects that can serve as landmarks for navigation of active agents
and the coordinates of which are used to adjust the dynamically measured parameters;
(3) coordinate grid for more precise visual control of the mutual position of mobile
objects; (4) designations assigned to different routes of vehicles in accordance with the
provided scenarios, etc.

Management of the AMR group, taking into account the composition of tasks, may
require the introduction of new visualization elements that facilitate the actualization of
cognitive functions during the monitoring of the AMR group for trouble-free inter-
action. For this purpose it is offered to enter differentiation and indication (marking) of
the working zones connected with accomplishment of concrete tasks by these or those
types of robotic complexes. This makes it possible to clearly identify the zone of
manifestation of AMR activity, and during the active operation of the robot to monitor
the penetration of other robots into this zone. Practically, this means the visualization of
regions according to the principle of association tasks, that they are executed in specific
periods. In addition to this information layer of the electronic map, a data frame may be
provided for HO, which shows a time chart of the AMR loading with specific tasks in a
particular area of the controlled territory. On this basis HO can control adjacent zones
of activity of AMR, and if necessary allocate space-apart or “to compartmentalize” in
time this activity for minimization collisions risks. These heuristic methods of planning
and control should be at the disposal of the HO within its competence, and the event
display system should show how these or those events relate to the time and place of
manifestation.

Another version of the visual representation is associated with the necessity to build
a picture of events in the egocentric coordinate system associated with a particular
AMR. In fact, created conditions for monitoring the situation are based on the infor-
mation that is available from on-Board means of the concrete AMR, including the
measurement of its location relative to landmarks and boundaries of the permissible
area of active movement, the detection of moving objects near the control zone and
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others. This type of display corresponds to a circular overview indicator, in the center
of which there is a label corresponding to the position of the concrete AMR, from
which it is possible to count the distance to other mobile objects.

The most difficult option for HO is monitoring, associated with the passage of a
particular AMR through the set of zones allocated for the tasks of other members of the
AMR group. In this case, it may be necessary to provide management functions to the
AMR itself (as a “Leader”), and at the same time on the part of the HO, it is necessary
to ensure the passage of the transition team to the subordination of the AMR – the
“Leader” of those AMR, whose areas of responsibility intersect when passing the route.
Visual indication of this type of scenario can be performed using the “External
Observer” technology, and for this it is possible to apply modeling and visualization of
the virtual environment of the AMR – “Leader” [15].

In other words, different scenarios of interaction between robots among themselves
may require initialization of different cognitive components of the activity of HO.

5 Software and Information Environment for Information
Support the Human in Remote Monitoring the Group
of AMRs

To provide situation awareness of HO in remote monitoring the group of AMR, we
need to provide software and informational tools to keep up to date the information
required to manage tasks for a group of AMR and monitoring of progress. The main
goal facing the HO is to achieve a coherent, conflict-free functioning of the hetero-
geneous group of AMR. The general structure can be described as follows.

The first component is a distributed hardware – software complex for the collection
of raw data from the AMR, implemented: (1) as part of on-Board devices that are
equipped with AMR for navigation in the environment; (2) in the telemetry and
communication system for data exchange and for accumulation of all available infor-
mation at the workplace.

As the second component, it is possible to identify the tools that should be available
to HO for integration and visualization information in an understandable form of the
entire set of data that is promptly received through AMR’s communication channels
and delivered to the workplace of the HO.

The purpose of the third component is to support the management mechanism of
the group by setting objectives of the AMR in the framework of the formed ontology.
As part of this component is implemented HRI, which allows to build a visual image
corresponding to the mental representations of the person about how to interact with
AMR, so that their activity meets the principles of accident-free and conflict
prevention.

Possible principles and methods of construction of the environment that meets the
goals of modeling such a complex technical system are discussed in a number of papers
[9, 10, 19].

In [10] questions of construction of interaction of humans and robots and
improvement of situation awareness of HO on the basis of agent-oriented approach of
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the mixed team of AMR and group of cosmonauts in protective equipment on the
surface of the moon in the controlled territorial area are considered.

In [19] for a similar situation of construction of HRI it is offered to use ontology to
provide semantic interoperability of robots and humans at their interaction.

An example of building HRI in monitoring a group of AMRs is shown in Fig. 1.
According to the proposed approach, ontologies store knowledge about the tasks that
need to be performed, as well as knowledge about the functionality of robots and the
current situation. This knowledge determines the tasks that based on the current state of
the active agents. Ontologies are published in the intellectual space, allowing active
agents to carry out indirect interaction on the basis of operational information about the
current situation. To do this, all active agents generate and publish tasks when addi-
tional resources are needed to complete them.

Description of the structure of flight operations and applied tasks 
“chains” of the AMR group for constructing an ontology “Collisions control 

in AMR group”

Assigning tasks to specific AMR, based on the work script and with the 
reference to the task execution place

Description of the conditions and regulations of AMR’s tasks and the in-
tervention criteria for HO to change their status

Forming a system of virtual agents that represent models of real AMR in a 
virtual environment; implementation of induced reality technology to con-

trol the status of executable task “chains” in accordance with the scenario of 
flight operations

Providing real-time mode for updating an e-map based on telemetry data 
from AMR’s on-board systems. Displaying a dynamically updated e-map 

for a HO to visually control and detect the risk of AMR collisions

Analyzing the current situation on the virtual model by HO for managing 
the status of current and newly initiated tasks. Checking the “conflict of 
interests” between AMRs, especially when performing tasks in the same 

time and in the same place by different AMRs

Fig. 1. Building HRI in monitoring a group of AMRs.
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As mentioned above, the realization of human cognitive capabilities in such a slow
information environment is possible with the fulfillment of certain prerequisites and
agreements.

The main proposal is that when the system “team of cosmonauts – group of robots”
is projected, it is assumed that the degree of autonomy of robots allows them not only
to perform fairly complex assign actions, but also to independently navigate the
obstacle area and to adapt dynamically changing environmental conditions.

In the literature on the problem of constructing a Dialog of Humans and Robots as a
HRI form [24, 25], this range of methodological problems is considered from the
standpoint of finding ways to interact on a single semantic basis (for example, in the
form of ontology), available for expression in human categories of space and time in
relation to the object of the external environment.

In this work, as one of possible solutions, we propose to consider the agent-oriented
building of HRI, in which “virtual proxy agents” on behalf of the real intelligent agents,
operating in a real environment, can act both as sources and as consumers of infor-
mation transmitted between the participants of team interaction. This approach
develops, to some extent, the ideas of induced virtual reality. It is aimed at replacing
existing active agents with their virtual analogues (with which HO interacts, using the
visual representation of the interactive virtual environment), which are able to collect,
process, summarize, purposefully deliver and display the agreed source data to the
recipient on the basis of a common understanding and a single semantic interpretation
of the current situation.

In other words, in addition to the actual active agents, the “virtual agents” or proxy
agents that are shown on the HO’s display can support the course of such interaction,
organize it, and provide situation awareness to the participants of the dialogue. This is
based on the knowledge of the natural limitations for each real agent to collect
information about the environment; participate in the solution of specific tasks and the
preparation of a common task; the necessary and available resources, etc. A key feature
of remote control of a group of robots and the tasks of monitoring the situation is that
humans and robots, interacting in a mixed team, coordinate their actions through a
dialogue about their current capabilities, immediate goals and effectiveness of solving
previous problems.

6 Conclusions

The paper deals with the peculiarities of the use of AMR in manned lunar exploration
programs. According to the available design solutions, the success of the flights will
largely depend on the ability of specialized robotic systems to work on the lunar
surface and perform many different tasks.

At the same time, unlike the researches devoted to the application of homogeneous
groups of ARM in terrestrial conditions, under review the new issues have to be
included that concern the variant of the heterogeneous group of AMR, when a cos-
monaut, located at a long distance in the lunar base, has to conduct monitoring of the
activity of AMR.
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In the course of a specific operation HO should perform the following functions:

(1) analyze the functioning of the AMR as a part of the complex organizational and
technical system and make decisions based on a priory data on flight operations,
e-maps of lunar surface regions, various AMR task chains and their resources;

(2) promptly and timely receive the data on the successfully completed tasks from all
members of the group, the location of all members of the group and other data
(e.g. environmental data).

Human-Robot Interaction (HRI) is generally the object of interdisciplinary
research, since the ARM group should perform an increasing number of functions in
lunar expeditions. Cosmonauts in addition to the implementation of narrow operator
tasks (manual control and emergency intervention), should additionally be able to plan
the work of a group of robots and ensure their safe joint work. This requirement created
new problems to HRI that can be solved using the “Human – Robot” Form of the
Dialogue with a semantic context.

Assessing the prospects for the further development of this approach, we can state
the need to pay attention to the design of complex activities related to cognitive tasks to
assess complex tactical situations arising from planetary activities, when the support of
a cosmonaut by ground teams will be severely limited, in contrast to the current
practice of flying orbital space stations. These issues are closely related to the prospects
for developing an “Electronic Adviser” for a cosmonaut, designed to develop a plan of
further action for each of the following cycles of the group’s activities. This work
should be carried out by the cosmonaut a priory, with a special emphasis on finding a
possible way out of conflict situations and failures of robotics products.
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Abstract. Mobile robot onboard equipment functioning is considered. It is
shown, that abstract analogue of one equipment unit operation is an ordinary
semi-Markov process. This abstraction is insufficient for analytical modeling the
mobile robot as a whole, so to simulate synchronized onboard equipment
functioning, it is necessary to use more complicated abstraction based on inte-
gration of ordinary processes to so-called M-parallel semi-Markov process. For
definition of such abstraction notification “functional states” as combinations of
structural states is introduced. Method of definition of semi-Markov matrix
parameters, such as time of residence in functional states and probabilities of
switches from current functional states to neighboring functional states is pro-
posed. Theoretical result is confirmed by modeling of homogeneous system,
every unit of which may resident in “on” of “off” state.

Keywords: Mobile robot � Cyclic algorithm � Structural state
Functional state � semi-Markov process

1 Introduction

Mobile robot, as object under control, is a complex system that includes a number of
equipment units, each of which is controlled by digital controller and operates in
accordance with its own algorithm [1, 2]. The units operation leads to realization of a
robot corporative aim, so for proper control one should to know state of equipment as a
whole at any time [3, 4]. Operation of separate unit one would to simulate with use of
semi-Markov process theory [5, 6] due to next features of control algorithms [5–7]:

• control algorithm is a cyclic one, and is divided onto operators, so after the reaching
by algorithm the “end” operator, it immediately returns to the “begin” operator;

• every operator, is linked with the physical states of proper unit under digital control;
• all operators of cyclic algorithm are actual, i.e. from every operator there is at least

one way to any other operators, and there is at least one way, which leads to every
operator from any other operators;

• time of operator interpretation is a random one, switches from current operator into
neighboring operators are a stochastic one.
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States of semi-Markov process are abstract analogue of algorithm operators, and
linked with them states of proper onboard unit. When investigate number of units, united
by common aim, knowledge of state of separate semi-Markov process is insufficient for
definition state of mobile robot as a whole, so there should be worked out special
approach to description of such control process, which permits to define so called
functional state of onboard equipment, i.e. state of all units at current time. Semi-
Markov models of parallel process are not of widely used, and their creation is rather
complicated scientific problem. This fact explains importance and relevance of inves-
tigations in this domain.

2 M-Parallel semi-Markov Process

M-parallel semi-Markov process may be defined as co-joint of M ordinary independent
semi-Markov processes:

l ¼
[M
m¼1

lm; ð1Þ

lm \ lk ¼ ;; whenm 6¼ k;
lm otherwise;

�

lm ¼ Am; hm tð Þf g; ð2Þ

where lm – is an ordinary semi-Markov process [8–10]; Am ¼ a1ðmÞ; . . .; ajðmÞ; . . .;
�

aJðmÞg – is set of states; hm tð Þ ¼ hj mð Þ;n mð Þ tð Þ
� � ¼ pm � fm tð Þ – is the semi-Markov

matrix of size J mð Þ � J mð Þ; pm ¼ R1
0
hm tð Þdt ¼ pj mð Þ;n mð Þ

� �
– is the stochastic matrix of

size J mð Þ � J mð Þ; fm tð Þ ¼ hj mð Þ;n mð Þ tð Þ
pj mð Þ;n mð Þ tð Þ
h i

¼ fj mð Þ;n mð Þ tð Þ
� �

– is the matrix of pure time

densities.
Structure of the process (1) is shown on the Fig. 1a.
Processes (2) belong to the category of ergodic semi-Markov processes and its

structures are represented with full oriented graph with loops. All other structures may
be obtained from structure (2) by means of deleting some nodes and/or arrows from
graph. Processes lm, 1�m�M, operate simultaneously in all units of parallel system,
and for proper control the system as a whole it is necessary to build up the model of
complex semi-Markov process.
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3 Complex semi-Markov Process

The complex semi-Markov process is shown on the Fig. 1b. This process may be
defined as follows [11–13]:

Ml ¼ MA;Mh tð Þ� �
; ð3Þ

where MA – is the set of states; Mh tð Þ – is the semi-Markov matrix.
Below notions «structural state» and «functional state» will be used (Fig. 1). The

structural state is the abstract analogue of cyclic algorithm proper operator, so m-th
cyclic algorithm has J(m) states. Common number of structural states is equal to the
sum:

Ns ¼
XM
m¼1

Amj j ¼
XM
m¼1

J mð Þ: ð4Þ

Cartesian product [14] of state sets Am gives set of functional states

MA ¼
YM
m¼1

CAm; ð5Þ

where
Q C – is the nomination of group Cartesian product.

b

1(1)

j(1) J(1)

...

a

J(m)

1(m) j(m)

...

1(M)

j(M)J(M)

1(α) j(α)

J(α)

Structural 
states

Functional
states

Fig. 1. Parallel (a) and complex (b) semi-Markov processes.
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Set of functional states is as follows:

MA ¼ a1 að Þ; . . .; aj að Þ; . . .; aJ að Þ
� � ¼ a1 1ð Þ; . . .; a1 mð Þ; . . .; a1 Mð Þ

� �
;

�
. . .;

aj 1ð Þ; . . .; aj mð Þ; . . .; aj Mð Þ
� �

; . . .; aJ 1ð Þ; . . .; aJ mð Þ; . . .; aJ Mð Þ
� ��

;
ð6Þ

where aj að Þ ¼ aj 1ð Þ; . . .; aj mð Þ; . . .; aj Mð Þ
h i

– is the functional state;

J að Þ ¼
YM
m¼1

Amj j ¼
YM
m¼1

J mð Þ: ð7Þ

To define semi-Markov matrix one should consider competition between M sim-
plest semi-Markov processes

~lm ¼ b1 mð Þ; b2 mð Þ
� �

;
0 fm tð Þ
0 0

� �	 

; 1�m�M: ð8Þ

Processes (8) are not ergodic. They have starting states b1 mð Þ, 1�m�M, and
absorbing states b2 mð Þ, 1�m�M. If all M processes start simultaneously, then
weighted time density of reaching the absorbing state b2 mð Þ by m-th semi-Markov
process ~lm the first is as follows;

hwm tð Þ ¼ fm tð Þ
YM
k 6¼m
k¼1;

1� Fk tð Þ½ �; ð9Þ

where Fk tð Þ ¼ Rt
0
fk sð Þds.

From (9) probability and pure time density of reaching the absorbing state b2 mð Þ by
m-th semi-Markov process ~lm may be obtained as follows [15, 16]:

pwm ¼
Z1
0

fm tð Þ �
YM
k 6¼m
k¼1

1� Fk tð Þ½ �dt; ð10Þ

fwm tð Þ ¼ hwm tð Þ
pwm

: ð11Þ

Expectation and dispersion of fwm tð Þ are as usual:

Twm ¼
Z1
0

tfwm tð Þdt; ð12Þ
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Dwm ¼
Z1
0

t � Twmð Þ2fwm tð Þdt; 1�m�M: ð13Þ

To define the semi-Markov matrix Mh tð Þ one should to define Cartesian product of
matrices hm tð Þ as follows:

Mh tð Þ ¼
YM
m¼1

Chm tð Þ: ð14Þ

Rows and columns of Mh tð Þ should be numerated as follows:

QM
m¼1

C 1 mð Þ; . . .; j mð Þ; . . .; J mð Þf g
¼ 1 1ð Þ; . . .; 1 mð Þ; . . .; 1 Mð Þ½ �; . . .; j 1ð Þ; . . .; j mð Þ; . . .; j Mð Þ½ �; . . .;f

n 1ð Þ; . . .; n mð Þ; . . .; n Mð Þ; . . .; J 1ð Þ; . . .; J mð Þ; . . .; J Mð Þ½ �½ �g
¼ 1 að Þ; . . .; j að Þ; . . .; n að Þ; . . .; J að Þf g

: ð15Þ

Cartesian product of two semi-Markov matrices may be defined as follows:

2h tð Þ ¼ hk tð Þ � hm tð Þ ¼ hj kð Þ;n kð Þ
� �� hj kð Þ;n kð Þ

� � ¼ hj að Þ;n að Þ tð Þ
� �

; ð16Þ

where j að Þ ¼ j kð Þ; j mð Þ½ �; n að Þ ¼ n kð Þ; n mð Þ½ � – are indices in two-dimensional
space; �– is the designation of Cartesian multiplication of matrices, in which hk tð Þ
and hm are considered as specifically ordered sets, so matrices Cartesian product result
is the matrix too.

Let us consider the functional state a j kð Þ;j mð Þ½ � of complex semi-Markov process,
which represented with product (16). The functional state a j kð Þ;j mð Þ½ � describes the
competition between processes in structural states aj kð Þ and aj mð Þ. Let the functional
state becomes a n kð Þ;n mð Þ½ � after a switch. In the competition must be only one winner
(probability of draw the competition is vanishingly small), so the Hamming distance
between the indices j að Þ and n að Þ must be as follows:

H ¼
0; when j kð Þ ¼ n kð Þ; j mð Þ ¼ n mð Þ;
2; when j kð Þ 6¼ n kð Þ; j mð Þ 6¼ n mð Þ;
1 in all other cases:

8><
>: ð17Þ

Time density of residence the process hk tð Þ in the structural states aj kð Þ is as follows:

fj kð Þ tð Þ ¼
XJ kð Þ

n¼1

hj kð Þ;n kð Þ tð Þ: ð18Þ
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Time density of residence the process hm tð Þ in the structural states aj mð Þ is as
follows:

fj mð Þ tð Þ ¼
XJ mð Þ

n¼1

hj mð Þ;n mð Þ tð Þ: ð19Þ

Element of the semi-Markov matrix 2h tð Þ, placed on the intersection of the
j kð Þ; j mð Þ½ �-th row and n kð Þ; n mð Þ½ �-th column determines weighed time density of
switch from the functional state a j kð Þ;j mð Þ½ � to the functional state a n kð Þ;n mð Þ½ �. This element
with use (27) may be obtained as follows:

if H ¼ 0, then

hj að Þ;n að Þ tð Þ ¼ fj kð Þ;j kð Þ tð Þ 1�
XJ mð Þ

n mð Þ¼1

Hj mð Þ;n mð Þ tð Þ
2
4

3
5

þ fj mð Þ;j mð Þ tð Þ 1�
XJ kð Þ

n kð Þ¼1

Hj kð Þ;n kð Þ tð Þ
2
4

3
5;

ð20Þ

where fj kð Þ;j kð Þ, fj mð Þ;j mð Þ are determined as (2);

Hj kð Þ;n kð Þ tð Þ ¼
Z t

0

hj kð Þ;n kð Þ sð Þds;

Hj mð Þ;n mð Þ tð Þ ¼
Z t

0

hj mð Þ;n mð Þ sð Þds;

if H ¼ 1; j kð Þ ¼ n kð Þ; j mð Þ 6¼ n mð Þ, then

hj að Þ;n að Þ tð Þ ¼ fj mð Þ;n mð Þ tð Þ 1�
XJ kð Þ

n kð Þ¼1

Hj kð Þ;n kð Þ tð Þ
2
4

3
5; ð21Þ

if H ¼ 1; j kð Þ 6¼ n kð Þ; j mð Þ ¼ n mð Þ, then

hj að Þ;n að Þ tð Þ ¼ fj kð Þ;n kð Þ tð Þ 1�
XJ mð Þ

n mð Þ¼1

Hj mð Þ;n mð Þ tð Þ
2
4

3
5; ð22Þ

if H ¼ 2, then

hj að Þ;n að Þ tð Þ ¼ 0: ð23Þ
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Semi-Markov matrix of complex process may be found with use the recursive
procedure:

Mh tð Þ ¼
YM
m¼1

Chm tð Þ ¼ M�1h tð Þ � hl tð Þ; ð24Þ

where M�1h tð Þ – is a Cartesian product of M-1 ordinary semi Markov matrices; hl tð Þ –
is the M-th semi-Markov matrix of ordinary process.

Permutation of factors in (16), (24) leads only to permutation in rows and in
columns, and not change matrix as a whole. Also it is necessary to admit, that if all
ordinary processes lm, 1�m�M, are the ergodic ones, then complex semi-Markov
process Ml is the ergodic too. Complex semi-Markov process obtained is just alike
ordinary semi-Markov process with set of states and semi-Markov matrix (3). To solve
the problem of evaluation time intervals of wandering through the process states, and
probabilities of residence in states one can use known methods [5, 6, 11] applied
directly to (3).

4 Example

As an example let us consider parallel operation of M robot onboard equipment units,
which may be in one of two states, b1 mð Þ and b2 mð Þ (Fig. 2) [17]:

lbm ¼ b0 mð Þ; b1 mð Þ
� �

;
0 onfm tð Þ

off fm tð Þ 0

� �	 

; 1�m�M; ð25Þ

where b0 mð Þ – simulates the switched-off state of m-th unit; b1 kð Þ – simulates the
switched-on state of m-th unit; off fm tð Þ – is the time density of m-th unit residence in
the «off» state; onfm tð Þ – is the time density of m-th unit residence in the «on» state.

... ...

b0(1)

b1(1)

b0(m)

b1(m)

b0(M)

offf1(t)
onf1(t)

b1(M)

onfm(t)

offfm(t) offfM(t)
onfM(t)

Fig. 2. Operation of M units, which may be in «on» and «off» state.
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In the semi-Markov process (3) elements bj mð Þ, 1 � m � M, of the functional
state aj að Þ ¼ bj 1ð Þ; . . .; bj mð Þ; . . .; bj Mð Þ

� � 2 MA is an element of the alphabet bj mð Þ 2
b0 mð Þ;

�
b1 mð Þg. So, the state aj að Þ may be written as M-digit binary number, in which:

bj mð Þ ¼
0;whenm� th unit is in state b0 mð Þ;

1;whenm� th unit is in state b1 mð Þ:

(
ð26Þ

Switches in the system occur, in such a way, that only one binary digit of aj að Þ
changes from 0 to 1, or from 1 to 0. So, if semi-Markov process switches from aj að Þ to
an að Þ, then Hamming distance between aj að Þ and an að Þ is equal to 1; weighed time
density of switching may be defined as follows:

gj að Þ;n að Þ tð Þ ¼ um tð Þ
YM
k 6¼m
k¼1;

1� Uk tð Þ½ � ð27Þ

where

um tð Þ ¼
off fm tð Þ; when bj mð Þ ¼ 0;
onfm tð Þ; when bj mð Þ ¼ 1;

(
ð28Þ

U... tð Þ ¼
Z t

0

u... sð Þds:

All other elements of 2M � 2M semi-Markov matrix Mh tð Þ j að Þ-th matrix row are
equal to zeros.

For particular case, when onf1 tð Þ ¼ . . . ¼ onfm tð Þ. . . ¼ onfM tð Þ ¼ onf tð Þ, off f1 tð Þ ¼
. . . ¼ off fm tð Þ. . . ¼ off fM tð Þ ¼ off f tð Þ (homogeneous system), may be found, f.e., dis-
tribution of probabilities of residence complex semi-Markov process in the state, when
m ordinary processes (25) are in off-state, and (M – m) ordinary processes are in on-
state, as follows:

onPm
M ¼ Cm

M pð Þm� 1� pð ÞM�m: ð29Þ

where Cm
M ¼ M!

m!� M�mð Þ! – is the m-th binomial coefficient;

p ¼

R1
0

off f tð Þtdt
R1
0

off f tð Þtdtþ R1
0

onf tð Þtdt
: ð30Þ

166 E. Larkin et al.



For verification of (29) direct computer experiment was executed with use the
Monte-Carlo method. Homogeneous system model under verification includes 100
units of hardware. Distribution densities of stay of every unit in one of possible states
were described by exponential laws with parameters v and w. In the program m-th unit
was described by the next data: Bm – is a current state (Bm ¼ 1 means on-state, Bm ¼ 0
means off state); v and µ are intensities of streams of “on” and “off”: events, corre-
spondingly; Tm – is random time of stay in current state. Besides global current time T,
lately supervision time t and period of supervision Dt are defined.

Computer experiment was carried out as follows:

1. For all units initial state of Bm (1 � m � M) is accepted equal to 0, global current
time T and lately supervision time t are established as T = 0, t = 0. Period Dt of
system supervision is established too.

2. For all units computation of random time of residence in current state Tm Bmð Þ as
follows:

Tm Bmð Þ ¼ � ln 1� nð Þ=v; when Bm ¼ 0;

� ln 1� nð Þ=w; when Bm ¼ 1;

(

where 1� n� 1 is a random value.
3. The index m� of unit with smallest time of residence in a current state,

m� ¼ arg min
1�m�M

Tmf g, is defined.
4. For all units correction of time of residence in s current state is executed:

Tm ¼ Tm � Tm� :
5. The global current time T is increased on the value Tm� .
6. For m�-th unit current state Bm� is changed on the inverse one and generation of the

next random time interval of residence of m-th unit in current state, Tm Bmð Þ, is
carried out.

7. If T � tð Þ\Dt, then transition to 10, otherwise transition to 8.
8. In accordance with the current distribution of unit states, quantity of units, r being

in state 0, is defined. Defined number is added to the statistics of supervision.
9. Lately supervision time t is increased on Dt.

10. If global current time T is less than the end time of experiment, then transition to 3,
otherwise end of computer experiment.

v/w = 10 v/w = 0,1

v/ w = 1

0        10       20        30       40        50        60       70        80        90 100

0.05

0.1

рmM

Fig. 3. Histograms obtained.
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On Fig. 3 histograms of supervision of swarm for different ratios v/w are shown.
Parameters of computer experiment were the next: M ¼ 100, Dt ¼ 10, Tend ¼ 100000.
Histograms rather precisely correspond to theoretical distributions (are shown by
continuous line) defined by (14).

5 Conclusion

In such a way common approach to analytical description of parallel semi-Markov
processes is proposed. Approach permits to control system states as a whole. After
transformation M-parallel semi-Markov process into complex semi-Markov process
time and probabilistic characteristics of system states can be calculated with use rather
simple known methods.

Further research in this area may be directed to building up the model of mobile
robot, with description of unit behavior with use of strong Markov process abstraction,
and development of numerical methods of complex semi-Markov matrix parameters
calculation with use numerical parameters of ordinary processes only.

Acknowledgements. The research was carried out within the state assignment of the Ministry of
Education and Science of Russian Federation (No. 2.3121.2017/PCH).
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Abstract. This paper deals with estimating and providing availability of cor-
porate smart space services on the example of the interactive corporate televi-
sion service. For this purpose, the authors explore the known methods of traffic
flow filtering, propose a technique to estimate the service availability, build the
mass queuing model of the service and carry out the experiments with filtering
methods. The experiments show that the effect values have peaks that depend on
the conditions of operating and the filtering method parameters. So, the problem
of determining the filtering method parameters can be represented as an opti-
mization problem in a multidimensional space. The changing conditions of
operating may be taken into account using adaptive approaches. Further research
direction include: classifying and analyzing different ways (models, scenarios,
modalities) of interaction between users and service, exploring the possibility of
applying non-temporal parameters to analyze request flows, building the general
threat taxonomy for the corporate smart space services including threats to
confidentiality, integrity and availability, considering the possibility of imple-
menting the complex service protection taking into account threat sources,
threats, risk events and effects.

Keywords: Computer security � Availability � Service-oriented architecture
Queuing models � Smart spaces

1 Introduction

Corporate information systems actively being developed nowadays correspond to the
Industry 4.0 trend [5], use cloud computing technologies, multimodal interfaces, cyber-
physical systems (CPS) and adopt the intelligent environment approach (Smart Space)
[1, 2]. These technologies improve interactivity, functionality and efficiency of the
corporate environment and human-computer interaction (HCI).

At the same time, complexity of the Industry 4.0 systems, large amount of infor-
mation gathered by remote sources and processed by various consumers aggravates
problems of privacy, security and trust [13]. Langeheinrich [3] describes a set of
features that are specific for smart spaces and critical for security: ubiquity, invisibility,
sensing and memory amplification. The problem of personal security is that it is
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difficult for users to comprehend data collecting and processing techniques [4] and to
be aware of the amount and nature of gathered data, and for the system to control the
data transfer. Another issue is related to the corporate security: intensive use of smart
spaces in the enterprise activities increases the dependence on the information infras-
tructure, so the enterprise should take appropriate steps to protect it from attacks and
ensure fault tolerance.

Information security of a corporate smart space includes its confidentiality, integrity
and availability. This is a necessary condition to achieve the admissible values of
quality of service. To ensure the confidentiality, known access control models,
authentication and authorization methods, cryptographic methods are used [15].
Integrity control is built on the basis of computing hashes and digital signatures, as well
as doing backups [15]. Providing availability implies establishing uninterruptible
power supply systems, implementing redundancy, and distributing computing power to
ensure the needed throughput [6]. These techniques are extensional, their implemen-
tation causes additional costs, and in some cases they are not feasible due to limitations
of communication channels and possibilities of humans to perceive information. For
example, in the interactive corporate TV service, it is not possible to satisfy multiple
user requests without partial loss of availability. At the same time, high availability
level remains critical to implement business processes in organizations that use IT. This
work takes into consideration only the factors related to the behavior of software and
users under the assumption that the hardware operates correctly.

This paper considers estimating and providing availability of corporate smart space
services on the example of the interactive corporate television service in MINOS [7].
Section 2 describes major factors that affect the service availability, and the protection
methods. Section 3 provides the mass queuing model for a service and the method of
assessing its availability. Section 4 represents the experiments with request filtering
methods. The conclusion contains the final statements and outlines the further research
directions.

2 Related Work

There are the following service availability threats related to the software and user
behavior:

1. Targeted destructive impacts on the smart space using malicious signals. In this
case, source of the threat is a user that may be either legitimate or illegitimate.
Typical examples of implementation of this threat are distributed denial of service
attack (DDoS), “ping of death”, vulnerability exploitation.

2. Non-targeted impacts on the smart space when a lot of requests cannot be fulfilled
by the service before the request relevance expires. In this case, legitimate user is
the source of the threat. Typical examples of threat implementation are exhaustion
of the throughput of data transfer channels at the moment of a “flash crowd”.

3. Erroneous perception of incoming requests by the corporate smart space service.
This threat is especially possible if multimodal interfaces are being applied and
users interact with services by means of speech, gestures, etc. This threat may also
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become active due to errors in client and server software. In this case, the threat
source is the smart space software. If a service processes erroneously perceived
data, the service availability for legitimate users will be affected negatively.

So, in order to achieve the optimal quality of service in the corporate smart space, it
is necessary to develop the methods of providing service availability able to deal with
characteristics of user behavior and interaction with the services.

In this paper we assume that the software is able to check the validity of requests
and filter the invalid ones. Validation methods are well-known and based on formal
grammars, signature analysis, regular expressions, etc. The problem is encountered
when the system deals with formally valid requests that may have a negative influence
on availability and are difficult to tell from safe requests using the methods mentioned
above. Nevertheless, some methods are developed for this case.

In particular, the known counteraction methods are based on: mathematical
statistics (methods based on statistical moment thresholds [12]; on distribution function
analysis [17]), entropy [16], signature analysis, etc.

In the above approaches, the analyzed traffic characteristics are the selective sta-
tistical moments of different orders and the distribution function shape. These char-
acteristics are determined for time intervals between requests within a single flow. Low
values of statistical moments and entropy are specific for the automatically generated
traffic. Such traffic may also have a nearly exponential distribution function.

Service availability under different conditions of smart space operation may be
assessed using known methods of estimating the quality of service (QoS). It should be
noticed that the process of interaction between users and system is a complex process
subjective quality of which is determined by a lot of factors. The principal indices of
fulfilling the scenarios of multimodal human-computer interaction are quality of
experience (QoE) and quality of service (QoS). The first concept is more general and
includes the second one as its aspect (Fig. 1).

In the literature, the following definitions of objective and subjective QoE are pro-
posed: the objective QoE determines the QoS delivered to the user in terms of mea-
surable indicators of the service, network and application performance. The subjective

Fig. 1. QoE structure.
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model reflects the quality perceived by the person from the point of view of emotions,
billing of services and interaction experience.

As QoS parameters, for example, the average request execution time can be used.
This time is defined as the mathematical expectation of the duration between the time
when the potential user requests the service to provide the necessary resource and the
time when this resource is provided, expressed as the arithmetic mean of the repre-
sentative number of examples.

The process of interaction between the users and the service is treated as the
successive execution of user requests applying some strategy to control requests. The
result of processing of every request is characterized by success and delay (waiting
time). The following formula was proposed in [10] to estimate the implementation
quality of a single task i:

Ei ¼ TFiD0

TPiðD0 þDiÞ ; ð1Þ

where D0 is the delay considered to reduce the effect estimate Ei twice, Di is the actual
task delay (in case of denial, we assume that Di = ∞), TFi is the actual time of the task
and TPi is its planned time.

To get an integrated estimate of a certain mode of operating using task priorities,
one can use the following formula:

E ¼
PN

i¼1
PiEi

PN

i¼1
Pi

; ð2Þ

where Pi is the priority of the task i and N is the number of tasks.

3 Materials and Methods

A typical application area of distributed multimodal systems is corporate smart spaces
that provide ubiquitous human-computer interaction between users and components of
the smart space. As an example, we consider the process of interaction between users
and MINOS (Multimodal Information and Navigation Cloud System) interactive dig-
ital signage service [8]. The information and navigation services of MINOS are
implemented via ensemble of webcams, monitors and information screens helping
visitors to navigate within the corporate environment of SPIIRAS. The webcams are
involved in processes of registration, authentication and recognition of users and allows
automating work of checkpoint and reception. The monitors and touchscreens help
users to get required information easily.

Users generate requests by means of different modalities (speech, gestures, etc.).
They can also manage the service using their mobile phones or personal computers
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(for administrators). Each request needs to be processed, i.e. some task needs to be
performed and requires allocation of some resource (display and sound channels, user
session) during some time. In case when there is only one user working with the system
at a certain moment of time, every new request implies suspending any other requests if
they require the same resource, so there is no conflict between them. But in case of
multiple users, the system may encounter the impossibility of allocating the needed
resource for all tasks. Then it is necessary to determine the optimal strategy of request
managing that results in the highest possible availability metrics.

Each request is characterized by a set of properties that include the original user
identifier, the session identifier, the active modality, the timestamp, and the requested
resource identifier.

While analyzing requests flows, the following should be taken into account:

1. The probability of accurate perception and recognition of multimodal requests is
very significant. Requests sent from mobile devices and PC’s are recognized the
most accurately, because a user needs to start the service application, open a ses-
sion, scan the QR code of the smart space component (for mobile devices) and send
a command through the application. These actions must be performed purposefully,
and the probability of their accidental execution is extremely small. In case when
speech recognition is applied, the probability of a mistake is higher, for gesture-
based control it is even higher [9]. This issue was explored in [10] and results in
selecting strategies of request processing.

2. Credibility and legitimacy of incoming requests are to be considered. Lack of
credibility may take place, for example, if the request flow from a certain user does
not look like a human-generated one (it can possess a very high frequency of events
or be contradictory). This problem can be caused by perception inaccuracy as well
as malicious activity (for example, when a bot connects to the service interface). In
the latter case the requests are illegitimate. In both cases some requests are denied or
assigned the lowest priority. For this purpose, filtering methods described in Sect. 2
may be used.

At the same time, formula (2) does not take into account the credibility estimate of
flows. While modelling, we use the accumulated traffic patterns for legitimate requests
and traffic generators for illegitimate requests, so, for each request i the estimate Ci 2
f0; 1g may be determined, where 0 stands for malicious requests and 1 denotes
acceptable ones. In this case, formula (3) may be rewritten as follows:

E ¼
PN

i¼1
PiCiEi

PN

i¼1
Pi

; ð3Þ

In more general case, any fuzzy credibility estimates Ci 2 ½0; 1� may be applied.
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4 Experiments

The conducted experiments consist in the simulation of the incoming user request flow
and the process of performing the requests. For this purpose, a mass queuing model
was built by means of Python (Fig. 2).

The system consists of the following blocks: flow generators (G1…GN), session
manager (S), filter (F), queue controller (Q), request processor (P) and logger (L). Flow
generators (G1…GN) create flow objects that simulate user sessions. They are char-
acterized by either traffic patterns or probability distributions. Traffic patterns are used
to simulate legitimate traffic, distributions are applied to generate automated flows. The
session manager (S) stores the flow objects and generates requests for active flows. The
filter (F) implements the protection methods considered in Sect. 2. The queue con-
troller (Q) transfers the requests to the processor using request priorities and control
strategies. In this experiment the optimal strategy determined in [10] was used. This
strategy implies using the queue for low-priority tasks and cancelling the conflicting
tasks in other cases. The request processor (P) simulates the corporate television dis-
play. The logger (L) accepts all the requests and stores their history.

If the request intensity is low, the probability of request conflicts is low as well, and
the estimate (2) is close to 1. If the request intensity grows and no filtering is carried
out, some requests will be refused due to the implementation of the control strategy. In
particular, in presence of an availability threat, legitimate requests may be cancelled,
and illegitimate ones fulfilled. Consequently, the estimate (3) will fall. Figure 3 pre-
sents the dependence of the effect value E on the average intensity of request flows kR
and the intensity of flow appearance kS under the assumption that all requests are
legitimate and, accordingly, formulas (2) and (3) are identical:

The effect value falls sharply on appearance of illegitimate request patterns with
intensity kM (Fig. 4):

Filtering allows partly removing illegitimate requests and increase the effect value.
By means of modeling we estimated the effect values using different thresholds of
statistical moments and entropy. In Figs. 5, 6 and 7 the graphs that illustrate these
values are given.

G1

G2 F Q P L

GN

...

S

Fig. 2. Mass queuing model.
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The experiment results show that the effect values have peaks that depend on the
conditions of operating and the filtering method parameters. Too low threshold values
cause a lot of alarm skips, high values result in false alarms. Thereby, the problem of
determining the filtering method parameters can be represented as an optimization
problem in a multidimensional space, where the set of dimensions depends on applied

Fig. 3. Effect depending on kR and kS.

Fig. 4. Effect depending on kR and kM (kS = 0,1).
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filtering methods. The changing conditions of operating may be taken into account
using adaptive approaches. For example, in [16] the authors propose an approach to
reconsidering protection measures in changing conditions.

Fig. 5. Effect value depending on request intensity and the expected value threshold.

Fig. 6. Effect value depending on request intensity and the MSE threshold.
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5 Conclusion

This paper deals with estimating and providing availability of corporate smart space
services on the example of the interactive corporate television service. For this purpose,
we analyze the known methods of traffic flow filtering, propose a technique to estimate
the service availability, build the mass queuing model of the service and carry out the
experiments with filtering methods.

The experiments show that simple filtering methods are able to remove the DDoS-
like patterns in the request flows but are insufficient if the patterns have a complex
structure or are distributed between separate flows. In the latter case, classifiers may be
used to distinguish factual flows in the mixed traffic.

Further research direction include: classifying and analyzing different ways
(models, scenarios, modalities) of interaction between users and service, exploring the
possibility of applying non-temporal parameters to analyze request flows, building the
general threat taxonomy for the corporate smart space services including threats to
confidentiality, integrity and availability, considering the possibility of implementing
the complex service protection taking into account threat sources, threats, risk events
and effects.

Acknowledgements. The presented work was supported by the Russian Science Foundation
(grant No. 16-19-00044).

Fig. 7. Effect value depending on request intensity and entropy filtering threshold.
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Abstract. Reconfigurable mechatronic modular robots distinguished mainly by
their ability to adapt their structure to specific tasks to be performed as well as to
specific environments, are of great interest for a wide range of different appli-
cations. One of the key problems in motion control of this type of robots lies in
the necessity to use original algorithms for each of the possible configurations
whose variety is determined by the structure of mechatronic modules their
number and the coupling option selected. Some standard configurations of
mechatronic modular robots allow the possibility to develop motion control
algorithms invariant to the number of modules in the kinematic structure. Yet, a
promising approach to solving the problem is generally related to the develop-
ment of self-learning means and methods to enable an automated synthesis of
motion control algorithms for multi-unit mechatronic modular robots, taking into
account the selected configuration. The present article discusses the results of
exploratory research on using the apparatus of self-learning finite state machines
for solving the problem of automated synthesis of gait scenarios in the walking
plat-form configuration. The paper presents the results of model experiments
confirming the workability and efficiency of the developed algorithms.

Keywords: Reconfigurable modular robots � Self-learning
Intelligent control systems � Finite state machine

1 Introduction

Attractiveness and functionality of modular reconfigurable robots conceptually
developed by the end of the last century are wholly and totally determined by appli-
cation of certain principles of modular design of complex technical systems. A com-
bination of the mechanical structures modularity, hardware and software determines
potential advantages of reconfigurable robots, such as a new class of electromechanical
systems based on typical modules. Reconfigurable robots have a unique set of prop-
erties like multifunctionality, the adaptability of kinematic structure and its operational
modifiability according to features of applied application and environmental condi-
tions. Practical implementation of this similar approach related to the need for solving a
number of key problems among which one of the most important are self-learning and
automatic synthesis of multilink mechatronic modular robot control algorithms for its
configuration synthesized based on the specifics of the current situation.
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2 Features of Reconfigurable Mechatronic Modular Robot
Functioning

The concept of construction mechatronic robots with adaptive kinematic structure
means a presence of typical modules, combined into a single multilink structure. The
typical mechatronic modules involve one or several motors with rotate joints and a
simple mechanical transmissions, connectors for mechanical, electrical and information
connection, controller, various sensors and autonomous power supply. Similar con-
struction of typical modules provides their automatic docking and undocking for the
operational formation of the necessary robot kinematic configuration depending on the
goals and functional conditions.

Despite the diversity of the proposed variants of typical mechatronic modules,
overwhelming majority of developers consider three main configurations of modular
reconfigurable robots [1] for the targeted motion tasks, shown in Figs. 1 and 2:

– wheel configuration for moving on a flat surface;
– snake configuration for moving in a limited space;
– walking configuration for moving on a variable surface in complex scenes with

numerous obstacles and irregularities.

It should be noted, the control of this type of robots in snake and wheel configu-
rations can be implemented using universal algorithms providing the wave-like recur-
rence of module movements in common kinematic chain for its targeted motion [2].

Fig. 1. Examples of different configurations of modular robot PolyBot (PARK, Xerox, USA):
wheel, snake and walking configuration.

Fig. 2. Examples of different configurations of modular robot CkBot (Modlab, UPenn, USA):
wheel, snake and walking configuration.
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In common case the robot transformation requirement in a walking configuration
imposes by complication of environment and permeability conditions. The number of
legs and a number of joints in each of them must be determined based on the analysis
of the actual situation considering the size of irregularities and obstacles, weight and
size parameters of robot, payload and other factors.

The a priori uncertainty and plenty of possible options of modular robot kinematic
scheme in a walking configuration don’t allow for development required gait scenarios
and according control algorithms. Consequently obviously the control problems of
reconfigurable robots in walking configuration mainly related to the self-learning
organization for automatic generation of gait scenarios for reasonably selected kine-
matic scheme with a fixed number of legs and their joints (Fig. 3).

3 Self-learning Methods and Technologies of in Intelligent
Control Systems of Autonomous Robots

One of the key problems of construction intelligent control systems of autonomous
robots and other types of complex dynamic objects operating in uncertainty conditions
related to self-learning organization to acquire new knowledge about the surrounding
world laws and behavior rules in certain situations.

Variety of self-learning tasks relevant to autonomous robotics [3] makes it neces-
sary to find adequate methods of their solution. It should be noted that the theory of
machine learning, as an independent subsection of artificial intelligence, has a lot of
special tools and methods [4]. There are technologies based on clustering methods,
reinforcement learning, evolutionary algorithms, regression analysis, Naive Bayes
classifier, classification trees, particle swarm optimization, neural networks etc which
are widely applied from medical and technical diagnostics to computer security and
pattern recognition. The results of fundamental research in the field of intelligent
control systems show some of these methods can be successfully used to solve some
problems of self-learning autonomous robots [5–8]. In particular, the methods of
evolutionary programming allows for automatic synthesis of algorithms for motion
control of mobile platforms of various types [5, 6].

The methods of classification trees serve as an effective tool for autonomous robots
self-learning, for example, to form knowledge about the patency of heterogeneous

Fig. 3. Reconfigurable robot transformation in walking configuration because of complication
of environment and permeability conditions.
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sections of the route in order to correct it quickly, taking into the minimization of the
“cost” characteristics of the chosen trajectory.

Among the many well-known approaches to the self-learning organization, the
specialized class of finite-state automata, the main principle of the construction and
operation of which is associated with a change state depending on the current depth of
its storage in memory, is of particular interest and perspective. Their peculiarity,
realized in one way or another in automata of this kind, provides the solution of self-
learning tasks aimed at identifying the conditions of the most effective interaction with
the environment.

There is a number of characteristic representatives among of self-learning automata.
One of them is Tsetlin machine (or linear tactics automata), whose state diagram is
given by Fig. 4. For each action completed, the machine receives either negative or
positive signals as a response from the environment.

In case of a positive response, the current state of the machine is restarted at the
next higher memory level. A negative response causes a decrease in the depth of the
current state storage or its cardinal change at the lowest memory level.

Thus, the finite state machine of this type can be interpreted as a dynamic system,
which under the influence of some control command coming to the entrance at the time
t, changes its current state x and the level j of its memory storage depth to a new one:

x tð Þ; j tð Þ ¼ f ð x t � 1ð Þ; j t � 1ð Þ; u tð Þð Þ
y tð Þ ¼ h x tð Þð Þ; ð1Þ

where f, h are transition and output functions set by Table 1.
The depth of memory determines the inertial properties of the machine and allows

to save the execution of the optimal action, even if there are single-piece negative
responses. Herewith, it is proved that at sufficiently large values of the automata
memory depth, its behavior tends to the optimum [9, 10].

Fig. 4. Tsetlin machine state diagram.
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Krinsky «trustful» machine is in mainly similar to the Tsetlin machine in principles
of its construction and operation. As shown in Fig. 5(a), the main difference is in the
current state transition of the machine to the deepest level of storage when receiving a
positive response to the performed action.

As for Tsetlin machine, Krinsky and Robbins machines, whose transition and
output functions are presented by Tables 2 and 3, it is strictly proved that their behavior
in any stationary environment is rational.

Table 1. State transition table of Tsetlin machine.

Inputs\States x ji ; 1\j\m xji ; j ¼ 1 x ji ; j ¼ m

u1 = 1 xjþ 1
i =yi xjþ 1

i =yi x ji =yi
u2 = 0 xj�1

i =yi x jiþ 1=yiþ 1 xj�1
i =yi

Fig. 5. Krinsky machine state diagram (a), Robbins machine state diagram (b).

Table 2. State transition table of Krinsky machine.

Inputs \ States x ji ; 1\j\m x ji ; j ¼ 1 x ji ; j ¼ m

u1 = 1 xmi =yi xmi =yi x ji =yi
u2 = 0 xj�1

i =yi x jiþ 1=yiþ 1 xj�1
i =yi

Table 3. State transition table of Robbins machine.

Inputs\States x ji ; 1\j\m xji ; j ¼ 1 x ji ; j ¼ m

u1 = 1 xmi =yi xmi =yi x ji =yi
u2 = 0 xj�1

i =yi xmiþ 1=yiþ 1 xj�1
i =yi
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4 Automatic Generation of a Reconfigurable Mechatronic
Modular Robot Gait Scenarios in the Walking
Configuration

One of the statement options of the considered problem on automatic synthesis of gait
scenarios for walking configuration related with its interpretation from the point of
view construction and functioning of self-learning automata. In this context, the set of
interrelated states at different depths of the automata’s memory is to be interpreted as a
sequence of possible actions performed within a particular gait.

We assume the desired gait scenarios should be a cyclical process during which
part of the legs is in motion, and the others serves as a static support. These require-
ments fully satisfys most simple and reliable (safe?) variant of the so-called “cautious”
gait, when at each stage the motion is moved only one leg. In this case, the loss or save
of the walking platform stability can be considered as criteria for selection of a suitable
gait scenario in the process of its automated synthesis.

The simplification of the problem lies in its decomposition into two stages
respectively, associated with the formation of a sequence of articulations for the
rearrangement of a single leg and the order of the steps necessary for the robot transfer.

The use of such representations allows to totally determine the structure of auto-
mata which define the variety of gait scenarios as a set of combinations of possible
actions for their implementation. A standard scenario of leg rearrangement in a new
step interprets as a elementary sequence of joints rotations by value of the processed
angle D.

Thus, the problem of automatic synthesis of scenario permutations of the leg
rearrangement reduced to a combinatorial setting, allowing for the self-learning auto-
mata application to search for the necessary solutions. The general structure of a self-
learning machine to search for a sequence of elementary rotations from start leg
configuration to some target support state is shown in Fig. 6.

Fig. 6. General structure of self-learning machine for the scenario formation of the leg
rearrangement.
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Virtually this machine is divided into levels, in each of them one elementary action
is generalized as leg joints angles change to the value D in the negative or positive
direction either remain unchanged. Then the number of states SLi in the i-th level to be
determined by the following Eq. (2):

SLi ¼ 3N
� �iþ 1

; i ¼ 0; 1; . . .; Lð Þ; ð2Þ

where N is the number of joints in extremities; L is the number of levels calculated by
the Eq. (3):

L ¼ qmin � qmaxj j
D

; ð3Þ

where qmin and qmax are the minimum and maximum possible angles in the joint. Then,
the total number of machine states does not exceed the value S1:

S1 ¼
XL�1

i¼0
SLi: ð4Þ

As a criterion for desired solution selection, the condition for matching the leg
joints current configuration with the support state can be used. In this case, as shown in
Fig. 7, the current position of the leg P relative to the reference surface doesn’t not
exceed the specified level e:

P� e; ð5Þ

– qi = ki D, (i = 1, 2,…, N) are generalized coordinates of the leg;
– ki is the conversion coefficient, determined by the self-learning machine in its

working process;
– N is the number of joints in the leg;
– F is the transfer function between generalized and Cartesian coordinates.

Importantly the assignable elementary rotation value D selection and matching the
current configuration to the support state e condition essentially influence on search
time of suitable scenarios, but also on the walking platform dynamics. In case of these

Fig. 7. Conformity assessment the current configuration of the leg to condition support.
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parameters increasing should be a duration search reduction but to the dynamics
impairment in the sense of amplitude vertical oscillations of robot center of mass
increasing. Vice versa the elementary rotation value angle D and tolerance range e
decreasing should cause duration search increasing and dynamics motion improving.

The gait scenario is to regulate the rearrangement legs order of the walking plat-
form during motion. As an example the structure of the self-learning machine, for a
four-legged walking configuration is presented in Fig. 8. States S2 of this machine are
determined by a set of rearrangement legs variants in accordance with the “cautious”
gait concept:

S2 ¼ K!; ð6Þ

where K is the number of legs. To get all possible “cautious” gait variants one of the
known generating permutations algorithms can be used. State transitions determinate
by the self-learning automata idea with input negative or positive signals meaning loss
or preservation of the robot stability. Stability assessment defines on software level by
condition to entry projection of the center of platform gravity in the support area or by
virtual physics simulation.

For the four-legged configuration, given for example in Fig. 9, not all cautious gait
options are successful. As shown in Fig. 9 the scheme “1-2-3-4” changing the position
of the center of robot gravity after first step, stability loss resulting. But the other
scheme “4-3-1-2” safes the motion stability (Fig. 10).

A model experiments series convincingly testifies to possibility and efficiency of
the offered approach use for automatic gait scenarios synthesis. The produced exper-
imental results are shown in Tables 4 and 5 and Fig. 11. confirm expected and actual
nature dependence of the duration search of gait scenarios and amplitude robot center
of mass oscillations on the elementary rotation angle values D and tolerance leg
position over the reference surface e.

Fig. 8. General structure of self-learning machine for the sequence formation of the robot steps.
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Fig. 9. Modeling of walking platform motion based on “cautious gait” scheme “1-2-3-4” where
there is a loss of stability.

Fig. 10. Modeling of walking platform motion based on “cautious gait” scheme “4-3-2-1”
where there isn’t a loss of stability.

Table 4. Center of mass amplitude oscillations dependence on discretization angle and
clearance.

e = 2.0 cm e = 2.5 cm e = 3.0 cm e = 3.5 cm

D = 30° 181,38 161,76 27,7 26,6
D = 20° 55,25 36,28 36,1 33,4

Table 5. The average learning time dependence on the angle discretization values and the
clearance.

e = 2.0 cm e = 2.5 cm e = 3.0 cm e = 3.5 cm

D = 30° 181,38 161,76 27,7 26,6
D = 20° 55,25 36,28 36,1 33,4
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5 Conclusions and Future Works

Self-learning opens up broad prospects for the automation of intelligent control systems
synthesis and configuration, and to improve their functional and adaptive capabilities
by the analysis and synthesis of the their working results. The present paper demon-
strates development possibility and expediency attracting of self-learning automata for
gait scenarios synthesis for modular robots in walking configuration. There are other
approaches to solving this problem related, for example, to the use of genetic algo-
rithms and evolutionary programming methods [5, 6]. Development of autonomous
robot with advanced adaptive capacity including reconfigurability assumes necessity of
their effective self-learning on-board equipment. In this regard, the future work related
to a comparative analysis to effectiveness assessment of the genetic algorithms and self-
learning automata use for automatic behavior and control algorithms generation.
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Abstract. This paper deals with frontiers detection in occupancy grid
maps. The proposed method is based on differences between consecutive
maps. Using this approach, frontiers detection is accelerated by calculat-
ing the third map which contains only new data. Thus, only new frontiers
are detected and added to the list of frontiers. The main contribution
of this paper is the description of the proposed approach and its open
sourced implementation in Python. Moreover, several results of experi-
ments are discussed. The proposed approach is capable to run very fast
even for large maps with many frontiers.

Keywords: Autonomous robotics · Frontier detection
Localization and mapping · Image processing

1 Introduction

Mobile robotics is a highly active research area. One of the main topics that are
addressed by mobile robotics is the problem of a kidnapped robot. A robot is
placed in the unknown environment and it is forced to create a map of the envi-
ronment and localize itself in that environment. Moreover, there is a requirement
that the final map has to be complete and accurate. To solve this problem, the
system containing robot perception, localization, mapping and navigation has
to be used.

The important part of the autonomous robot system is a localization and
mapping algorithm which is often called Simultaneous Localization And Map-
ping (SLAM) or Concurrent Mapping and Localization. The goal is to create
a map of the environment and localize itself based on the data from attached
sensors such as Light Detection And Ranging (LiDAR) or Camera. Based on
the sensor choice, a different approach is performed. In this paper, 2D LiDAR-
based approach creating so-called Occupancy Grid Map (see Fig. 1) is used. Grid
map is matrix-like representation composed of cells which preserves probabilis-
tic information about its occupancy. Probability 1 represents cell occupied by
an obstacle. Probability zero represents free space. Values between these two
represent uncertainty in the cell – i.e. unknown space.
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Fig. 1. Occupancy Grid Map example. Obstacles are black, free space is bright and
the rest is unknown space.

The robot is supposed to map its environment completely and as quickly as
possible. Thus, a path of the robot has to be calculated online based on the set of
goals. The difficulty is that the complete map is not known, thus it is necessary
to create set of goals online too. In this paper, the approach of setting goals based
on the detection of frontier points is discussed. Frontiers are groups of cells which
lay between free and unknown space on the map. The image processing methods
are used to detect the frontier points.

The main goal and contribution of this paper is a description of proposed
approaches to detect frontier points. It is a core part of a frontier-based explo-
ration system which is a goal of our research.

The paper is structured as follows. In Sect. 2, related work is discussed. Pro-
posed Frontier detection approach is described in Sect. 3. Section 4 contains
experiments and discussion. Paper is summarized in conclusion at the end of
the paper in Sect. 5.

2 Related Work

A lot of related research in autonomous mobile robotics were focused on local-
ization and mapping [2,3] problem. Many systems based on various sensors were
created. Two main groups of systems are based on LiDAR sensor [7,14] and on
the camera sensor [1,4,12]. The later one is often called visual SLAM.

The frontier-based exploration problem was addressed in 1997 by Yamauchi
[18] for the first time. The more recent implementation of frontier-based explo-
ration on grid map is presented in paper [17]. Another approach is proposed in
papers of Jadidi et al. [8,9] where frontiers are computed from the continuous
occupancy map created by trained Gaussian process. Authors also propose a
formula for computing frontiers from continuous occupancy map. A similar app-
roach is proposed in this paper for discrete grid map. The developed system is
described in the next section.
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There are also interesting papers focusing on frontier detection algorithm.
An example is Fast Frontier Detection [10], which accelerates detection process
by processing only new part of the map. Similar approach is employed in this
paper. Another research presented in paper [16] is based on Random Trees.

3 Frontier Detection

In this section the frontier detection task and the proposed algorithm will be
described. Frontier detection task is closely related to localization and mapping
task. A map created by SLAM algorithm is used as an input of frontier detection
algorithm. Thus, the SLAM will be mentioned first. Then proposed frontiers
detection algorithm will be described.

3.1 Simultaneous Localization and Mapping

The goal of SLAM [2,3,15] is to create the map of the environment and local-
ize robot inside of this map. More formally it is defined as searching for joint
posterior density function in the form

p (xk,m | Z0:k, U0:k, x0) , (1)

where xk is a vehicle location and m is the map that contains landmarks. The
initial pose of the vehicle x0, a set of observation Z0:k and all control inputs U0:k

are given at time step k. A vehicle location xk and the map m together defines
the state space.

Fig. 2. Three steps of SLAM algorithm. Based on the graph from [15]
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The diagram in Fig. 2 shows three steps of SLAM algorithm. Landmarks
in the environment are observed by the mobile robot and their positions are
estimated as well as the position of the mobile robot. The difference between
real and estimated position is called the drift. The main goal of the SLAM task
can be defined as a reduction of this drift in order to create the consistent map.

In this paper, the 2D LiDAR-based SLAM is assumed. There are three widely
used open source implementations of LiDAR-based SLAM systems. The first one
is gMapping [6] which is also used for the experiment in this paper. GMapping
system is based on the particle filters and has good and consistent results. The
next one is Hector SLAM [11], which is based on least square optimization.
Unfortunately, this system can cause errors in the long narrow hallways. The
most recent one is Google Cartographer [7] which is based on least square opti-
mization technique too.

3.2 Proposed Approach

In this subsection, the proposed approach to the frontiers detection will be
described. In theory, frontiers are points in the map on the edge between free
space and an unknown space. In other words, frontier points are the points of free
space which are next to the point of unknown space. Frontier points are detected
in the cells of occupancy grid map. An example of grid map and detected frontier
points is shown in Fig. 3. Grid map M consists of obstacles (black cells), free
space (white cells) and unknown space. Free space is the space where the robot
can move without danger of collision. In practice, obstacles are usually labelled
by number 1, free space by number 0 and unknown space by number −1.

The proposed approach is based on the image processing methods. Particu-
larly 2D convolution and binary operations are used. Detection algorithm of our
approach consists of four steps. In the first step, 2D convolution (details in [13])

Fig. 3. Example of the map and its frontier map
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is performed. Convolution is defined as follows

f(i, j) = h ∗ g =
∑

m

∑

n

h(i − m, j − n)g(m,n) m,n ∈ ρ, (2)

where g is an image – a map, h is the kernel, f is convolution response on the
kernel and ρ is a local neighbourhood on which response is computed. Indexes m
and n represents image coordinates in ρ and indexes i and j represents coordi-
nates of the used kernel. The contribution of cells is weighted by the kernel. Thus,
based on the kernel various results can be computed. Image gradient kernels –
usually used for edge detection – are used in the proposed approach. Used kernels
are shown in the Eq. 3.

h1 =
[

0 −1
0 1

]
, h2 =

[
0 0

−1 1

]
, h3 =

[−1 0
0 1

]
, h4 =

[
0 −1
1 0

]
. (3)

It worth mentioning that kernels h1 and h2 are created with zeros on the
left and top positions respectively. It is designed this way because of half-cell
offset of the kernels of size 2 × 2. The result after 2D image convolution is a new
image. Responses on all kernels are summed up as follows

D =
∑

k

M ∗ hk k ∈ 1, 2, . . . K, (4)

where M is grid map, hk is k-th kernel and K is a number of kernels.
The same calculation is made on the map of obstacles Mo, which is a map

created from M where obstacles are labelled by number 1 and other cells are set
to 0 – i.e. grid map with no unknown space. Thus,

Do =
∑

k

Mo ∗ hk k ∈ 1, 2, . . . K, (5)

is the sum of obstacle map Mo responses on kernels hk. A frontiers map F is
then computed using following formula

F = D − β · Do, (6)

where β is a parameter and its value should be set based on the used kernels.
The parameter should be big enough to subtract all obstacles in Do from the
difference map D. In the case of kernels described in (3), it was found that β = 2
is minimal value in order to get accurate results. In the final frontier map only
frontier points values are greater than zero.

Detected frontiers points can be connected into frontiers regions which repre-
sent individual future goals for the mobile robot. Moreover, it is possible to use
morphological operation called dilation to enlarge frontiers regions. Dilation is a
binary operation which applies structure element – i.e. kernel in order to expand
object in the image. More details in [13]. It can connect two close neighbouring
regions into one.
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When the map becomes too large, the number of detected frontiers can be
significant, which can slow down the whole process. Image processing technique
called motion analysis can accelerate this process and reduce the number of
detected frontiers in the current step. It is based on the difference between cur-
rent map and the map obtained in the previous step. Simply calculated using
subtraction of the maps. Only non-zero cells of this difference are relevant for
the frontiers detection. In other words, the algorithm process only new frontiers
which are detected in the current map. An example of this approach is shown in
Fig. 4.

Fig. 4. Example of two consecutive maps (the first and the second image from the
left), their differential map (the third one) and the frontier map (image on the right)

The difference can be computed using two approaches. The first approach
is naive and it just labels all free space cells which are same on both maps as
obstacles (see Algorithm 1). It is a simple solution but it has a disadvantage. If
the known part of the map is not exactly the same, then there are detected false
positive frontiers regions and causes problems during robot exploration.

Input: consecutive maps mapk and mapk−1, kernels h1, . . . hk, β
Output: frontiers map F
begin

M = mapk[mapk != mapk−1]
D =

∑
k M ∗ hk k ∈ 1, 2, . . . K

Mo = M [M == 1]
Do =

∑
k Mo ∗ hk k ∈ 1, 2, . . . K

F = D − β · Do,
end

Algorithm 1: Naive algorithm to compute frontiers map F

A better way is to create difference map as follows (see Algorithm 2). Copy
new map into difference map object. Create mask such as free space and obstacles
from the previous map are labelled as number 1. Perform morphology operation
dilation to enlarge mask. Apply mask to label cells in difference map as obstacles.
This approach is based on kernel size parameter of dilation operation which can
be computed based on the size and resolution of the map.
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Input: mapk and mapk−1, h1, . . . hk, structure element size S, β
Output: frontiers map F
begin

diff map = mapk
mask = (mapk−1 != -1)
mask = dilate(mask, S)
diff map[mask == 1] = 1
M = diff map
D =

∑
k M ∗ hk k ∈ 1, 2, . . . K

Mo = M [M == 1]
Do =

∑
k Mo ∗ hk k ∈ 1, 2, . . . K

F = D − β · Do,
end

Algorithm 2: Morphology-based algorithm to compute frontiers map F

4 Experiments

In this section, results of performed experiments will be discussed. Important
properties of the frontiers detection algorithm are processing time and accuracy,
i.e. the algorithm detects only real frontiers and no false positives. Implemen-
tation of the detector was tested on synthetic data generated using Stage1 sim-
ulator in Robot Operating System (ROS) [5]. In the Fig. 5, the part of map
sequence called cave is shown.

Fig. 5. Example of maps used in the experiments

1 http://wiki.ros.org/stage.

http://wiki.ros.org/stage
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Two versions of Algorithm 1 and Algorithm 2 were tested. The first one
computes the whole map at every time step. The second one computes local
neighbourhood of the robot – based on sensors range – and calculates frontiers
in this area. The mean processing times are summarized in the Table 1. It is
clearly visible from the table that morphology-based approach is faster than
naive. Moreover, the local version can run in real time which is usually not nec-
essary because the map is generated with lower frequency. The local version of
morphology-based approach has better performance than the approaches pre-
sented in paper [10].

Table 1. Results of speed test of proposed algorithms.

Approach mean t[s] var local mean t[s] local var

Naive 0.4986 0.0784 0.0138 8.6e−5

Morphology 0.2888 0.0132 0.007 1.4e−5

The accuracy of the algorithm was evaluated manually by a human expert.
The results are based on the quality of mapping algorithm. When the changes
between two consecutive maps are significant and if there is noise in the posi-
tions of walls, false positive of frontiers can be detected by the naive version of
the proposed approach. In Fig. 6, the examples of naive and morphology-based
results are shown.

In the example, there are visible false positives in the naive approach (first
row). False positive has to be deleted which increases computational complexity.
The result of the morphology-based approach is accurate – i.e. only new and real

Fig. 6. Naive (first row) and Morphology (second row) based approaches. Example of
two consecutive maps (the first and the second image from the left), their differential
map (the third one) and the frontier map (image on the right).
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frontiers are detected. Thus, this approach is a better solution for the frontier
detection and as the core of the frontier-based exploration system.

5 Conclusion

Proposed algorithms are capable to detect frontiers in real time. Moreover, a
morphology-based method is fast and accurate. Especially approach with the
computation of local neighbourhood of the robot. Thus, it can be used as
a core of the frontier-based exploration system. Am implementation of pro-
posed approaches in python and generated data is available on GitHub in fron-
tiers detector2 repository under MIT licence

There is two main research direction to improve proposed algorithms. The
first way is to implemented approaches using GPU. It accelerates detection pro-
cess significantly. The second way is to Dynamically change local neighbourhood
of the robot in order to minimize the area for frontiers computation.

In the future research, we also want to implement ROS node on the top of
proposed algorithms and use it in the frontier-based exploration system with
graph structure of possible goals defined by detected frontiers regions.
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of Education, Youth and Sports of the Czech Republic project No. LO1506.
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Abstract. The object of this research is a multifunctional modular robot that
can reconfigure the nodes and operatively change their position in the process of
operation depending on the current task. The purpose of work is to study and
develop homogeneous groups of robots capable of moving autonomously and
forming various structures by connecting separate modules to each other. The
novelty consists in the design of a module for mobile autonomous reconfig-
urable system (MARS), which differs from the analogues by the presence of a
hybrid coupling mechanism embedded into the motor-wheel module. The
developed magnetomechanical connector provides for positioning of the robotic
modules relative to each other at the coupling stage and the connection of blocks
of complex structures. Control of the polarity of the magnetic circuit, which is
part of the connector, is carried out by the supply of short-term pulses that
perform the coupling and decoupling of the units. In the course of experiments,
we determined the parameters of the magnetic circuit and the principles of the
functioning of the combined magnetic circuit ensuring the energy efficiency of
the connector. The module moves along surfaces by means of motor wheels
which comprise the coupling system of the modules. This approach allows one
to save space in the robotics module and efficiently use its main part for the
arrangement of power supplies and control devices. Two schemes for placing
sets of magneto-mechanical connectors in the basic module were proposed.

Keywords: Modular robotics � Servo drives � Connector � Magnetic circuit
Magneto-Mechanical connector

1 Introduction

Among the modern prototypes of small-sized modular robots, chain-shaped robots are
the most developed. Their built-in modules are in permanent connection and do not
have the possibility to move independently [1]. As a result, failure of one chain module
leads to a decrease in the operability of the entire robot. The development of a fully-
functional autonomous module provides flexibility and reconfigurability of the modular
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robot with the ability to rebuild the structure and replace the failed modules [2]. In this
work, elements and work principles of the autonomous unit of the MARS modular
robot were designed using a hybrid magnetomechanical grip mechanism built into the
motor-wheel of the module.

2 Review of Existing Modular Robots and Modular
Connections

Now modular robotics developers solve the problems associated with movement
modules speed. There is no possibility to use powerful motors because of small size of
the modular units. Therefore, in addition to low speed, there is the problem of con-
nectors synchronizing. Developed at the Massachusetts Institute of Technology
(MIT) the ChainFORM robot [3] is equipped with a sensory touch control system, an
angular tilt control system, and a servo drive for crawling or climbing movements.
Another development of the MIT is the m-Block robot [4]. Each module of the m-
Block is autonomous and can move independently using inertial movement, untwisting
flywheel inside the module. The Mori robot developed by National Centre of Com-
petence in Research (NCCR) in Robotics and École Polytechnique Fédérale de Lau-
sanne specialists [5] is a set of triangular modules, each equipped with drives, sensors
and an integrated controller. The Dtto robot is the development of the ideas of the
M-TRAN project [6]. The mechanism proposed in [7] provides an effective and high-
strength connection due to a non-contact drive and specially designed clamping pro-
files. In work [8, 9], authors attempt to simplify the comparison of modular robots
prototypes by briefly studying methods of modular robots development, coupling
technologies, and the hardware architectures of modular self-healing and reconfig-
urable robots. The light reconfigurable Evo-bot modular robot for studying long-term
evolutionary processes is presented in [10]. The connector mechanism for modular
robots, which provides a rigid reversible connection capable operating in three inde-
pendent modes, is presented in [11]. A comprehensive review of reconfigurable
modular robots that includes the origin, history, current state, key technologies,
problems and applications of reconfigurable modular robots is presented in [12]. The
modular robotic mechanism HexaMob in [13]. The magnetic connection of the so-
called “soft” modules (Soft robotics) is described in [14]. Algorithms for coupling
mobile self-repairing robots that equipped with inexpensive sensors is presented in
[15]. The modular principle of constructing functional blocks of mobile robots is
considered in [16]. An autonomous modular robotic system Mecabot is an example of a
search and rescue operation system in urban areas [17, 18]. The problem of dynamic
reconfiguration using an example of the ModRED set based on the graph theory is
considered in [19]. The development of a mechanical coupling device for a hetero-
geneous self-reconfigurable multinodular system is presented in [20]. The modular
robot capable of design reconfiguring in rough terrain is presented in [21].

It is clear from the review that in modular robotic developing useful functionality
are overlooked in favour of a separately developed technology or operation algorithm.
This creates problems to use resulting modular robot solutions in the future. Potential
mechanism scope is not indicated for any developments described in the review.
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The mobile autonomous reconfigurable system presented in this work has a magne-
tomechanical connector with high energy efficiency, consuming energy only at the
moment of operating mode switching.

3 Mobile Autonomous Reconfigurable System

The concept of the developed robot is based on the robot construction based on a pair
of motor-wheels, a basic unit with a rotary servo, whose axis is perpendicular to the
motor-wheel axes. An axial servomotor is installed inside the base module unit. Ser-
vomotor is responsible for motor wheel turning of 90 degrees away from the main
motion axis. The platform in the design can deflect the driven motor-wheel axes within
180°. The standard modular robot position is illustrated in Fig. 1. This allow each
individual robot block-module to move faster than analogs, unfold in place with a zero
turning radius, and also change the structure organized from such blocks without
disconnection. When connecting, servomotors correct themselves to the angle neces-
sary for the precise positioning of the “key” grooves of the active and reciprocal parts
of the magneto-mechanical connector on one axis.

The motor-wheels servomotors are responsible for positioning the two platforms
relative to each other. The basic kinematic module scheme for the offset of the motor-
wheel with the B-type connector is demonstrated in Fig. 2.

This scheme consists of motor-wheel servomotors and the axial base unit servo-
motor. The module number in one hitching determines the final number of freedom
degrees. In the base unit, in addition to the servomotor, a computing control unit, a
battery, a wired and wireless communication interfaces are installed. Motor wheel
designs for connectors A and B are different because B is a driven wheel and its design
does not include massive and heavy elements to reduce the load on the axial servo while
driving. The B-type connector base is a special shape steel ring for reducing the lateral
shift backlash and loads coming to the magnetic circuit. This ring acts as a contact pad
for the active part of the magnetic-mechanical connection. Active magnetomechanical

А B

Fig. 1. A generalized model of a single block-module: A – the module standard position; B –

module with a motor-wheel with a B-type connector offset around the base unit axis.
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connector, the main magnetic circuit, is located in the wheel with the A-type connector.
The A-type motor-wheel is fixed relative to the base unit and does not move around the
base unit servomotor axis for optimality of the kinematic circuit and control system.
Two schemes for the module-module connectors, ABBB and AABB, were developed.
The sign “+” in the schemes (Fig. 3) indicates the possibility of connector connecting to
each other, the sign “−” indicates the impossibility of connecting one module to another
in this position relative to each other.

These schemes differ from one another in the implementation features and the
possibilities of forming structural entities [22–24]. The scheme (Fig. 3a) is easily
applicable in the module design because it uses one active magnetic circuit and three
response areas in the body of one module. This scheme is suitable for forming a linear
structure of series-connected modules in steps of up to two modules away from the
main scheme. Nevertheless, it is impossible to form a closed structure with the ABBB
scheme. This means that the ABBB scheme does not allow to create a modules stable
array for solving complex problems of moving and interacting with the environment.
Such scheme is suitable for the basic mechanism formation, for example, manipulators.
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Fig. 3. Connectors schemes and their possible application in the structure: A – the ABBB
connector scheme; B – AABB connector scheme.

A

A \ B

A

B

Fig. 2. Kinematic block-module scheme: A – motor-wheel servomotor; B – axis base unit
servomotor.
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The AABB scheme (Fig. 3b) is more massive because it is necessary to place two
magnetic circuits side by side, which increase in module weight and power con-
sumption. Modification of the A-type connector is required to place the base module
unit in the body. However, this scheme allows the modules to assemble into a closed
system, where each device is connected to at least two neighboring ones. Thereby, it is
possible to form complex modular structures of different configurations and assign-
ments using only one type of modular robots. It can be seen in Figure that the AABB
scheme is preferable because it allows to create more multitasking mechanisms than in
the case of the ABBB scheme.

4 Magnetomechanical Connector

The proposed connector mechanism allows the use of a control system that does not
require constant monitoring and consumes power only during module connection and
disconnection from each other. This significantly reduces energy costs and increases
the battery life of each module. The A-type connector acts as a working member and
consists of a constant magnet. This magnet serves as a base in a steel liner with a
contact pad at the end face and with an electromagnet in the steel liner cavity. Elec-
tromagnet is switched on for a short time, when it is necessary to weaken the magnetic
field and disconnect the two modules. Requirements to magnetomechanical connector
characteristics define development of an appropriate prototype configuration and
design. A appropriate constant magnet was decided on its magnetomotive force should
be equal to [25]:

FMC ¼ HMC � lMC, ð1Þ

where lMC constant magnet length in the direction of its magnetization, HMC constant
magnet coercitive force. Therefore, a neodymium magnet with a 3.8 kg adhesion force
is approached.

The magnetic field strength in the magnetic core steel [26]:

HST ¼ BST

l0 � lST
, ð2Þ

where lST magnetic core steel relative permeability, a l0 the vacuum permeability
equal to:

4p� 10�7 H/m. ð3Þ

It is on this basis now it was decided to use ordinary steel grades used in industry.
There is an air gap arises between the active and passive gripper parts because of the
imperfect fit of the magnetic gripping parts that results in a gripper weakening.
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When the small air gap width air gap section is equal to the magnetic circuit
section. The magnetic field strength in the magnetic core air gap [26]:

HA ¼ BA

l0
: ð4Þ

The Ampere’s circuital theorem for the magnetic field of a magnetic core with an
air gap [26]:

HA � lA þHST � lST ¼ FMC. ð5Þ

Based on 1, 2, 3 and 4, the magnetic induction in the air gap of the magnetic
circuit is:

BA ¼ ðFMC � HST lSTÞl
lA

. ð6Þ

Then, the adhesion force of the magnetic grip F can be calculated using Maxwell’s
formula based on an analysis of the magnetic field acting on the poles surface [25]:

F ¼ B2
AS

2l0
, ð7Þ

where S – cross-sectional area of the magnetic circuit.
The first magnetic grip prototype was realized in the two semisphere form, a

constant magnet, a control electromagnet and a counterpart (Fig. 4). The constant
magnet is installed between the steel semispheres forming an open circuit and the
control electromagnet is located above the constant magnet at a distance 0.001 m. An
active part of the magnetomechanical connector is the A-type connector.

With adhesion force equals 5 kg the force changing was less than 5 g in case when
the control signal is applied to the electromagnet to switch the grip in the uncoupling
state. Similar experiments with constant magnets were earlier [27, 28]. In the design,
the magnetic lines of the constant magnet were supposed to be closed along the

Fig. 4. The first prototype of the magnetic circuit: A – connection grip state; B – disconnection
grip state.
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magnetic circuit through the passive grip counterpart when the control signal was
applied to the electromagnet. Electromagnet current induces a magnetic field in the
electromagnet core opposite to the constant magnet field (Fig. 4a). The grip passes into
connection state with this a control pulse. The current of control pulse induces a
magnetic flux in the electromagnet core with the direction of the magnetic constant
magnet flux (Fig. 4b). The magnetic lines of the constant magnet are closed through the
electromagnet core and the connector circuit goes into disconnection state. The first
experiments data with the prototype showed that this configuration (Fig. 4) has no the
required magnetic circuit characteristics. Based on the obtained data, the configuration
and design of the magnetic circuit was revised. The new design work principle stays
that way but differs in that the control electromagnet connected by the magnetic circuit
with constant magnet is located on the opposite side of the passive counterpart (Fig. 5).
The constant magnet is shifted toward the grip counterpart. When a control pulse is
applied its current induces a magnetic flux in the electromagnet core with a directional
constant magnet flux. The magnetic flux closes along the contour formed by the
electromagnet core. The grip passes into disconnection state (Fig. 5b). the grip goes
into the connection state with a current directed in the opposite direction (Fig. 5a). New
prototype experiments showed that this configuration and connector design correspond
to the required characteristics of the magnetomechanical connector.

When the control pulse was applied to transfer the grip to connection state the
adhesion force was 3.7 to 7.3 kg. This is confirmed by the graph of the experiment
results (Fig. 6). When the control pulse was applied to transfer the grip to discon-
nection state the adhesion force is less than 20 g. The adhesion force varied every
experiment because of the incompletely uniform alignment of the working and coun-
terparts. Based on the two developed magnetomechanical connector prototypes 150
experiments were executed. The obtained results were processed using interval esti-
mation of a random variable. Based on the measurement data a statistical plot is
constructed for analyzing the magnetic circuit operation (Fig. 6). An experiment series
was executed with the same control pulse magnitude equal to 6 V and a current 0.17 A.
It is also necessary to take into account the adhesion force applied to the grip is directed
along the normal. When there are lateral, shearing forces on the magnetic grip the
coupling force reduces. These effects is reduced by using the connector counterparts
with a special geometric shape of the grip “key”. The result processing shows the

S

N
S
N

N

S
S
N

BA

Fig. 5. The second prototype of the magnetic circuit: A – connection grip state; B–
disconnection grip state.
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possible minimum and maximum breaking forces of the magnetic circuit and allows to
determine its average value. Based on the results of the first experiment series the
prototype design was developed providing with enough the necessary adhesion force of
the magnetic circuit. Comparison of the differences between the prototype No. 1 and
the prototype No. 2 is shown in Table 1.

That coupled with key to eliminate backlashes and loads allows one A-type con-
nector to hold the three similar modules weight or a load with a compatible connection
in the various structures formatting. For practical magnetomechanical connector use, it
is advisable to use the minimum value of grip adhesion force reliable and predictable
operation. The proposed magnetomechanical connector model has a high energy effi-
ciency because it consumes a small amount of energy and only during switching
operation modes.

5 Conclusion

Analysis of existing modular robotics and their compounds is presented in this work.
Based on the identified advantages and disadvantages, the following results were
formed:

1. A model of homogeneous modular robots, which includes a set of magnetome-
chanical connectors, two motor wheels and a base unit of the module, is proposed.
Motor-wheels of dual purpose are intended for movement and as an auxiliary

0
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1 10 19 28 37 46 55 64 73 82 91 100

Y

Х

Fig. 6. Graph of the results of magnetic circuit operation with the first experiment series by the
measurement number using the interval estimate of a random variable: X – number of the
measurement; Y – tbreacking force for the magnetic circuit.

Table 1. Comparative characteristics of the developed prototype connectors.

Prototype
number

The breaking force in the
connection mode, kg

The breaking force in the
disconnection mode, kg

The control pulse
power, v; a

№ 1 3.7 0.02 6; 0.17
№ 2 3.7 3.70 6; 0.17
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mechanism of connection of modules among themselves. The basic module unit
includes an axial servomotor, a computational unit, communication modules and
batteries.

2. The model and work principle of the magnetomechanical connector based on the
redirection of the constant magnet flux is proposed. A magnetomechanical con-
nector prototype was developed. Connector provides connection between the
modules by a mechanical fixing connection, a permanent magnet for connecting the
modules with each other, and an electromagnet for disconnection. The proposed
magnetomechanical connector model has a high energy efficiency because it con-
sumes a small amount of energy equal to 6 V and a current 0.17 A and only at the
moment of switching operating modes. Furthermore, the prototype adhesion force
was 3.7 kg.

3. Two schemes for placing sets of magnetomechanical connectors are proposed.
These schemes offer different possibilities for forming a plurality of modules with
basic linear designs and with more complex structures of various types and
purposes.

The research results will be used in the development of modular connection
mechanisms for anthropomorphic robot units, in particular, for the robot Antares [29]
to obtain a modular and reconfigurable design.
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Abstract. Multiple unmanned aerial vehicle (UAV) and unmanned ground
vehicle (UGV) heterogeneous cooperation provides a new breakthrough for the
effective applications. UGV is generally capable of operating outdoors and over
a wide variety of terrain, functioning in place of humans. Multiple UAVs can be
used to cover large areas searching for targets. However, sensors on UAVs are
typically limited in operating airspeed and altitude, combined with attitude
uncertainty, placing a lower limit on their ability to resolve and localize ground
features. UGVs on the other hand can be deployed to accurately locate ground
targets, but they have the disadvantage of not being able to move rapidly or see
through such obstacles as buildings or fences. Analysis of the tasks of existing
UAVs in the field of agriculture is presented and main tasks of UGV in context
UAV-UGV cooperation are considered.

Keywords: UAV � UGV � Heterogeneous robots � Group control
Precision agriculture

1 Introduction

Technologies involving joint activity of a group of robots and operators are nowadays
actively being introduced into the agricultural sector [1]. Usually, agriculture robots are
autonomous ground vehicles (tractors, combines…) that can work 24/7, and can be
remotely supervised by a human sitting in one of the machines or remotely without
his/her presence in the field. Among other unmanned aerial vehicles (UAVs), multi-
copters have the most diverse set of use cases since they do not require a runway, have
a high resolution of embedded vision system and therefore have high prospects for
widespread use. In addition to the on-board video camera, the multicopters can also be
equipped with other sensory means, for example: a thermal imager, a thermometer, gas
sensors, sonar sensors, wind speed sensors, pressure sensors, infrared and many other
sensors.
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A distinctive feature of agrarian robotics is the relatively stable regularity of the
topology of planting of cultivated crops, in contrast to other areas of application of
robots, where the objects to be managed do not have known coordinates in advance and
can move in space.

The world market of agricultural robots currently has significant growth [2]. Robots
are used in many stages and in various types of agriculture: field work, livestock,
production and collection of food [3, 4]. The robotization of agricultural production is
caused by the need to raise labor productivity, renewal of equipment and technology,
the disposal of workers from physically difficult tasks.

The greatest progress in the robotization of agricultural production is now visible in
the field of precise farming, the distinguishing feature of which is the local differen-
tiation of agrotechnical influences, taking into account the spatial variability of soil and
other factors of crop formation within a single agricultural field (agrocontour) [5, 6].

The goal of using a cooperative team of Unmanned Aerial Vehicles (UAVs) in
monitoring missions is to minimize the elapsed time between two consecutive obser-
vations of any point in the agricultural field (AF). The techniques based on AF par-
titioning achieve this goal by fully utilizing capabilities of each UAV. In the literature,
several approaches have been proposed to monitoring fields by using mutiple UAVs. In
[7], the author considered time varying missions for each UAV. The Agent Mission
Planner (AMP) has been developed to assign tasks to each UAV in the group. A novel
block-sharing technique is presented in [8] to accelerate the convergence to an optimal
partition. The approach developed in [9] utilizes an ambient light display (ALD) to
continuously externalize the commander’s monitoring performance using ambient
visual cues in the peripheral field. However, non of the aforementioned works con-
sidered the joint functioning of groups of heterogeneous unmanned vehicles (UAVs
and mobile unmanned ground vehicles (UGVs)).

High precision navigation is usually crucial for unmanned aerial vehicles’
(UAV) fruit picking applications. The support UAVs needs to provide highly accurate
location of the fruits in three-dimensional agricultural fields, otherwise the service
UAVs can harm the threes or cannot pick the fruit properly. Using Global Positioning
Systems (GPS) for this application may not work. Therefore, Local Navigation Sys-
tems (LNS) are generated for UAVs in several works [10–12].

Due to their three-dimensional mobility, unmanned aerial vehicles (UAVs) serve a
large number of specialized roles, which often involve work in hazardous environ-
ments, carrying payloads and using sensors or cameras to survey areas [13]. A large
amount of research is being carried out regarding improving the capabilities of UAVs.
Pairing UAVs with UGVs in heterogeneous teams of robots is an idea that has seen
recent research.

Different vehicles in a heterogeneous robot group have the ability to compensate for
the weaknesses of each other. The load that aerial vehicles can carry is limited com-
pared to ground-based vehicles. Similarly, ground-based vehicles often have limited
mobility compared to aerial vehicles. In the context of an UAV-UGV team, these
specific attributes could enable the pair to serve a role, where the UGV – capable of
carrying heavier loads – would be used as a base vehicle. In several publications, the
base vehicle is often presented as a vertical take-off and landing (VTOL) pad [13–15].
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2 Analysis of the Tasks of Existing UAVs in the Field
of Agriculture

At the beginning, a classification of existing UAV solutions applied in agriculture was
considered. There are basically two types of UAVs available at the moment: rotary
wings and fixed wings. Rotary wing UAV is able to hover and also move directly
sideways. Fixed-wing UAV, by contrast, has a positive minimum velocity constraint
due to stall condition, bounded maximum velocity because of thrust limitation and
saturated angular velocity. As a result, although fixed wing UAVs under specific
conditions can be modeled like mobile robots, their limitations are completely different.
More recently, new generation of fixed wing UAVs has been introduced with the
hovering property. Thus they enjoy the advantages of speed and endurance of the
classic fixed-wing UAVs and hovering and vertical takeoff and landing of rotary wing
UAVs, simultaneously [16].

Dominant type of the commercially available UAVs that are currently used in
agricultural applications are devices designed for different imaging tasks. On the other
hand, UAVs that are specifically designed for precision spraying or other tasks that
involve some planned actions are still very rare. As the best representative of the first
group can be considered a range of products provided by the Chinese company DJI
(https://www.dji.com), which enable easy customization and mounting of different
sensor equipment selected by the user. Depending on the specific application such
frameworks can include different levels of automation and in some cases require visual
interpretation by the human expert. Therefore, dedicated software usually aims just for
the appropriate visualization (https://pix4d.com) and adequate preprocessing of the raw
data intended for the later analysis. Table 1 shows the existing UAVs used in
agriculture.

Table 1. Existing UAVs used in agriculture.

Name UAV Type Main task Engine type Empty/Max.
takeoff weight
(kg)

Flight
time
(min)

Max. flight
range (km)

Agrofly
TF1A

Rotary Wing Spraying Electric 10,2/22,5 9–11 1

MCA-6 Rotary Wing Spraying Electric 10/20 12 0,5
DJI Agras
MG-1

Rotary Wing Spraying Electric 8.8/22.5 10–24 NA

Yamaha
RMAX

Rotary Wing Spraying Internal
combustion
engine

78/94 NA 35

DJI Matrice
200

Rotary Wing Monitoring Electric 3.75/5.75 38 7

eBee Plus Fixed wing Aerial
photography

Electric 1.1 59 3–8

RIEGL
VUX-1UAV

Rotary Wing Monitoring Electric 11/14 30 550 m

(continued)
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UAV engines include electric motors, internal combustion engines and gasoline
engines. More popular are UAVs with electric motors with a payload of less than
10 kg. UAVs with internal combustion engines are used for large loads and long flight
times (Burevestnik, Gamma).

Aside from the described functional role of such UAVs in the specific imaging task,
their design can vary from multi-, single-rotor to fixed-wing, or hybrid, which deter-
mines their maneuverability and overall flight characteristics. Depending on the
specific requirements established by the imaging sensor, environment and particular
agricultural application, different designs can be preferred (www.sensefly.com, www.
sentera.com/phx-uav/, www.carbonix.com.au/aerospace). Significant impact on the
cost of the vehicle also has the level of flight automation and the optional mission
planning capabilities. Flight trajectory is usually predetermined by the geometry of the
field, sensor characteristics and the pre-specified spatial resolution of the final image or
the resulting model of the scene that is derived from the measurements.

In comparison to such platforms, the second type of UAVs as the primary task has
some action in the field, which can be partially planned in advance based on the
detailed analysis with information from multiple sources, or can be mostly based on the
real time on-board processing of the data stream from the imaging sensor that is
mounted on the same flying platform. Some examples include Yamaha’s single-rotor

Table 1. (continued)

Name UAV Type Main task Engine type Empty/Max.
takeoff weight
(kg)

Flight
time
(min)

Max. flight
range (km)

eBee SQ Fixed wing Aerial
photography

Electric 1.1 55 3

Luftera LT-1 Rotary Wing Cartography Electric 5/6 120 15
MIIGAiK
X4

Rotary Wing Cartography Electric 1/1.5 90 2

Burevestnik Fixed wing Monitoring Internal
combustion
engine

180/250 6–10 h 290

OCA Rotary Wing Spraying Electric 20/30 NA NA
AC-32-10 Fixed wing Monitoring Electric 10.5/13.5 240 240
AC-32-12 Fixed wing Monitoring Electric 9.5/13.5 4,5 h 140
Sapsan-3000 Fixed wing Monitoring Electric 9/11 4–5 h 40
3 M Fixed wing Video

monitoring
Gas 12/20 60 20

Gamma Fixed wing Aerial
photography

Internal
combustion
engine

25/50 12 h 50

Delta-M Fixed wing Aerial
photography

Electric 7.25/9 150 50

Supercam
X6

Rotary Wing Video
monitoring

Electric 1.5/1.8 40 5

Geoscane
201 Agro

Fixed wing Aerial
photography

Electric 7/8.5 180 210
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vehicles like the product labeled as RMAX (www.yamahamotorsports.com/
motorsports/pages/precision-agriculture), or the DJI’s solution AGRAS MG-1
(https://www.dji.com/mg-1). However, both of these platforms can potentially have
an inadequate payload capacity for some large scale spraying tasks or high intensity
spraying. This brings up a question of action optimization and the design of an ade-
quate utility function for the specific agricultural task. RMAX can carry 2x13 l, while
the DJI’s capacity is 10 l.

Further specific tasks of the UAV in the present and future will be considered.
UAVs are currently used for tasks such as spraying (Agrofly TF1A, MCA-6, DJI Agras
MG-1, OCAб Yamaha RMAX), field surveys (DJI Matrice 200), aerial photography
(eBee Plus, eBee SQ, Gamma, Delta-M, Geoscane 201 Agro), monitoring (RIEGL
VUX-1UAV, Burevestnik, AC-32-10, AC-32-12, Sapsan-3000), cartography (Luftera
LT-1, MIIGAiK X4), video monitoring (3 M, Supercam X6), etc.

Looking further into the future, UAVs might involve fleets, or swarms, of auton-
omous drones that could tackle agricultural monitoring tasks collectively, as well as
hybrid aerial-ground drone actors that could collect data and perform a variety of tasks,
such as:

• Aerial survey of lands from drones, including multispectral survey.
• Ecological monitoring of agricultural lands.
• Creation of electronic maps of fields.
• Assessment of the scope of work and constant monitoring of their implementation.
• Determination of boundaries and areas of sites where agricultural work was carried

out.
• Flying around the fields to monitor the work of hired personnel, the location and use

of agricultural machinery.
• Support of land reclamation, monitoring of irrigation systems.
• Formation of maps of the relief of agricultural fields, determination of directions of

water erosion.
• Inventory of crops and fields, establishment of an objective area of arable land, as

well as hayfields, pastures, perennial grasses, deposits.
• Determination of the actual area of sowing, under-sowing.
• Monitoring of the introduction of seed and emergence of agricultural plants,

monitoring the germination of crops, rapid determination of seedling quality and
development of crops during the period of vegetation with the subsequent calcu-
lation of the normalized vegetative index.

• Determination of the need for the application of fertilizers. This makes it possible to
optimize (reduce) the application of fertilizers – to fertilize and fertilize fertilizers.

• Objective area for harvesting in the context of crops, yield forecast for this area.
• Determination of areas of contamination or diseases of crops, the degree of

contamination.
• Phytosanitary control.
• Spraying landings from a drone.
• Documentation of damage from natural disasters.
• Protection of harvest on the field.
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3 The Main Tasks of UGV in Context UAV - UGV
Cooperation

UGV should provide basic logistics and working autonomy for the UAVs, but also
high level interaction with the user. Depending on the type of agricultural field and
terrain characteristics it should determine the optimal position for the initial deploy-
ment of the units and their supply. Depending on the requirements it should also load-
off some of the data processing on the flying units. Since UGV could be autonomous,
and potentially be moving through the field, it could also be equipped with ground
sensors to enhance the overall decision process.

The team strategy of the multi-robot system is the following: the UGV carries the
UAV on own platform, and when it is required, the UAV takes-off, performs some
tasks and lands on the UGV. The main tasks that are performed by UGV:

• Communicates with the UAV and the operator of the farm.
• Serves as a mobile docking and charging station for UAVs.
• UGV, equipped with a suitable end actuator, enters the field in cooperation with the

UAV and applies precision processing.

The use of a UGV as a landing surface for a UAV is an example of physical
cooperation. Autonomous takeoff is mostly a problem that involves the UAV self-
stabilizing and reaching a desired altitude [17]. In reality, the problem has certain
cognitive elements, such as tracking and target localization [18–20]. Increasing the
robot number in the group leads to increasing the control complexity [21–23].

UAV/UGV still require human service before, after and during mission. User
should usually check basic components and provide sufficient fuel/energy for the task.
By this reason investigation of ergonomic user interface are continued [24–30]. In the
case of multiple sensors the platform could suggest the most appropriate procedure
based on the archived book of the field, which would require the user to mount
appropriate equipment and perform calibration sequence. The ground platform could be
multi-purpose and adaptable to different use scenarios. Since spraying chemicals can be
potentially hazardous the platform should also enable storing and manipulation of such
content according to currently active or planned safety standards.

4 Conclusion

An analysis of the tasks of existing UAVs in the field of agriculture is presented in this
paper. The main tasks of UGV in context UAV-UGV cooperation are considered in
more details.

The commercially available UAVs that are currently used in agricultural applica-
tions are devices designed for tasks such as spraying, field surveys, aerial photography,
monitoring, cartography, video monitoring. The highest impact of the precision
spraying by UAVs from the user’s perspective should be expected in the case of high
value crops such as vegetables, fruits or flowers, in the case of the widely grown crops
the cost of spraying per field area could be higher than the potential gain. Such
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consideration should be taken into account during platform optimization stage.
Therefore, it is quite possible that there will be the need for the specific agricultural
expertise in order to have an estimate of the influencing parameters such as spraying
frequency, required spray solution concentration, influence of the volatile weather
conditions on the spraying duration and spraying time.

Unmanned ground vehicle (UGV) is generally capable of operating outdoors and
over a wide variety of terrain, functioning in place of humans. Multiple UAVs can be
used to cover large areas searching for targets. However, sensors on UAVs are typically
limited in operating airspeed and altitude, combined with attitude uncertainty, placing a
lower limit on their ability to resolve and localize ground features. UGVs on the other
hand can be deployed to accurately locate ground targets, but they have the disad-
vantage of not being able to move rapidly or see through such obstacles as buildings or
fences. Therefore, multiple UAV/UGV heterogeneous cooperation provides a new
breakthrough for the effective application of UAVs and UGVs.
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Abstract. The comparative analysis of different types of structures of algorithms
for a robot-manipulator control has been performed for the open-loop and closed-
loop semi-automatic control by the gripper velocity and position vectors.
Computer models have been developed for a position-velocity control system
with reconfigurable structure of algorithms for a robot performing standard oper‐
ations set by a human operator with a 3-degree-of-freedom handle. In the devel‐
oped models an operator is represented by a vector dynamic element with dead
time. Animated simulation of dynamic processes in systems with different struc‐
tures of control algorithms has been performed and their precision characteristics
have been evaluated. Some practical recommendations are given on the applica‐
tion of the achieved results for the development of training simulators for oper‐
ators of robot control systems.

Keywords: Biotechnical systems · Robot-manipulator · Human operator
Semi-automatic control system · Position-velocity control
Computer simulation

1 Introduction

In biotechnical robot control systems (BRCS) a human operator (HO) performs remote
control of a robot using a master manipulator or handles with multi-degree of freedom
like joysticks with special calculator units. Such master-slave and semi-automatic
control systems (CS), in which an operator is considered as a part of a robot CS, are
widely used at space stations, in underwater vehicles, etc. [1–6]. These systems can be
applied for real-time robot control and installed on training simulators for HO.

One of the theoretical problems of BRCS modeling is a description of a HO as a part
of a system. There are different approaches to the description of a HO interacting with
a robot-manipulator and different types of models can be used for that. One of the main
weaknesses of the approaches to simulation given in works [3–5] is inadequate descrip‐
tion of a HO functioning as a subsystem within a whole BRCS. But for the adequate
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simulation of a HO it is necessary to consider the operation mode of a CS as well. Another
important practical issue that should also be considered is the development of training
simulators for HO (astronauts, surgeons, etc.) [8, 9, 13].

In semi-automatic systems different algorithms of robot motion control are imple‐
mented depending on a type of technological operations performed [4, 5]. For trans‐
portation operations that do not require high accuracy, the gripper velocity control is
usually used, while for precise point-to-point and continuous-path control it is necessary
to use the gripper position control. When contact operations are performed (e.g. assem‐
bling) the control of force and torque in a robot gripper is required [10].

In this paper we consider a semi-automatic CS for a robot-manipulator with recon‐
figurable structure in which different control algorithms are combined. Depending on
operation mode, actuators of robot links are local CSs for regulation of motor speeds
and position servosystems with digital PI and PID regulators. The purpose of the work
is the structural analysis of different types of algorithms applied in the CS and the study
of its dynamics in typical operational modes of a robot.

The main tasks of the research are the following:

1. The structural analysis of algorithms for vector open-loop and closed-loop velocity
and position control of the robot gripper trajectory.

2. The design of computer models for the analysis of dynamic processes in CS under
consideration in standard operational modes with the use of dynamic models of HO.

3. Animated simulation of the CS for the robot performing the following standard
operations: transportation of the gripper to a specified area in the velocity control
mode; precise point-to-point positioning of the gripper into the start point of a
specified trajectory; the gripper movement along a trajectory in continuous-path
control mode.

4. The evaluation of dynamic and contour errors that occur when moving along the
trajectory in given operation modes.

For the comparative analysis of different types of structures, it is acceptable to use
simplified models of the manipulator and joint actuators. Thus, for the solution of the
above stated tasks we used only kinematic models of the manipulator without the
consideration of its nonlinear dynamics, and the drives were represented by linear
dynamical models of the 2nd and 3rd order. The animation of links of the handle and
the robot was performed using functions from Robotics Toolbox [14, 15]. The simplified
models can be implemented in training simulators.

2 Structural Analysis of Robot Gripper Vector Control Algorithms

2.1 The Algorithms of Robot Gripper Velocity Control

Velocity control includes the sequential solution of the following problems [7, 11, 12]:

(1) The forward kinematics problem related to the handle position:
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Sh = Fh

(
qh

)
=
(
Xh, Yh, Zh

)T, (1)

where qh – the vector of the handle joint positions, Fh

(
qh

)
 – the vector-function

corresponding to the handle kinematics scheme. In this control mode the calculated
coordinates Xh, Yh, Zh are interpreted as the velocity vector coordinates set by a HO.

(2) Scaling the programmed velocity of the robot gripper:

Vp =
(
Vxp, Vyp, Vzp

)T
=
(
MvxXh, MvyYh, MvzZh

)T. (2)

(3) The inverse kinematics problem related to the programmed robot joint velocities:

q̇p = J−1
M
(q)Vp, (3)

where q – the vector of the robot joint positions, J−1
M
(q) – the matrix inversed to the

Jacobi matrix of the robot-manipulator.

Figure 1 illustrates the Simulink model of the open-loop velocity CS. The model
includes the following blocks: Human-Handle Interface calculates expressions (1)
and (2); ikine_V calculates the programmed robot joint velocities using expression (3);
Velocity Drives contains the models of the robot link velocity drives; fkine_P solves the
forward kinematics problem related to the gripper position:

Sr = FM

(
qr

)
=
(
Xr, Yr, Zr

)T, (4)

where qr – the vector of the real robot joint positions, FM

(
qr

)
 – the vector-function

corresponding to the manipulator kinematics scheme; block fkine_V solves the forward
kinematics problem related to the gripper velocity:

Vr = JM(q)q̇, (5)

where q̇ – the vector of the robot joint velocities, JM(q) – to the Jacobi matrix of the
robot-manipulator.

It is possible to simulate the system with two structures of algorithms of the open-
loop velocity control using the switch unit shown in Fig. 1. For the first structure the
Jacobi matrix is calculated in block ikine_V using the programmed robot joint positions
that are obtained by integrating the programmed velocities q̇p. For the second structure –
by the real robot joint velocities.
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Fig. 1. The model of the open-loop velocity control system.

Figure 2 shows the Simulink model of the closed-loop velocity CS with the feedback
closed through block fkine_V. Block PID-V is the vector of PID-regulators of the gripper
velocity coordinates. Block ikine_V calculates the input actions for the robot joint
velocity drives.

Fig. 2. The model of the closed-loop velocity control system.

Block T_L in the models in Figs. 1 and 2 simulates external stepwise disturbances.
These disturbances imitate the influence of the load torques which decrease robot joints
velocities in dynamic processes. Unlike the traditional open-loop structures (Fig. 1), the
suggested closed-loop structure of the system (Fig. 2) enables greater precision of the
robot operating in the velocity control mode due to coordinated multivariable control of
the robot link drives.

2.2 The Algorithms of Robot Gripper Position Control

Robot gripper position control includes the sequential solution of the following problems
[7, 11, 12]:

(1) The forward kinematics problem related to the handle position:

Sh = Fh

(
qh

)
=
(
Xh, Yh, Zh

)T, (6)
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where qh – the vector of the handle joint positions, Fh

(
qh

)
 – the vector-function

corresponding to the handle kinematics scheme.
(2) Scaling the programmed position of the robot gripper:

Sp =
(
Xp, Yp, Zp

)T
=
(
Mx, Xh, MyYh, MzZh

)T. (7)

(3) The inverse kinematics problem related to the programmed joint positions:

qp = F−1
M

(
Sp

)
, (8)

where q – the vector of the robot joint positions, F−1
M
(q) – the vector-function

inversed to the vector-function FM(q) of the manipulator.

Figure 3 illustrates the Simulink model of the open-loop position CS: block Human-
Handle Interface calculates expressions (6) and (7); ikine_P calculates the programmed
robot joint positions, which are the input actions for the position drives of the robot links,
using expression (8); Position Drives contains the models of the robot link position
drives; fkine_P solves the forward kinematics problem related to the gripper position
using expression (4); ikine_V calculates programmed gripper velocities using expression
(3) in order to compensate for velocity errors when the robot operates in continuous-
path control mode.

Fig. 3. The model of the open-loop position control system.

Figure 4 shows the Simulink model of the closed-loop position CS with the feedback
closed through block fkine_P. Block Kp is the vector of P-regulators of the gripper
position coordinates; Kk is the vector of compensators; ikine_V calculates the input
actions for the robot joint velocity drives. The second block ikine_V is used in the vector
compensator channel in order to minimize velocity errors when the robot operates in
continuous-path control mode.
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Fig. 4. The model of the closed-loop position control system.

Unlike the traditional open-loop structures (Fig. 3), the suggested closed-loop struc‐
ture of the system (Fig. 4) enables greater precision of the robot operating in the position
control mode due to coordinated multivariable control of the robot link drives.

2.3 Human Operator Modeling

The simplest dynamic model of a HO for digital control system simulation is the linear
discrete-time model in the form of transfer function with dead time:

Wop(z) =
Bop(z)

Aop(z)
z−d, (9)

where Aop(z) and Bop(z) are some polynomials, d is the number of time intervals in the
operator’s reaction time delay 𝜏op = d ⋅ To, To – the interval of time discretization.

The dynamic blocks (9) with polynomials of the 2nd order are included in the blocks
Human-Handle Interface of the developed models (Figs. 1, 2, 3 and 4). Also, nonlinear
time functions are included for every coordinate of the handle position vector corre‐
sponding to the robot operation mode.

3 The Research of Dynamic Processes in the Biotechnical System
of Robot Position-Velocity Control

3.1 The Analysis of Processes in the Biotechnical Velocity Control System When
the Robot Performs a Transportation Operation

When the robot performs some transportation in the velocity control mode a HO quickly
turns the handle keeping it in this position and then quickly returns it in the initial posi‐
tion. In this case the trajectories of handle links have trapezoidal shape.

The results of simulation for three structures of the system are given below: 1 – for
the open-loop control with calculation of the Jacobi matrix by the programmed robot
joint positions (the switch in Fig. 1 is set to the right); 2 – for the open-loop control with
calculation of the Jacobi matrix by the real robot joint positions (the switch in Fig. 1 is
set to the left); 3 – for the closed-loop control (Fig. 2).
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Figure 5 represents the animations of the gripper and robot when the robot transports
the gripper in a required direction for all three structures. The blue curve that corresponds
to the first structure significantly differs from the required straight-line motion of the
gripper. The green curve that corresponds to the second structure is close to straight-line
motion but has a rather big contour error. The pink curve that corresponds to the third
structure is straight-line with a small contour error.

Fig. 5. The animation of the handle and the robot for three algorithms of velocity control. (Color
figure online)

Figure 6 shows the curves of the gripper velocity coordinates for the third structure
where the programmed coordinates are represented by the dash line (p) and the real
coordinates – by the solid line (r).

Fig. 6. The gripper velocity coordinates for the closed-loop velocity control.

The gripper velocity coordinates have rather big errors at the beginning of the motion
because of the influence of external disturbances on the load torques in the drives
imitated in the block T_L and, in addition, because of the HO dead time reaction. So, to
decrease these errors it is recommended to switch from initial position mode to velocity
control mode with the time delay 𝜏 > 𝜏op.

3.2 The Analysis of Processes in a Point-to-Point Motion of the Robot Gripper

HO smoothly turns the handle from the initial position to the required position. The
handle link trajectories are calculated by the polynomials of the 5th order. The simulation
results were obtained for open-loop (Fig. 3) and closed-loop (Fig. 4) position control,
when the external disturbances in the drives were not taken into account.
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Figure 7 shows the animations of the gripper and robot when the gripper is positioned
to the required point. The blue curve corresponds to the open-loop position control and
the pink curve – to the closed-loop position control.

Fig. 7. The animation of the robot point-to-point motion for two algorithms of position control.
(Color figure online)

Figure 8 represents the gripper position coordinates for this structure of the system
where programmed coordinates are shown with the dash line (p) and the real coordinates
– with the solid line (r).

Fig. 8. The gripper position coordinates in the closed-loop system for a point-to-point motion.

The closed-loop position CS provides the gripper position with smaller dynamic
errors. As it can be seen from Fig. 8 in the final position of the gripper is reached without
error.

3.3 The Analysis of Processes in a Continuous-Path Motion of the Robot Gripper

In the continuous-path mode a skillful HO moves the handle along the required trajectory
of a complex shape, e.g. a helical line. Figure 9 illustrates the animations of the gripper
and robot when the gripper should move along the helical line for two structures of the
system. The blue curve corresponds to the open-loop position control and the pink curve
– to the closed-loop position control.
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Fig. 9. The animation of the robot continuous-path motion for two algorithms of position control.
(Color figure online)

Figure 10 represents the curves of the gripper position coordinates for the closed-
loop structure of the system where programmed coordinates are shown with the dash
line (p) and the real coordinates – with the solid line (r).

Fig. 10. The gripper position coordinates in the closed-loop system for continuous-path motion.

Figure 11 shows the curves of dynamic errors of the gripper trajectory for the open-
loop and closed-loop CS calculated by the following formula:

E =

√(
Xp − Xr

)2
+
(
Yp − Yr

)2
+
(
Zp − Zr

)2. (10)

Fig. 11. The dynamic errors of the gripper trajectory of a continuous-path motion.
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The curves of errors for the open-loop and closed-loop control are shown with the
dash line (open) and with the solid line (closed).

The closed-loop CS gives a smaller dynamic error for the gripper trajectory. In addi‐
tion, the analysis of gripper trajectories in Fig. 9 shows that the closed-loop control
system enables a smaller contour (geometrical) error compared to the open-loop control
system due to coordinated multivariable position control of the robot link drives.

4 Conclusion

The comparative analysis of different algorithm structures has shown that it is reasonable
to build biotechnical systems with reconfigurable structures. The results of simulation
have proved that closed-loop algorithms of position and velocity control enable smaller
dynamic and contour errors in comparison with open-loop algorithms.

The developed computer models of the position-velocity CS allow to perform oper‐
ations set by a HO in standard operation modes taking in the account the HO dynamics.
In the developed models a HO is represented as a vector of dynamic elements with dead
time. Since the parameters of the models were not specified for a certain robot, the error
estimations obtained in the process of computer simulation are comparative.

The developed computer models can be implemented in training simulators for HOs
of BRCS in real time mode. From the ergonomic point of view, the animation of both
the handle and the manipulator on the control panel monitor can increase the effective‐
ness of HO work.
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Abstract. We propose proactive localization system as a part of cyber-
physical-social space. The proactive localization system allows to track every
mobile entity of the system: man, autonomous mobile robot, etc. It’s possible to
predict activity of the tracking object, using machine learning techniques. In this
paper we compare different machine learning models for our system, and present
the results of testing trained models.

Keywords: Proactive localization � Cyber-physical space
Time series prediction � Decentralized intellectual space

1 Introduction

1.1 Fundamental Problem

Active implementation of Internet of Things (IoT) systems contributes the creation of
fully decentralized cyber-physical-social space, representing integration of digital and
physical components into social structures. Physical components of this system can be
represented as autonomous robotic unit. This unit can offer variety of services: navi-
gation system, reference service, corporate TV, video conference, etc. So the number of
those units are limited, that’s why it’s urgent to locate them more efficient, than just
changing its coordinates from time to time. So, these robotic units can use information
from proactive localization system, which predicts location of users. Behavior of robot,
based on current and future location of users can optimize the existing resources.

The fundamental problem of proactive localization system can be formulated as
multivariate time series prediction of entities in intelligent decentralized space [1–3].
This can refer to cyber-physical-social system, where decentralized connections are
established [4–6].

1.2 Basic Algorithms

The multivariate form of the Box-Jenkins univariate models is sometimes called the
ARMAV model, for AutoRegressive Moving Average Vector or simply vector ARMA
process. The ARMAV model for a stationary multivariate time series, with a zero mean
vector, represented by
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xt ¼ x1t; x2t; . . .; xntð ÞT ;�1\t\1 ð1Þ

is of the form:

xt ¼ /1xt�1 þ/2xt�2 þ � � � þ/pxt�p þ at � h1at�1 � h2at�2 � � � � � hqat�q; ð2Þ
where

• xt and at are n � 1 column vectors with at representing multivariate white noise,

•
/k ¼ /kjj

� �
; k ¼ 1; 2; . . .; p

hk ¼ hkjj
� �

; k ¼ 1; 2; . . .; q
are n � n matrices for autoregressive and moving average parameters,

• E at½ � ¼ 0

• E ata0t�k

� � ¼ 0; k 6¼ 0
E ata0t�k

� � ¼ P
a; k ¼ 0;

where
P

a is the dispersion or covariance matrix of at.
Some of the machine learning models can be used for time series prediction. One of

such model is neural networks. For instance, LSTM-network (Long Short-Term
Memory) can be used. LSTM-network is recurrent neural network, composed of LSTM
units. This architecture is often used for sequences regression problems, provided that
there is large enough dataset (e.g., millions of history data points).

Random Forest is another machine learning ensemble algorithm, which allows to
make predictions on non-stationary time series. Additionally, it can be applied to
multidimensional datasets.

Random Forest is ensemble of Decision Trees algorithm. Decision Tree itself is
good basic classifier for bagging (bootstrap aggregation). Bagging is one of the first
simple type of ensembles; it’s based on statistical bootstrap method, which allows to
evaluate many statistics of complex distributions.

The method of bootstrap is as follows (Fig. 1). Let X is sample set of size N. We
take uniformly from the X set of objects with a return. In other words, we will choose
N times an arbitrary sample object (we assume, that each object is obtained with the
same probability 1/N), each time we select from all the original N objects. Note, that
due to the return of obtaining objects, there will be repetitions. Denote new sample
subset by X1. In this way we generate M sample subsets X1, …, XM, repeating this
procedure M times. Now we have large enough number of sample subsets and we are
able to evaluate different statistics of original distribution.

Describe briefly bagging algorithm (Fig. 2). Let X is training set. We generate
subsets X1, …, XM from original one, using bootstrap algorithm described above. Now
we train own classifier clfi(x) on each of those subsets. Final classifier averages pre-
dictions of all algorithms (in case of classification task this step is corresponded to
voting):

clf xð Þ ¼ 1
M

XM

i¼1
clfi xð Þ: ð3Þ
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Support Vector Machine (SVM) also can be applied to regression problem. This
model is similar to logistic regression in that it’s driven by a linear function wTx + b.
Unlike logistic regression, the SVM doesn’t provide probabilities, but only outputs a
class identity. One key innovation associated with SVM is the kernel trick. This kernel
trick consists of observing that many machine learning algorithms can be represented
exclusively of dot products between examples.

Original Dataset

Bootstrap samples Bootstrap samples 
statistics

Statistic 1

Statistic 3

Statistic 2

Bootstrap 
distribution

Fig. 1. Statistical bootstrap method scheme.

Learning 
algorithm

Learning 
algorithm

Learning
algorithm

Classifier 1

Classifier 2

Classifier 3

Combined 
classifier

New observation

Output/prediction

Training Set

Training Subset 1

Training Subset 2

Training Subset 3

Fig. 2. Bagging method scheme.
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2 Training the Model

To train machine learning model, we used the data that was collected by simulating the
movements of the user in Unity3D. This data contains information about the location of
the user during the working day for a period of around 2 months (23686 registrations)
and can be represented as data frame with the following columns:

• datetime – date and time of location registration (e.g. 25/3/2018 11:16:25 AM);
• user_id – id of user that was located;
• x_coordinate – position of the user x-coordinate;
• z_coordinate – position of the user z-coordinate.

After preprocessing, additional data columns were created:

• weekday – day of week represented by an integer from 1 to 7;
• time_in_seconds – time elapsed since the beginning of the working day.

Decision tree and random forest algorithms were used for the training process.
Initially, a root mean square error was taken as a metric, but such a representation was
not correct enough for this task. Therefore, we decided to use a metric that is expressed
in absolute error of prediction of location in meters:

error ¼ 1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxtrue � xpredictedÞ2 þðztrue � zpredictedÞ2

q
; ð3Þ

where xtrue, ztrue and xpredicted , zpredicted are arrays with respectively true location
coordinates and predicted coordinates.

“Weekday” and “time_in_seconds” features were selected as parameters for the
training process. Since we used cross validation, the resulting error was calculated as
the average of all errors, given on cross-validated data subsets. So for these parameters,
the user coordinate prediction error was approximately 9 m for the decision tree and
10 m for the random forest.

Obviously, this error is unacceptably high for indoor navigation. Thus we decided
to add more parameters for our model:

• x_previous – last registered position of the user x-coordinate;
• z_previous – last registered position of the user z-coordinate;
• time_difference – time difference between current and previous registration.

And for these parameters, the user coordinate prediction error was approximately
6 m for the decision tree and 0.4 m for the random forest.

After that, we carried out another Unity3D simulation, but with the involvement of
two users (Fig. 3).

To start the training process on these data we have preprocessed it as well as in the
previous case. And after training, the average error in predicting the user’s coordinates
was 0.7 m.

The following Table 1 shows the results of training with different parameters.
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3 Conclusion

Several machine learning algorithms were tested for using in proactive localization
system: support vector regression, decision trees, random forest, linear regression. As a
result, random forest has shown the least error on the testing set with 0.4 m error.
Further research is aimed at using artificial neural networks, like LSTM or GRU neural

Fig. 3. Unity3D simulation interface.

Table 1. Results of training.

Method Parameters Number of users Error

Decision tree time_in_seconds
weekday

1 �9

time_in_seconds
weekday
x_previous
z_previous
time_difference

1 �6

Random forest time_in_seconds
weekday

1 �10

time_in_seconds
weekday
x_previous
z_previous

1 �2

time_in_seconds
weekday
x_previous
z_previous
time_difference

1 �0.4
2 �0.7
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networks, that are used in sequence analysis. Also it is planned to implement deep
reinforcement learning algorithms using Unity3D ML-Agents toolkit and Bayesian
machine learning methods. It is expedient to use probabilistic methods of machine
learning, namely: oriented graphs (Bayesian networks of trust) and undirected graphs
(Markov networks and random fields). Bayesian networks of trust represent a directed
acyclic graph, to each vertex of which there corresponds a random variable, and arcs of
the graph code the ratios of probabilistic dependencies according to Bayes. Markov
networks are an undirected graph in which a set of random variables has the Markov
property that the conditional probability distribution of the future states of the process
depends only on the current state, and not on the sequence of events that preceded it.
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References

1. Levonevskiy, D., Vatamaniuk, I., Saveliev, A.: Integration of corporate electronic services
into a smart space using temporal logic of actions. In: Ronzhin, A., Rigoll, G.,
Meshcheryakov, R. (eds.) ICR 2017. LNCS (LNAI), vol. 10459, pp. 134–143. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-66471-2_15

2. Lee, J., Bagheri, B., Kao, H.A.: A cyber-physical systems architecture for industry 4.0-based
manufacturing systems. Manuf. Lett. 3, 18–23 (2015)

3. Amri, M.-H., et al.: Indoor human/robot localization using robust multi-modal data fusion. In:
IEEE International Conference on Robotics and Automation (ICRA). IEEE (2015)

4. Liu, Z., et al.: Cyber-physical-social systems for command and control. IEEE Intell. Syst.
26(4), 92–96 (2011)

5. Frazzon, E.M., et al.: Towards socio-cyber-physical systems in production networks.
Procedia CIRP 7, 49–54 (2013)

6. Shi, J., et al.: A survey of cyber-physical systems. In: International Conference on Wireless
Communications and Signal Processing (WCSP) 2011. IEEE (2011)

238 A. Saveliev et al.

http://dx.doi.org/10.1007/978-3-319-66471-2_15


Current Control in the Drives of Dexterous
Robot Grippers

Vladimir Serebrennyj, Andrey Boshlyakov,
and Alexander Ogorodnik(&)

BMSTU, Moscow, Russia
{vsereb,boshlyakov,alexander.ogorodnik}@bmstu.ru

Abstract. At present, the actuality of improving approaches to the creation of
dexterous gripper for robots with force controls and their control algorithms is
growing due to the need to develop areas of robotics related to the manipulation
of fragile objects, interaction with people, prosthetics and rehabilitation robotics.
The force control in the dexterous grippers of robots using an electric drive is
provided by current control. Therefore, the purpose of this article is to consider
various current regulators in the context of their application in dexterous grip-
pers and manipulators with the force control. PI, adaptive, relay and relay, with
adjustment of the hysteresis loop, current regulators are compared in such
characteristics as transient response, accuracy, robustness, switching losses and
switching frequency stability. The article proposes a new method for synthe-
sizing hysteresis regulators with the adjustment of the hysteresis loop, which
assumes the use of standard frequency synthesis of control systems with feed-
back. The proposed method extends such quality parameters as stability stocks,
transient time, cutoff frequency to the adjustment loop. The considered hys-
teresis controller with the adjustment loop, in contrast to the classical hysteresis
regulator, ensures the stabilization of the switching frequency and the reduction
of the current pulsations in the motor driver. The article also presents the results
of the two-finger gripper force control with the use of various current regulators
for the chosen law of forces distribution between the drives.

Keywords: Current control � Current loop � Force control � Torque control
Dexterous gripper � Gripping � Forces distribution

1 Introduction

Currently dexterous robotic and manipulation systems are increasingly used in various
technical fields. One of the important parameters determining the efficiency of such
systems is the quality of force control [1, 2]. In consequence of which today there is a
need to improve control algorithms dexterous handles and gripping devices of robots.
The most common used actuators in robotics are electric. In these, the torque control is
provided by the current regulation. Therefore, the aim of this article is to review the
work of the various methods of current control from the point of view of regulation of
the forces in the gripping device of the robot and algorithms for the allocation of force
between the actuators.
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2 Current Controllers

There are many current controllers for motors and power supplies. The most common
current controllers are linear PI and non-linear hysteresis regulators [3]. PI controllers
have small current ripples, stable switching frequency. This makes it possible to reduce
electrical energy losses and noise, in amplifiers using such regulators. Hysteresis
regulators have a shorter time of transients and better dynamic characteristics. How-
ever, at the same time they have large current ripples and a variable switching fre-
quency of power transistors or thyristors.

For the mathematical description of electromechanical processes in a drive built
based on a DC motor, will use a nonstationary model with lumped parameters [3].
Friction will be described by the Coulomb model with linearization near zero velocities
[4]. Will assume that in the sensor measurement signals the noise spectrum will cor-
respond to band-limited white noise.

2.1 PI Current Controller

The PI current controller is described by the following formula:

WðsÞ ¼ k1 þ k2
s
¼ K

Tsþ 1
Ts

; ð1Þ

where T is the time constant.
The estimation signal of the counter EMF have been added to the current loop for

increasing regulator’s dynamic characteristics (Fig. 1). The computed control voltage
value is applied to the motor after the PWM (block C2D in Fig. 1).

2.2 Adaptive Current Controller

The adaptive controller was synthesized, which during the control system sampling
interval seeks to bring the value of the current to a predetermined value. The control
voltage u is calculated by the formula:

u ¼ di
K1

þK2; ð2Þ

Where di is the current increment at the sampling interval end, K1 and K2 is the
adjustable parameters, their theoretical values are calculated from the ratios: K1 ¼
1=ðRþ L=TSÞ;K2 ¼ Ri0 þ e based on the estimation of such parameters as i0 – the

Fig. 1. PI current controller block diagram.
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current at the initial moment, e – the counter EMF, L – inductance of the armature
winding of the motor, R - motor resistance and TS is the sampling interval.

The adaptive regulator block diagram is shown in the Fig. 2. It should be noted that
such regulators are rarely used, since, despite their good dynamic characteristics,
because they are not robust.

2.3 Hysteresis Current Controller

Figure 3 shows a typical hysteresis current controller with a single hysteresis loop
(a) and its structure diagram in a mathematical model (b). Owing to their good dynamic
characteristics, simplicity and robustness, relay regulators have found wide application
both in the field of power supplies and in the field of electric drives [2, 5–8]. Due to
high dynamics of the controller, it is possible to reduce the torque pulsations and to
provide more smooth control [9–12]. The regulator has disadvantages in the form of
variable switching frequency and large current ripples. The maximum switching
frequency and pulsation range are related by the formula:

fC ¼ u
4LDi

; ð3Þ

where fC is the switching frequency of power transistors or thyristors, and Di is the
current ripple amplitude.

The maximum allowable switching frequency in the worst case determines the
hysteresis loop’s width, because current ripples Di always will be high. In addition, due
to the variable switching frequency during operation, the noise will be distributed over
a wide frequency band and it will be difficult to filter.

Fig. 2. Adaptive current controller block diagram.

Fig. 3. The current controller’s hysteresis curve (a) and its block diagram (b).
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2.4 Hysteresis Current Controller with Adjusting Loop

To reduce disadvantages of conventional hysteresis current controllers were proposed
hysteresis controllers with the adjustment of the hysteresis loop width (Fig. 4). Such
controllers stabilize the switching frequency and reduce current ripple by means
adaptation of the hysteresis loop [13, 14]. There are individual solutions to the
parameter’s choice of the controller for adjusting loop [2, 13, 15, 16]. Some of these
controllers may be require large computational resources [17, 18]. Controllers with
fuzzy logic are also may be used to stabilize the switching frequency [19, 20]. Since the
existing methods are particular solutions, there is a need to form a general approach to
synthesis of the adjusting loop.

Theoretical model. Solving the Kirchhoff’s equation [3] for stationary case, we
have:

i ¼ u� e
R

� u� e� Ri0
R

e�
t

L=R; ð4Þ

where e – is the counter EMF.
Then, in the first approximation, solving the boundary-value problem, the period

and the switching frequency in the current window of the hysteresis regulator will be
describing by the following formulas:

TC ¼ 4LDi

uð1� eþRi0ð Þ2=u2Þ : ð5Þ

fC ¼ uð1� eþRi0ð Þ2=u2Þ
4LDi

: ð6Þ

It follows from formula (6) that, the width of the hysteresis loop, which is equal to
Di, will be inversely proportional to the switching frequency.

Hysteresis controller with adjusting the hysteresis loop’s width. Synthesis of
the frequency stabilization loop. Let’s consider the synthesis algorithm of the

Fig. 4. Hysteresis current controller with an adjusting loop of the hysteresis.
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adjusting controller the hysteresis loop’s width. Formula (6), under the condition
eþRi0 � u, can be reduced to the form:

fC � u
4LDi

: ð7Þ

From formulas (5) or (6) and the transfer function of the frequency adjuster, it is
can be to form the control loop to adjust the hysteresis. It should be noted that the
overall gain in the circuit will vary with the current and the counter EMF. Moreover, in
the controller based of formula (5) with increasing counter EMF, the gain in the tuning
loop will increase and the stability stocks will decrease. Therefore, it is rational to
create loop for adjusting the hysteresis width based on formula (6), introducing feed-
back on the switching frequency in the motor driver to stabilize it. Thus, based on the
dependence (6), we obtain the reduced model of the frequency stabilization
loop. Figure 5 shows the mathematical model block diagram, where KFW sð Þ=s is the
transfer function of the switching frequency stabilization loop.

To synthesize of the stabilization loop by classical methods, it is necessary to
linearize the obtained model. Linearizing the reduced model using the dependence (7),
we obtain the linear control loop of frequency stabilization, the block diagram of which
is shown in Fig. 6.

Further, using the linear model, it is possible to use standard techniques of classical
control theory to synthesis the controller W sð Þ.

In accordance with the model in Fig. 6, the controller of the form KF Tsþ 1ð Þ=Ts2
was synthesized. The transient processes for the full model with the adjusting loop in
Fig. 4, the reduced model (6), Fig. 5 and the linearized model (7), Fig. 6 is shown in
Fig. 7. From the Fig. 7 it can be seen that transient responses of complete and reduced
model are almost identical. The linearized model, although it gives a discrepant tran-
sient response (it is due to the fact that the effect of the counter EMF and current on the
switching frequency is not taken into account), but it correctly describes the stability
margins. With increasing current and counter EMF in accordance with (5), the gain will

Fig. 5. Reduced model of the frequency stabilization loop.

Fig. 6. Linearized model of the frequency stabilization loop.
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decrease, and the stability margins increase. Therefore, by the formulas (5) and (6) it is
possible to synthesize controller, which guarantees the control system stability.

2.5 Comparison of the Current Loops Control Quality with Different
Current Regulators

For the electric drive with following parameters: resistance R ¼ 1:85 X, inductance
L ¼ 0:96 mHn, torque equation constant CT ¼ 22:9 � 10�3 Nm/A, counter EMF
equation constant CE ¼ 23 � 10�3 V * s/rad, inertia J ¼ 9 � 10�6 kg * m2, voltage
UMAX ¼ 12 V, taking into account the sampling interval of the control system equal
25 ls, the synthesis of controllers was performed. The following regulators were con-
sidered: PI current controller (PI controller), adaptive current controller (ACC), hys-
teresis current controller (HCC) and hysteresis current controller with adjusting loop
(HCCA).

Figure 8(a) shows the frequency response of for transfer functions of closed-loop
systems and transfer functions of error. The data were obtained from a series of
measurements of the system response when the sinusoidal signal is fed to the input.
The measurements were carried out at a current of 1 A, which is close to the rated
motor armature current. The figure shows that at high frequencies hysteresis current
controller have the lowest error. Moreover, the frequency response of the classic
hysteresis controller from the hysteresis controller with adjusting the hysteresis loop’s

Fig. 7. Transient response for different models of frequency stabilization loop.

Fig. 8. Frequency response (a) and transient response (b) of current control loops.
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width are not significantly different. High dynamic characteristics of such controllers
allow to provide better and more accurate torque control [21] in the gripper device
drivers or manipulator drives.

Figure 8(b) shows transient responses in current control loops with different con-
trollers. It follows from the figure that hysteresis and adaptive current controllers have
the best transient responses.

3 Force Control

Current controllers are the important elements in the dexterous gripper or manipulator.
By means current control provides force control in the electric drives [1, 22]. Above we
have discussed various current controllers, the proposed method of linearization and
synthesis of hysteresis controllers with adjusting loop. Therefore next, consider
application these controllers to force control in gripper device.

Modern dexterous gripper and manipulators can have many degrees of freedom
(DOF) and drives, as well as have a complex construction and kinematics [23, 24].
However, next, consider the torque control on the example of a two-fingered gripper
with two DOF. For a two-finger gripper the force control algorithm was implemented,
which provides a predetermined force to grip the object at any deviation of the
jaws (Fig. 9).

Taking into account the kinematics of the gripping device, the system behavior was
modeled using a solid model of the stand and drive models.

Figure 10(a) shows the resultant force and torque values at the set change for target
angle with a frequency of 6 Hz. With the use of different current controllers at such a
low operating frequency, all the current controllers provided the sufficiently accurate
torque setting. It can be seen from the figure that it is provided a constant clamping
force N ¼ 10 N.

Figure 10(b) shows switching frequency diagrams of a classical hysteresis con-
troller and hysteresis controller with the frequency stabilization loop. A hysteresis
controller with frequency stabilization loop provides the stable switching frequency of
40 kHz during operation, while the switching frequency of the classical hysteresis

Fig. 9. The design of the stand for the investigation of a two-fingered gripping device.
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controller under the influence of counter-EMF and current can be changing in 2 times.
PI and adaptive current controllers provides a stable switching frequency of 40 kHz. In
addition to the stability of the switching frequency, losses and noises caused by current
ripple are an important parameter. Figure 10(c) shows current ripples in motor driver
for different current regulators. It can be seen that the PI controller with PWM provides
the lowest current ripple. The hysteresis controller has stably large pulsations, deter-
mined by the current window. A hysteresis controller with frequency stabilization loop
provides a reduction in ripples due to adaptive reduction of the current window.

Table 1 shows the comparative analysis results of the current controllers for
manipulators and robot drives.

4 Conclusion

Different current regulators were considered for the implementation of the force control
in the dexterous gripper and manipulators based on electric drives. The method for
synthesizing the hysteresis controller with frequency stabilization loop is proposed,
which makes it possible to use classical approaches to the synthesis of feedback control
systems for the synthesis the adjustable hysteresis loop. Such a controller has a simple
structure and does not require large computing performance, in addition it can be
implemented on standard digital and analog ICs. Four basic types of regulators pro-
vided the possibility of a force control according to the selected control law. The
comparative analysis results of the current controllers are given in Table 1.

Fig. 10. Switching frequencies (a) and current ripples (b) in motor driver.

Table 1. Comparative analysis of current controllers.

Controller type PI controller ACC HCC HCCA

Accuracy Good Good Very good Very good
Response time Good Very good Very good Very good
Switching losses Very good Very good Acceptable Good
Frequency stability Very good Very good Poor Good
Robustness Good Poor Good Acceptable
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From the analysis of the obtained results it follows that for the realization of the
current loop and its use in the force control of the gripper or robot drive, it is advisable
to choose the PI current controller, as it ensures acceptable performance and control
quality at the simplest implementation. In the case of increased demands for fast
response or requirement of astaticism for current loop in terms of the counter EMF
should be choose one of the types of hysteresis controllers. If it is necessary to provide
better electromagnetic compatibility, as well as to exclude the driver switching fre-
quency to the audible or other range, the hysteresis controller with the frequency
stabilization loop should be selected. If such requirements are not imposed, it is
advisable to apply the classic hysteresis current controller.
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Abstract. This paper presents our pilot study of experiments automa-
tion with a real robot in order to compare performance of different
fiducial marker systems, which could be used in automated camera cali-
bration process. We used Russian humanoid robot AR-601M and auto-
mated it’s manipulators for performing joint rotations. This paper is
an extension of our previous work on ARTag, AprilTag and CALTag
marker comparison in laboratory settings with large-sized markers that
had showed significant superiority of CALTag system over the competi-
tors. This time the markers were scaled down and placed on AR-601M
humanoid’s palms. We automated experiments of marker rotations, ana-
lyzed the results and compared them with the previously obtained results
of manual experiments with large-sized markers. The new automated
pilot experiments, which were performed both in pure laboratory condi-
tions and pseudo field environments, demonstrated significant differences
with previously obtained manual experimental results: AprilTag marker
system demonstrated the best performance with a success rate of 97,3%
in the pseudo field environment, while ARTag was the most successful
in the laboratory conditions.

Keywords: ARTag · AprilTag · CALTag · Fiducial marker systems
AR-601M · Humanoid robot · Experimental comparison

1 Introduction

Camera calibration is an important procedure that is necessary for application
of any machine vision algorithms in robotics tasks, which require high precision
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of manipulations that are coordinated using digital cameras as a primary sen-
sor. Calibration produces intrinsic and extrinsic parameters of a camera, which
define correspondence between 2D coordinates of an object point in the image
plane and its 3D coordinates in a particular world frame, and provides distortion
coefficients to alleviate cameras lens imperfections. Classical calibration methods
require a human involvement in calibration process; the human holds a classical
checkerboard pattern [14] and manually moves it in front of a camera.

However, there is a modern way of camera calibration that implies use of
fiducial marker systems. Fiducial marker systems are popular in many applica-
tion areas, including physics, medicine, and augmented reality (AR). In robotics,
fiducials find their application in navigation, localization, camera pose estima-
tion and camera calibration. Such systems have high performance under clas-
sical chessboard system due to a more specific approach of pattern recognition
and detection. However, each system has strengths and drawbacks and cannot
be effective in all the above-mentioned application fields. We investigate how
effectively could fiducial markers perform in different environment conditions,
how a size of the markers influences their recognition rate and identify possible
strengths and drawbacks of each selected fiducial marker: ARTag, AprilTag and
CALTag. The focus of our research was to select the most suitable marker system
for a Russian humanoid robot AR-601M (Fig. 1) autonomous camera calibration.
By comparing these systems (ARTag, AprilTag, CALTag) with each other we
could understand strengths and drawbacks of each system. Fiducial systems have
a set of criteria, which determine a performance of a marker system with regard
to each criterion. In our case, we plan to place the markers on robot manipula-
tors in order to allow autonomous calibration without a human assistance, even
though it may naturally increase possibilities of marker’s arbitrary occlusion.

Fig. 1. Russian humanoid robot AR-601M.
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In this paper we systematically estimate performance potential of selected
fiducial marker systems and further analyze how each system is applicable in var-
ious scenarios (i.e., with small sizes of the marker, limitations of it position and
orientation induced by robot kinematic constraints, distance to the marker and
uneven lighting conditions in field environments). Specifics of this application
imposes particular requirements on a marker system, i.e., the selected system
should be at least resistant to some degree of a marker overlap with other parts
of the AR-601M robot.

2 Overview of Fiducials: Related Work

Each fiducial marker system is designed in a such way that its marker (or fidu-
cial) could be automatically detected by a camera with a help of the detection
algorithm. Particular design of a marker directly depends on specific application
area and, in most cases, a developed for certain purposes fiducial may not be
suitable for another application. However, most fiducials have general shape: an
external envelope (often a square or a circle) and an interior marking (an internal
image), which encodes useful information (e.g., an identification code).

One of the first fiducial marker system that was created for augmented reality
applications is ARToolKit system (its first release was in 1999 [8]). ARToolKit
has a simple approach in marker recognition in space. Firstly, ARToolKit system
transforms an image into grayscale and uses a threshold parameter for image
binarization. After this steps, the system extracts edges and corners of the image.
Basing on the identified corners, the system calculates 3D coordinates of a marker
and defines its position. To identify a marker, a symbol (i.e., an image) inside the
marker is matched against the set of ARToolKit templates. If the system succeeds
finding a match for the template, it retrieves the ID of the marker and projects
a corresponding 3D virtual object (knowing the position and orientation of the
marker) into a video frame. Digital interior recognition was absent in original
ARToolKit system, but it was implemented in future marker systems (including
ARToolKit Plus that was the next version of ARToolKit [4]).

Drawbacks of ARToolKit were listed by Mark Fiala, who later has developed
a new ARTag system, which uses a digital approach in pattern recognition [4].
Digital approach is utilized in many fiducial marker systems: an internal pattern
of a marker represents a grid of black and white square cells interpreting a bit
sequence, which is referred as a marker ID. At the moment, a large variety of
different types of fiducial markers exists: markers with a general square [2] or a
circle shape, [9] markers that consist of dots, [13] of a certain picture [6].

For our investigation we had selected three marker systems: ARTag (Fig. 2,
left), AprilTag (Fig. 2, center) and CALTag (Fig. 2, right). The ARTag [3] system
is based on ARToolKit [8], but uses a digital approach to read an internal pattern
that is a binary code (barcode) [7]. AprilTag is visually similar to ARTag (square
with a binary code inside) but has a different approach to marker detection
and recognition. CALTag was proposed as an alternative solution for camera
calibration [1] after analysis of classical chessboard-based camera calibration
and fiducial markers approach.
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Fig. 2. From left to right: ARTag (ID 2), AprilTag (ID 4) and CALTag fiducials.

This work is an extension of our previous work on fiducial marker compari-
son under various types of occlusion and rotation (Fig. 3). In [11] we used simple
experiment design and cheap web camera Genius FaceCam 1000X to investigate
markers’ performance when low cost video-capture equipment is used. For the
experiments we printed markers on a white paper and fixed them on a flat sur-
face of a neutral color to avoid marker’s false positive effect. The experiment
design consisted of systematic and arbitrary occlusion experiments. For system-
atic occlusion (Fig. 3 shows the example of experiments) each tag was covered
with a white paper template starting from the bottom so that the template
was occluding K percent of the marker’s area. Occluded area K was gradually
increased while taking a value from the 5-values array [0, 10, 20, 50, 70]. In the
case of arbitrary occlusion, each tag was randomly overlapped with one of two
different objects (i.e. metal scissors and white strip object) so that an object was
entirely located within tag’s area and thus the overlap percentage was always
kept constant. In [12] we used AR-601M front facing camera Basler acA640-90gc
(Fig. 5) in a more complicated experiment design, where we added rotations of
a marker (Fig. 4).

Fig. 3. ARTag ID 3 (top set of images), AprilTag ID 4 (middle) and CALTag 4x4
(bottom) occlusion for 10, 20, 50, 70 percent (from left to right) using FaceCam 1000X.

All experiments in [11,12] were conducted manually and this imposed limi-
tations on the work: a reasonable (but small) number of trials, an accuracy of a
marker rotation angles measurement during the experiments, and an amount
time that was consumed by the experiments. For this reason, we continued
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Fig. 4. Experiment design of marker rotation experiments.

Fig. 5. Rotation of ARTag (ID 34) marker regard to Z axis using Basler acA640-90gc.

our work using similar experiment design approach but partially automated the
experiments with a humanoid robot as explained in the next sections.

3 Experimental Setup

For the experiments we used AR-601M humanoid robot (Fig. 1) that was devel-
oped by Russian company “Android Technics” [10]. The robot has 41 active
degrees of freedom (DoF) and each of its two manipulators has 5 DoFs. Its head
is equipped with two Basler AG cameras: one camera is a rear view camera
(Basler acA1300-60gc) and another is a front camera (Basler acA640-90g). For
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this work we used only front camera and both robot’s manipulators, and con-
trolled servo drives of the neck and the head. To see robot front camera view
of AR-601M, we used Pylon Viewer program to take and save images; every
twentieth camera frame was stored in order to get frames with different marker
and manipulator positions and orientations for further use in image processing.

Official source code of AprilTag and CALTag code were compiled and utilized
for the experiments. For ARTag we used ArUco library, which also detects and
recognizes various kinds of other tag families [5]. For field experiments the tags
were printed on a white paper with the following sizes:

– ARTag: 5.6× 5.6 cm, total area 31.36 cm2

– AprilTag: 5.8× 5.8 cm, total area 33.64 cm2

– CALTag 4x4: 4.9× 4.9 cm, total area 24.01 cm2

Each ARTag and AprilTag marker has its own unique ID, which is encoded
in the internal pattern of the tag. We randomly selected ARTag markers with
IDs 2, 3, 6, and 34 and AprilTags with IDs 4, 6, 8, and 9 for all experiments
(laboratory and pseudo field experiments).

The small size of all field experiments markers is explained by the size of the
end-effector (the palm of AR-601M robot arm), where the tags were placed.

Fiducial systems have a set of criteria, which determine the performance of
a marker system with regard to each criterion. The design of markers directly
depends on their intended application area and, in most cases, a developed for
certain purposes marker may not be suitable for another application. In our case,
we plan to place the marker on robot manipulator end-effectors; thus, the pos-
sibility of marker’s arbitrary occlusion increases. This imposes the requirement
that a marker should be resistant to an overlap. We performed experimental
work in order to compare ARTag, AprilTag, and CALTag markers resistance to
occlusions, which is defined as a partial overlapping of the marker with other
objects in the scene, potentially including other parts of the robot.

The experiments consisted of laboratory and pseudo field experiments; the
technical design and light conditions were the same for both types of experiments
(i.e., we carried out the experiments in daylight and switched on ceiling lamps),
but they differed in the conditions under which the experiments were carried out.
To conduct an experiment with fiducial markers, firstly we set desired joint angles
that provide an initial pose (position and orientation) of AR-601M end-effector
to allow a good visibility of a marker as well as to select initial pose for the neck
and for the head of AR-601M (Fig. 6). Each marker was printed on a small white
paper and fixed on the back of the palm of both AR-601M manipulators. Both
manipulators performed marker rotations in order. We used AR-601M software
shell to control robot systems servo drives, check joint states and manage robot
configuration. After a set of rotations (with simultaneous capturing of camera
frames) was completed we replaced the current marker with a new one and
repeated the procedure. This way for each marker ID we obtained 14 distinct
images (frames) with the marker. Finally, these images were used by detection
and identification software for each corresponding fiducial marker.
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Fig. 6. Example of an experiment with AprilTag marker.

4 Experimental Results

Table 1 demonstrates results of laboratory experiments (Fig. 7). For each marker
ID the robot moved its palm for 3 min, and for each marker ID 200 frames
were captured with random delays of 0,1 to 2 s between the frames. Next, we
randomly selected a subset Fs of 14 different frames from the set of 200 frames
in the following manner: the first frame was selected completely at random and
added to the set Fs, while every next frame should have a significant difference
in its content (in pixels) and at least 0,5 s time difference from all frames that
are already in Fs. Next, this subset Fs of 14 frames for each marker was used
for marker detection and identification using the appropriate algorithms.

As a result, ARTag marker system was the most resilient in laboratory con-
ditions and the same (best) success rate of the system was detected for markers
ID2, ID3 and ID34 at the level of 92.8% (i.e., 13 recognized markers out of 14
input frames). At the same time, CALTag and AprilTag showed still satisfactory
but significantly lower level of success (e.g., CALTag 4x4 recognition succeeded
in 9 out of 14 frames and AprilTag succeeded in 9 to 11 out of 14 frames with
varying number of successful frames for different IDs). In laboratory conditions
many factors affected the recognition of a marker: a size of the marker, the
manipulator pose with regard to the robot camera, and input set of images.

Table 2 presents the results of a (pseudo) field experiment (Fig. 7). For this
type of experiments we used 28 frames for each marker ID, which were selected
randomly. In comparison with the results of previous experiments, AprilTag
showed better results with 97.3% average success rate. ARTag and CALTag
success rate was significantly behind: 83% and 64.3% accordingly. We believe
that the results of the field experiments strongly depended on frames selection
and lighting conditions and this issue is further discussed in Sect. 5.
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Fig. 7. Experiments in a laboratory (left) and a pseudo field (right) environments.

Table 1. Laboratory experiments with AR-601M humanoid robot.

Tag Success rate (%) Tag Success rate (%)

AprilTag (ID 4) 71.4 ARTag (ID 2) 92.8

AprilTag (ID 6) 71.4 ARTag (ID 3) 92.8

AprilTag (ID 8) 64.3 ARTag (ID 6) 78.6

AprilTag (ID 9) 78.6 ARTag (ID 34) 92.8

CALTag 4x4 64.3

Table 2. Pseudo field experiments with AR-601M humanoid robot.

Tag Success rate (%) Tag Success rate (%)

AprilTag (ID 4) 100 ARTag (ID 2) 78.6

AprilTag (ID 6) 92.8 ARTag (ID 3) 75

AprilTag (ID 8) 96.4 ARTag (ID 6) 78.6

AprilTag (ID 9) 100 ARTag (ID 34) 100

CALTag 4x4 64.3

5 Conclusions and Future Work

Fiducial markers are becoming a new alternative method for a camera calibra-
tion instead of using the classical method of a checkerboard pattern and its
variations. In this paper we investigated CALTag, ARTag and AprilTag fiducial
marker patterns in laboratory and field environment. We conducted a series of
experiments to study weakness and strengths of the selected markers. Rotations
and occlusions were selected as a comparative quality criteria as these are the
most frequent situations that occur in real world operating; e.g., a marker could
be occluded by some object between a robot and the marker or there could be
various rotations of the marker with regard to the robot camera that appear due
to robot locomotion within its workspace.
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After series of the experiments we concluded that a marker detection and
experimental identification results obtained for ideal conditions could not be
directly transferred to the real world calibration tasks. According our previ-
ous work [11,12] the idealized condition experiments on marker detection and
recognition demonstrated that AprilTag and ARTag have high sensitivity to
edge overlapping, while CALTag, due it’s design and detection algorithm, can
be detected with overlapped pattern’s edge up to 50% of marker’s area. More-
over, while AprilTag, CALTag and ARTag all showed resistance to overlapping
of their interior by small complex objects and small geometric objects, CALTag
system demonstrated the best resistance to such overlapping. Overall, manual
experiments with large size markers showed that the best performance among
AprilTag, ARTag and CALTag markers should be expected for CALTag marker.

In the similar to the previously conducted manual experiments we were
expecting similar results. Yet, the new pilot experiments in the laboratory
and the (pseudo) field environments demonstrated almost the opposite results.
ARTag demonstrated the highest success rate of 89.25% in average for the lab-
oratory experiments. AprilTag demonstrated the highest success rate of 97.3%
in average for the field experiments. And CALTag this time had the lowest suc-
cess rate of 64.3% in average for the laboratory experiments as well as for the
field experiments. We believe that the reason of the CALTag failure was its
weak resistance to scaling of the marker size. Our ongoing work concentrates on
extending these pilot experiments in order to confirm the obtained results within
statistically significant number of laboratory and field experiments. Finally, this
should lead to establishing of a new framework for self-calibration of cameras
and manipulators of a humanoid robot AR-601M, that could be further extended
to other types of robots.

Acknowledgements. This work was partially supported by the Russian Foundation
for Basic Research (RFBR) project ID 18-58-45017. Part of the work was performed
according to the Russian Government Program of Competitive Growth of Kazan Fed-
eral University.

References

1. Atcheson, B., Heide, F., Heidrich, W.: Caltag: high precision fiducial markers for
camera calibration. In: VMV, vol. 10, pp. 41–48 (2010)

2. DeGol, J., Bretl, T., Hoiem, D.: ChromaTag: a colored marker and fast detection
algorithm. arXiv preprint arXiv:1708.02982 (2017). https://doi.org/10.1109/iccv.
2017.164

3. Fiala, M.: ARTag revision 1, a fiducial marker system using digital techniques.
Natl. Res. Council Publ. 47419, 1–47 (2004)

4. Fiala, M.: Comparing ARTag and ARToolkit Plus fiducial marker systems. In:
IEEE International Workshop on Haptic Audio Visual Environments and their
Applications, pp. 147–152 (2005). https://doi.org/10.1109/have.2005.1545669
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Abstract. The recognition of hand gestures is still a challenging task in
real-life scenarios, especially when the hardware is restricted to a cheap
optical camera. The first step in such systems is to find at least one hand
that can be tracked in order to identify postures or gestures. We pro-
pose a robust and real-time method that is able to reliably detect the
hand in various environments to initialize hand-gesture communication.
It is based on an innovative combination of different sources of infor-
mation (colour, motion, trajectory) and a dynamic hand-wave gesture
commencing hand tracking and hand gesture recognition.

Keywords: Hand detection · Human-machine interaction
Initialisation of communication · Gesture recognition

1 Introduction

The research on human-machine interaction based on visual gestures can look on
a history, which longs back to the mid-90th. The progress of research and devel-
opment led even to a dedicated book [1]. Nevertheless, until today, it remains
difficult to identify the hand and to decide about its actions when the illumina-
tion and the background can be arbitrary or they are even changing.

Hand detection got a push with the availability of affordable depth cameras.
Depth information benefits the detection of object contours and extends the
scene analysis to the third dimension. As depth cameras output infra-red light,
they also can measure the distances of objects in dark environments. This advan-
tage turns into a drawback in scenarios where the objects are exposed to bright
sunlight, which contains a significant amount of infra-red radiation disturbing
the camera light [2]. Another problem arises, when there are other objects (head
or body) having the same distance as the hand and it cannot immediately be
decided which pixels belong to the hand.

The intention of the proposed approach is to provide a reliable low-cost and
real-time technology that quickly determines the position of an operating hand
in an arbitrary scene. This detection is the prerequisite, for example, for the
c© Springer Nature Switzerland AG 2018
A. Ronzhin et al. (Eds.): ICR 2018, LNAI 11097, pp. 259–269, 2018.
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subsequent tracking and posture or gesture classification. The performance is
demonstrated under various conditions.

As soon as the position of the hand centroid can be reliably determined in
each frame of an image sequence, the tracking of the hand and further processing
is possible. Information from the time-line can even benefit the detection process,
since it can be assumed that the hand does not arbitrarily jump from one position
to another, for example.

2 Related Work and Proposal

Hand detection can be described as a segmentation problem where different
features are needed for the discrimination between the object of interest and
the remaining content of the image (i.e. background and other objects). These
features are mainly derived from colour, texture, motion, and/or depth. While
textural information is hardly used for foreground-background classification, it
is typically required for the derivation of motion information. There are also
attempts to find hands based on texture, as for instance in [3].

This paper focusses on hand detection based on colour and motion informa-
tion. Depth information is not considered yet, because the low-cost restriction
limits the required hardware to a simple web camera. The aim is to make full use
of the information provided by the optical camera. However, the proposed app-
roach does not exclude the possible integration of depth information in future
set-ups.

There have been numerous attempts in the past to solve the problem of
detection and tracking. The majority of them is limited to fixed conditions. A
typical (and wrong) assumption is that there is something like “skin colour”
and this is enough to distinguish between hand and background. This colour
is mostly defined either by one or more regions in the three-dimensional colour
space, or each RGB-triple is assigned a probability of belonging to skin. Videos
from real-life show, however, that there can be many objects in the background
also having skin-like colour, including the body (e.g. forearm or the face) of the
operator. In addition, the illumination may heavily influence the appearance.
Shifts in the RGB values can be observed as well as shaded areas or bright
reflections in the hand region depending on the position of the light source. In
[4] this had been already taken into account and a more advanced technique
was proposed combining colour and motion information, while the uncertainty
in finding the correct hand position was compensated using a Hidden-Markov
model.

The problem of hand detection has also been addressed in a different con-
text than tracking and gesture recognition. [5] discusses an approach that tries
to find all hands in still images. Based on three methods working in parallel
and utilising oriented gradients, skin colour, and face and arm detection, the
hand positions and their rotated bounding boxes are determined. While showing
excellent detection performance, this approaches is far too complex for real-time
application.
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A significant step towards reliable hand tracking including the provision of
the hand shape has been presented by Stergiopoulou and his co-workers [6].
They also combine colour and motion information, while the initial colour model
adapts to the actual image content. Besides of this, a background model contain-
ing the skin-like regions has been used to improve the detection. [6] also serves as
a good review of earlier proposals, which cannot be discussed here again. Recent
successes in image classification with convolutional neural networks (CNN) have
also inspired investigations into object detection. In [7], CNNs are used to find
hands in still images with high reliability, while in [8] the detection approach is
part of a hand segmentation and activity recognition process. However, the high
computing effort does not allow real-time applications with low-cost hardware.

This paper proposes a novel method that initially identifies the operating
hand based on a probabilistic and innovative combination of colour information,
motion information, and trajectory. The influence of skin-coloured background
is significantly reduced by applying a background model that is updated frame
by frame. Even moving objects such as other hands or faces are effectively sup-
pressed. The overall complexity remains low so that real-time applications are
possible.

3 Method

The underlying idea of the proposed detection approach is to use a hand-wave
gesture. This has at least three advantages. Firstly, a wave gesture is intuitive,
like “hello, here I am”. It is similar to the initial voice command used in voice-
controlled devices, like Amazon Echo or Apple’s Siri. Secondly, this gesture does
not require hand contours or other precise information and, therefore, it can be
recognised based on relative simple techniques. Thirdly, the detection is robust
as it combines colour, motion, and constraints on the hand-position sequence,
while minimizing the chance of false detections of other skin coloured objects.

In our system, the captured images are resized down to 320 × 240 pix-
els ensuring a real-time processing on state-of-the-art computers. All empiric
thresholds are related to this size, if not differently stated. The next subsections
describe how the necessary information is derived and combined.

3.1 Colour Information

Based on the ideas of [10] a skin-colour model is established that defines for
each RGB triplet a probability of belonging to a skin region. These probabilities
have been learned once in an offline training phase based on annotated pictures
(HGR and ECU data banks [10,11]). The probability of colour c belonging to a
skin region is determined by

Ppredef(skin|c) =
n(c,Xskin)

n(c,X)
, (1)
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with n(c,Xskin) being the frequency that this colour occurred in a skin region
and n(c,X) being the total number of observations of this colour.

As already discussed in the introduction, such a predefined (offline trained)
model might fail when the actual light conditions produce divergent colours.
To overcome this problem, we implement a second colour probability model
Padapted(skin|c) that is initialised by the predefined probabilities. If the hand-
blob position could be determined with a sufficient reliability, the second colour
probability model is updated frame-by-frame by increasing the number of obser-
vations for each colour according to Eq. (1). Strictly speaking, this adapted model
does not represent general skin-colour probabilities but hand-colour probabilities
in the actual scenario.

a) b) c)

d) e) f)

g) h) i)

Fig. 1. Combination of skin and movement information: (a) original image, (b) skin-
probability map (predefined); (c) skin-probability map (adapted); (d) skin-coloured
background; (e) motion-vector field; (f) movement-probability map; (g) multiplica-
tive combination of (c) and (f); (h) binarised version of (g); (i) after morphological
processing

Figure 1 shows an example of an image and results of different processing
steps. The pictures (b) and (c) visualise the difference between the predefined
and the adapted model after 38 frames of a test sequence. In the adapted colour
model, the wooden bars have a much lower probability of being part of a skin-
coloured object and hand pixels now show a higher probability. However, as the
update process cannot utilise the correct hand contour, also background pixels
in regions that have been temporarily occluded by the moving hand could be
assigned higher probabilities.
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3.2 Motion Detection

Motion is the second source of information in our set-up. Based on the method
of Farnebäck [12], a dense motion-vector field is generated. A vector v = (dx, dy)
represents the horizontal and vertical movement of each pixel. The magnitudes
of the motion vectors are converted into a movement-intensity map (Fig. 1e and
f). It can be seen that, due to the camera noise, some movement is also detected
for non-moving image content.

The normalisation of the vector magnitudes

|v| =
√

d2x + d2y, (2)

to their maximum value transfers the intensity map into a probability map

P (motion|v) =
|v|

max
[
10,max

i
(|vi|)

] , (3)

It must be considered, however, that the motion-detection process generates
vectors that are affected by noise and the maximum motion vector can be very
small if there are no moving objects. To avoid these problems, the normalisation
value is limited to a minimum vector length of 10 pixels.

3.3 Combination of Skin and Movement Information

The hand-detection is based on the assumption that there must be a skin-
coloured object that is moving. Consequently, the probability, whether a pixel
belongs to the waving hand, is the product of both single probabilities

P (hand) = P (motion|v) · Padapted(skin|c). (4)

This is an effective method to eliminate non-moving objects in the back-
ground (Fig. 1g).

3.4 Determination of Hand Position

After computation of the hand probabilities the resulting map is binarised
yielding the hand object and some spurious blobs. In contrast to many other
approaches, we do not apply Otsu’s method but determine the binarisation
threshold in such a manner that the sum of the entropies of the resulting sub-sets
is maximised [13], as it showed a better trade-off between missing hand parts and
false detection of background pixels in our set-up. Figure 1(h) shows an example
of a binarised probability map.

When the image contrast is rather low, it can happen that sufficient large
motion vectors are determined only at the boundary of the moving hand, while
no motion can be recognised for the inner part of the hand and the wrist. The
binarisation can lead to scattered binary objects (blobs, Fig. 2c) necessitating
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special morphological post-processing. At first, possibly scattered small blobs
have to be merged via dilatation using a circular structural element (Fig. 2d).
The diameter ds of the structural element is dependent on the size of the largest
blob, roughly according to ds = 25·exp(−blobSize/9000). Afterwards, the largest
blob is newly determined and connected with surrounding blobs if (i) they have a
contour point that is closer to the largest blob than the half of their own contour
length and (ii) they do not have a contour point that is farther away than the
doubled width or height of largest blob’s bounding box. The second condition
avoids connections with lengthy blobs which probably belong to structures in
the background.

a) b) c) d) e) f)

Fig. 2. (a) low contrast within hand region; (b) probability map P (motion); (c) bina-
rised P (hand); (d) after dilatation and connection of blobs; (e) filled convex hull in the
lower third of the blob; (f) blob after holes are filled and erosion

This results in a binarised hand probability covering only some boundary
parts of the hand region (Fig. 2c), which cannot be closed by simple dilatation.
After connecting the largest blob with small nearby blobs (Fig. 2d) two little
blobs are spuriously connected to the main blob, however, the bottom region
could correctly be extended. Nevertheless, the hand structure remains open in
the wrist region. Drawing the convex hull around the entire blob would close
the open parts and would surely comprise all pixels of the hand. If, however,
the fingers are spread, too much background pixels would be integrated in the
blob spoiling the skin-colour-adaptation process. The dilemma can be resolved
by drawing the convex hull only around the lower third of the blob (Fig. 2e). This
closes the blob structure in the hand-palm region while keeping the separated
fingers.1

Finally, all holes in the resulting blob structure are filled and the blob is
eroded (Fig. 2f) using the same structural element as the dilatation described
above. This also removes the spurious spot, which can be seen in the top-left of
Fig. 2d). This well-designed sequence of morphological operators yields a binary
image in which the largest blob represents the region of the waving hand and
can be used to determine the current hand position (centroid of the blob).

1 During the hand-wave gesture, it can be assumed that the hand is presented with
fingers pointing upwards.
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3.5 Removing the Forearm

The detected moving foreground object does not only contain the hand but also
the forearm if the latter is uncovered. This affects the hand-position determina-
tion and the adaptation of the skin probabilities. Hence, the forearm has to be
removed. This problem had been addressed already in [9,14,15]. Typically the
palm region is first identified based on a distance transform of the blob, then
the wrist position is located. We follow a similar approach including some new
steps that increase the reliability in difficult scenarios. The entire procedure is
explained in the following with reference to Fig. 3.

a) b) c) d)

e) f) g) h)

Fig. 3. Removing the forearm: (a) hands from original image; (b) hand blobs; (c) dis-
tance transformation; (d) points of largest distance and maximum inscribing circle; (e)
principal component analysis; (f) shifted inscribing circles; (g) dividing lines between
hand and forearm; (h) final hand blobs (Color figure online)

Palm and Orientation of the Hand. A distance transformation (Fig. 3c) of
the hand blob yields a point c = (cx, cy) having a distance to the blob boundary
that is equal to the radius r of the largest inscribing circle. So, ideally c is
representing the palm (Fig. 3d). Based on a principal-component analysis, the
orientation of the blob is determined (Fig. 3e, green line: main axis; blue line:
orthogonal axis).

Modifying the Position of the Inscribing Circle. There are cases where the
inscribing circle is not at the correct position. Figure 3(d) shows three examples
where (i) the circle is almost at the top of the blob (blob of a fist), (ii) the
circle is in the middle of the hand (with closed fingers), and (iii) the circle is
at the wanted position (hand with spread fingers). Obviously, in some cases the
position of the circle has to be corrected by shifting it towards the wrist. This is
done by taking advantage of the distance d between the circle centre c and the
top of the hand (with respect to the orientation of the hand).

In order to find the offset Δc by which the centre point of the inscribing circle
has to be moved along the main hand axis, three fix points can be identified.
First of all, if the palm is correctly located (d = 3 · r), no movement is necessary.
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Secondly, if the distance d = r (circle touches the top of the hand), it is assumed
that the hand is actually a fist and probably the circle is located right. The
maximum Δc = r is required when the circle is in the middle of the hand blob
(d = 2 · r). Between these points, a linear function is assumed to be helpful.

When the distance d is greater than 3 · r, then no correction is performed
because it is most likely that r simply has been underestimated. This can happen
if the blob contains only part of the entire hand.

The result of the modification can be seen in Fig. 3(f). The shifted circle
represents the palm region much better than the original one.

Calculate Tangent of the Inscribing Circle. In order to correctly separate
hand and forearm, the tangent of the inscribing circle that is orthogonal to the
main principal axis is required, Fig. 3(g). All blob pixels below this tangent are
erased yielding the final hand blob, Fig. 3(h). The entire procedure enables a
fast and largely accurate forearm detection and removal with respect to the
orientation. It is rotationally invariant on the condition that the hand is always
in an upright position and not tilted more than 90◦ to the left or the right.
This method offers an excellent compromise between forearm-removal ability
and computational time compared to the approaches in the cited literature.

3.6 Evaluation of the Wave Gesture

If the hand-blob position can be determined for a sequence of images, it must
be checked, whether the direction of movement has changed. As we assume that
the hand wave is performed horizontally, only the horizontal components of the
corresponding motion vectors have to be evaluated.

The entire process uses a simple state machine comprising the states: “no
object found”, “skin-coloured object is moving”, “movement has changed its
direction once”, and “movement has changed its direction twice”. If the last state
is reached and the distance (d(wave) in Fig. 4) between the two reversing points
is larger than a half of the blob’s bounding box, then the hand has reliably been
detected and can be tracked. The state machine is accompanied by a consistency
check. The state machine is reset, when the current centroid position is not within
a region that can be predicted based on the previous position and the motion
vector field. Changes of motion directions are only taken into consideration if the

d(wave)

Fig. 4. Determination of direction changes
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average horizontal movement exceeds a distance of three pixels.2 In addition, the
motion direction must have been consistent for the last 200 milliseconds assuming
that the whole motion in one direction typically lasts about a half second.

At the reversing points, the movement is typically close to zero and the hand
blob cannot be determined correctly because the probability of being part of a
hand decreases for all pixels, see Eq. (4). A missing blob is tolerable for a period
of about 200 milliseconds. This duration has been determined empirically. If the
blob cannot be found for a longer time, the state machine is reset to its initial
state.

3.7 Generation of a Skin-Colour Background Image

After the first direction change has been detected, the hand-blob position is
known with certain reliability. From now on, the adapted skin-probability map
is copied for each frame into a skin-colour background image excluding the region
of the identified hand blob.

This background information can improve the combination of colour and
motion as described in Subsect. 3.3. Equation (4) is modified to the heuristic
formula

P (hand) = P (motion|v) · max [0, Padapted(skin|c) − b] ,

while b = Pbackground(skin|c) is the skin-probability value of the corresponding
background pixel. This technique effectively avoids the leakage of the hand blob
into skin-coloured background regions and suppresses slightly moving objects
like faces.

4 Results

Figure 5 shows the results directly after the second direction change of the puta-
tive hand blob has been detected. From left to right, the images contain: the
original frame with a green dot indication the centroid of the detected blob, the
probability map of the predefined skin-colour model, the probability map of the
adapted skin-colour model, the skin-coloured background, the hand-probability
image, and the final blob.

As can be seen, the original images are very diverse with respect to back-
ground colours and texture, the contrast, and the lighting conditions. The
adapted skin-colour model reflects the colour of the moving hand at least as well
as the offline trained model and mostly much better. In Fig. 5(b) the inner parts
of the hand palm have the same colours as the wall in the background, which
makes the distinction very difficult. Figure 5(c) shows challenging conditions not
only with respect to the colours in the background, but also the shirt seems to be
much more skin-like than the hand according to the predefined skin probability
map. During the short wave gesture, the actual hand pixels are assigned higher
2 Keep in mind that the vector magnitudes are often close to zero for inner hand parts.
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a)

b)

c)

d)

e)

Fig. 5. Results after wave gesture has been completed for different sequences. The four
pictures in the middle show the probability maps Ppredef(skin|c), Padapted(skin|c),
Pbackground(skin|c), and P (hand); the darker the pixel is, the higher is the probability.
See text for more details. (Color figure online)

probabilities in the adapted model. Nevertheless, the binarisation keeps parts of
the shirt leading to a blob that is too large. The hand detection is still successful
as hand and forearm could be separated using the dedicated processing step.
Figures 5(d) and (e) underline that the approach is able to keep finger informa-
tion when the conditions are sufficiently good. It has to be mentioned that the
method also works well when the camera is slightly moving.

5 Summary

We have presented a very robust method for the initial detection of a skin-
coloured moving object (the hand). The probabilistic combination of colour and
motion information, the inventive sequence of morphological processing steps
together with a time-line observation of the position reliably finds the waving
hand. The adapted skin-colour model is another key feature as the predefined
skin-colour model tends to fail under realistic light conditions. The generated
skin-coloured background image suppresses the influence of other skin-coloured
objects, especially slightly moving faces or persons in the background. Forearms
can be removed with sufficient accuracy.

The entity of the different processing steps is not required in each scenario
and some steps might have no effect sometimes. However, the conditions in real-
life applications vary a lot making it necessary to have a cure for each case
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at hand. Supporting reproducible research, all image sequences and the hand
detection software can be downloaded from [16].

References

1. Premaratne, P.: Human Computer Interaction Using Hand Gestures. Springer,
Singapore (2014). https://doi.org/10.1007/978-981-4585-69-9

2. Langmann, B., Hartmann, K., Loffeld, O.: Depth camera technology comparison
and performance evaluation. In: Proceedings of the 1st International Conference
on Pattern Recognition Applications and Methods, pp. 438–444 (2012)

3. Triesch, J., von der Malsburg, C.: Robust classification of hand postures against
complex background. In: Proceedings of 2nd International Conference on Auto-
matic Face and Gesture Recognition, pp. 14–16, October 1996

4. Chen, F.-S., Fu, C.-M., Huang, C.-L.: Hand gesture recognition using a real-time
tracking method and hidden Markov models. Image Vis. Comput. 21(8), 745–758
(2003)

5. Mittal, A., Zisserman, A., Torr, P.H.: Hand detection using multiple proposals. In:
BMVC, pp. 1–11 (2011)

6. Stergiopoulou, E., Sgouropoulos, K., Nikolaou, N., Papamarkos, N., Mitianoudis,
N.: Real time hand detection in a complex background. Engin. Appl. Artif. Intell.
35, 54–70 (2014)

7. Deng, X., Zhang, Y., Yang, S., Tan, P., Chang, L., Yuan, Y., Wang, H.: Joint hand
detection and rotation estimation using CNN. IEEE Trans. Image Process. 27(4),
1888–1900 (2018)

8. Bambach, S., Lee, S., Crandall, D.J., Yu, C.: Lending a hand: detecting hands and
recognizing activities in complex egocentric interactions. In: IEEE International
Conference on Computer Vision (ICCV), pp. 1949–1957, December 2015
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Abstract. This paper describes the principles of control of multi-agent robotic
systems. It is a new area of robotics oriented for introduction of robotic not only
into industry but into life of human. The main principles of collaborative robotics
are the safety of human and easiness of robot control. The problem is how to
control not a single robot but a group of robots working together. It is most
important for such tasks as rescue operations, environment monitoring etc. Some
approaches to solve the task of human control of a group of robots are presented
in the paper.

Keywords: Collaborative control · Multi-agent system · Decentralized systems
Dialog mode · Collaborative robots · Engineering education

1 Introduction

Collaborative robotics is a new stage in the development of the technogenic human
environment. The basic requirements towards a collaborative robotic system (CRS) are
the safety of the robot operating in a working area where a human being is also present,
as well as the robot’s easiness in handling, not requiring any special operator training.
In our opinion, the term “collaborative robotics” is much broader than the frequently
used “service robotics”, because it is associated not only with the facilitation of human
activities and the provision of certain services. CRS applied in various fields use groups
of robots jointly solving common tasks. Two related problems arise here. The first is the
need to provide for well-coordinated functioning of the individual robots that interact
with each other and form the actual multi-agent robotic system (MARS). The second is
the use of MARS in interaction with the person who manages the system, bearing in
mind that the system agents might find themselves in an area where other people are
also present. That said, management should remain simple enough for the operator, and
the functioning of the robotic agents should be completely safe for the people and the
technical equipment located in the MARS envelope area. We should point out that the
application range of such systems is far beyond the examples mentioned above, as it is
not limited solely to use in extreme environments. These can be health care systems in
hospitals, involving the use of groups of robots for various purposes, and robots designed
for training in schools and universities.

© Springer Nature Switzerland AG 2018
A. Ronzhin et al. (Eds.): ICR 2018, LNAI 11097, pp. 270–279, 2018.
https://doi.org/10.1007/978-3-319-99582-3_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99582-3_28&domain=pdf


It is apparent that the use of groups of robots puts forward new requirements both
towards the structure of the navigation and control system, and towards the organization
of interaction with the operator, as well as towards the very methods of controlling the
individual robotic agents. In this case, we can refer to a new class of robotic systems,
that is, the collaborative MARS.

2 The Structure of Multi-agent Collaborative RS

The “collaborativeness” concept significantly expands the opportunities of the group
management of robots, both for manipulative and mobile robotics. As is known, the
group management systems belong to the multi-agent systems type, and two basic
approaches are used in their management: the centralized and the decentralized
approach. The first is intended for cases where similar agents perform similar tasks. The
second is effective if agents have diversified structures and are able to perform various
tasks.

A collaborative mobile robot is an intellectual agent functioning in an environment
that is not completely deterministic, and its task is not clear. An example of such a task
is the patrolling of some large crowded space, say, airport, railway station, hypermarket,
etc. The unified robotic system, including both fixed and mobile observation stations,
has to identify potential offenders at transportation facilities.

The priority task is to design a hardware and software package that includes a
computer vision system and a group of mobile robots, in order to detect, track and
accompany people whose appearance and behavior is deviant, and to convey the infor‐
mation about such persons to the operator’s post. It should be pointed out that the group
has a common goal, according to the general task. The goal is further divided into local
targets of individual robotic agents, with each agent having its own route. The agents’
algorithms are not completely formalized, due to the fact that the actions of the surveil‐
lance object cannot be known in advance. For instance, the surveillance object can move
into another robot’s patrolling area, or another object may attract the agent’s attention.
The robot perceives the movements of people in its patrol zone as non-deterministic.
Thus, the agents have to modify their preset algorithms, such as their routes, agreeing
them among themselves and with the operator. Preliminary analysis has shown that the
solution of complex problems under conditions of uncertainty primarily requires a
distributed system of a hybrid type, combining the centralized and decentralized
systems. Here, team management is performed by way of the agents’ exchanging infor‐
mation. The managing center sets up tasks and deals with the processing of the current
information.

Thus, a hybrid MARS unit includes a control center, a team of robotic agents with
different “specialization” and auxiliary equipment. The human operator’s functions
include system monitoring and taking decisions in complex or difficult situations. The
control center performs team management as a whole, giving appropriate commands,
and processes the information received by the robots during the performance of their
tasks. Depending on their functional abilities, the robots may perform surveillance,
search or technological tasks. According to the tasks received from the control center,
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the robots exchange messages, join into groups and distribute tasks among themselves
according to the specified optimality criteria.

The modular [1] structure of the MARS hierarchical control system includes four
levels. The control center is the first level of the control system. It contains the instruction
control unit which is responsible for the instruction sequence generation and for passing
those instructions along to the robots; there is also a data processing unit which receives
information from the robotic agents and from the auxiliary gauges and information tools.
The second level is responsible for the overall planning of the MARS actions. It breaks
down the tasks to be solved by MARS into simpler tasks and distributes them among
the robots. Using the appropriate algorithms, target point coordinates for each robot are
determined.

The third level provides the robots’ movement trajectories via the local planning
algorithms which are based on a method similar to the method of potentials. Generation
of the motion trajectories requires knowledge of the robots’ current coordinates in the
workspace; this task is solved by the combined navigation system.

The fourth, executive, level performs the direct interaction between all MARS
elements and the outer environment. It is responsible for the creation of control signals
for the robots’ drives, navigation sensors, special and auxiliary equipment, and it also
supports the sensor system operation.

3 Scheduling

The implementation of both centralized and multi-agent (distributed) control methods
requires solving of the global planning tasks. That is, a bigger task is to be broken down
into smaller-scale tasks and distributed among the individual agents according to the
general (global) task facing the group. In case of centralized management, the control
center distributes the tasks among the team of robots according to the established opti‐
mality criteria. Usually, the task time serves as such criterion. The easiest way to solve
tasks of centralized control is the direct search method. However, in most instances it
is impractical because it takes too long. Evolution methods (genetic algorithms) also
require considerable time due to their computational complexity. Due to this, a simpler
weighted algorithm [1] has been worked out, tested and introduced. It allows managing
a team of robots in real-time mode. The tasks to be solved by a group of agents are
perceived as known. As it has been already said, all robots are similar and each task can
be solved by several robots. For each robotic agent, the control center forms an array of
weights {cij}, where i = 1,2,…,n stands for the robot number, and j =1,2,…,m stands for
the task number. This array contains the proposed tasks of a robot, for instance, the time
or energy required to solve each task. The control center has to distribute tasks among
the group of robots. so that to minimize the appropriate graphs of weights (Fig. 1a). For
instance, for the first task a robot with the number “i” is selected and provided with
minici1.
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Fig. 1. Group task distribution patterns: centralized (a) and multi-agent (b).

When there are many robots in a group, centralized control appears to be somewhat
inexpedient. Among its drawbacks, there will be low reliability of the system, heavy
workload on communication channels and high consumption of computing resources of
the control center. Besides, centralized approach will be ineffective for working areas
with rapidly changing parameters.

The second pattern of task distribution among robots is devoid of these drawbacks.
It is multi-agent (distributed) control task setting where agents themselves distribute
their tasks to build the collaboration basis on the specified optimality criteria (Fig. 1b).

This task distribution is optimally achieved through “auction” type negotiation
pattern which is based on information exchange between individual agents. At the
auction, resources are announced which are required for the agents to achieve their goals;
that is, they are, so to speak, “set up for sale”. Resources are limited, and so the agents
compete in the “bidding” process. When tasks are distributed among the robot team,
tasks themselves serve as resources. The expediency of the “purchase”, that is, assign‐
ment of specified tasks to each robot, is estimated by the set criterion of optimality [2].
On each stage of the auction, robot agents form their own weight arrays, and one of them
becomes leader. From the responding agents, the leader chooses those who offer the
lowest weight loss and sends them a command to carry out the task. At the next stage,
another agent currently on standby will become leader. The auction is held until all tasks
are distributed. Thus, multi-agent management pattern ensures self-organization of the
system and increases its operational reliability. Comparison of the multi-agent patterns
has shown that the task distribution algorithm based on the “auction” communication
model, is much simpler from the computational point of view (0.12 * n times, n >> 8)
compared to another well-known multi-agent method of collective plan improve‐
ment [3].

For multi-agent task distribution, each robot agent has to be able to exchange infor‐
mation with all the other robots that make up the team. This problem can be solved by
dividing of the team of robots into smaller groups, each having its leader agent who will
be able to exchange data with the rest of the agent forming the group. The number of
such leaders should be kept minimal. As a result, the robot team is broken down into
smaller groups each having a leader. After that, within each formed group it will be
possible to use the previously considered multi-agent task distribution algorithm.

The easiest task is uniform distribution of robots in the working area. A more mean‐
ingful task is to move robots to specified target points and to perform operations at these
points. In the latter case, the control system has to provide robots with appropriate routes,
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that is, to solve local planning tasks. The appropriate algorithms are implemented on the
third level of the control system (Fig. 2). They are basic for the trajectory formation unit.
The kinematic analog of the well-known “method of potentials” can be used as the basic
algorithm for trajectory formation. The implementation of this method ensures uniform
distribution of robots in the work area when it is examined for emergencies. It also
ensures the transfer of the robots to the required target points for the performance of
technological operations. In both cases, this method enables the robots to avoid collisions
with fixed and moving obstacles, including other robots. In particular, the considered
method of multi-agent management was effectively used for mapping of terrain exposed
to radioactive contamination [1]. The robots collecting data are evenly distributed across
the work area and the required parameters are measured. The measurement results are
fed into the control center database and plotted on the special-purpose local map.

Fig. 2. Graphic model (a), mock-up specimen of robots (b).

4 Dialog Control of Multi-agent Robotic Systems

Management of autonomous mobile robots on the operator’s part takes form of setting
the tasks and the dialogue accompanying the performance of those tasks. This manage‐
ment requires “natural”, from the human point of view, space-time relations  [4] which
greatly facilitate the task of controlling the robot. The description of a robot’s outer
world includes both the description of objects relevant for the performance of the set
task, and the spatial relations between the objects of the world, including the robot itself.
Extensional and intentional fuzzy relations are used to describe the spatial relations
between the objects of the working scene [4]. The first include the relationship of position
and orientation of objects. For instance, “object a1 is far away, ahead and to the right
of object a2”. Intentional relations include such relations as “to contact”; “to be inside”;
“to be out”; “to be in the center”, etc. Using formal rules of conjunction and disjunction,
from elementary spatial binary relations it is possible to obtain other relations encoun‐
tered in practice.
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The current situation embracing M objects, including a controlled robot, is described
by a binary frame system (<object m>, <relationship>, <object n>), m, n = 1,2,…,M.
If the fuzzy binary relations between all objects that can be observed by the robot in the
course of movement are set in advance, then we will get a fuzzy semantic network, or
a fuzzy map. Using this map, it is possible, in particular, to navigate the robot along the
observable benchmarks, i.e. the objects whose position was known in advance [5]. The
image of the current situation may include other fuzzy features besides the spatial
ones. [6].

Since the outer world is continuously changing both due to the movement of the
objects under surveillance and due to the movement of the robot itself, the description
of the situation will also vary with time. This circumstance requires taking into general
consideration not only spatial but also temporary relations in the outside world, such as
“to coincide”, “to take place earlier”, or “to follow”. Such relations have to be used, in
particular, for control of mobile robots moving around areas that contain other moving
objects [7]. They make it possible to provide for automatic accompaniment of mobile
objects, or to avoid collision with them.

Having described the current situation in the language of linguistic variables and
fuzzy relations, one can specify the behavior of an autonomous robot in an external, not
completely defined environment using fuzzy rules of the production type. These behav‐
ioral stereotypes have the form of production rules: “if the situation is Si, then the tactics
is Ti”. Typical situations can be input in the robot’s fuzzy knowledge base in advance,
using the experience of the human operator. Using this database, a set of behavioral rules
(tactics) can be drawn up that correspond to the pursuit of a new object, exit to a specific
point shown on the electronic map, etc. The tactics themselves can be included into the
robot’s knowledge base by way of teaching a neural fuzzy system on which the fuzzy
controller is based [8].

Operator can only inform the robot of the final goal of its movement in a space with
a partially known structure. In this case, there arises the problem of autonomous traffic
planning, which requires special consideration [9]. The planning is accompanied by a
dialogue with the operator. The organization of the interactive control system involves
the formation of a speech interface that includes a recognition module and a linguistic
analyzer. The first module is a device for converting speech signals and interpreting
them as separate words or phrases. The linguistic analyzer performs syntactic and
semantic analysis of the statement, making it possible to fill-in the frame slots used for
the description of actions [10].

5 Mobile Robotic Agent in Collaborative Robotic System

The control system of a mobile service robot is a two-tier architecture which consists of
a base unit and an extension unit [11]. The base unit of a control system is responsible
for controlling the movement of the mobile robot. It collects and analyzes sensory infor‐
mation, draws up a map of the working area, localizes the robot and its surrounding
objects, schedules the route and manages the movements of the robot, including manip‐
ulation of objects.
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The extension unit of the control system provides a mechanism for collaborative
interaction of the robot with the human companion in the natural language. They interact
through a dialogue block, with the help of which the human companion forms a sequence
of tasks for the robot. When a task is formed in a natural language, its description is
related to the working area topography, geometric coordinates indcated on the room
plan, or is linked to certain objects or interaction with them.

Multimodal representation of the surrounding space in the form of a multi-layered
map of the robot’s working area provides for the mobile service robot’s safe movement
and effective interaction with its human companion.

A robot designed by Applied Robotics Ltd can be considered as an example of a
mobile collaborative robot. It is a multifunctional robotic complex intended for various
service and educational tasks. It consists of a differential type mobile chassis, anthro‐
pomorphic torso with two movable manipulator hands having five grades of mobility,
and a head with two grades of mobility. The height of the robot is 130 cm. The load-
carrying capacity of the manipulator arm is 0.75 kg, the battery life is 8 h.

The control system of the mobile collaborative robot is based on a combined modular
hardware and software complex. The hardware complex includes navigational, onboard
and multimedia controllers. Navigational controller processes the sensory device read‐
ings, builds a map of the surrounding space, detects the position of the robot and the
objects around it, arranges the robot’s routes and controls its movement. The onboard
controller is the key element of the robot’s control system. It is intended for the imple‐
mentation of the basic robot control programs and for the management of functioning
of the robot’s systems. The multimedia controller is intended for the implementation of
the of the robot’s human-machine interfaces, such as remote telepresence system, speech
dialogue system and graphic information visualization system. The robot functions in
cooperation with a human companion, who manages the robot through natural language
speech commands.

Besides interaction with the human companion, the robot can interact with people
around it, when it encounters them on its route. In this case, the robot has to plan its
further route so that to ensure traffic safety. Since the robot is operated under restricted
conditions, i.e. among people who are constantly near and who move in close proximity,
the robot control system is designed so that it would be able to assess the environment
it is interacting with.

The robot’s onboard sensor systems represent the surrounding space as an aggregate
of a topographic plan, security areas, traffic control areas and a local map. The topo‐
graphic plan is a geometric plan of the room divided into zones which are further subdi‐
vided into traffic control zones and zones associated with the job performance. The
surrounding environment is clarified by way of compiling the information from a variety
of different local maps obtained from the onboard sensor systems. For instance, the map
received from the laser-beam scanning range meter will be used for the robot’s locali‐
zation on a topographic plan, and the map taken from the array of sonars located around
the robot’s perimeter will show the presence of objects around the robot during its
movement. As a result, the assessment of the working area alteration, together with the
task posed, allows to form a sequence of safe robot maneuvers for movement in rapidly
changing constrained conditions.
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6 Educational Complex for Studying the Methods of the
Collaborative Robotic System Management

To test the various group behavior scenarios of robotic agents and to prevent possible
collisions, the Center for Education and Research “Robotics” of the Bauman Moscow
State Technical University has designed a software model for decentralized control of
a group of mobile wheeled robots in the Matlab1 environment (Fig. 2a) and their large-
scale models (Fig. 2b).

The simulation was performed to solve the tasks of planning the robotic agent’s
actions in the group and the actions of the group as a whole. The simulation also provided
for a possibility of obstacles (passive objects) hindering the movement of an individual
robot along its route, which the robot had to bypass in automatic mode. When were
present in the working area, one of the tasks of the robotic agents was to select the
tracking object automatically taking into account the distance and the orientation of the
appropriate robotic agent. At the same time, it was possible to automatically engage
another robotic agent in tracking of the object. In turn, it required redistribution of escort
objects among the robotic agents.

The studies have shown that the centralized group planning system is too complex
from the computational point of view, because it depends on the number of agents in
the group. Besides, it significantly complicates information exchange between the robots
and the operator. Therefore, for the model development we used a method that we called
“method of distributed action planning”. In this case, each robot of the group independ‐
ently solves the task of planning its actions in the current situation. A robotic agent which
is a member of the group can change its actions solely on the basis of information
concerning the current state of the environment, current situation and actions of other
robots of the group, for a certain time interval. A desired action of a robot in the current
situation is an action that contributes the most towards the achievement of the common
(group) goal, i.e. gives the maximum possible increment of the target functional.

The modeling assumed that the “effect” of Rj robot achieving the goal Xi ∈ {X} was
determined by the meaning of a certain a priori efficiency assessment
dji = F(Sj, Xi, Ki), where Ki is the priority of the target Xi. Then, the task of target allo‐
cation within the group of robots will boil down to the need to distribute robots

Rj (j = 1, n) among the subjects Xi (i = 1, m) so that to obtain the maximal cumulative
effect

Y =

n∑

j=1

djij
,

where ij is the number of target Xi selected by robot Rj.
The formation of the functional took into account that the number of the robots in

the group n
i
 sent to the same target Xi at the same time should not exceed a certain nmax

i
,

i = 1,2,…m, which is selected based on the required group behavior strategy, and

1 The mathematical and software models were developed by V.G. Ponomaryov.
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depends on the target priority, or on the correlation between the number of the robots
and the targets.

Agent’s control system includes two levels. The upper level (the action planning
module) is intended for constructing of the robot’s route and for setting the task to the
lower level (the route module) that forms the control of the robot drives.

The action planning module of a robotic agent implements an iterative procedure for
optimizing the collective solution in accordance with a given efficiency criterion, say,
minimization of the total distance covered by the robots. The central part of this module’s
pattern is PU processor node PU, implemented as a finite automaton. The PU input unit
receives information about the ID of the object, vector E denoting the environmental
situation, vector S denoting the robot’s condition, vector K denoting coefficient, and SM
vector denoting the route module condition. At the output, the elements of the action
vector A = (T, S) and the vector of the robot condition CS are formed.

For full-scale testing of the decentralized collective management model, prototype
robot mock-ups were made featuring a traditional three-wheel scheme with two driving
wheels and a two-level control system. The upper layer is implemented on the basis of
Odroid controller with installed ROS (robot operating system) and ultrasonic range‐
finders. It is intended for dealing with the navigation issues (routing, obstacle avoidance,
etc.), escorting of objects and communication with the operator and other robots through
Wi-Fi. The lower layer implements the route module and uses the Arduino UNO
processor which performs the function of the drive controller with PI regulator of the
speed of the driving wheels.

A functioning action planning module was subjected to analysis, within the frame‐
work of the robotic system modeling. It required two series of ten experiments where
robots and targets were placed randomly in the working area. The findings showed that
the iterative procedure of the group decision optimization allowed to distribute robots
according to their goals in a short time. By the third step of the iteration, more than 60%
of the robots have made the final selection of the target.

The developed complex makes it possible to conduct comparative studies of various
methods of managing a group of robots under the control of a human operator. Its use
has shown its effectiveness as a tool for researching and developing new methods for
collective robot management in collaborative robotic systems.

7 Conclusion

The development of robotics enters a new phase, when remote control of mobile and
manipulative robotic devices gives way to collaborative control where the robot
becomes an equal partner of the human operator, fully participating in the task solving
process. The operator’s task is substantially simplified, and specialized training is no
longer needed. However, the robotic system in itself becomes more complex; now it
possesses a high degree of autonomy and has capabilities that are usually referred to as
artificial intelligence. Today, the problems are posed, primarily, by the capabilities of
computer technology which has to assess the current situation and to manage mobile
robots in real-time mode, taking into account sufficiently high speeds of movement.
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Another source of the problem is the psycho-physiological capabilities of the human
operator who manages autonomous activities of mobile robots in the outside world.
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Abstract. In this paper, a new stable adaptive neural network control scheme
has been presented for hybrid position and force control of the Delta parallel
robot. Force control is an important technique in programming and safety for
collaborative robots. The hybrid control scheme is introduced to tackle the
interaction problem between the robot and its environment such that the robot
follows the position trajectory and desired force, which is applied in a certain
position. The goal of the control is applying desired force trajectory in a certain
position in which there is a constraint for movement. Fewer parameter settings,
adaptive algorithm, and efficient control input signals are the advantages of the
proposed controller.

Keywords: Adaptive neural network � Collaborative robot � Delta robot
Force control

1 Introduction

Recent progress dealing with physical Human-Robot Interaction have covered in an
integrated way mechanical, actuation, sensing, planning, and control issues, with the
goal of increasing safety and dependability of robotic systems [1]. When a collabo-
rative robot manipulator performs a task in contact with its environment and humans,
the position and force control is highly required because of the constraints imposed by
the environmental conditions. Also, it is important to the requirements of safety
standards for collaborative robots. In such contact tasks of the manipulator, the
impedance control method is one of the most effective methods to control a manipu-
lator in contact with its environments. This approach can realize the desired dynamic
properties of the end-effector by the appropriate impedance parameters with the desired
trajectory. In general, however, it would be difficult to design them based on the tasks
and their environments including nonlinear or time-varying factors [2].

The dynamics of a Delta parallel robot is governed by a highly nonlinear coupled,
time-varying system with many uncertainties such as load variation, friction and
external disturbances [3]. In high-speed applications, the traditional PID controller
cannot satisfy the requirement of accurate trajectory tracking. As a result, the
computed-torque based controller is proposed to meet this need. So artificial intelli-
gence methods are presented, such as neural network, fuzzy PID control, adaptive
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control, etc. for this problem. During the last decade, neural network technology has
gained popularity among control community due to its versatile features such as
parallel-distributed structure and learning capability. The main idea behind adaptive
neural network based control is to learn unknown nonlinear dynamics and compensate
the existing uncertainties in the dynamic model without requiring any preliminary
offline training [3–6].

Due to the complexity of the dynamic model, it is very difficult to design an
integrated control system for variable conditions, which the robot is faced with. In the
current research, an Adaptive Neural Network (ANN) controller was developed for a
parallel robot as a MIMO system to simultaneously control three actuators, which are
corresponding to the dynamics of the robot in different situations. In fact, the controller
has been designed to eliminate some common problems like inverse dynamic and un-
modeled dynamics. The proposed method can estimate the dynamic model and make a
position control of the end-effector by producing an efficient control signal.

The proposed method improves the previous works by introducing a simple inte-
grated hybrid control system. The supposed system is the key to improve the efficiency
of the controller through reducing the chattering and position errors while the rising
time is going to be decreased.

The next goal of the current presentation is to control the force when the robot’s
end-effector moves perpendicular to the force direction. In addition, to estimate the
dynamic model of the robot, optimizing the effects of the force error in robot actuator’s
command has also been taken as an incentive to present the current research. The
remarkable point is that the goal is to apply desired force at a certain position at which
there is a limitation of movement.

Analysis and simulations are used to evaluate the controller’s ability to carry out
trajectories using feedback from a force sensor and position sensors found in the robot
joints. The results show that the proposed approach has been successful enough to
achieve stable and accurate control of force and position trajectories for a variety of test
conditions.

2 Delta Robot Dynamics

In [7, 8] the dynamic model of the Delta parallel robot has been described as follows:

T ¼ M€qþC q: _qð ÞþGgr; ð1Þ

where T is the vector of torques that have to be applied to the motors, q ¼ h1; h2; h3½ �T
is the vector of joint angles, M is the mass matrix of the robot, Cðq; _qÞ is the Coriolis
and centrifugal contributions and Ggr is the gravity part. The Eq. (1) can be written as:

€q ¼ F xð ÞþG xð ÞT ; ð2Þ

where FðxÞ ¼ �M�1 C q: _qð ÞþGgr
� �

, G xð Þ ¼ M�1.
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The dynamics of a robot manipulator is governed by a highly nonlinear coupled,
time-varying system with many uncertainties such as friction and external disturbances.
High coupling and nonlinear properties of the dynamic model is so explicit that it
becomes a major impediment to develop a model-based controller like computed-
torque controller. In this paper, the Delta Robot has been modeled by Solidworks and is
imported to Simulink for simulation.

3 Problem Statement

The Delta robot dynamic model is the nonlinear time-varying system described by one
differential equation from (2) with the following structure:

€Y ¼ F xð ÞþG xð ÞU ð3Þ

where x ¼ y1 _y1y2 _y2; . . .; _yp
� �T is the output which is assumed available for measure-

ment, u ¼ ½u1. . .up�T is the input vector, y ¼ ½y1. . .yp�T is the output vector and F(X)
and G(X) are smooth nonlinear functions.

Assumption 1: The desired output trajectory YdðtÞ and its first derivative are smooth
and bounded.

Assumption 2: The gain G(X) is bounded, positive definite and slowly time-
varying.

Let’s define the tracking error as:

e tð Þ ¼ Yd tð Þ � YðtÞ ð4Þ

and the filtered tracking errors by:

S ¼ _eþ k tð Þe; ð5Þ

where S ¼ s1. . .sp
� �T

and kðtÞ 2 <p�pi0 is a diagonal matrix. From (5) we deduce that
the convergence of S to zero implies convergence of the tracking error and its
derivative to zero [9]. So, the objective of control is summarized in the synthesis of a
control law that allows the filtered error to converge to zero. The filtered error first-time
derivative is given by:

_S ¼ t� F xð Þ � G xð ÞU; ð6Þ

where t ¼ €Yd þ k tð Þ _eþ _k tð Þe. The ideal sliding mode control (SMC) which guarantees
the closed loop system performances may be given by:

U� ¼ U�
eq þU�

cor; ð7Þ
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where U�
eq is the ideal equivalent control and U�

cor is the ideal corrective control
introduced as follows:

Ueq
� ¼ Gð�1Þðv� FÞ; ð8Þ

Ucor� ¼ k�satðs
�

u
Þ; ð9Þ

where k� presents the sliding gain optimal value and s� is the sliding surface with the
ideal slope k� tð Þ. Using satðs=uÞ helps us to make a bound for filtered error to decrease
the chattering phenomenon [9].

Substituting (7), (8) and (9) in (6), filtered error dynamics becomes:

_S ¼ �Gk�satðs
�

u
Þ; ð10Þ

which implies that s ! 0 and therefore e; _e ! 0 & j ¼ 1 : r1 � 1; i ¼ 1 : p. However,
the implementation of the control law which is defined in Eq. (7) is quite difficult.

Therefore, our goal is to use an adaptive neural network to solve the problems
encountered by the classical sliding mode technique, but the problem is to design an
integrated control approach to control the force and position. Although the second part
of this paper considered the hybrid force and position control. Therefore, in this paper,
a novel approach is presented to solve these problems and it has been compared with
PID force control.

4 Adaptive Neural Network Controller Design

In this section, Single Hidden Layer (SHL) Networks will perform the approximation
of the corresponding command. According to universal approximation theory, the
neural network of the SHL type can estimate any nonlinear, continuous, and unknown
function [10]. Now, according to the universal approximation property of NN, there is a
Two-layer NN such that:

G�1 t� F xð Þð Þ ¼ f xð Þ ¼ WTr VTx
� �þ e; ð11Þ

where V ;W are the NN weights, x is the input vector of the neural network, r is a
sigmoid activation function. moreover, the approximation error e bounded on a com-
pact set by ek kheN :

Thus, the proposed control law is given by the following expression:

Ueq ¼ ŴTr V̂Tx
� �þ kvs:Ucor ¼ �kssat s

u

� �
;

U ¼ ŴTr V̂Tx
� �þ kvs� kssat s

u

� �
;

ð12Þ
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where V̂ ; Ŵ are the matrices of input and output neural network weights respectively,
which should be specified given the tuning algorithms. Note that V̂ ; Ŵ are estimates of

the ideal weight values. x0i ¼ ei; _ei; hid ; _hid ; €hid
h i

is the input vector of each neuron

where ei ¼ hid � hi; i ¼ 1; 2; 3 and kv; ks are the constants and Ucor provides robustness
in the face of higher-order terms in the Taylor series, but it can produce some chatters
in the output. The structure of the controller is shown in Fig. 1.

Assumption: Wk k�Wm; Vk k�Vm; uk k\d, where Wm;Vm; d are unknown posi-
tive constants and the weight deviations or weight estimation errors are defined as
~V ¼ V � V̂ ; ~W ¼ W � Ŵ .

E-modification technique usually used in robust adaptive control, which is applied
for improving the robustness of the controller in the presence of the NN approximation
error [11]. Hence the weight adaptation laws based on e-modification technique has
been provided by [12]:

_̂W ¼ Fw r̂sT � k sk kŴ� �
;

_̂V ¼ Fv xsTŴT r̂
0 � k sk kV̂� �

;
ð13Þ

with any constant positive definite design matrices Fw;Fv and k is a positive constant.
Then the tracking error s(t) approaches to zero with t and the weight estimates of V̂ ; Ŵ
are bounded.

4.1 Error System Dynamics

Define the hidden layer output error for a given x as:

~r ¼ r� r̂ ¼ r VTx
� �� rðV̂TxÞ: ð14Þ

Fig. 1. Structure of position controller scheme.
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The Taylor series expansion of r xð Þ for a given x may written as:

r VTx
� � ¼ r V̂Tx

� �þ r
0
V̂Tx
� �

~VTxþO ~VTx
� �2

: ð15Þ

The Jacobian matrix and O zð Þ2 denotes terms of order two. Denoting r̂
0 ¼ r0 V̂Tx

� �
;

we have [12]:

~r ¼ r
0
V̂Tx
� �

~VTxþO ~VTx
� �2¼ r̂

0 ~VTxþO ~VTx
� �2

: ð16Þ

Using the control law (12) and (6), (11) the closed–loop filtered error dynamics
becomes

_s ¼ t� F xð Þ � G xð Þ ŴT r̂þ kvs� kssat s
u

� �� �
;

G�1 _s ¼ G�1 t� F xð Þð Þ � ŴT r̂� kvsþ kssat s
u

� �
;

G�1 _s ¼ WTr� ŴT r̂� kvsþ kssat s
u

� �
þ e:

ð17Þ

Adding and subtracting WT r̂; ŴT~r yields

G�1 _s ¼ ŴT~rþ ~WT r̂� kvsþ kssat
s
u

� 	
þ ~WT~rþ e ð18Þ

and from (16) yields

G�1 _s ¼ ŴT r̂
0 ~VTxþ ~WT r̂� kvsþ kssat

s
u

� 	
þW1; ð19Þ

where w1 ¼ ŴTOð~VTxÞ2 þ ~WT~rþ e. Suppose the disturbance term w1 tð Þ in (19) is
equal to zero.

Proof. Define the Lyapunov function candidate

L ¼ 1
2
sG�1sþ 1

2
tr ~WTF�1

w
~W


 �þ 1
2
tr ~VTF�1

v
~V


 �
: ð20Þ

Differentiating yields

_L ¼ sG�1sþ tr ~WTF�1
w

_~W
n o

þ tr ~VTF�1
v

_~V
n o

: ð21Þ

Whence substitution from (19) (with w1 ¼ 0Þ yields

_L ¼ �kvs
2 þ skssat

s
/

� 	
þ tr ~WTðF�1

w
_~W þ sr̂Þ

n o
þ tr ~VTðF�1

v
_~V þ ŴT r̂

0
xsÞ

n o
: ð22Þ
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Since Ŵ ¼ W � ~W , the W is constant, so d ~W
dt ¼ �d ŵ

dt and d ~V
dt ¼ �d V̂

dt. The tuning
rules from (13) yield

_L ¼ �kvs
2 þ skssat

s
/

� 	
þ kstr ~WTðW � ~WÞ
 �þ kstr ~VTðV � ~VÞ
 �

: ð23Þ

Define the matrix of all the NN weights as:

Z ¼ W 0
0 V

� 
: ð24Þ

Assumption: On any compact subset of <n, the ideal NN weights are bounded so
that Zk kF � ZB with ZB known and �k kF the Frobenius norm. Then

_L ¼ �kvs
2 þ skssat

s
/

� 	
þ k sk ktr ~zTðz� ~zÞ
 �

: ð25Þ

Since tr ~zTðz� ~zÞf g� ~zk kf zk kf� ~zk k2f there results [12]:

_L� � sk kkv sk kþ skssat s
/

� �
� k sk k: ~zk kf�D

� �2
þ k sk kD2;

_L� � skssat s
/

� �
� sk kðkv sk kþ k: ~zk kf�D

� �2
�kD2Þ;

ð26Þ

where D ¼ ZB
2 : Suppose that Ks\0, Kv [ 0; then we prove that the Lyapunov first-time

derivative becomes negative if: sk k[ kD2

kv
¼ br or ~Z

�� ��[ 2D; where br is a positive

constant. Then _L� 0 which guarantees the stability of closed-loop system [4, 12].

5 Hybrid Force and Position Controller

The presentation of a new approach to control the force and position of a Delta robot is
the main topic of the following. Here a new approach has been designed and inves-
tigated to highlight the performances. In general, the force error is applied only on the
filtered tracking error and effects on the online adaptive learning algorithm to track the
force command. To highlight the performance of this approach, it is compared with a
popular approach like PID controller. Therefore, there is ANN controller for position
control and another PID controller for force, but in the presented approach, there is only
one integrated ANN controller, which is able to control the force and position together.

5.1 New Approach

In this approach, the influence of force is considered just to redesign the filtered
tracking error, and the weights are updated according to the new sf , which is defined by
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sfi ¼ _ei þ _ef þ k tð Þ ei þ ef
� �

for i ¼ 1; 2; 3; ð27Þ

where ef ¼ Fd � F. The control law is defined by

Uf ¼ ŴTr V̂Tx
� �þ kvsf � kssat

sf
u

� 	
ð28Þ

and the adaptation laws has been provided by

_̂W ¼ Fw r̂sTf � ksf Ŵ
� �

;

_̂V ¼ Fv xsTf Ŵ
T r̂

0 � ksf V̂
� �

:
ð29Þ

Then the filtered error first-time derivative is given by:

_sf ¼ t� F xð Þ � GðxÞU; ð30Þ

where

t ¼ €Yd þ€ed þ k tð Þ _eþ _ef
� �þ _kðtÞðeþ ef Þ: ð31Þ

Here the neural network consists of three neurons in the output layer, and three
neurons in the input layer as well, and the filtered error has been changed by adding the
force error, which is introduced in (20). The stability of the closed-loop system can be
proved by the Lyapunov function, which is introduced in (20).

6 Simulation Results

In the following section, the proposed control scheme is applied to a Delta robot. At
first, the simulation of movement without any force is presented. Then, the simulation
with force has been presented to show the hybrid position-force control system. The
new approach which is presented, have been implemented and compared with PID

Fig. 2. The magnified tracking error of the
position of the end effector.

Fig. 3. The control input signals for three
actuators.
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controller to highlight the efficiency of that. The simulation results for 0.2 kg payload
have been shown in Figs. 2, 3 and 4.

The parameters of the controller are chosen in Table 1 where kp; ki; kd are the PID
controller coefficients.

Here, the simulation of proposed algorithm has been shown for hybrid force and
position control problem. The force trajectory is shown in Fig. 5 with the final point of
0.5 N as a force command. The force is applied when the end effector of the robot is
stable at the −240 mm of the height position in Z axis and robot is moving in the x-y
plane. The force tracking error and control inputs are shown in Figs. 6, 7 and 8.

Figures 9 and 10 show the trajectory tracking of the robot while the force has been
applied in a certain position.

As it is demonstrated in Figs. 9 and 10, it is obvious that these new approaches are
able to control the position and follow the force trajectory simultaneously. Control
input changes are occurred in Figs. 7 and 8 due to changes the direction of the
movement in x, y, z axes and changes in the force trajectory.

Table 1. Controller parameters.

Fw ¼ 20 kp ¼ 3 k ¼ 10 W 0ð Þ ¼ 0 k ¼ 4 ks ¼ 0:1

Fv ¼ 10 ki ¼ 1:5 kv ¼ 0:5 V 0ð Þ ¼ 0 kd ¼ 1

Fig. 5. The desired and actual value of force.

Fig. 4. The command and actual value of the end effector position in axes X, Y.

Fig. 6. Tracking error of the force.
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In the proposed approach, the force tracking error has been decreased significantly,
and it is illustrated in Fig. 6 while the position trajectory also has been tracked well. To
verify the efficiency of them, the variance of the force error has been calculated and it
shows 88% improvement of the new approach in compared with the PID controller.

7 Conclusion

A new hybrid force-position controller using the adaptive neural network is proposed
in this paper to control the motion of the robot in 3-dimensional axes and also follow
the force trajectory in situations where there is a movement restriction for the robot.
The new algorithm has been proposed to achieve the hybrid force-position controller
when force trajectory tracking is needed. The controller was derived from the universal
approximation property of neural networks, and weight adaptation laws were designed.
The simulation results show clearly the efficiency of the proposed control law for a
Delta parallel robot. The proposed controller simultaneously stabilizes the position of
the robot as well as the force trajectory tracking.

Force is applied

Fig. 9. The command and actual value of the
end-effector position in the Z axis.

Fig. 7. The control input signals for PID
approach.

Fig. 8. The control input signals for the pre-
sented approach.

Fig. 10. The x-y path of the movement
during force application
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Abstract. Swarm robotics is a fast-growing field of research in recent
years. As studies count increases, the terminology requires a revision
in order to provide a proper level of unification and precision - even
a unique “swarm robotics” term needs to be established. Since there
are multiple types of collective robotics approaches and corresponding
methodology, swarm robotics field terminology must be explicitly distin-
guished from others. In this paper, we attempt to compare and refine
definitions that had been proposed in previous researches. We demon-
strate relations between swarm robotics and concepts of adjacent fields
including multi-agent systems, multi-robot systems and sensor networks.

Keywords: Swarm robotics · Sensor network · Robotic group
Multi-agent system · Multi-robot system

1 Introduction

Swarm robotics is one of multiple forms of robotic groups. Terms like a “multi-
robot system”, a “multi-agent system” and a “sensor network” are frequently
used in researches that are dedicated to robotic groups. These terms are often
perceived as synonyms although there are some important differences between
them. As the field is still establishing itself, the basic terms of swarm robotics
vary from one paper to another and this must be carefully considered. For exam-
ple, groups of multiple robots are denoted in various recent studies as:

– Multi-Robot System (MRS) [3,12,16,30]
– Multi-Agent System (MAS) [9,13,20,25,29]
– Swarm Robotics System (SRS) or Robotic Swarm (RS) [4,10,14,15,21,22]

There are a few other terms used to express similar, yet not the same,
meaning in robotic field studies. Researchers often use terms like “collabora-
tive robots” [1], “sensor network” [23] to denote groups of mobile robots or/and
mobile sensors. In addition, there is very special “weak robot” term [6,8] that was
used primarily in the early beginning of the 21-st century. It mostly disappeared
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in recent studies; yet, it should be mentioned since weak robots have a lot of sim-
ilarities with swarming robots and the results of weak robots researches could be
applied in swarming robotic systems development. This paper is dedicated to an
attempt of defining a unique “swarm robotics” terminology and distinguishing
it from other terms being used in the field of robotic groups. Furthermore, we
structure and compare the previously proposed definitions and terminology of
the field.

One of the first studies that mentioned swarm robotics as a distinct term
was a paper by Gregory Dudek et al. [7] published in 1993. This study was one
of the major triggers for multiple researches, which targeted for analyzing and
classifying multi-agent systems. However, “swarm” definition and classification
that were proposed by Dudek et al. were not globally accepted by subsequent
authors. For instance, Sigihara et al. [26] and Suzuki et al. [27] used such terms
as “many mobile robots”and “distributed anonymous mobile robots” in order to
define robotic group capabilities as accurate as possible. Other attempts to iden-
tify “swarm robotics” term were made by Beni [1] and Sahin [23] in 2004. These
studies distinguished robotic swarms between other forms of group robotics and
proposed sets of properties to identify swarm robotics. These properties mostly
remain constant until recent studies of swarm robotics done by Tan et al. [28]
and Navarro et al. [19] in 2013.

2 On “Swarm Robotics” Term

As it was mentioned in the previous section, Dudek et al. first defined “swarm”
term in a context of robotics in “A taxonomy for swarm robots” research paper.
They referred to Beni’s paper [2] that had been published in 1989 as to the origin,
which had suggested to use a word “swarm” for a robotic group type. Dudek et
al. proposed swarms classification that was based on multiple properties such as
swarm size, inter-robots communication range, control topology, swarm homo-
or heterogeneity. “Swarm” was defined as “a large number of smaller, simpler
robots”. However, the paper included multiple cases of using “swarm” term as a
synonym to terms “multi-robot system” and “multi-agent system”. It shows that
swarm robotics concept was not yet established uniquely by that time. However,
Dudek et al. proposed a reasonable taxonomy of MRS, which is still actual: this
taxonomy was even used after two decades by Navarro et al. to separate swarm
robotics from other types of MRS.

Next major attempt to define swarm robotics and classify it was made by Beni
in 2004. He mentioned swarm robotics as a distinct field of robotics research and
defined swarms through a set of the following requirements to be met in order
to call a group of mobile robots “a swarm” [1]:

1. A swarm has a scalable architecture: there is no strict requirements for a
swarm to include a large number of members

2. Inter-robot communications and sensing are limited to be only local
3. Scalability requirement determines distributed control topologies usage
4. Members of a swarm must be simple and quasi-identical
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All these properties still remain in recent swarm robotics definitions and have
only additions and refinements.

Sahin [23] made his research on swarm robotics terminology at the same
time with Beni and specified a robotic swarm more precisely, excluding some
types of collective robotics terminology from swarm terminology. In addition to
all properties of Beni some new clarifications were proposed. Swarm members
“simplicity” property was replaced by a “relative incapability” property; this
definition is more precise because term “simple” is vague and it is hard to con-
clude unambiguously, for instance, if a particular type of quadcopters (that are
often employed in swarm related researches) is simple or not. The quadcopters’
capabilities may be significantly limited relatively to a task size, but even these
capabilities may require complex hardware and software to operate in synergy.
Next, Beni required swarm members be autonomous in a such way that they
should be able to perceive information from an environment and interact with
the environment autonomously. For instance, this requirement excludes sensor
networks from swarm robotics. This is reasonable because of sensor networks dis-
similarity with natural swarms, which inspire robotic swarms. Table 1 presents
main properties of different definitions in an easy for their simultaneous com-
parison form.

Table 1. Swarm robotics properties according to previous researches

Dudek et al., 1993 Beni, 2004 Sahin, 2004
large number of members scalable aim for scalability

simple and small simple relatively incapable
inter-robot communication local interactions local sensing and communication

decentralized distributed
quasi-identical members a few homogeneous members

autonomous

Tan et al., 2013 Navarro et al., 2013
large number of members large number of members or scalable

mostly simple incapable or inefficient
local sensing and communication local sensing and communication

decentralized distributed
homogeneous mostly homogeneous
autonomous autonomous

cooperative
knowledge aware

strongly coordinated
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A number of researchers provide similar to Sahin [23] concepts of swarm robotics
(e.g., [19,28]) that specify the following properties:

– Scalability. Swarm architecture must be designed to be applicable with both
small and large numbers of robots. This is essential for robotic swarms which
are, theoretically, could have an unlimited count of members.

– Members simplicity. A single member of a swarm is incapable to perform
a common swarm goal alone or/and multiple robots usage should signifi-
cantly increase efficiency of a task performance. Therefore, achievement of
the goal becomes dependent on the inter-swarm (i.e., inter-robot) communi-
cation quality and effectiveness.

– Local interactions. All sensing and communications are only local. This prop-
erty is directly inherited and transferred into robotics from natural swarms:
insects, fishes and birds are not capable to perform global measurements.
Local interactions usage is a key to an easy scalability of a swarm; this
increases the swarm robustness and flexibility.

– Control topology is distributed. Centralization limits scalability, therefore, all
decisions should be made by swarm members independently.

– A swarm consists of a number of homogeneous robots. The swarm must easily
overcome a loss of any of its members. The only way to provide such robust-
ness is to make all swarm members as similar to each other as it is possible.
This similarity gives both functional robustness and economical effect when
a swarm cost decreases because of standardization.

– Autonomy: robots must be capable to perceive data from environment and
interact with it. This property may seem obvious and redundant, however, it
explicitly excludes sensor networks from swarm robotics.

In addition, Navarro et al. reference to MRS classification by Iocchi et al. [11]
declaring that a swarm is a cooperative, knowledge aware and coordinated MRS
and thus should feature the following properties:

– Cooperation. A situation in which several robots operate together to perform
some global task that either cannot be achieved by a single robot, or whose
execution can be improved by using more than a single robot, thus obtaining
higher performance.

– Awareness. The property of a robot that reflects its knowledge about the
existence of the other members of the MRS.

– Coordination. A sort of cooperation where particular actions that are per-
formed by each separate robotic agent (viewed locally) take into an account
the actions, which are executed by the other robotic agents in such a way
that the MRS activity (viewed globally) ends up being a coherent and high-
performance operation.

These properties need to be analyzed separately. Declaration of awareness
is too strict for robotic swarms: as it is shown in [17,24], a swarm may have
all the above mentioned properties, yet members of the swarm may perform
tasks without knowledge about other members’ existence. Moreover, a partial
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or complete unawareness cannot stop coordination processes [24], and robots
of the swarm just react on other swarm members, as if the later were static or
dynamic obstacles of the environment. A particular example in [17] demonstrated
that even without inter-swarm coordination it is possible to perform a task of
environment exploration. At the expense of optimality, the simplest robots could
show swarming behavior. It is worth to note that swarm coordination is not
always observed even in nature, for instance, insects in a case of high risk could
act like distinct members, ignoring other swarm members and trying to stay alive
even at the expense of other swarm members. Therefore, it seems unnecessary
for swarming behavior to be coordinated and knowledge aware.

Nevertheless, the cooperation is very important to define swarm robotics
properly. This property effectively excludes (from the swarm definition) such
groups of robots that are not united to achieve the common goal. For example,
a sequence of manipulators on a conveyor are not a type of a robotic swarm.

3 Swarm Robotics Relations with Other Collective
Robotics Terms

This section explores the differences between various terms that are frequently
used by researchers to denote groups of mobile robots and robotic swarms. Each
subsection includes a clarification, which is related to some terms and a scheme
in Fig. 1 combines our findings into a single structure.

Fig. 1. Proposed relations scheme between MAS, MRS, sensor networks and robotic
swarms.

3.1 Swarm Robotics Vs. Multi-robot Systems and Sensor Networks

Dudek et al. [7] use the three terms - robotic swarm, Multi-Robot Systems
(MRS), Multi-Agent Systems (MAS) - as synonyms. Therefore, their pioneering
approach was rather far from a modern understanding of swarm robotics defini-
tion, which, as we have described in the previous section, became very precise
and well-defined with time.
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First, we explore the differences between MRS and swarm robotics. Iocchi
et al. [11] studied specifically MRS and proposed a very comprehensive MRS
taxonomy. After more than a decade this taxonomy was used by Navarro et al.
[19] to set the place of swarm robotics among other MRS. MRS in this context
is a system containing multiple robots. This definition includes a very wide
range of robots; for example, it includes both teams on the robotic soccer match
as whole or sequential industrial manipulators on conveyor line. The provided
examples are only multi-robot systems, they do not have any of the collaborative
or swarm robotics properties that we have mentioned in the previous section.
Swarm robotics studies multiple robots; therefore, it is worth concluding that any
robotic swarm is a multi-robot system but not vice versa. Beni [1] also proposed
to consider swarm robotics to be included into multi-robot systems as a subset.
Such inclusion seems logically correct and, in our opinion, remains true.

Sahin [23] suggested a next clarification, explicitly excluding sensor networks
from swarm robotics. This was made by adding the autonomy requirement to
the definition of a swarm. Sensor networks members cannot interact with envi-
ronment, and therefore, they are not autonomous in terms of Sahin. However,
sensor networks are still a subset of multi-robot systems.

3.2 Swarm Robotics vs. Multi-agent Systems

A term “multi-agent systems” is not a purely robotics term, but is very broad
and includes various non-robotic groups as well. It may be used to describe
biological structures like insects colonies (ant, bees, termites, etc.), mammals
societies, subjects of interest in psychological studies (people crowds, worker
teams), economic theories participants and more others. In robotic studies, this
term is used primarily in cases when a system is analyzed through ideal models
of robotic members. Concerning robotic agents, they may have zero size, instant
connection capabilities or very simplified kinematics. These models are quite far
from practical usage, but there is an essential need in them when even theoretical
feasibility of a particular task is in a doubt.

3.3 Swarm Robotics vs. Weak Robots

There is one more term similar to robotic swarms - “weak robots”. This term
was used a decade ago in studies dedicated to fully theoretical researches of mul-
tiple mobile robots possibilities. Robots denoted by this term have very special
characteristics [5,6], which are described as follows:

– The robots are anonymous. The members have no identity and no way to
distinguish them from each other.

– The robots are autonomous. There is no any central control unit or scheduler
to control robots’ behavior.

– The robots are disoriented. Robots do not have any common coordinate sys-
tem(s) nor a common sense of direction. In particular cases even coordinate
systems handedness (or chirality) are not common [8].
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– The robots are homogeneous. All robots must follow the same program.
– The robots are oblivious. Robots do not have a memory storage to store

results of previous computations or observations.
– The robots are have no communication. Robots do not have any direct ways

to communicate with each other.
– The robots are able to observe all other robots. All robots have the ability to

observe any other robot position at any moment of time.

Such requirements are far from practical usage: it is practically impossible to
have a computational unit without memory storage device (at least, RAM) or
positioning system with a capability to observe multiple robots positions accu-
rately. This model was useful for theoretical estimation of robots possibilities in
such strong limitations. However, due to the problems with practical implemen-
tations a concept of weak robots is not popular. While collecting the material
for this paper, we noticed that this term was not used in new robotic studies for
more than five years.

4 Discussion

The terms that were reviewed in the previous sections are easy to confuse with
each other and they should be used carefully. Therefore, researchers pay a lot of
attention to terminology used and there are multiple examples of proper terms
usage.

Multi-agent systems term - is the most conservative way to denote a group of
robots without a risk to identify a studied system type incorrectly. In addition,
the principles that are designed for multi-agent systems generally could be used
for non-robotic systems. For example, methods that were proposed for formation
tracking [13], formation producing [9], formation control [29], and multi-agent
tasks reviews - they stay actual for any system with multiple entities with desired
properties (sensing and communication capabilities, kinematics, etc.). Such defi-
nition includes groups of people, flocks of birds and animal packs. Therefore, the
more generic is the model being used, the higher is a chance for the system to be
referred as a multi-agent. This determines MAS term usage in mostly theoretical
studies, e.g., [9,20].

Multi-robot systems term is a narrower term, which is used in more practical
cases, when proposed methods or algorithms are designed especially for using
with robotic system, considering real robot limitations and properties, for exam-
ple, a robot size, sensors’ noise and reliability, communication bandwidth and
instability, etc. Typically, they are tested in experiments to practically prove
particular advantages of proposed methods. Experiment results in such cases
become the most important part of the study, allowing to understand the signif-
icance of the research: an accuracy reached [16], an observed failure rate [15] and
other properties. Swarm robotics is only a part of multi-robot systems and it is
easy to distinguish between them, using definitions that we have given above.
Therefore, using the definitions, it is easy to verify, that a system studied in [18]
is a multi-robot system, but is not a swarm, as it was explicitly denoted in the
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research: robots used in the study are not identical and anonymous, there is a
leader to follow and every robot can distinguish its neighbors from each other.

Swarm robotics has a very narrow and precise definition; therefore,
researchers should pay attention to its usage. For example, a swarm that was
proposed in [21] cannot be referred as a swarm because it uses specially selected
“seed robots” for creating a coordinate system. In addition, there is a subtle
difference with sensor networks, as it is shown in the example of [14], where
a robotic swarm changes its form sensor network after deployment within an
operating site. Additional examples of robotic swarms could be found in mul-
tiple forms: methods that include complex interactions [12], or on the opposite
very simple stochastic systems [17] and bioinspired systems that directly transfer
natural behavior onto robotic systems [10].

5 Conclusions

Swarm robotics is a fast-growing area of robotics. Researchers around the world
propose new methods to increase localization accuracy, movement control sta-
bility, collaboration effectiveness etc. All the previously constructed foundation
is used to find solutions of complicated tasks, including effective environment
exploration, formation control, data transmission, while practical solutions are
developing at the same time. As studies count increases, the terminology requires
a revision in order to provide a proper level of unification and precision - even a
unique “swarm robotics” term needs to be established. Since there are multiple
types of collective robotics approaches and corresponding methodology, swarm
robotics field terminology must be explicitly distinguished from others.

In this paper, we reviewed and refined definitions that had been proposed in
previous researches of robotics field. We demonstrated relations between swarm
robotics and concepts of adjacent fields including multi-agent systems, multi-
robot systems and sensor networks. We believe that our attempt to contribute
toward unification of swarm robotics terminology and classification succeeded
to clarify distinctions between the terms that are often mistakenly used as pure
synonyms.
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T., Mejail, M.: A practical multirobot localization system. J. Intell. Robot. Syst.
76(3–4), 539–562 (2014). https://doi.org/10.1007/s10846-014-0041-x

https://doi.org/10.1007/978-3-319-16595-0_6
https://doi.org/10.1051/matecconf/20165402002
https://doi.org/10.1145/1452001.1452006
https://doi.org/10.1145/1452001.1452006
https://doi.org/10.1007/978-3-540-92182-0_33
https://doi.org/10.1109/IROS.1993.583135
https://doi.org/10.1109/IROS.1993.583135
https://doi.org/10.1007/3-540-46632-0_10
https://doi.org/10.1007/3-540-46632-0_10
https://doi.org/10.1109/tie.2017.2701778
https://doi.org/10.1007/s11721-015-0104-z
https://doi.org/10.1007/s11721-015-0104-z
https://doi.org/10.1007/3-540-44568-4_2
https://doi.org/10.1109/icccn.2017.8038468
https://doi.org/10.1109/tie.2015.2504041
https://doi.org/10.1109/iccas.2016.7832414
https://doi.org/10.1007/s10846-014-0041-x


300 A. Zakiev et al.

17. Li, H., Feng, C., Ehrhard, H., Shen, Y., Cobos, B., Zhang, F., Elamvazhuthi, K.,
Berman, S., Haberland, M., Bertozzi, A.L.: Decentralized stochastic control of
robotic swarm density: Theory, simulation, and experiment. In: Intelligent Robots
and Systems (IROS) (2017). https://doi.org/10.1109/iros.2017.8206299

18. Maeda, R., Endo, T., Matsuno, F.: Decentralized navigation for heterogeneous
swarm robots with limited field of view. IEEE Robot. Autom. Lett. 2(2), 904–911
(2017). https://doi.org/10.1109/lra.2017.2654549

19. Navarro, I., Mat́ıa, F.: An introduction to swarm robotics. ISRN Robot. 2013
(2012). https://doi.org/10.5402/2013/608164

20. Oh, K.K., Park, M.C., Ahn, H.S.: A survey of multi-agent formation control. Auto-
matica 53, 424–440 (2015). https://doi.org/10.1016/j.automatica.2014.10.022

21. Rubenstein, M., Cornejo, A., Nagpal, R.: Programmable self-assembly in a
thousand-robot swarm. Science 345(6198), 795–799 (2014). https://doi.org/10.
1126/science.1254295
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