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Abstract. In speech entrainment research, a less investigated yet crucial aspect
for modelling multimodal interactive dialogue systems is the influence of inter-
action modality, i.e. whether conversational partners who are visible to each other
would entrain their speech more with respect to when eye contact is inhibited, or
not. In our study, we compared prosodic adaptation behaviour (convergence and
synchrony) of the same speaker pairs involved in collaborative game sessions
under two conditions: audiovisual vs audio-only interaction. Results provide a
complex picture, with a tendency to enhance vocal entrainment when the
speech/audio channel is the only one available to conversational partners.
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1 Background and Motivation of the Study

A large body of interdisciplinary research has shown that in human-human interaction,
participants tend to coordinate their speech along various dimensions [1, 2], typically
by making it sounding more similar to that of interlocutors’ over the dialogue until they
converge (convergence, e.g. [3]), and/or by producing similar speech patterns over time
during the interaction (synchrony, [4, 5]). Such an imitation-based behaviour, variously
termed as coordination, alignment, adaptation, entrainment or accommodation (all
terms will be used interchangeably in this paper), has been basically accounted for as
either a totally uncontrolled cognitive device [6], or as a “social device” for modulating
social distance among conversational partners (Communication Accommodation
Theory [7], henceforth CAT), both being crucial to mutual understanding and effective
communication. However, recent outcomes seem pointing to a hybrid model [8], where
interpersonal, social, situational, linguistic and cultural factors can strongly condition
the automatic alignment process (e.g. [9]). In human-machine interaction, providing
interactive dialogue systems with social competence is one of the current challenges in
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the field [10], leading to concentrate most research effort on modelling all the above
mentioned factors influencing entrainment in speech communication (see [11] for a
review). Among those, one of the less investigated yet particularly crucial for multi-
modal, interactive dialogue systems or virtual agents modelling [28] is interaction
modality, i.e. whether conversational partners who could see each other during the
interaction would entrain their speech more with respect to when eye contact is
inhibited, or not. Even though some evidence has been provided that visual information
enhances speech alignment [12], in a later study by the same authors this result was not
confirmed [13]. Moreover, [14] have shown that interlocutors’ visibility in prosodic
convergence enhancement does not necessarily play a role as a factor on its own, since
its influence is conditioned by interpersonal factors (in their study, partner’s likeabil-
ity). Given such a complex picture, this paper aims to contributing to this research
issue, focussing on the role of interaction modality on the prosodic manifestation of
speech adaptation. Our starting point is a previous study, where we explored prosodic
entrainment between pairs of participants involved in a collaborative game task where
eye contact was not prevented [15]. In this preliminary investigation, we found dif-
ferent behaviours in terms of manifestation of entrainment across speaker pairs, ranging
from those coordinating their speech along a varying number of dimensions and
acoustic-prosodic features, to those showing no entrainment at all. Since speakers could
see each other during the interaction, for those speaker pairs who did not entrain we
hypothesised the use of nonverbal cues (gaze, nodding, etc.) as the preferred strategy
for cueing accommodation.

The present study is a follow-up of [15], and here we compare prosodic features
produced by the same speaker pairs recorded under two different interaction conditions:
Audio-Visual (henceforth AV) modality, implying that speakers could see each other
during the game, and Audio-Only (henceforth AO) modality, where partner’s visibility
was inhibited. The AV dataset is the one already presented and analysed in our pre-
vious investigation [15]; in this study, we recorded the same subjects this time inter-
acting without seeing their partner (AO condition) and compared results obtained in the
two modalities. We assume that, in principle, both AV and AO interaction modalities
presuppose potential advantages and disadvantages in terms of enhancement of pro-
sodic entrainment. In the AV modality, according to [12] visual information should
enhance the vocal manifestation of prosodic accommodation; yet on the other hand, the
availability of the visual (non-verbal) communication channel could induce dialogue
partners to maximise or complement the use of nonverbal cues for manifesting
entrainment, at the expense of the speech/vocal cues. In the AO modality, according to
[12] the lack of visual information should work against the adaptation process as
maximally cued by speech parameters; yet on the other hand, the availability of the
speech/auditory channel only could lead to enhancing the vocal manifestation of
entrainment as the mostly preferred strategy. In the latter case, we should expect to find
speaker pairs who did not exhibit any manifestation of prosodic entrainment in the AV
condition (as resulting in [15]), as showing prosodic adaptation in the AO interaction
along some dimensions and prosodic parameters.
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2 Methodology

2.1 Elicitation of Dialogues

The paradigm adopted for eliciting spoken data is the one developed in the PAGE
project [16], and inspired by the “matching task” described in [17]. It basically consists
in an adapted version of the old Chinese Tangram Game, as illustrated in our previous
study [15]. In our recording sessions, a participant pair in each game round was given a
Tangram figure set according to the players’ role in that game round, i.e. Director or
Matcher. The Director was provided with a set of four Tangram figures, one of which
was marked by an arrow, and the Matcher was given only one of the figures included in
the Director’s set. Participants could not see the partner’s figure(s), and goal of the
game in each round was to establish whether the figure given to the Matcher was the
one marked by the arrow in the Director’s set or not, by exchanging information about
figure features. Players were explicitly instructed to come to that decision on the basis
of a common agreement. We opted for such a cooperative paradigm basing on the
assumption that speakers would more likely to entrain in a collaborative than in a
competitive context [18]. A complete Tangram Game session consists in 22 game
rounds, with a different Tangram figure set used in each round, and participants
alternating their role as Director or Matcher in each round, so that the distribution of
role type was balanced between partners in the whole dialogue. Participants in a pair sat
at desk in front of each other, each of them wearing head-mounted professional
microphones (AKG C520) connected to a Marantz PMD 661 digital recorder. In the
AV interaction modality, a cardboard was inserted between the participants’ desks at a
suitable height in order to prevent players to see each other’s Tangram figures, yet still
preserving eye contact (as reported in [15]). In the AO interaction modality, a high and
thick separator was interposed between the participants’ desks during the whole
interaction, so that partner’s visibility was inhibited. In order to prevent a possible post-
session persistence of entrainment [29] in an immediately subsequent recording, all AO
game sessions were recorded about one month later than the AV sessions. Despite such
a rather long elapsed time between the two session types, we gave participants two
different yet comparable sets of Tangram figures in the AV and AO sessions (subjects
were not informed about that). This was decided in order to avoid that participants
during the AO sessions could somehow recall the Tangram figures already used in the
AV sessions, and consequently come too quickly to the Tangram figure matching
solution in each round, leading to shorter and therefore less comparable duration of
verbal interaction in the AO with respect to the AV recordings. All sessions resulted as
having the same duration, independently from the interaction modality, i.e. approxi-
mately 30 min.

2.2 Participants

A total amount of twelve speakers (six pairs) participated in both AV and AO recording
sessions. They were young adult females, aged 21–25, and all MA student classmates,
i.e. they were familiar with each other as they had met before participating in the
experiment. Subjects came from the same geo-linguistic area, i.e. the Bari district in
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Apulia, a southeastern region of Italy. Given the interference of interpersonal, social
and linguistic factors over the interaction modality in speech adaptation [14], we tried
to control as many of them as possible. In fact, age, gender, familiarity, as well as
spoken variety are all factors which can influence verbal accommodation (see for
example [3, 19–22], among others). Moreover, only female speakers were involved in
our experiment, as it has been shown that in shadowing tasks females tend to align
more than males [23]. Subjects were all naïve to the research goal of the experiment,
and obtained a course credit as reward for participating.

2.3 Data Annotation and Acoustic-Prosodic Measurements

The same methodology adopted in [15] for annotating the AV speech data was
extended to the AO dataset recorded in this study. All dialogues were orthographically
transcribed, including start/end of each game round, along with the role of each par-
ticipant (Director or Matcher) in the round. A round is defined as each game dialogue
segment starting from when participants receive a set of Tangram figures (according to
their role in that round) until they come to the commonly agreed solution as to the
Tangram figure matching/not matching in that set. Speech materials produced by all
speakers in both interaction modalities were segmented and annotated, by marking
intervals corresponding to the following linguistic levels:

1. Game rounds (start-end, each round numbered sequentially).
2. Inter-Pausal Units (IPUs), where an IPU is defined as each speaker’s speech

bounded by silence longer than 100 ms.
3. Phonological words.
4. Phonological syllables.

Data segmentation and annotation were carried out manually using Praat [24]. In a
post-processing step, correctness and consistency of annotations were checked via
specifically designed and developed tools, and errors were manually corrected. Pro-
sodic parameters for measuring prosodic entrainment were the same as in [15], namely:
articulation rate (number of syllable/sec, excluding pauses), F0 range (F0max–F0min,
Hz), F0 level (F0 median, Hz), and intensity (RMS amplitude, dB). Values were all
automatically extracted, and acoustic-prosodic measurements obtained by implement-
ing scripts in Praat. The IPU was taken as the speech unit for the measurement of each
prosodic feature.

2.4 Similarity Metrics: Convergence and Synchrony at the Dialogue
Level

Also in measuring overall speech similarity across the dialogues, we replicated
methodology and procedure adopted in [15], and inspired by previous studies on the
same topic ([1, 2, 25] among others). According to this approach, similarity metrics
includes measuring two underlying basic processes of speech coordination: conver-
gence and synchrony. This type of metrics has been applied at the overall dialogue
level, as in [15]. As mentioned in Sect. 1 above, convergence refers to the process by
which dialogue partners’ speech become more similar over the course of the interaction
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until they converge, whereas synchrony is defined as occurring when conversational
partners’ speech patterns become correlated over time. It is worth noting that, according
to the literature, convergence and synchrony represent two possible manifestations of
entrainment among others [1], and that in speech coordination they do not necessarily
co-occur in the same dialogue [1, 2]. Another shared observation is that both con-
vergence and synchrony can be realised on the opposite direction as complementary
manifestation of accommodation [7]: according to CAT, intra-speaker coordination can
also imply divergence, i.e. speakers can sound more dissimilar over the course of the
interaction, in this way marking their social distance (e.g. [26], also reported in [15]).
For the same reason, anti-synchrony can also be considered as a possible manifestation
of overall speech coordination [2, 27]. Finally, accommodation theory also predicts that
speakers can converge by some speech features and diverge by some others in the same
interaction [7].

As in [15], for measuring convergence at the overall dialogue level we assumed the
speech behaviour as convergent by identifying cases in which speakers mean values
were more similar (or, in case of divergence, more distant) to each other later in the
dialogue. Accordingly, each game session was divided into two equal-sized windows,
each containing the same number of game rounds: the first window corresponding to
the interval 1�11 of game rounds, the second including the sequence 12�22. Within
each of the two windows, we compared (paired t-tests) mean values of speaker1 vs
speaker2 for each prosodic parameter. Mean values found as significantly different in
the first window but not significantly different in the second window were considered
as evidence for convergent entrainment. Mean values found as not significantly dif-
ferent in the first window but significantly different in the second window were taken as
evidence of divergence. Cases other from these two (mean values either significantly
different or not different in both first and second windows) were considered as pro-
viding no evidence for convergence or divergence.

Pearson’s correlation was used for measuring synchrony and its complementary
dimension (as in [15]). We correlated speaker1 with speaker2 mean values in each
game round, over the whole dialogue session. Positive correlation was assumed as
evidence of synchrony, and negative correlation as evidence of anti-synchrony.

In determining the possible influence of interaction modality on the manifestation
of prosodic adaptation, we assumed the following as evidence of a stronger effect of
one modality over the other:

– when entrainment emerges in both modalities, the co-occurring of both convergence
and synchrony (including their complementary manifestations) with respect to only
one dimension of similarity;

– a comparative larger set of prosodic parameters involved in the vocal manifestation
of convergence and synchrony (including complementary dimensions).
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3 Results and Discussion

Statistical results on prosodic convergence in all dialogue pairs are shown in Table 1
(AV modality in Table 1a, AO modality in Table 1b). For synchrony, all correlation
outcomes are reported in Table 2 (AV modality in Table 2a, AO modality in
Table 2b). Results for AV modality (Tables 1a and 2a) are taken from [15] and recalled
here for comparison’s sake. A summarising view of the distribution of the similarity
dimensions (positive and negative convergence and synchrony), and that of the pro-
sodic parameters involved in prosodic entrainment across dyads and interaction
modalities – as derived by statistical results in Tables 1 and 2 – is offered in Table 3.

Table 1. a, b Comparison of speaker1 vs speaker2 mean values in the first vs second windows
(halves) of each dialogue (two-tailed t-test, t values only when significant (* = p<.05, ** = p<.01,
*** = p<.001). Light grey shaded boxes indicate convergence, dark grey shaded ones divergence.
Dialogue pairs are identified by speaker’s initial name (e.g. CD = participants C and D).
Table 1a = Audio-Visual (AV) interaction modality, Table 1b = Audio-Only (AO) interaction
modality. Results in Table 1a are taken from [15] and reported here for comparison’s sake.
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Results for the two dimensions of similarity are in line with findings attested in the
research literature on entrainment (as discussed in Sect. 2.4), namely that (a) conver-
gence and synchrony do not necessarily co-occur in the same dialogue: in fact, CD
speaker pair show only convergence/divergence in the AV modality, and RC speaker
pair only convergence/divergence in the AO session, whereas PP dyad cues speech
coordination through synchrony/anti-synchrony only, also irrespective of the interac-
tion modality; (b) convergence and synchrony can be realised on the opposite direction
as complementary manifestation of accommodation, and such opposite directions can
co-occur in the same interaction. These two types of adaptation behaviour are attested
in our data, too. Also, for the negative dimensions a tendency appears to be mostly
connected with AO modality, especially anti-synchrony which systematically emerges
when partner’s visibility is not available (for a distribution of convergence and syn-
chrony directions across dyads and interaction modalities see Table 3, left panel).
Besides this aspect, our results do not support the hypothesis that, when entrainment
emerges in both conditions, the co-occurring of two instead of just one similarity
dimension can be assumed as evidence of prosodic entrainment enhancement in one of
the two conditions. An exception is represented by results obtained from CD speaker
pair, as they show only convergence/divergence in AV modality, but divergence and

Table 2. a, b Pearson’s correlation (r values) of speaker1 with speaker2 mean values in the
overall dialogue session (* = p<.10, ** = p<.05, *** = p<.005). Table 2a = Audio-Visual
(AV) interaction modality, Table 2b = Audio-Only (AO) interaction modality. Results in
Table 2a are taken from [15] and reported here for comparison’s sake.
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anti-synchrony in AO condition (see Table 3, left panel). A clear case of speech
adaptation enhanced by lack of interlocutor’s visibility is represented by BV speaker
pair, who entrained prosodically only during the AO session.

A different picture is obtained when comparing the total number of prosodic fea-
tures used by speaker pairs across the two interaction conditions, irrespective of the
similarity dimensions involved (see Table 3, right panel). Half of the dialogue pairs
(CD, PZ, BV) made use of a larger set of prosodic cues in speech adaptation when
interacting in AO than in AV session. An extreme case is represented by BV dyad,
where speakers do not show any entrainment in the AV game session, but they do
manifest vocal entrainment by means of a large number of prosodic cues along multiple
dimensions (convergence/divergence, anti-synchrony) when the speech/audio com-
munication channel is the only one available. Of the remaining three dialogues, two
(DS and PP) exhibit a rather opposite trend, as they used a larger set of prosodic
entrainment cues in AO than in AV modality; whereas RC dyad does not show any
influence of interaction modality on the vocal manifestation of entrainment, since
speakers made use of the same number of prosodic parameters in both AV and AO
interaction conditions.

The picture emerging from our results seems to reflect the complexity in terms of
prevailing strategies adopted by conversational partners for speech entrainment
depending on interaction modality, as formulated in Sect. 1. The preferred strategy
seems to consist in enhancing the vocal manifestation of adaptation when the speech
channel is the only one available, and the use of nonverbal cues as possible alternative
or complementary coordination strategy is inhibited. However, this is not the only
behaviour registered in our data, as we found two cases of a stronger manifestation of

Table 3. Left Panel: Distribution of convergence and synchrony directions (positive/negative)
across speaker pairs and interaction modalities. Legend: conv = convergence; div = divergence;
syn = synchrony; a-syn = anti-synchrony. A slash between two items indicates the co-occurring
of the same phenomenon in both directions. Right Panel: Distribution of prosodic parameters
involved in the manifestation of prosodic entrainment across speaker pairs and interaction
modalities. Legend for parameters: a = art. rate, r = F0 range, l = F0 level, i = intensity;
blue = convergence/divergence, green = synchrony/anti-synchrony.
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vocal entrainment when partners could see each other, instead. This result appears to
support evidence found in previous studies as to the positive role of visual information
on speech alignment ([12], but see [13]).

As a side observation, our results also indicate that fundamental frequency (F0 level
and range) is the most preferred vocal cue for manifesting entrainment across speaker
pairs, irrespective of interaction modality. Instead, vocal intensity appears particularly
involved when eye contact is inhibited, pointing to a sort of compensatory effect when
partner’s visibility is inhibited. Articulation rate is the least preferred cue, with no
preference in relation to the availability of communication channel modality (audio-
visual or audio-only).

4 Conclusions

Results of our study point to a complex account as to the possible influence of inter-
action modality (in terms of partner’s visibility/not visibility) on the enhancement of
the vocal manifestation of coordination. A tendency emerges indicating that speakers
entrain their speech more when eye contact is inhibited, i.e. when nonverbal cues are
not available as alternative or complementary strategy. However, alternative beha-
viours have been registered in our data, calling for more research on this issue, which
would be particularly relevant for modelling socially-competent interactive dialogue
systems.
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