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Abstract. Low Signal to Noise Ratio (SNR) conditions are highly likely
during remote speech acquisition. This paper handles a method of remote
speech multi-channel signal processing for speech enhancement in pres-
ence of strong nonstationary noise. The presented approach builds upon
the Minimum Variance Distortionless response (MVDR) method, addi-
tionally filtering the multi-channel signal prior to MVDR beamform-
ing coefficient estimation with a spectral mask. This mask is obtained
by applying mixture observation vector clustering based on a spatial
correlation model, which is estimated by a Complex Gaussian Mix-
ture Model (CGMM). The posterior probabilities obtained during the
CGMM Expectation-Maximization (EM) algorithm are used to estimate
the cumulative noise mask, which is applied to the mixture. The masked
mixture is then used to calculate the MVDR covariance matrix and
beamforming coefficients. The method is tested on four mixtures acquired
using a 66 microphone array at various low SNR. The results are com-
pared to conventional MVDR and several other methods and validated
using the Signal to Distortion Ratio (SDR) improvement metric. The
results show that the presented method gives SDR improvement no less
than 1–1.5 dB in the majority of cases, compared to MVDR, and per-
forms best specifically at low SNR of −15 – −20 dB.

Keywords: Speech enhancement · Low SNR · Microphone array
Nonstationary noise · MVDR
Complex Gaussian Mixture Model (CGMM)

1 Introduction

Advances in close proximity speech enhancement and recognition have paved
the way for various voice control related services. However, speech enhancement
in far field scenarios at low Signal to Noise Ratios (SNR) still poses a problem
for tasks situated with remote speech signal acquisition and processing [2,10].
c© Springer Nature Switzerland AG 2018
A. Karpov et al. (Eds.): SPECOM 2018, LNAI 11096, pp. 21–31, 2018.
https://doi.org/10.1007/978-3-319-99579-3_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99579-3_3&domain=pdf


22 S. Astapov et al.

Due to acoustic wave diffusion and acoustic signal energy attenuation, reverbera-
tion [6] in enclosed spaces and physical limitations of the microphone transducer
aperture, the speech signal may distort even at relatively low noise levels. Fur-
thermore, assuming that noise sources may appear in a closer proximity to the
microphone than the speaker, a low SNR scenario is highly likely.

It has become a common practice to use microphone arrays (MA) for
remote speech acquisition and apply multi-channel signal processing methods for
speech enhancement [3,15]. Single-channel methods are most effective in cases of
narrow-band or stationary noise, where noise statistics can be estimated by, e.g.,
the Wiener filter, or the signal of interest can be unmixed using, e.g., ICA [8].
Though dual-channel adaptive noise cancellation [2] may be applied in presence
of nonstationary wide-band noise, it has its spatial limitations. Multi-channel
speech processing, however, allows reducing both diffuse and spatially coherent
noise by applying various beamforming techniques [15] and adaptive cancelers [3].
Spatially coherent noise incoming from point noise sources can be canceled by
steering a null beamformer in their direction. Such an approach is sensitive
to steering vector inaccuracy, does not consider multi-path signal propagation
(inc. reverberation) and is prone to partial target signal cancellation. Methods
like Minimum Variance Distortionless Response (MVDR), which calculate the
beamforming weight coefficients by estimating signal-noise mixture covariance
matrices, are generally more robust, but can suffer from estimation errors [3].
The robustness of adaptive beamformers is increased by applying single [5] or
multi-channel [4] masks generated through dereverberation [6], array frequency
and phase response estimation [7], source separation [9] and other algorithms,
which often employ deep learning for purposes of speech recognition [12].

In this paper we attempt to increase the robustness of MVDR for speech
enhancement under heavy wide-band nonstationary noise by applying spectral
masking to the multi-channel signal mixture prior to calculating the MVDR
beamforming weight coefficients. The spectral mask is obtained by applying
observation vector clustering based on a spatial correlation model, which is esti-
mated by a Complex Gaussian Mixture Model (CGMM). As a basis for the
CGMM Expectation-Maximization (EM) algorithm we adopt a method pro-
posed by Araki et al. [1]. The method is originally used for MVDR steering
vector estimation, however, we apply the posteriors obtained after EM directly
to the multi-channel signal. The approach is tested on several signal mixtures
acquired in situ using a 66 microphone MA. The results are validated using the
Signal to Distortion Ratio (SDR) metric and compared to the results of several
other methods based on the classical Delay-Sum Beamformer (DSB).

2 Preliminary Information

This section regards the problem formulation and provides essential informa-
tion about the methods applied in our approach to speech enhancement, namely
MVDR beamforming, observation vector clustering via the CGMM EM algo-
rithm and the DSB variations used for comparison with our approach.
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2.1 Problem Formulation

The entire speech enhancement process is performed in the frequency domain.
Let s(t, f) be the Short-Time Fourier Transform (STFT) coefficient of a clean
speech signal at time instance t and frequency bin f , and hs(f) = [h1, . . . , hM ]T

its steering vector, where M is the number of MA channels. The observation
vector y(t, f) = [y1(t.f), . . . , yM (t, f)]T then has the form

y(t, f) = s(t, f)hs(f) +
N∑

k=1

nk(t, f)hk(f) + nd(t, f), (1)

where nk(t, f) is spatially coherent noise produced by a point source k, hk(f)
is its steering vector and nd(t, f) is the diffuse noise component. (Note that all
other acoustic sources, including other speakers not-of-interest, are considered
spatially coherent noise.) In this paper we assume that the direction to the
speaker and, therefore, the acoustic wave propagation vector in the far field,
are known (i.e., measured or estimated with zero error). On the other hand,
the power spectral densities (PSD) of speech signal and noise components are
unknown. We also assume that M ≥ N . The problem is then to estimate the
speech signal ŝ(t, f) from the observation vector y(t, f).

2.2 MVDR Beamforming

The MVDR beamformer output at time instance t and frequency f is given as

ŝ(t, f) = wH(f)y(t, f), (2)

where w(f) is a M × 1 vector of the beamforming weight coefficients and (·)H

denotes the conjugate transpose of a vector [3]. The optimum weights are selected
to minimize the MA output power while maintaining unity gain in the direction
of the steering vector of the desired signal hs(f):

w(f) =
R−1(f)hs(f)

hH
s (f)R−1(f)hs(f)

, (3)

where R(f) is a M × M covariance matrix of the signal-noise mixture, which is
conventionally calculated as R(f) =

∑
t y(t, f)yH(t, f), and hs(f), in our case

of known direction to the speaker, is calculated based on the Time Difference
of Arrival (TDOA) τi between the first and the i-th microphone as hs(f) =[
1, e−j2πfτ2 , . . . , e−j2πfτi , . . . , e−j2πfτM

]T
.

In our experiments we calculate TDOA directly using known direction to
speaker and also validate the measurements by applying two methods for mutual
reassurance. The first method consists of an exhaustive search for Angles of
Arrival (AOA) in spherical coordinates (θ, ϕ), which give cumulative spectral
energy maxima in the range of θ, ϕ ∈ [−π

2 , π
2

]
. We calculate them by applying

DSB beamforming to the AOA spherical plane in this given range with a discrete
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step Δθ,ϕ and calculate the total spectral energy along all frequency bins. For
the second method we calculate the MUltiple SIgnal Classification (MUSIC)
pseudospectrum in the same AOA range. (AOA estimation and speaker tracking
can alternatively be performed using audio-visual methods developed in the
Speech Technology Center [11].)

2.3 Observation Vector Clustering with CGMM

Araki et al. [1] attempt to solve the speaker separation problem in a meeting
scenario by clustering the signal mixture observation vectors. We revise their
EM algorithm according to our task and the definition of the signal mixture (1).

Assuming that the speech signal s(t, f) and spatially coherent noise nk(t, f)
follow a Gaussian distribution of zero mean and variance |nk(t, f)|2 = φtfk:

p (nk(t, f);φtfk) = N (0, φtfk) , (4)

the observation vectors follow a complex Gaussian mixture model:

p (y(t, f);λ) =
N+1∑

k=1

αfkp (y(t, f)|C(t, f) = k;λ) ; (5)

p (y(t, f)|C(t, f) = k;λ) = Nc (0, φtfkBfk) , (6)

where αfk is a mixture weight
(∑N+1

k αfk = 1
)
, and Bfk = ĥk(f)ĥH

k (f) is
a M × M spatial correlation matrix of noise source k. The value C(t, f) = k,
k = 1, . . . , N , corresponds to the coherent noise classes and C(t, f) = N + 1
corresponds to the speech signal class.

The log likelihood function is defined as

L(λ) =
∑

t

∑

f

log p (y(t, f);λ) =
∑

t

∑

f

log
∑

k

αfkNc (0, φtfkBfk) , (7)

where λ = {λk} = {{αfk, φtfk,Bfk}} is the parameter set. The log likelihood
function is maximized by using the EM algorithm. The posterior probability is
hereafter denoted as Mk(t, f) = p (C(t, f) = k|y(t, f), λ); the posterior for the
speech signal is denoted as MN+1(t, f).

E-step: Calculate the posterior:

Mk(t, f) = p (C(t, f) = k|y(t, f), λ) =
αfkp (y(t, f)|λk)∑
k αfkp (y(t, f)|λk)

. (8)

M-step: Calculate the parameters λ as:

φftk =
1
M

yH(t, f)B−1
fky(t, f), (9)

Bfk =

∑T
t

Mk(t,f)
φtfk

y(t, f)yH(t, f)
∑T

t Mk(t, f)
, (10)

αfk =
1
T

T∑

t

Mk(t, f). (11)
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2.4 Comparative Methods

We compare the proposed algorithm to four other methods, namely, DSB with
adaptive frequency compensation, DSB with adaptive spectral subtraction, DSB
with the Stolbov filter [13], and conventional MVDR (referred to as MVDR-
MIX).

DSB with adaptive frequency compensation first performs beamforming in
the estimated directions and then executes exponential smoothing [2] over the
estimated power of the speech signal ŝ(t, f) and the residual noise n̂(t, f):

s̃(t, f) = ŝ(t, f) − (1 − α)ŝ(t − 1, f)n̂H(t − 1, f) + αŝ(t, f)n̂H(t, f)
(1 − α) |ŝ(t − 1, f)|2 + α |ŝ(t, f)|2 n̂(t, f), (12)

where s̃(t, f) is the enhanced speech signal. In Sect. 4 this method is addressed
as DSB-compensate.

The second method first performs DSB and afterwards applies adaptive spec-
tral subtraction [14] to the estimated power of the speech signal ŝ(t, f) and the
residual noise n̂(t, f):

|s̃(t, f)|2 =

{
max

(
0, 1 − |n̂(t, f)|2

|ŝ(t, f)|2
)}

|ŝ(t, f)|2 . (13)

This method is hereafter denoted as DSB-spect subt.
The Stolbov filter is integrated into the DS beamformer, where each channel

is independently processed using an adaptive noise suppressor prior to channel
summing [13]. It is shown to provide good noise suppression in presence of wide-
band noise. In Sect. 4 it is referred to as DSB-Stolbov.

3 Proposed Approach to Spectral Masking

Our proposed approach is aimed at canceling spatially coherent noise and also
filtering diffuse noise by applying a spectral mask to the MA channels prior to
calculating the MVDR beamforming coefficients. It is based on the procedure
discussed in Sect. 2.3, however, due to the problems situated with inverting the
CGMM spatial correlation matrices, this procedure is also adjusted.

3.1 Spectral Mask Application

The spectral mask is obtained by running the CGMM EM algorithm described
by (8)–(11). The posteriors Mk(t, f) are used as spectral-temporal coefficients
to emphasize the signal prior to MVDR application.

As the sum of posteriors is
∑N+1

k Mk(t, f) = 1, we estimate the cumulative
noise mask as

Mn(t, f) =
N∑

k=1

Mk(t, f) = 1 − MN+1(t, f), (14)
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and apply it to the observation vector:

ỹ(t, f) = Mn(t, f)y(t, f). (15)

The masked observation vector is then used to calculate the covariance matrix for
(3) as R̃(f) =

∑
t ỹ(t, f)ỹH(t, f), after which the speech signal is estimated using

(2) as ŝ(t, f) = w̃H(f)y(t, f). This approach is denoted in Sect. 4 as MVDR-
CGMM.

Alternatively we also test a similar approach under the assumption of known
speech signal PSD. Our aim is to test, how well the diffuse noise is filtered from
the mixture by the MVDR-CGMM approach. Here we assume that the CGMM
spatial correlation matrix corresponding to speech Bf,N+1 and signal variance
φt,f,N+1 are a priori known:

φt,f,N+1Bf,N+1 := |s(t, f)|2 hs(f)hH
s (f). (16)

In this case the matrix (16) is fixed, i.e., Eqs. (9) and (10) are not applied on
the M-step for k = N + 1. For k = 1, . . . , N the EM algorithm is executed in a
normal fashion. This approach is denoted as MVDR-CGMM-S in Sect. 4.

3.2 Avoiding Singularity in CGMM EM

Spatial correlation matrix singularity is highly probable under the assumption of
unknown noise parameters and random noise source location. In such a case it is
not guaranteed that the matrix will be full rank or Hermitian positive definite.
We perform several adjustments over the CGMM EM algorithm to minimize the
risk of converging to singular spatial correlation matrices.

First, we scale the multivariate Gaussian probability density function to the
natural logarithm. The density function of a complex n-variate Gaussian Z ∼
Nc(μ,Γ) is defined as

f(z;μ,Γ) =
e−(z−μ)HΓ−1(z−μ)

|πΓ| , z ∈ C
n, (17)

where z is a complex vector, μ is the vector of mean values, and Γ is the com-
plex variance. Substituting these arguments with ours and taking the natural
logarithm yields:

ln f (y; 0, φB) = ln

(
e−yHφ−1B−1y

|πφB|

)

= − 1
φ
yHB−1y − M (ln π + ln φ) − ln |B| . (18)

Second, we perform spatial matrix regularization during the M-step if its

inverse condition number κ−1(B) = max
(∑M

j=1 |bij |
)−1

is below some set value.
If this is the case, a small increment is iteratively added to the main diagonal:
B ← B + εI, until the condition number check is satisfied.
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4 Experimental Results

The test signals for our experiments were acquired in a meeting room with a large
table in the middle. Room parameters are as follows: dimensions L × W × H =
6 × 6 × 3.5 m, reverberation time T60 = 0.6 s. For signal acquisition we apply
a rectangular MA, consisting of 6 rows of microphones, 11 in each row. The
horizontal distance between successive microphones is equal to 35 mm, and the
vertical distance – 50 mm. The microphone array is placed on the table at
approximately 1.5 m from the wall facing the middle of the room. The speaker is
standing facing the array 4 m away from it at AOA of (θ, ϕ)s = (7.154◦, 7.395◦);
the loudspeaker reproducing different types of noise is placed facing the array
4 m away from it at AOA of (θ, ϕ)n = (−16.072◦,−0.163◦).

Table 1. Signal mixtures under test and their parameters.

Mixture name Speaker Noise Fs, No. bits

speech+music1 male1 Solarstone - Solarcaster 16 kS/s, 16 bits

speech+music2 male1 Rammstein - Du Hast 16 kS/s, 16 bits

speech+babble male2 Noisy crowded cafeteria, speech 16 kS/s, 16 bits

speech+white n female White noise in band [150, 6000] Hz 16 kS/s, 16 bits

To guarantee accurate SNR readings on the mixture, the speech and noise
segments are acquired separately. For each type of noise we sum these speech and
noise signals in the frequency domain, while also tuning their gains accordingly
to produce the mixtures at specific SNR. To obtain the baseline SDR we then
proceed with the following:

1. Apply DSB to the separate speech signal in the direction of the speaker.
Obtain the clean speech signal (S).

2. Apply DSB to the mixture in the direction of the speaker. Obtain the
enhanced speech signal on the mixture (MIX).

3. Calculate the baseline SDR as SDR(MIX,S).

Afterwards all the presented speech enhancement methods are validated using
the SDR improvement metric. Each method is applied to the signal mixture and
a speech signal estimate Sest is obtained. SDR improvement is then calculated
as SDRimp = SDR(Sest,S) − SDR(MIX,S).

The signals under test and their components are presented in Table 1. These
four combinations are mixed at different low SNR and put through the speech
enhancement algorithms discussed in Sects. 2 and 3. STFT parameters for all
tests remain the same and are as follows: window length 512 samples, Hann
windowing function, overlap 256 samples. The results of SDR improvement are
presented in Table 2. All three DSB variations fail to produce noteworthy SDR
improvements over conventional DSB; DSB-compensate performs surprisingly
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Table 2. Results of SDR improvement in dB for all mixtures under test.

Speech + ...mix
at specific SNR

DSB-
compensate

DSB-spect
subt

DSB-
Stolbov

MVDR-
MIX

MVDR-
CGMM

MVDR-
CGMM-S

music1, –5 dB –0.332 0.280 –1.738 –5.985 –1.150 0.113

music1, –10 dB –0.387 0.149 –1.459 –1.511 0.642 0.140

music1, –15 dB –0.420 –0.091 –1.480 2.513 3.009 3.654

music1, –20 dB –0.473 –0.366 –1.551 5.696 5.772 6.649

music2, –5 dB 2.057 –0.304 –0.427 –4.505 –1.493 –1.270

music2, –10 dB 2.069 –0.596 –0.240 –0.206 0.230 2.250

music2, –15 dB 2.039 –1.050 –0.259 3.798 2.472 5.591

music2, –20 dB 1.968 –1.613 –0.197 6.941 5.287 8.493

babble, 5 dB –5.506 –0.254 –3.322 –9.298 –4.635 –0.149

babble, 0 dB –3.126 –0.046 –0.266 –5.697 –1.898 –0.085

babble, –5 dB –2.008 –0.078 1.264 –2.581 0.058 –0.065

babble, –10 dB –1.615 –0.201 1.496 –0.041 1.485 –0.037

white n, 5 dB –8.953 –1.010 –11.330 18.366 30.578 34.127

white n, 0 dB –5.813 0.797 –6.599 24.363 31.725 33.582

white n, –5 dB –4.147 1.278 –2.683 29.244 33.487 34.792

white n, –10 dB –3.514 1.165 –0.130 33.136 33.884 34.398

white n, –15 dB −3.402 0.982 0.820 35.297 35.477 34.167

well in the music2 case, and DSB-Stolbov performs best in the babble noise
case, which conforms with the results presented in [13]. Conventional MVDR-
MIX performs significantly better, especially in lower SNR, which is expected,
as given the speech source steering vector, very little room is left for estimation
error. However, our MVDR-CGMM outperforms conventional MVDR, giving an
improvement of no less than 1–1.5 dB in the majority of cases. This indicates the
applicability of the proposed approach in low SNR conditions. MVDR-CGMM-S
performs better than MVDR-CGMM at lower SNR mixtures. This may indicate
insufficient filtering of diffuse noise and has to be investigated further. Handling
stationary white noise does not pose a problem for any of the MVDR varia-
tions, however, our method performs better at higher SNR than the conventional
MVDR.

An example of speech enhancement by MVDR-CGMM is presented in Fig. 1.
Here the speech signal enters the mixture at the 10th second. It can be seen
that the music noise dominates almost the entire band of frequencies, however,
this noise is efficiently attenuated above 2 kHz. The rhythmic music pattern
remains evident only below 2 kHz, and the utterances become distinguishable
even at such low SNR. Application of the spectral mask to the speech+music1
mixture is portrayed in Fig. 2. The mask Mn(t, f) ∈ (0, 1) is presented in a
blue-to-yellow color scheme. It clearly indicates the frequency bins belonging to
speech, additionally emphasizing the speech signal in noise.
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Fig. 1. Example of speech enhancement by MVDR-CGMM at SNR of –20 dB.

Fig. 2. Example of spectral mask application.
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5 Conclusion

In this paper we have discussed the possibility of applying spectral masks for
improved speech enhancement in low SNR conditions during remote speech
acquisition. The established approach of spectral mask estimation has been
proven to be applicable to speech enhancement, improving on the SDR results
of the conventional MVDR and several other methods based on DSB. It has
provided noticeable SDR improvement specifically at lower SNR conditions in
presence of nonstationary noise. Research will be continued in the direction of
meeting criteria for automatic speech recognition.
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