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Abstract. Recently, focus of research in the field of affective comput-
ing was shifted to spontaneous interactions and time-continuous anno-
tations. Such data enlarge the possibility for real-world emotion recog-
nition in the wild, but also introduce new challenges. Affective comput-
ing is a research area, where data collection is not a trivial and cheap
task; therefore it would be rational to use all the data available. How-
ever, due to the subjective nature of emotions, differences in cultural
and linguistic features as well as environmental conditions, combining
affective speech data is not a straightforward process. In this paper, we
analyze difficulties of automatic emotion recognition in time-continuous,
dimensional scenario using data from RECOLA, SEMAINE and Cre-
ativel T databases. We propose to employ a simple but effective strategy
called “mixup” to overcome the gap in feature-target and target-target
covariance structures across corpora. We showcase the performance of
our system in three different cross-corpus experimental setups: single-
corpus training, two-corpora training and training on augmented (mixed
up) data. Findings show that the prediction behavior of trained mod-
els heavily depends on the covariance structure of the training corpus,
and mixup is very effective in improving cross-corpus acoustic emotion
recognition performance of context dependent LSTM models.
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1 Introduction

Automatic affect recognition is a popular research topic, which brings researchers
from psychological and technical areas together [19,24]. It can be beneficial in
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a variety of applications in areas of human-computer interaction (HCI) and
human-human interaction (HHI). Emotional component in an HCI system allows
it to perceive the emotional state of speaker and adjust the response to increase
the quality of interaction.

Although emotion recognition has been a hot topic for a long period and a
high amount of research was conducted, the problem is far from being solved.
Less than two decades ago, emotion recognition has left the laboratory condi-
tions and faced the real-world data and problems; such as cultural, linguistic
and environmental differences [10,22]. Combination of different corpora, which
could solve the problem of data shortage, could not be applied in a straightfor-
ward manner in the context of acoustic emotion recognition. The main difficulty
lies in the subjective nature of emotions, resulting in diverse and controversial
annotations. Despite these issues, data combination and augmentation may lead
to a dramatic increase in performance of affect recognition systems.

In this paper, we dealt with problems of cross-corpus time-continuous dimen-
sional emotion recognition and proposed ways to overcome them. We observed
that a pure cross-corpus emotion recognition may not work properly if data have
different label distributions. We also showed that this problem can be partially
solved by combining and augmenting data.

This paper is structured as follows: we introduce the related work in Sect. 2;
provide information on corpora used, data preprocessing techniques and method-
ology in Sect. 3; present results of different cross-corpora emotion recognition
settings in Sect. 4; and conclude the paper in Sect. 5.

2 Related Work

Most of the previous research on emotion recognition dealt with acted, categor-
ically labeled corpora, providing information at utterance-level [1,7,11].

Continuously annotated databases of spontaneous interactions provide more
naturalistic data, but also introduce several challenges, such as diversity in anno-
tations [16,17], reaction lags between actual appearance of an emotion and its
annotation [12] and amount of contextual information the system needs [5,6].

Problem of cross-corpus emotion recognition was investigated by several
research groups. Schuller et al. studied this problem with acted, categorically
annotated databases [22]. Performance of the proposed methodology was poor
if some differences in environmental conditions were present. For some of the
emotions, classification accuracy of used Support Vector Machine (SVM) based
model was below the chance level. Authors also showed that normalization strat-
egy has a crucial role in the cross-corpus scenario and concluded that speaker-
level normalization leads to the best performance, compared to other approaches.

The study of normalization effect on cross-corpus emotion recognition per-
formance was extended and cascaded normalization techniques, which are com-
prised of speaker, value and instance level normalization, were recently intro-
duced and tested in [9]. The proposed approach achieved increased perfor-
mance reducing cross-corpus differences with respect to suprasegmental acoustic
features.
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Resent study focused on cross-corpus recognition of self-assessed affect.
Cross-corpus predictions of affective primitives were used as a data for extracting
functionals and then combined with predictions of other sub-systems to improve
performance [8].

These studies provided a starting point for the paper in-hand and a speaker
normalization technique was used. Cross-corpus emotion recognition with time-
continuous data is poorly studied, which served as motivation to conduct our
research.

3 Data and Methodology

Three corpora of spontaneous, emotionally-rich interactions are used in this
study: RECOLA [20], SEMAINE [13] and CreativelT [14]. All corpora are anno-
tated at frame level using two affective scales: arousal (activation) and valence
(positivity). A brief overview of the used corpora is presented in Table 1.

Table 1. Overview of used corpora.

Corpus Duration | Recordings | Participants | Gender | Age Annotation
(min) (m/f) |w (o) | rate (Hz)
RECOLA |115 23 23 10/13 |21.4 25
(2.0)
SEMAINE | 435 24 20 8/12 30.4 50
(10.4)
CreativelT | 132 31 15 7/8 N/A 60

3.1 RECOLA

RECOLA (Remote COLlaborative and Affective interactions) database was col-
lected during spontaneous dyadic interactions between people while solving a
cooperative problem. From 46 people participating in the database collection,
34 gave their consent to share the data publicly available and recordings from 23
users are presented in the current version of the database, shared with research
community. Each recording has duration of five minutes, yielding 115 min of
speech in total.

Participants are aged between 18 and 25years and have different mother
tongues although spoke French during the database collection process: 17 of them
have French as a mother tongue, 3 — Italian and 3 — German. The corpus was
recorded in four modalities: audio, video, electrocardiogram and electro-dermal
activity. Recordings were continuously annotated by 6 equally gender-distributed
persons via ANNEMO (ANNotating EMOtions) annotation tool [20] in two
affective scales (arousal and valence) and five social behavior scales (agreement,
dominance, engagement, performance, rapport).
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3.2 SEMAINE

SEMAINE (Sustained Emotionally coloured Machine-human Interaction using
Nonverbal Expression) database was collected within a project, where the aim
was to build a system that could engage a person in a sustained conversation
with a Sensitive Artificial Listener (SAL) agent. Three scenarios are used in the
context of this project: Solid SAL, where the agent’s role was played by a real
human-operator; Semi-Automatic SAL, where system spoke phrases chosen by a
human operator from a pre-defined list; and Automatic SAL, where the system
chose phrases and non-verbal signals by itself. Only data collected from users
(not operators) in Solid SAL scenario were used in this study.

The corpus consists of 24 recordings in English from 20 speakers, whose
age range from 20 to 58 years. Recordings have durations from 11 to 30 min
resulting in the total corpus length of 435 min. The corpus was recorded in two
modalities: audio and video and annotated via FeelTrace annotation tool [3] in
different dimensions and emotional labels: valence, arousal, power, anticipation,
intensity, fear, anger, happiness, sadness, disgust, contempt and amusement.

3.3 CreativelT

Creativel T database was collected to serve as a multidisciplinary resource for
theatrical performance improvement and emotion recognition. It was recorded
by actors, coordinated by a director with an expert qualification in Active Anal-
ysis introduced by Stanislavsky. Two scenarios were used during the database
collection: two-sentence exercise, where actors were permitted to use only one
predefined phrase each; and paraphrase of script, where actors were following
general script without any constraints on words and expressions. Only the para-
phrase part of corpus was used in this study as it meets the conditions of spon-
taneous interaction closely.

Selected part of the corpus consists of 31 recordings in English from 15 partic-
ipants. Duration of recordings ranges from 2 to 7 min, with a total of 132 min. In
addition to audio data from close-up microphones, motion capture data is avail-
able for each recording, representing body language of actors during interactions.
Recordings were annotated via FeelTrace annotation tool [3] by three groups of
evaluators: theater experts, actors and naive audience in different dimensional
groups, such as emotional descriptors (arousal, valence) and theatrical perfor-
mance ratings (naturalness, creativity).

3.4 Features and Labels

For cross-corpus emotion recognition, the audio modality was used in this study,
as it is presented in each corpus described above. Audio features were extracted
with openSMILE tool [4]. They consist of 65 low-level descriptors (LLDs) and
their first order derivatives [21]. Feature step size was set to 0.01 sec. resulting
in a feature extraction rate of 100 Hz. As corpora have different annotation rates
(see Table 1) they were brought to the same data frequency to be able to share
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the same prediction models. The lowest annotation frequency of 25 Hz, present
in RECOLA, was used to subsample other two corpora.

Extracted features were speaker-level z-normalized, as it was previously
shown to have a better performance in cross-corpus experiments [9]. Annota-
tions of two main affective dimensions - arousal and valence - were used in this
study as labels. Distributions of labels for corpora described above are presented
in Fig. 1.

20 - - - CreativelT 35 = - - CreativelT
: SEMAINE SEMAINE
—— RECOLA 3.0 —— RECOLA

2.5
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Fig. 1. Label distributions in three emotional corpora.

The label distribution of RECOLA is narrower in both affective dimen-
sions, than remaining corpora. It can be a result of its pure spontaneous
nature. Although all corpora used in this study are designed to be naturalis-
tic, SEMAINE can simulate four personality prototypes, which affect operators’
behavior and hence, the user. Even though actors participating in collection of
Creativel T database were not restricted lexically to choose the words for inter-
action, they had to follow the general scenario and the role. These conditions
could have led to more idiosyncratic nature of emotions in both SEMAINE and
CreativelT.

3.5 Modeling

In this study, recurrent neural network with long short-term memory (LSTM-
RNN) was used for context modeling. The model comprises of two layers with 80
and 60 neurons with ReLU activation function [15], respectively, each followed a
dropout layer with p = 0.3 [23]. The models were optimized by root mean square
propagation (RMSprop) using the concordance correlation coefficient as a metric
function. We use the LSTM implementation provided by Keras toolkit [2].

Our recent study has revealed that performance of time-continuous emotion
recognition has a strong relation with the amount of acoustic context used in
recurrent neural network (RNN) models regardless of the number of time steps
[5]. The required amount of context could be set by combination of two parame-
ters: number of time steps fed into RNN model and a sparsing coefficient, which
is responsible for decreasing the amount of data in each sample by skipping
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frames. Regardless of sparsing coefficient, the step size between samples is one
frame, hence there is no loss in total amount of information. The amount of
context in seconds is then represented as:

SO xTW

¢ FR ~ S

where SC is the sparsing coefficient that determines the amount of frames to
skip, TW is the time window size and FR is the frame rate in Hz.

Based on our previous research [5], a context size of 7.68s, which is obtained
from the combination of SC=12 and TW=16, was selected for this study. The
same procedure of sparsing applies to respective labels. Sequence-to-sequence
modeling is used in this study, thus features of TW previous frames were used
to predict the corresponding labels for these frames. After prediction phase, the
values of labels obtained for the same frame at different time steps were averaged
to smooth final prediction.

3.6 Mixup for Data Augmentation and Corpus Adaptation

To combine data from different corpora, a recently introduced methodology
called mizup was used in this study [25]. mizup is a data augmentation tech-
nique, that constructs virtual training examples based on existing ones, using
weights drawn from Beta distribution to regulate their contribution to the syn-
thetic instance:

Tnew — sz + (1 - )\)xjv (2)
Ynew = Ayi + (1 - /\)yja (3)

where A ~ Beta(a, «), a is a hyper-parameter for the Beta distribution, ;,
x; are feature vectors, and y;, y; are label values/vectors. This kind of data
augmentation encourages the model to behave more linearly in-between training
examples, which can be useful for cross-corpus learning.

In this study, feature vectors x;, ; and corresponding labels y;, y; were taken
from two different corpora. To create different sets of augmented data, hyper-
parameter « of mixup routine was varied (see Fig. 2). Three values were tested:
a = 0.1, which provides slight changes to original data and a minor contribution
of the second corpus; @ = 1, which provides an uniformly distributed level of
contribution of both corpora to augmented data; and o = 10, which creates most
examples in the middle of feature-label space between two samples. To preserve
sequential nature of data, streams were mixed up at the recording level with
consecutive frames.

4 Experimental Results

In this paper, the problem of cross-corpus multi-dimensional emotion recog-
nition is considered. To study the issues and particularities of time-continuous
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Fig. 2. Beta-distribution with three different values of parameter a.

and multidimensional emotion recognition, three experimental setups were used:
single-corpus training, two-corpora training and training on augmented data.
The performance of cross-corpus prediction was estimated using Pearson’s cor-
relation coefficient (p).

4.1 Single-Corpus Training

The first problem definition was to predict values on an unseen corpus using
model trained on single corpus. Two models (for arousal and valence) were
trained on whole data available for one corpus up to 5 epochs, then they were
used to generate predictions for different corpora, including the training corpus
itself (to show the ground-truth label distributions). Scatter plots of prediction
in the single-corpus training settings are presented in Fig. 3.

Test corpus

RECOLA SEMAINE CreativelT

# F 7 -

RECOLA

Train corpus
SEMAINE

-

CreativelT
d g

Fig. 3. Single-corpus training (x-axis — valence, y-axis — arousal).
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Table 2. Pearson correlation scores (arousal/valence) for single-corpus training.

Train on Test on

RECOLA SEMAINE Creativel T
RECOLA |0.923/0.890 |0.375/0.223 |0.337/—0.024
SEMAINE | 0.533/0.170 |0.821/0.750 |0.322/—0.065
CreativelT | —0.027/0.009 | 0.306/—0.013 | 0.953/0.952

Distributions of each corpus labels can be seen as self-prediction (main diag-
onal). Figure 3 shows that models predict only in the limits of their own anno-
tation distributions and exhibit the same tendencies regardless of the test data.
This results in a low cross-corpus prediction performance, even in some cases
leading to a negative correlation (see Table2).

Negative correlations may also be attributed to the use of different annota-
tion tools. ANNEMO tool has two separate bars for arousal and valence that
are manipulated by the user independently. However, Feel Trace toolkit provides
the two-dimensional emotion representation with basic emotions played on the
graph, which are in some cases drastically converse (e.g. for “afraid”) to other
research [18].

4.2 Multi-corpus Training

The second research problem was to predict affect primitives on an unseen corpus
using the model trained on two remaining corpora. Other experimental param-
eters were left the same as in the single-corpus training setting. We refer this
multi-corpus training scheme as “combining”.

The third research problem was to predict arousal and valence on one of
the corpora using the model trained on fully synthetic data, generated from
the remaining corpora with mixup routine. Comparative multi-corpus training
results with combining and mixup strategies are presented in Table3, where
the improved performance of multi-corpus training over the best single corpus
training performance on a target corpus is shown in bold.

Table 3. Pearson correlation scores (arousal/valence) for leave-one-corpus-out training
results.

Train on Test on Combined Mixed up (best «)
RECOLA + CreativelT | SEMAINE | 0.359/0.050 | 0.368 (1)/—0.012 (10)
RECOLA + SEMAINE | CreativelT | 0.435/—0.016 | 0.431 (1)/—0.041 (0.1)
Creativel T + SEMAINE | RECOLA | 0.222/0.149 | 0.695 (1)/0.294 (10)

Compared to the single-corpus training, combination of data results in
approximate averaging of performances of two corpora used for training. Only a
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combination of SEMAINE and RECOLA provides better results for CreativelT
as the test corpus with arousal dimension. Mixup based data augmentation
allows model to benefit more from differences in databases, creating synthetic
samples that train a model having higher generalization ability. Thus, mixup
dramatically improves over single-corpus training on two corpora, and renders
a relatively slight performance decrease (from 0.375 to 0.368) on SEMAINE
arousal dimension. The advantage of using mixup over simple combination is
seen clearly on RECOLA corpus: while combining approach markedly under-
performs the single-corpus performance, mixup improves it in both arousal and
valence dimensions.

5 Conclusions and Future Work

In this paper, we studied problems of time-continuous multidimensional cross-
corpus emotion recognition. In addition to the feature distribution problem that
is present in other cross-corpus settings and could be partially solved by a
speaker-level normalization, the dimensional approach introduces the challenge
of different label distributions. It can be caused by initial database collection
scenario, different annotation software or people’s perception of emotions. Nev-
ertheless, it may serve as a limiting factor for the system, may not let it predict
outside originally trained distribution and may even result in converse behavior.

In future work, a cross-task approach will be introduced to the current
research to increase coverage of arousal-valence space by using corpora with cat-
egorical annotation. The question of mapping emotion labels between corpora
is still poorly studied, but an effective approach may increase amount of data
available for different experimental settings, which will have a positive effect on
the performance of the emotion recognition system.
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