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Abstract Designing andunderstanding spin couplingwithin andbetweenmolecules
is important for, e.g., nanoscale spintronics, magnetic materials, catalysis, and bio-
chemistry. We review a recently developed approach to analyzing spin coupling in
terms of local pathways, which allows to evaluate how much each part of a struc-
ture contributes to coupling, and present examples of how first-principles electronic
structure theory can help to understand spin coupling in molecular systems which
show the potential for photo- or redoxswitching, or where the ground state is stabi-
lized with respect to spin flips by adding unpaired spins on a bridge connecting two
spin centers. Finally, we make a connection between spin coupling and conductance
through molecular bridges.

6.1 Introduction

In electronics on a very small scale, heating due to electron currents flowing through
thin wires has become a major problem [1]. In spintronics, information is stored,
transferred and processed employing the spin rather than the charge degree of free-
dom. Spintronics offers, in principle, a solution to the heating challenge: By building
up chains of spins which are coupled to their neighbors by (super-)exchange or by
Ruderman–Kittel–Kasuya–Yosida (RKKY) interactions (when adsorbed on a metal
surface), the flip of a spin on one end of the chain can be passed on along the chain,
thus transferring information but not charge. This has been exploited in an experiment
by Khajetoorians et al. [2], in which it was demonstrated that chains of iron atoms
deposited on a copper substrate can be used to build a spin logic gate. The inputs are
controlled by cobalt clusters of different size whose magnetization can be individ-
ually switched by an external magnetic field due to their different coercivities, and
the output is read out by the tip of a spin-polarized scanning tunneling microscope
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Fig. 6.1 Schematic
representation of two spin
centers (e.g., metal atoms)
linked by a ligand adsorbed
on a surface, with two
possible competing
spin–spin interactions

(STM). The atoms are coupled antiferromagnetically by RKKY interactions medi-
ated by the conduction electrons. Controlling this interaction requires controlling the
distance between the atoms on the surface, which is achieved by manipulating them
with the STM tip. A simpler approach to constructing spin chains is provided by
molecular self-assembly on surfaces. Molecules consisting of spin-polarized metal
ions and organic ligands can be covalently linked into antiferromagnetically coupled
chains and branched structures by thermally activated surface-mediated debromina-
tion [3–5]. Chain lengths of up to 81 nm could be achieved [5]. Linking metal atoms
via ligands in this way introduces two competing pathways for spin coupling: one is
through the surface (RKKY) and one through the bridging ligand(s) (see Fig. 6.1).
To find out which of these two dominates, one usually resorts to density functional
theory (DFT) calculations, comparing spin coupling for pairs of molecules on the
substrate with pairs of molecules in the vacuum. In the covalently linked molecu-
lar chains discussed above, this procedure suggested that spin coupling is mediated
solely through the ligands [3]. For a checkerboard structure of molecular spin cen-
ters whose ligands were not covalently linked to each other, the same approach
suggested that only RKKY interactions are responsible for spin coupling [6]. For
similarly non-linked charged tetracyano-p-quinonedimethane molecules adsorbed
on graphene/Ru(0001), in contrast, interactions between the molecules rather than
the substrate were suggested as being responsible for spin interactions [7].

Taking away the substrate will not strongly modify the electronic structure of
the adsorbed molecule if molecule–substrate interactions are sufficiently weak. For
cases where these interactions affect the electronic structure of the adsorbate and
for the sake of efficiency, it is desirable to have a computational scheme which
allows to evaluate the dominant coupling pathway more directly. Such a scheme is
also helpful for disentangling the different contributions to spin coupling that may
arise within a given molecule (e.g., because different bridging ligands are present).
In Sect. 6.2.2, such a local decomposition scheme is presented [8]. It is based on a
Green’s function approach to evaluating spin coupling from the electronic structure
of one spin state only (rather than from energy differences between two spin states)
which has been established in solid-state science [9] and only occasionally been
applied tomolecules [10–12] (with spin densities clearly localized on themetal atoms
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rather than partially delocalized onto ligands). Therefore, it had to be ensured that the
approach works generally well for molecules [13]. For this purpose, it was brought
into a form suitable for interfacing with quantum chemical electronic structure codes
[13] based on previous work by Han, Ozaki and coworkers [12]. Both is summarized
in Sect. 6.2.1.

As an additional advantage, spin coupling between or within molecules can be
controlled chemically to a large degree. The term “chemical control” can refer to
optimizing molecular bridges and/or spin centers in terms of chemical constitu-
tion, substituents and molecular topology, and to constructing structures that can be
switched by external stimuli, thusmodifying spin coupling by, e.g., illumination with
visible or ultraviolet light [14–19]. We discuss a candidate for such photoswitching
of spin coupling in Sect. 6.3.1, and elucidate, with the help of DFT calculations, pos-
sible reasons for the unfavorable switching behavior of the complex. In Sect. 6.3.2, an
alternative switching mechanism is discussed: a ferrocene unit bridging two organic
radicals is oxidized, so that an additional unpaired spin on the bridge is introduced.
As for the photoswitching in the example above, this does not affect the type of spin
coupling (i.e., there is no change between ferro- and antiferromagnetic coupling),
but it strongly changes its magnitude (i.e., the energy difference between the ferro-
and antiferromagnetically coupled states). Such oxidation switching of spin coupling
has also been studied experimentally and theoretically for different types of bridges
[20–22]. The effect of oxidation may also be relevant, for example, when comparing
isolated molecules with molecules adsorbed on surfaces, as the interaction with a
metal substrate may lead to charge transfer between molecule and surface. To isolate
the effect of an additional spin on the bridge from the effect of charging, a compar-
ative study on neutral bridges with and without unpaired spin is finally presented
in Sect. 6.3.3, which points to achieving delocalization of the spin density onto the
bridge as a major goal for synthetic efforts towards molecules or molecular chains
with large spin coupling. Introducing spin on the bridge as a means to achieve larger
spin coupling has gained increase interest in recent years [23].

The logic gate described above operates at a temperature of 0.3 K. Employing
molecules and optimizing their interactions may lead to devices with higher operat-
ing temperatures. At the same time, these potential technological applications are by
far not the only reason why we are interested in understanding and designing spin
interactions within and between molecules. Such spin interactions are important,
e.g., for catalysts and biological systems, and ligands mediating them may be under-
stood as a specific example of communication through molecular bridges, which is
also relevant for, e.g., electron transfer and transport through such bridges [24–30].
Section6.4 summarizes several examples of how first-principles electronic structure
calculations can help to draw analogies between spin coupling and conductance, and
to understand conductance in cases where spin plays an important role.
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6.2 Local Pathways in Exchange Spin Coupling

In contrast to various properties such as charge [31, 32], spin [33–35], electric dipole
moments [36–38], electron transport and transfer properties [39–46],Ramanor vibra-
tional Raman optical activity intensities [47, 48], and X-ray absorption intensities
[49, 50], there is no straightforward scheme available for analyzing which parts of
a molecular structure contribute to coupling between local spins. We present here
such a scheme, based on a Green’s function approach from solid-state physics [9].

6.2.1 Transferring a Green’s Function Approach to
Heisenberg Coupling Constants J from Solid State
Physics to Quantum Chemistry

In quantum chemistry, the coupling between spin centers is usually evaluated from
the energy difference between a ferromagnetically coupled and an antiferromag-
netically coupled state (see Fig. 6.2). If one assumes a cosine dependence of the
electronic energy on the angle between the two spin vectors located at the spin cen-
ters (see Fig. 6.2), one can estimate this energy difference by looking at the electronic
structure of one spin state only: as illustrated in Fig. 6.2, the larger the energy differ-
ence, the larger the curvature of the energy at one of the extrema corresponding to
ferro- or antiferromagnetic coupling. This was the basis for the approach developed
for solid-state structures [9]. We have checked whether the energy does indeed show
such a cosine behavior and found that as long as the spin does not strongly delocalize
onto the bridge, with bridge atoms sharing delocalized spin from different spin cen-
ters, this is usually the case [13]. Of course, differences in molecular orbitals (MOs)
and molecular structures in different spin states are neglected by such an approach.
Nonetheless, it was found to give reliable spin couplings for a wide range of struc-
tures. Compared to an approach by Peralta and coworkers [51, 52], in which orbital
relaxation upon spin rotation is taken into account by solving the coupled perturbed
Kohn–Sham equations, the Green’s function approach sacrifices some accuracy for
the advantage of being a straightforward postprocessing scheme.

If magnetic anisotropy is low, spin coupling is usually well described by a Heisen-
berg Hamiltonian

Ĥ = −2J
∑

A>B

ŜA · ŜB, (6.1)

where J refers to the spin coupling constant (which is positive for ferromagnetic and
negative for antiferromagnetic coupling), and ŜA and ŜB to the local spin operators
for spin centers A and B. By comparing the energy change due to a small spin
rotation between a Greens-function energy expression and the Heisenberg model,
using the local force theorem, and introducing local projection operators onto the spin
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Fig. 6.2 The standard approach to evaluating spin coupling in quantum chemistry is based on
evaluating energy differences between ferromagnetically (F) and antiferromagnetically (AF) cou-
pled states (a), where the AF state is typically modeled by a Broken-Symmetry (BS) determinant
in Kohn–Sham DFT (b). In the approach from solid-state physics adopted here, spin coupling is
rather evaluated from the curvature of the potential energy as a function of the angle θ between
two local spin vectors (c). The larger the energy difference, the larger the curvature. The resulting
expression involves sums over pairs d of occupied spin-up or α orbitals and unoccupied spin-down
or β orbitals, or vice versa (“spin-flip excitations”; compare (6.2)).

centers to define so-called on-site potentials, we arrive at the following equation for
J (evaluated by processing the electronic structure of the ferromagnetically coupled
state),

J(F) = − 1
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For a detailed derivation, see [9, 13]. The sums run over pairs of occupied and unoc-
cupied (“virtual”) orbitals of opposite spin and over single-particle basis functions
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μ, ν located on the spin centers A and B. Fσ
μ′ν ′ refers to the elements of the Fock

matrices for electrons of spin σ ∈ {α,β}, where α refers to spin-up or majority spins
and β refers to spin-down or minority spins, in a basis of Löwdin-orthogonalized
atom-centered single-particle basis functions. In other words, this is a matrix repre-
sentation of the effective single-particle operators in Kohn–Sham DFT. Cσ

νi denotes
the molecular orbital coefficients for a given spin σ in the same basis. SA and SB refer
to the local spin quantum numbers on the spin centers A and B. So far, we have used
ideal local spin quantum numbers rather than the local spins 〈ŜzA〉 = 1

2 (N
α
A − Nβ

A),
where Nσ

A is the number of electrons with spin σ on atom A.1

In our case, Löwdin projectors were used [31, 53, 54], but other choices, may have
their benefits as well (e.g., local partitioning schemes based on three-dimensional
Cartesian space rather than on single-particle basis functions)—compare the long list
of methods for analyzing partial atomic charges (population analysis). It should also
be noted that there is a certain ambiguity in defining the on-site potentials (which
reflect the difference in potential a spin-up electron experiences on an atom compared
with a spin-down electron) in terms of local projection operators. This is discussed in
more detail in [13] and shown to not strongly affect the resulting coupling constants.
In all cases considered here, the two spin centers were chosen as the two atoms on
which the unpaired spins are formally located (i.e., the metal atoms). In particular in
strongly delocalized systems such as organic radicals, including more atoms can be
advisable.

If the electronic structure of the antiferromagnetically coupled statewas employed,
an expression equivalent to (6.2) would be obtained, except for a sign change
(J (AF) = −J (F)). In Kohn–Sham DFT, the wave function of the noninteracting
reference system in the antiferromagnetically coupled state is usually modeled by a
so-called Broken-Symmetry determinant [55], which breaks spin symmetry. There
is some debate in the literature on whether this is formally correct [56–59], in par-
ticular since it is not clear how to evaluate the total spin in Kohn–Sham DFT [60,
61]. In practice, the Broken-Symmetry approach has been very successful in mod-
eling molecular structures and energetics of antiferromagnetically coupled systems
[56, 62], and whether spin projection is considered necessary or not typically has a
much smaller effect on the resulting J than the choice of approximate exchange–
correlation functional. We found that when applied to a Broken-Symmetry determi-
nant in Kohn–Sham DFT, the Green’s function approach ((6.2) with a sign change)
does not even consistently produce qualitatively reliable coupling constants (see
Fig. 6.3). Figure6.3 shows data for two transition metal complexes which are partic-
ularly challenging, as the unpaired spin is partially delocalized from the metal atoms
onto the ligands.

The lower panels of Fig. 6.3 also illustrate the challenge resulting from structural
differences in the minimum-energy structures in the two spin states: depending on
which molecular structure is chosen, the sign of the predicted coupling constant

1Ideal local spin quantum numbers would be SA = 1
2 for a spin center with formally one unpaired

electron, while local spins reflect the decrease of this number that results from delocalization of
unpaired spin density onto neighboring atoms such as ligands.



6 Designing and Understanding Building Blocks … 123

Fig. 6.3 Exchange coupling constants J for a [Cu2] (top) and a bis-cobaltocene complex (bottom),
which show non-negligible delocalization of spin density from the metal atoms onto the ligands
[13]. J is evaluated employing either the “traditional” energy-difference method between a ferro-
magnetically coupled and a Broken-Symmetry (BS) determinant with or without spin projection, or
from (6.2) based on a ferromagnetically (F) or antiferromagnetically coupled (AF) electronic struc-
ture. The molecular structures were optimized either in the F state (left) or in the AF state (right).
Different approximate exchange–correlation functionals were used (see x axis) in combination with
a def-TZVP basis set. The experimental data are J = −1.54 kJ/mol for [Cu2] [63] and J = −0.33
kJ/mol for bis-cobaltocene [64]. In other words, for the bis-cobaltocene a prediction of the spin
multiplicity of the ground state is not possible with the Green’s function approach employing the
chosen DFT settings. This is, however, the only case we have encountered so far in which J was
this sensitive to the electronic structure

changes. This was the only case observed in our studies so far, but it would clearly
be valuable for future work to establish a reliable measure or rule for when such
structural differences play a role.

6.2.2 Decomposing J into Local Contributions

Equation (6.2) consists of sums over pairs of occupied spin-up (orα) and unoccupied
spin-down (or β) orbitals, or vice versa (see Fig. 6.2d). These may be considered as
“spin-flip excitations” j (i, k),
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j (i, k) = q
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where i refers to the index of an α orbital and k to the index of a β orbital. The factor
q is equal to 1 if i is occupied and k unoccupied, and −1 if i is unoccupied and k
occupied. For pairs of occupied or unoccupied orbitals, q is zero. These molecular
orbitals are often predominantly localized on a certain part of a molecular structure,
for example on a certain bridging ligand or on one or several spin centers. This
suggests to employ these spin-flip excitations directly for the analysis of local con-
tributions to spin coupling pathways. This is not straightforward, since the individual
j (i, k)make large contributions of opposite signs, which then barely cancel to result
in the total coupling constant. This is analyzed in detail for the H2 molecule in [8].

As an alternative, one can focus on, e.g., the occupied MOs, and sum over all
spin-flip excitations from each occupied MO,

jαMO(i) =
∑

k∈β,virt

j (i, k) (6.4)

jβMO(k) =
∑

i∈α,virt

j (i, k) (6.5)

so that

J (F) =
∑

i∈occ,α
jαMO(i) +

∑

k∈occ,β
jβMO(k). (6.6)

Other choices such as focusing on, e.g., all α orbitals (occupied or unoccupied)
would be equally valid in principle. One argument for selecting occupied MOs of
both spins would be that these are variationally optimized, while the virtual orbitals
are not (except for being orthogonal to the occupied ones). These MO contributions
are typically much smaller in absolute value than the (nearly canceling) spin-flip
excitations they are constructed from, so that they appear to be a more reasonable
choice for further analysis.

One can then proceed as follows: First, themost important contributions jσMO from
occupied orbitals are selected (with a cutoff chosen either as a certain percentage
of J , or as an absolute value). Then, the largest spin-flip excitations contributing to
those can be analyzed further. The advantage of such an orbital-based approach is
that it can generate insight in terms of orbital symmetry. There is often some ambi-
guity in deciding which orbital resides on which part of the structure, so that this
scheme is not ideally suited for an automated decomposition. Also, if one is predom-
inantly interested in contributions from different atom-centered basis functions on
the spin centers (in particular those corresponding to d orbitals on the metal atoms),
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an alternative scheme in which the individual terms resulting from the double sum
over the basis functions located on the spin centers in (6.2) are analyzed may bemore
promising [65, 66].

Amore straightforward scheme for analyzing the contributions of different regions
of space to spin coupling is an atomic decomposition, which can be based on defining
weights of each molecular orbital i of spin σ on an atom or molecular fragment A,

ωσ
A (i) =

∑
μ∈A

∣∣∣Cσ
μi

∣∣∣
2

∑
ν

∣∣Cσ
νi

∣∣2
, (6.7)

∑

A

ωσ
A (i) = 1, (6.8)

(where Cσ
νi again refers to MO coefficients w.r.t. a Löwdin-transformed basis) and

then defining a fragment contribution to J such that the spin-flip excitations are
weighted according to the averageweight of the two orbitals involved on the fragment
under consideration,

jFrag (A) =
∑

i,k

(
ωα
A (i) + ω

β
A (k)

2

)
j (i, k), (6.9)

J (F) =
∑

A

jFrag (A) . (6.10)

Again, there is some degree of arbitrariness in this approach, and one might,
for example, consider a density-based weighting scheme in future work, or taking
the geometric rather than the arithmetic average between the two fragment weights.
From our experience so far, the approach described above works well for the purpose
of qualitative analysis we have in mind (see below and [8]).

The calculation and local decomposition of exchange coupling constants J was
implemented in our program package Artaios [67] (see Fig. 6.4), which can post-
process output from various electronic-structure codes.

6.2.3 Application to Bismetallocenes: Through-Space
Versus Through-Bond Pathways

Asan illustrative example,we showhere the analysis of through-bondversus through-
space coupling pathways for naphthalene-bridged bis-metallocenes synthesized by
Heck and coworkers [68, 69] (see Fig. 6.5).

We compare the fragment decomposition scheme according to (6.7)–(6.10) with
an alternative approach, in which the bridge is removed to evaluate the pure through-
space contribution (see Table6.1). As discussed in the introduction, this has the
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Fig. 6.4 Schematic
workflow in our program
package Artaios [67]

Fig. 6.5 Illustration of two
spin coupling pathways in
bis-metallocenes (top:
through-space, bottom:
through-bond)

disadvantage of modifying the electronic structure of the spin centers somewhat, so
that removing the bridge may also modify the through-space interactions to some
extent. Qualitatively, both approaches result in the same picture: For vanadocene,
the overall coupling is weak because both pathways contribute little (which can be
attributed to the small delocalization of unpaired spin from the spin centers onto the
ligands [69]), while for nickelocene, the antiferromagnetic coupling is dominated
by the through-space interaction (with the bridging contributing a smaller equally
antiferromagnetic term).
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Table 6.1 Through-space (TS) and through-bond (TB) contributions to the Heisenberg spin cou-
pling constant J (in cm−1) for naphthalene (NP)-bridged bis-cobaltocenes. The values in the second
columnwere obtained by evaluating H for amolecule inwhich the bridgewas taken out and replaced
by two hydrogen atoms to saturate the dangling bonds (but all other nuclear coordinates were the
same as in the molecule including the bridge; see Fig. 6.6). For the values in the third column, the
resulting J was subtracted from J for the full molecule (including the bridge). In all calculations
TPSSH / def2-TZVP was used

System TS (no bridge) TB (total − no
bridge)

TS (6.9) TB (6.9)

V–NP–V −0.2 −0.2 −1.2 +0.7

Ni–NP–Ni −24.3 −1.3 −17.3 −8.3

Fig. 6.6 Ball-and-stick representation of a bis-metallocene with and without a naphthalene bridge
(in the structure without the bridge, the dangling bonds are saturated with hydrogen atoms)

6.3 Chemically Controlling Spin Coupling

In the ideal case, chemical control can be exerted by external stimuli, e.g., by modi-
fying the chemical structure of a bridge between two spin centers through photo- or
redoxswitching. Nonetheless, comparing different bridges that are not directly inter-
convertible, as presented in the last part of this section, is very helpful for establishing
structure–property relationships.

6.3.1 Photoswitchable Spin Coupling:
Dithienylethene-Linked Biscobaltocenes

Bismetalloceneswith dithienylethene (DTE) linkers promise a combination of photo-
and redox-switching, and for metallocenes with unpaired electrons, photoswitch-
able spin coupling. This has been demonstrated for DTE-linked organic radical spin
centers, and occasionally also between metal centers [70]. Attempts at bringing a
cobaltocene–DTE-cobaltocene molecule (see Fig. 6.8, top right), where each cobal-
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Fig. 6.7 Photoswitching a dithienylethene bridge with different substituents R. π-conjugation is
indicated by the thick lines. The dotted line indicates one or two methylene units, resulting in five-
membered and six-membered rings, respectively, which were both studied without showing much
difference in their switching behavior

tocene carries one unpaired spin, to photoswitch between an uncoupled “open” and
a coupled closed form were not successful [19]. By studying a sequence of disubsti-
tuted dithienylethene bridges and comparing their switching behavior with ground-
and excited-state potential energy (PES) scans along the reaction coordinate, we
could shed some light on why this is so.

For chlorine-substituted DTE, photoswitching is possible, and this is true for both
a five-membered and a six-membered ring [71]. The advantage of a six-membered
ring is its potential for chiral functionalization. When attaching (diamagnetic) fer-
rocene substituents for R in Fig. 6.7, the switching behavior was considerably poorer
than for the chlorine-substituted compound. This could be attributed to an increased
number of accessible excited electronic states, only one ofwhich results in the desired
photoreaction [72]. This increased number of excited-state pathways not leading to
ring closure or opening is even more pronounced when moving to a DTE bridge with
two attached paramagnetic cobaltocene units. This is in contrast to the case where the
π systems of substituents and bridge are disconnected by a sp3-hybridized carbon
atom (see Fig. 6.8). Accordingly, while the latter system can be photoswitched, it
was not possible to switch the corresponding bis-cobaltocene [19].

6.3.2 Redox-Switchable Spin Coupling: Ferrocene
as Bridging Ligand

Ferrocene was mentioned above as a substituent on a photoswitchable bridge. Here,
we exploit its redox properties and employ it as a bridge between two radical sub-
stituents (see Fig. 6.9). In the neutral state, ferrocene is diamagnetic, while in the
oxidized state, it has one unpaired electron. This unpaired electron can interact with
the unpaired electrons on the two radical substituents, so that one would expect
an increase in overall spin coupling (i.e., energy difference between the electronic
ground state and excited states obtained by spin flips). This is indeed the case: In
the neutral form, the spins on the radical substituents are weakly ferromagnetically
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Fig. 6.8 Top: Lewis structures of DTE-linked complexes with diamagnetic Co(I) centers attached
via sp3-hybridized carbon atoms (left) and with paramagnetic cobaltocene (Co(II) centers attached
via sp2-hybridized carbon atoms, resulting in π conjugation between DTE and the cyclopentadienyl
ligands (right). The dotted line indicates one or two methylene units, which were both studied
without showing much difference in their switching behavior. The data shown below are for the
five-membered ring resulting from one methylene unit. Middle: Total energy as a function of the
distance between the reactive carbon atoms involved in ring closure / opening (indicated by the blue
arrows in the top panels), for the ground state and for those excited states which were considered as
potentially contributing to the photoreaction due to their relatively large transition dipole moment
from the electronic ground state (see [19] for more details). Bottom: The same plots including all
excited states under consideration. In the molecular structure optimizations, all nuclear coordinates
were allowed to relax except for the distance between the reactive carbon atoms, which was held
fixed at the values indicated on the x axis (B3LYP-D3/ def-TZVP)
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Fig. 6.9 Illustration of redox switching a bridging ferrocene unit linking two nitronyl nitroxide
radicals to achieve an overall energetic stabilization of the ground state with respect to spin flips

coupled according to Kohn–Sham DFT. When oxidizing the bridge, the coupling
between the spins on the radicals and on the bridge is antiferromagnetic, so that over-
all the relative orientation between the spins on the two radicals remains unchanged
(i.e., aligned parallel). The resulting stabilization of the electronic ground state with
respect to spin flips is at least by a factor of three (with some exchange–correlation
functionals suggesting up to 300).

All these results were obtained from Kohn–Sham DFT (where it was verified
that conclusions do not depend on the choice of a particular approximate exchange–
correlation functional). It would be interesting to see whether this switching behavior
can also be verified experimentally, andwhether the stronger coupling in the oxidized
state plays a role for adsorbates on surfaces (where oxidationmaybe caused by charge
transfer form the molecule to the surface).

6.3.3 Introducing Spins on the Bridge: A Systematic Study

To study more systematically the effect of introducing a spin center on the bridge,
we investigated a series of nitronyl nitroxide (NNO)–bridge–semiquinone (SQ) com-
pounds, where the bridge is ameta-phenylene with different closed-shell and radical
substituents (see Fig. 6.10) [73]. Again, introducing a spin on the bridge leads to an
energetic stabilization of the ground state with respect to spin flips by a factor of
three to six. There is a clear correlation between the amount of spin density that gets
delocalized from the radical substituent onto the bridge and the amount of spin-state
stabilization. Since in the potential synthetic target system (bottom right in Fig. 6.10),
this delocalization is much smaller than in the model systems under study (the other
panels in the figure), this points to controlling spin delocalization in synthetically
accessible molecules as an important goal when aiming at a stabilization of coupled
spin systems with respect to spin flips.
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Fig. 6.10 (Top) Relative spin state energies of meta-connected ethynyl-bridged model radicals for
different exchange–correlation functionals (legend: bottom right plot). (Bottom) Relative spin state
energies of a potential synthetic target system. The Lewis structure shows structures with a radical
substituent on the bridge, resulting in triradicals; these are compared with the spin-state energetics
of analogous compounds with an added hydrogen atom changing the substituent into a closed-shell
one, resulting in diradicals (compare the text below/above the Lewis structures). For both diradicals
and triradicals, energies are given with respect to the ferromagnetically coupled state (↑↑ or ↑↑↑).
B2PLYP∗ refers to theB2PLYP functional employing 100%DFT correlation rather than the original
27% admixture of MP2 correlation

6.4 From Spin Coupling to Conductance

The relation between spin coupling and electron transfer or transport has been studied
for some time [24, 26–30]. Recently, it was also pointed out that there is a connection
between the existence of diradicals and the occurrence of quantum interference in
molecularwires [74].We showed that comparing conductance and spin coupling from
a molecular-orbital point of view results in the common trends reported before (with
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Fig. 6.11 Top: Schematic comparison of a molecular bridge (red rectangle) between two spin cen-
ters versus one between macroscopic electrodes (consisting, e.g., of gold with the bridge attached
via thiolate linkers [75]). Bottom: Illustration of the frontier orbitals relevant for understanding
spin coupling (middle) and molecular conductance (right). A larger energy splitting between the
two singly occupied orbitals in the triplet diradical (blue box in middle molecular orbital scheme)
indicates larger antiferromagnetic coupling, and a larger splitting between the two frontier orbitals
in a molecular dithiolate bridge (blue box in the right-hand orbital scheme) indicates smaller con-
ductance

large conductance corresponding to large antiferromagnetic coupling), but this is due
to pairs of frontier orbitals showingopposite trends (seeFig. 6.11):Antiferromagnetic
coupling gets larger as orbital energy splittings increase, while conductance gets
smaller in that case (provided the electronic coupling to the electrodes remains the
same). This apparent contradiction is explained by the fact that in a typical thiolate–
bridge–thiolate molecular wire, there are two relevant electrons more than for a
typical spin–bridge–spin system, so the relevant frontier orbitals are different [25].



6 Designing and Understanding Building Blocks … 133

We also studied radical and closed-shell adsorbates on carbon nanotubes, where
they may affect conductance [76]. This effect is often called chemical gating, and
it is attributed to charge transfer between adsorbates and nanotube, the effect of the
adsorbate dipole moments on the nanotube electronic structure, or a combination of
both. Therefore, this study required the derivation and implementation of a general-
ized origin-independent approach to evaluating local dipole moments [36, 37] (see
Fig. 6.12).

When considering the relation between conductance and spin-dependent proper-
ties, other exciting phenomena are magnetoresistance [77] and effects resulting from
spin–orbit coupling, such as the Rashba effect which in colloidal PbS nanosheets
leads to a circularity dependent photo-galvanic effect [78]. For the magnetoresis-
tance measured for a TEMPO-radical-substituted oligophenylene-ethynylene (OPE)
molecular wire in a mechanically controlled break junction, electron transport does
not go through the radical substituent (see Fig. 6.13), but yet the presence of the
radical strongly increases magnetoresistance compared with the unsubstituted OPE
molecule. This leaves several open questions for future work.

Fig. 6.12 Optimized structure of a spin-polarized NO2 adsorbate on a (8,0) carbon nanotube
(periodic boundary conditions, PBE-D2) [76]

Fig. 6.13 Schematic illustration of local contributions to electron transmission in two nearly degen-
erate conformations of a TEMPO-substituted oligophenylene-ethynylene molecular wire [39, 77]
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6.5 Conclusion

We have reviewed methodological and computational efforts towards understanding
and designing spin interactions in molecular systems, which may be important for
functional units in nanoscale spintronics. In particular, our focus was on analyzing
local contributions to spin coupling (i.e., coupling pathways), on photoswitching and
redoxswitching spin coupling, on quantifying the effect of unpaired spins located on
bridging units, on the stabilization of the ground statewith respect to spin flips, and on
pointing out common aspects of spin coupling and conductance through molecular
bridges. In the future, it would be valuable to employ the concepts and methods
suggested here to specifically design (switchable) spin coupling in molecules and
molecular chains, both isolated and on surfaces or in other environments that may
facilitate their use for nanospintronics applications.
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