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Preface

This volume contains the papers presented at the 24th International Conference on
Collaboration Technologies, CRIWG 2018. The conference was held during
September 5–7, 2018, in Costa da Caparica, Portugal. The conference is supported and
governed by the Collaborative Research International Working Group (CRIWG), an
open community of collaboration technology researchers. Since 1995, conferences
supported by CRIWG have focused on collaboration technology design, development,
and evaluation. The background research is influenced by a number of disciplines,
such as computer science, management science, information systems, engineering,
psychology, cognitive sciences, and social sciences.

This year, CRIWG received 32 submissions, which were carefully reviewed by
Program Committee members. Each submission has received between three and four
reviews. In all, these proceedings include 11 submissions that were selected as full
papers and six that were selected as work in progress. The selected submissions present
relevant and interesting research works in different stages of development. We believe
their presentation at the conference led to interesting discussions and they will foster
future research works.

The papers published in the proceedings span different areas of collaborative
computing research, from collaborative learning to collaboration through social media
and virtual communities. The CRIWG 2018 papers were evenly balanced between
Europe and America (mainly Latin America): eight papers with authors from Europe
and six from America, including collaborations between Brazil and the USA and
between Brazil and Portugal. There was also a substantial contribution from Asia, with
five papers. More specifically, this year, there was a strong participation from Portugal,
Brazil, and Japan (each country with four papers). The remaining papers are individual
contributions from Chile, Denmark, France, Germany, Ireland, Mexico, and Thailand.

As editors, we would like to thank the authors of all CRIWG 2018 submissions, and
particularly to those whose papers were accepted. Moreover, we thank the Keynotes,
Dr. Claudia-Lavinia Ignat and Prof. Volker Wulf, who were kind enough to provide
very excellent presentations of their very relevant work. We also want to thank the
Steering Committee for the opportunity to organize the conference and all the help
provided during this process, and to the members of the Program Committee for
carefully reviewing the submissions. Last but not least, we would like to acknowledge
the effort of the organizers of the conference. Our thanks also go to Springer, the
publisher of the CRIWG proceedings, for their continuous support.

September 2018 Armanda Rodrigues
Benjamim Fonseca

Nuno Preguiça
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Findings When Converting a Summative
Evaluation Instrument to a Formative One
Through Collaborative Learning Activities
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Abstract. Although illiteracy has been in constant decline over the last decades,
there are too many reports about people having problems to identify the main
ideas contained in texts they read. Reading comprehension is essential for stu-
dents, because it is a predictor of their academic or professional success.
Researchers have developed computer supported learning activities for sup-
porting students develop their reading comprehension skills with varying degrees
of success. One of the various advantages of having students work on electronic
documents is that computers can help teachers monitor students’ work. One of
the problems of these systems is poor usability due to sophisticated human-
computer interaction paradigms emulating activities students perform in tradi-
tional learning activities for improving reading comprehension with pen and
paper. In this paper we report on a research which implements a learning activity
based on answers with multiple choice similar to a questionnaire, which is easy to
implement in computers and easy to interact with. Although multiple choice
questionnaires are associated to summative evaluations, the implemented
learning activity uses them within a collaborative learning activity in which
students have to justify, first individually then collaboratively, their choice with a
short text. The developed system was used and evaluated in a real learning
situation; one of the most interesting findings is not only that students who have
to justify their option with a text perform better than those who have not, but that
the pertinence of the text to the question does not play a major role. This suggests
that just asking the students to justify their answers requires them to do a thinking
process which otherwise they would not do.

Keywords: Reading comprehension � Collaborative learning
Multiple selection
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1 Introduction

During last years, statistics show a constant decline in reading and writing illiteracy in
the world, and especially in developing countries. For example, the webpage https://
ourworldindata.org/literacy/ contains several charts showing how the illiteracy rate has
been falling in many countries in all continents. The trend turns dramatically sharp
during the second half of the last century.

However, although more people can read a text, the reports are not so encouraging
when it comes to reporting results about the understanding that people achieve about
the texts they read in their schools [1]. Also, in developed countries we can see same
concern about people understanding the content of what they read. As an example, it
has been reported that “far too many American students remain poor readers” [2].

In the past, computer-based systems have been developed to support training of
reading comprehension with reported good results. In [3] authors identify the advan-
tages of using computer-assisted systems in educational programs for children as
motivating factors [4] and tools for obtaining high level of attention [5]. Computer
based systems for supporting the improvement of reading skills are mostly aimed at
addressing the learning of strategies which experts have identified as conducive to
improve reading comprehension [6]. Some of the most used strategies are to have
students read a text trying to determine its main message by means of summaries or
keywords, have the students construct alternative representations of the text - such as
drawings, conceptual maps, mental images - and answer questions about the text [7].

A previous paper presents work based on the strategy of training the reading
comprehension by highlighting the words inside a piece of text which represents the
key idea contained in it [8]. However, this experience has shown that the approach of
using constructed development responses has its disadvantages, especially when
applied to massive courses. In this sense, an activity in which the students could
respond through the selection of multiple choices would make the whole process easier,
since the evaluation of the correctness of the answers becomes simple. Multiple-choice
tests have some advantages [9]. However, they also have criticisms [10] related to the
fact that a constructed response is supposed to require more complex skills from the
student than a multiple-choice answer, thus allowing a student to perform a more
demanding and complete learning activity.

On the other hand, authors of [11, 12] show there is equivalence between con-
structed responses and multiple choices. The justification for this statement is that for
these authors, one way for the student to generate a response in a multiple-choice
questionnaire is that the student must first build a response, then verify/check against
possible alternative responses, thereby doing a significant learning activity.

In various papers, authors describe experiments in which students answering a
multiple-choice questionnaire are asked to justify their decision for various reasons,
like detecting false positives (choosing the right answer for a wrong reason) [13] or for
stressing the student’s reasoning process [14].

2 G. Zurita et al.
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In this inquiry, we wanted to explore how the need to justify the answer to a
multiple-choice questionnaire affects students’ performance. Furthermore, we also
wanted to study the quality of the comments provided by them. For these purposes, we
designed a learning activity in which students had to read texts and answer a multiple-
choice questionnaire where they also had to provide a short text justifying their choice
for the right answer. This activity was done in 3 phases: first individually; then again
individually but after looking at the answers and the justifying texts provided by their
groupmates; and finally, discussing the right choice and justifying text with their
groupmates having all members of the group to choose a common option. This learning
activity was supported by a technological tool named RedCoMulApp which we
developed (described in detail in Sect. 3).

The content of this article is organized as follows. Section 2 explains the relevant
theories, methods and techniques used as design requirements for the reading com-
prehension activity converted to a formative activity. Section 3 presents the design of
the reading comprehension activity, along with the description of the RedCoMulApp
application. Section 4 describes the preliminary experiments and Sect. 5 concludes the
paper.

2 From Multiple Choice to Reading Comprehension
Learning Activity

In a previous learning activity, students had to read a text in an electronic document
displayed on iPads, and mark the words of the text which represent the key idea
contained it [8]. However, this experience has shown that the approach of using
constructed development responses has its disadvantages, especially when applied to
massive courses. Some of these disadvantages are the following:

– It is difficult for students to develop a response built from mobile computer systems.
– It is time-consuming for the teacher to evaluate answers from all the students.
– It is difficult to monitor the degree of progress of the answers given by the students:

(a) how many have already responded, and (b) the correctness of the answers.
– It takes much effort and time for the teacher to give appropriate feedback to all

students based on their answers.

There were also problems related to Human-Computer Interaction when students
had to “mark” with a virtual pen the words of the text displayed by the iPad. In this
sense, an activity in which the students can respond through the selection of multiple
choices, would make the whole process easier; since the evaluation of the correctness is
simple. In fact, according to [10], the advantages of multiple choice tests are:

– They are easy to apply.
– Their results are trustworthy.
– Because they are standardized, they are applied in the same way to all students.
– They are objective.

Findings When Converting a Summative Evaluation Instrument 3



We can also add that if we are aiming at implementing a computer-based system,
multiple-choice tests are easy to build. However, some authors [9, 10] also express
some criticisms:

– It is possible to choose the right answer without real knowledge.
– Typically, students do not receive specific feedback, apart from the general results.
– The evaluator could be a non-expert in the subject and decide to take out questions

regardless of pedagogic arguments.

The criticisms are related to the fact that a constructed response is supposed to
require students’ complex skills. Therefore, a student performs a significant learning
activity. However, as mentioned above, [11, 12] show there is equivalence between
constructed responses to multiple choices. Marsh et al. [13] argue that in a multiple-
choice test students not only have to mark the option she/he considers to be the right
one but also to justify it.

There is a common test of student selection for almost all universities in Chile,
called PSU. An important part of it consists of reading comprehension, measured by
multiple-choice questions. This evaluation is summative, that is, it is meant to measure
what the students know. Based on [14], it is possible to convert an activity with
summative evaluation into a formative one if the evaluation is used as feedback for the
student to reflect on and reformulate their original answers. Moreover, this can be done
collaboratively to take advantage of the benefits offered by Collaborative Learning
(CL) not only in the academic but also in the social and psychological realms [15]:

Social benefits:

– CL helps to develop a social support system for learners;
– CL leads to build diversity understanding among students and staff;
– CL establishes a positive atmosphere for modelling and practicing cooperation; and
– CL develops learning communities.

Psychological benefits:

– Student-centered instruction increases students’ self-esteem;
– Cooperation reduces anxiety; and
– CL develops positive attitudes towards teachers.

Academic benefits:

– CL Promotes critical thinking skills;
– CL involves students actively in the learning process;
– Classroom results are improved;
– CL models appropriate student problem solving techniques;
– Large lectures can be personalized; and
– CL is especially helpful in motivating students in specific curricula.

Multiple-choice tests are mainly used for summative evaluations, since often the
feedback the student receives is the number of correct answers only and not the
explanations. In this inquiry we modified multiple-choice tests to include both aspects

4 G. Zurita et al.



mentioned above, namely collaboration and justification of the right option. In par-
ticular, we modified the PSU summative evaluation in order to make it a formative
evaluation instrument.

2.1 Reading Comprehension

Students who use reading comprehension strategies (such as prediction, think-aloud,
text structure, visual representation of text, key words selection, etc.), improve their
understanding of the message, identify the essential and relevant parts of it, and/or are
able to express opinions or comments [16]. Accordingly, the design of the Red-
CoMulApp application has the following features:

(1) Use the advantages of short messages (microblogging).
(2) Implement real-time monitoring to manage the follow-up of the elementary

stages.
(3) Implement collaborative learning with groups of 2 to 5 students who will work

together to answer the multiple choices questionnaire.

In an educational context, short messages (microblogging, or tweets) can be used
to express ideas, paraphrase or criticize a concept [17]. Short messages provide support
for students’ collaborative work, since they allow posing questions, share ideas and
state answers.

One of the main contributions of software applications as a scaffolding for learning
activities is the real-time monitoring that the teacher can have on the level of progress
and achievement of her students, allowing her to act as a catalyst to produce changes in
the educational activity or in pedagogy [18].

Nowadays, university leaders are recognizing the need for collaborative learning
inside the classroom, to increase student success [19]. The goal of collaborative
learning techniques is to support learning for a specific educational objective through a
coordinated and shared activity, by means of social interactions among the group
members [20, 27]. Research has shown that proper design of collaborative learning
tasks can improve motivation levels, ease communication and social interaction
[21, 28], support coordination and increase the level of students’ learning achievement
[22, 23], and support face-to-face work using mobile devices [21, 24, 25].

3 Design of the Reading Comprehension Activity:
RedCoMulApp

This section describes the design of the RedCoMulApp collaborative application to
support reading comprehension, which can be used under two roles: teacher (Sect. 3.1)
and student (Sect. 3.2).

Findings When Converting a Summative Evaluation Instrument 5



3.1 Teacher’s Role

The teacher’s role allows creating the learning activity, and a real-time monitoring of
the task development. This monitoring allows the teacher to review the progress of the
learning activity that students are performing during “Individual”, “Anonymous” and
“Team Work” phases (phases are presented in the second line of the main window in
Fig. 1).

For the creating of the learning activity, a teacher performs the following actions
using the “Editor” option of the RedCoMulApp (see this option at the top of Fig. 1):

– Input the title of the activity and writing a text specifying the general instructions.
– Upload a text used as a context for the multiple-choice questions.
– Introduce the multiple-choice questions with their corresponding right answers.
– Using the “Users” option, a teacher assigns the students to the activity.
– With the “Groups” option, the teacher assigns the task to work teams, each one

composed of two or three students.

For the real-time monitoring of the task development, the teacher has access to
relevant information during the execution of the learning activity in order to review the
progress of the students in each phase by using the “Dashboard” option. For instance,
the teacher can know in the “Individual” phase, how many students have chosen the
right answers (see the bar diagrams of Fig. 2); or in the “Team work” phase how many
work teams have already completed all multiple-choice questions (Fig. 3). The infor-
mation presented to the teacher will be shown in simple graphic interfaces, such as
comparative tables or matrices, bar charts, etc. (Figs. 2 and 3), that are used by the
teacher to decide whether to move to the next phase or wait for a significant number of
students to complete the current activity stage. In addition, this information allows the
teacher to identify the students’ level of achievement in each phase, according to
answers correctly chosen by the students. For example, if less than 1/3 of the students
have successfully completed to answer their questions during the “Individual” phase,
then the teacher may proceed to intervene the class, offering feedback to explain the
questions, explain the context of the texts, etc. Monitoring and then intervening a face-
to-face class can be very effective [29].

Using the “Configuration”, “Individual”, “Anonymous” and “Team Work” options,
the teacher manages the development of the application. In the initial phase of
“Configuration”, the teacher can create the learning activity.

Then, when the teacher selects the “Go to Next” option (Fig. 1), the phase changes
to “Individual”, which is when the students receive the text to be read and the questions
to answer on an individual basis. Once all the students have finished responding, with
the “Go to Next” option the teacher changes the task from “Individual” to “Anony-
mous”; where the students answer the same questions again but having anonymous
access to the answers from two of their classmates (Fig. 4), according to the groups
defined with the “Groups” option. Then, the teacher changes phase to “Team Work”

6 G. Zurita et al.



with the “Go to Next” option. At this stage students meet face-to-face and they answer
together the same multiple-choice questions, having access to the answers previously
given during the “Individual” and “Anonymous” phases. The students exchange
opinions in order to agree on a single answer.

In each of the “Individual”, “Anonymous” and “Team Work” phases, the teacher
can monitor and manage the activity and performance of students in real time through
the “Dashboard” option (Figs. 2 and 3).

Fig. 1. View of the interface for the teacher’s role, showing title of the activity, instructions, the
text and the multiple-choice questions with their answers. The task is assigned to the students
with the “Users” option. The “Groups” option is used to configure the groups. The teacher
monitors the activity using the “Dashboard” option (Fig. 2). The second line shows the phases of
the activity. The current one is highlighted in yellow: “Finished”. The “Go to Next” option
advances from one phase to the following one. (Color figure online)
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Fig. 2. A view of the monitoring tool showing the performance of the students with the correct
answers (green) and the wrong answers (red). This is from an activity performed by 22 students,
Sect. 1. The results are of the “Individual” phase, where students got an achievement of 40%–

60%. Although this view shows that the RedCoMulApp has finished (status “Finished” in the
label), it is possible for the teacher to access the students’ performance, since the view is with
“Dashboard” option activated, and has chosen the “Individual” phase. (Color figure online)
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Fig. 3. Two views of the monitoring tool showing the performance of the students with the
correct answers (green) and the wrong answers (red) for “Anonymous” (top view partially
covered) and “Team Work” (superimposed bottom view) phases. This capture is from an activity
performed by 42 students. The views show the activity has finished. The upper view are the
results corresponding to the “Anonymous” stage and the third one to the “Team Work” phase.
There is an increase in the students’ performance from phase to phase, reaching from 40%–60%
and 60%–80% in the “Individual” phase (Fig. 2), 60%–80% in the “Anonymous” phase to 60%–

80% and 80%–100% of correct answers in the “Team Work” phase. (Color figure online)

Findings When Converting a Summative Evaluation Instrument 9



3.2 Stages in the Learning Activity – Student’s Role

This section describes the “Individual”, “Anonymous” and “Team Work” phases which
students should go through with RedCoMulApp in order to accomplish the reading
comprehension learning activity in that order. As mentioned above, the teacher decides
the moment when to move from one phase to the next one.

“Individual” Phase. At this stage, each student individually reads the text provided by
the teacher (left hand side view of Fig. 4). As each student answers the questions, the
teacher can see the answers (in green if correct, and in red if it is incorrect) in real time in
RedCoMulApp using the “Dashboard”, as seen in the left hand side view of Fig. 2.

Fig. 4. Two views of the of RedCoMulApp interface in the student’s role from a session called
“August 22, 2017”. At the left, the status in “Individual” phase is highlighted. In the following
line labels with numbers 1 to 6 correspond to the six multiple-choice questions of this session.
They change color as they are answered. The text to be read is shown in the middle, followed by
the first of the 6 questions, along with 5 response options labeled with letters A, B, C, D and E. In
this case, the student has selected option C, and in the line below has written a brief justification
for his answer. The view on the right corresponds to the “Anonymous” phase, which contains the
response of the same student from the view on the left, together with the answers and
justifications of his colleagues from whom he receives this information anonymously. (Color
figure online)
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“Anonymous” Phase. At this stage, students do the same as in the previous stage
(reading the text and answering the multiple-choice questions) with the difference that
they can see the answers of the other two students of their groups without knowing who
they are (see the view on Fig. 4 at the right). Students have then to confirm their
previous answer or change them based on what their groupmates have answered.

“Team Work” Phase. At this stage, students see the names of their groupmates and
they meet face-to-face to choose a single option together. They can talk to each other,
exchange opinions and discuss their disagreements. All students of the group have to
select the same option as answer; otherwise, they receive a message from the system to
do so.

4 Evaluation of the Reading Comprehension Learning
Activity

Subjects and Settings: The evaluation took place at the Faculty of Economics and
Business of the University of Chile, with 12th grade students from nine Santiago mid-
income high schools, from July to October, 2017 (6 sessions in total, 90 min each).
There were 46 students in total, divided in two sections, 22 in the control section and
24 in the experimental section. At the end we used the information associated with 42
students (20 in the control section, 22 in the experimental section) since some of them
did not participate in all sessions. Students’ age ranged between 15 and 16 years old.

Procedure: In each session, the students worked in a regular classroom during the
language class time. During the first session, the teacher gave 5-min basic instructions
about the collaborative activity to both control and experimental sections. Students
performed a first test activity for 15 min in order to learn how to use the application.
This activity consisted in reading a simple short text and answering three questions.
After this preparation, students performed the proper activity (intervention), which was
recorded by the teacher and three teaching assistants. Each section had six sessions in
total.

Activity Description: The activity was designed according to the goals in reading
comprehension for students of 12th grade defined by the language area of the Chilean
Ministry of Education. Before starting the activity, the teacher explained the methods
and techniques of text reading comprehension. Later, during the experimental sessions,
students received a 800–900 words text that they had to read and then answer a
multiple-choice questionnaire in order to evaluate their level of comprehension of the
text they read. In each of the next five sessions, they received a new text to read. The
six chosen texts were extracted from the curricular content of the Chilean Ministry of
Education along with the corresponding multiple-choice questions. Text and ques-
tionnaire were the same for both sections in each session.

In each session, the activity started providing the students with iPads having net-
work access to the RedCoMulApp application, on which they had to log in with their
personal account and password. Then, the teacher started the activity on an iPad,
activating the “Individual” phase for approximately 20 min, where students
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individually accessed and read the text. After that, they answered 12–14 associated
multiple-choice questions. Once all the students finished this phase, they continued to
the “Anonymous” phase for nearly 30 min, where again each student accessed indi-
vidually the text to answer the same multiple-choice questions as before but having
access to the answers of their two groupmates. At this stage, students could confirm
their previously selected options or change their answers. Finally, in the “Team Work”
phase, which lasted approximately 30 min, the students received from RedCoMulApp
the names of their colleagues who in the previous phase saw their answers, and with
whom they now meet face to face to answer as a group the same multiple-choice
questions. In this phase, students are expected to talk to each other, exchange opinions,
and discuss and sort out their disagreements in order to have a group answer.

Both sections (control and experimental) had to perform exactly the same activity
except for the experimental section, whose students had to input a short text with an
argument justifying the chosen option; the control section did not have to enter any
justification.

Results. Comparing the performance in terms of correct answers given by the students
who had to justify their answers with a short text (experimental section) with those of
the control section, we can see that the difference is statistically significant at 0.000 as
shown in Table 1 in favor of the experimental section. This means that students who
justified the selection of the option obtained better results.

Moreover, when comparing the correct answers grouped by phase (“Individual”,
“Anonymous” and “Team Work”) the difference is also statistically significant at 0.000
in all cases as shown in Table 1. This implies that when having to justify the given
answer during the “Individual” stage the experimental section student had to think
more the comprehension of the text than the typical student of the control section. This
further work resulted in better answers.

On the other hand, during the “Anonymous”, stage the justification text helped the
students understand more accurately the selection of answers from their groupmates,
with whom they had not talked yet. Finally, during the “Team Work” stage the col-
laborative work with their groupmates, from whom they already knew their justifica-
tions enriched even more their own decision when selecting the right answer.

We also analyzed the quality of the justification given by the students of the
experimental section; that is, the degree to which they related the arguments written in
relation to whether it covers all the dimensions required for the selection of their
answers, whether correct or incorrect. For this analysis, we rated the quality of the
justifications to support the selected answers in all 6 sessions, and in all the stages
“Individual”, “Anonymous” and “Team Work” of the experimental section.

The justification was rated in one of three categories (see Table 2): (a) Insufficient:
It fails to cover any of the dimensions or elements of the response or choice made, or
simply, there was no evidence of coherence between the central idea and the given
answer. (b) Partially Sufficient: It covers some elements or dimensions of the response
or choice made. It is on the right track, but it does not give an adequate justification
involving the given answer. (c) Sufficient: The given justification is good enough to
justify the selected answers. They are in total coherence and can give relevant argu-
ments for their selection.
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Table 1. Description of the results, comparison between answers without and with
justifications.

Descriptive statistics

Justifications Answers Frequency Valid percentage

Without justifications (Control section) Incorrect 781 45.2
Correct 946 54.8
Total 1,727 100.0

With justifications (Experimental section) Incorrect 597 32.7
Correct 1,226 67.3
Total 1,823 100.0

Comparative statistics

Contrast statistics Value for the correct answers figure

U of Mann-Whitney 2755577.000
W of Wilcoxon 8722362.000

Z −8.763
Sig. asintot. (bilateral) .000
Comparison of correct answers between control and experimental grouped by phases

Phase Contrast statistics Correct answers

“Individual” U of Mann-Whitney 418677.000

W of Wilcoxon 1389598.000
Z −7.248
Sig. asymptote (bilateral) .000

“Anonymous” U of Mann-Whitney 206804.000
W of Wilcoxon 452154.000

Z −5.360
Sig. asymptote (bilateral) .000

“Team Work” U of Mann-Whitney 255944.500

W of Wilcoxon 1182785.500
Z −3.541

Sig. asymptote (bilateral) .000

Table 2. Classification of quality of the justifications written by the students of the experimental
section in all stages. It is important to note that the number of comments will not match the total
of justified answers, because only non-repeated justifications are taken into account, since several
were re-used and others were new in subsequent stages such as the “Anonymous” and “Team
Work”

Session #comments Insufficient Partially sufficient Sufficient

1 592 93% 4% 3%
2 397 89% 6% 5%
3 433 88% 9% 3%
4 405 90% 7% 3%
5 449 83% 13% 4%
6 265 86% 10% 4%
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Given the results shown in Table 2, we can conclude that the justifications written
by the students do not sustain (or are insufficient) for building an argument justifying
the decision made when selecting an option. However, it seems the intent of doing it
positively influenced the selection made.

5 Conclusions

The results of the experiment confirmed that the learning activity supported by Red-
CoMulApp presented in this paper effectively supports the improvement of the stu-
dents’ reading comprehension. Its design was based on converting a summative
evaluation learning activity into a formative one using a mechanism which is easy to
implement and use.

We can infer that students’ performance is positively influenced by their comments
production, regardless of their quality. It seems that the cognitive effort of trying to
make a statement makes the students choose better answers than those who do not have
to produce comments. Will they spend more time thinking on the answers? Will they
use upper level cognitive processes? Nevertheless, we did not observe a correlation
between the cognitive process of generating short texts and the quality of these texts.
The existing positive correlation is between the cognitive process and the text gener-
ation process.

It is interesting to observe answers such as “I believe…”, or “I think…”, or “In my
opinion…”. These statements seem to validate the widespread existence of the post
truth; i.e., the validity of just saying something or based on “my opinion” as a foun-
dation for decisions. The new pedagogic scenario should take into account this post
truth belief in which “my opinion” really matters and creates a reality [26].

Another observation is that the apparent widespread availability of “emojis” is
introducing a new way of communication, which is not understandable by the tradi-
tional analysis of text production.

Thanks to the new technologies, especially mobile devices, people are writing
many more characters today than in the past. We can imagine the number of characters
a person daily writes for communicating through Whatsapp, Facebook and other social
network applications is large by observing them in everyday life. However, we cannot
guarantee that people are writing better than in the past. Results obtained in this work
tend to show the contrary. Perhaps, a new communication paradigm is emerging, which
is worth to study.
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Abstract. This article seeks to present a case study regarding collaborative
learning (CL) in a higher education environment. CL is an approach of teaching
and learning where students at a various performance levels work together in
small groups with the aim to solve a problem. With CL students developing not
only higher-level thinking skills, but also enhancing the soft skills, such as oral
communication, social interaction, among others. Currently, the labour market
demands professionals with transversal abilities. In this context, the Polytechnic
Institute of Leiria changed the curriculum of Web and Multimedia Development
(DWM) technological course to create a collaborative learning environment.
The process stated on the 2017/2018 scholar year. The results show that students
working in a collaborative environment are more motivated and committed.
Furthermore, the importance of real projects and the contact with clients were
highlighted during the study.

Keywords: Collaborative learning environment � Higher education
Problem-solving � Transversal skills

1 Introduction

Nowadays, the labour market demands professionals with solid knowledge, generally
called technical skills, but also with transversal abilities namely soft skills. Examples of
soft skills are thinking and working together on critical issues, to communicate and
express technical topics in an understandable way [10]. Higher Education System must
help students to accomplish those kinds of skills and to prepare them to active citi-
zenship and for lifelong learning, so they can be successful in their future careers.
Furthermore, since the Bologna process the students’ rates in the higher education
increased, and inevitably the students’ population became more diversified. This
diversity brought great challenges to teachers, who had to adapt teaching methods to
students with different characteristics and backgrounds.

Collaborative Learning (CL) is an educational approach that has many benefits like
developing higher level thinking skills, developing oral communication, social interac-
tion and enhancing self-management skills, as well as developing mutual responsibility
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[8]. In CL, students work in small groups with the aim to solve a problem. Collaborating
in problem-solving provides, through an appropriate activity, reflection, a mechanism
that enhances the learning process. Students that work in groups need to communicate,
argue and give opinions which leads to a more reflective behaviour and an easier
learning [1].

In this context, the Polytechnic Institute of Leiria changed the curriculum of Web
and Multimedia Development (DWM) technological course to create a collaborative
learning environment. DWM is a course which targets the development of static and
dynamic web applications as well as multimedia contents such as images and video.
The main curriculum was adjusted with the introduction of a project subject in each
semester where students work in groups of five to six elements, collaborating with each
other to solve an open-ended problem.

Our goal is to proportionate an environment in which students with different
backgrounds can discuss ideas and help each other, so they can deeply understand the
theoretical subjects and its practical application. On the other hand, this adjustment
pretends to increase the students’ motivation, their engagement and consequently
reduce the dropout rates and improve the scores.

In this research was used a Case Study methodology which enables the researchers
to collect and analyze data within this specific context. The data were obtained by the
researchers through written narratives, after the project was concluded. Along the
process, interviews were made to students and teachers.

The aim of this paper is to present a case study concerning the use of collaborative
learning methodology in context of Portuguese Higher Education. Furthermore, the
challenges for teachers and students are argued, also the main results are discussed and
is taken into account the considerations of the literature review. The Case Study was
implemented in the 2017/2018 school year, in the 1st semester of the course DWM, and
adjusted in the 2nd semester. This paper also describes the collaborative learning
environment process developed in the 1st semester, identifies the 1st semester problems
and the transformations performed in the 2nd semester to overcome them.

In the next section of this paper the motivations for this work are described. Then
the related work is outlined, and the project methodology is described. Finally, we
present the results of our work and the work plan we will follow aiming to increase the
learning effectiveness and students’ motivation.

2 Related Work and Motivation

One of the most important skills that today students must have are the transversal ones.
Transversal skills are a broad set of knowledge that will prepare individuals to be
successful in future career [4]. According to Union European [3], transversal skills also
namely soft skills, cover the follow domains: ability to think critically, take initiative,
solve problems and work collaboratively.

Current labour market demands that workers develop the skills to connect effi-
ciently with others. High levels of interpersonal skills are necessary since most of
enterprises develop work into multiple disciplinary teams, many of them are in different
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places around the world, in this case they work virtually. All these situations require
that individuals understand the rules of interacting with co-workers [2].

To accomplish the employment demands, schools in general and universities, in
particular, must promote not only technical skills but also soft skills to prepare all
students for life after higher education. Nowadays, the classroom time is mostly spent
in a narrow curriculum, where learners are prepared to perform tests, which reduces the
time they should spent in learning social skills.

A widespread of students enter in higher education, however about one-third of
them will not obtain a degree and most of withdrawals have been found to happen
during the first year [4]. The transition into higher education is a hard process for many
students. The massification of education since Bologna brings students with different
profiles, most of them are uncommitted, are not being driven by curiosity in a particular
subject and do not have ambitions to excel in a particular profession, but they want to
be qualified for a different job.

CL is a strong educational approach to teaching and learning that involves groups
of learners working together to solve a problem, complete a task, or create a product
[5, 6, 9]. In a CL setting, learners discuss ideas, exchange opinions and enquire the
solutions [7]. It is a student-centred approach which substitutes the traditional teacher-
centred approach.

Laal and Ghodsi [5] summarized the benefits of CL into four large areas which are
social, psychological, academic and assessment. Social, a community environment is
provided to learners where they collaborate with each other by tutors’ supervision with
the aim to provide a positive atmosphere. Physiological, a cooperation environment
benefits students’ positive attitudes and self-esteem. Academical, improves students’
critical thinking by involving them in the learning process. Finally, introduces new
ways of assessment.

In addition, Laal and Ghodsi refers that Collaboration is an interaction philosophy
where everyone is responsible for their actions, including learning, respect for each
other abilities and contribute for their peers learning [5]. In this context, students are
invited to evaluate their contribution to the groups success or failure [8].

These results influenced some of the opinions the research have had when thinking
about using a collaborative learning environment for learning.

3 Methodology

In this study it was used a qualitative methodology in which the data collected was
obtained by the researchers through direct observation in the field and through written
narratives. Also, teachers were interviewed with the aim to know their own opinions,
experiences and to identify difficulties. Moreover, students were also interviewed to
know their opinions, the perceptions of their engagement in the course and to identify
areas for further development.
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3.1 1st Semester Design

In the first year, entered in the course DWM forty-seven students which were divided in
two practical laboratory classes: practical laboratory 1 (PL1) and practical laboratory 2
(PL2) with, respectively, twenty-six students in the first and twenty-one students in the
second. One student with disabilities attended PL2, requiring differentiated treatment
and some careful in his integration in class, specially in the group.

The students were assigned to groups in the first class. As students did not know
each other, neither teachers, the groups were randomly organized by them. This
resulted in nine groups of five to six elements. PL1 had one group with six elements
and three groups with five elements and PL2 had one group with six elements and four
groups with five elements. Each group had two tutors, a graphical designer and a
computer science. The project consist of six hours per week and students were
supervised by their tutors. Students in class collaborated with each other, discussing
ideas with tutors’ guidance.

In the first class of the 1st semester, it was presented to students the project outline,
clear enough but without any consideration about the possible solution. Each group
should provide its own solution enhancing creativity. The project had three milestones
with delivers and public discussions, and a final discussion/presentation at the end of
the semester.

In this semester was only done academical projects that consisted in the develop-
ment of static web sites using technologies such as HTML, JavaScript and CSS.

The assessment resulted in individual performance at the final presentation/
discussion. Students peer assessment were done but this was mainly indicative for
teachers.

To minimize the students’ impact from high to higher education they had once a
month a Psychologist support.

1st Semester Results
Although the project development was in a collaborative environment, some faults
were observed.

Inside the groups there were a lot of disagreement along the project development
and despite the tutors help these problems were not overcome. Consequently, six
students drop out and five did not have approved. At the end of the 1st semester it was
done an interview to students. Their feedback indicates some disappointment about the
project development, namely, the lack of agreement between pairs, the lack of teacher
intervention, in this situation. Students also mentioned that they felt demotivated and
angry with results. Only one group liked the project and the way they worked together.
This group struggled the fact the leader was very important to assign tasks and motivate
them to work. All other groups did not have a leader despite the tutors’ indications.

In present of these results the researchers decide to change completely the way the
project classes work in the 2nd semester. The priorities were groups formation, project
context, classroom and project scope.
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3.2 2nd Semester Design

The students’ distribution by groups were made with a Psychologist help and resulted
in eighteen students in PL1, three group with six elements and twenty-two students in
PL2, two groups with six elements and two groups with five elements.

In this semester was created an enterprise simulator constituted by a CEO (the
teacher responsible for the project subject), a Human Resources department (with the
aim to monitor the teams and the way they interact between them), a Design depart-
ment (responsible for accomplishing the design of all projects) and a Technical
department (in charge of the project development with two chiefs, one for each PLs).
The students were the employees that worked in groups, with different projects to
develop. These groups were distributed by PL1 and PL2 with three groups of six
elements in PL1 and two groups of six elements plus two groups of five elements in
PL2. All groups had a team leader, and there was a leader in charge of each PL.

Once a month the enterprise direction met to discuss problems inside each
group. The enterprise direction is formed by the CEO, the chief of each PL and by two
students’ leaders from PL1 and PL2.

Four teams were developing projects for local industries. The others were devel-
oping academical projects proposed by students but in order to put the project in the
market. The project had seven milestones and in each the enterprise direction rewarded
the best work.

For teams to work it was prepared a collaborative learning space with an enterprise
environment where there was a wall for each team to make the project management
(Fig. 1). It was also created a Facebook page where the progress of the company was
shown to the community.

Fig. 1. Collaborative learning environment
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A student who dropped out in the first semester after speaking with their colleagues
decided to return to the course. This was a good signal of the improvement that had
been made.

4 Results and Discussion

Our concern throughout the development of this study was to find out what was the
best collaborative environment for students learning. The results show that in 2nd

semester students were more motivated compared to the 1st semester. From students’
interviews, they mention that real problems and regular meetings with the clients were
important factors for their learning process. Teachers agreed with students’ opinions
and considered these important factors for students’ motivation and responsibility,
leading to their commitment. Consequently, the public recognition of students’ work
boosted their motivation and proud. These results are in line with the research made by
several authors [9, 12, 13], which refer the importance of public recognition to stu-
dents’ motivations.

The problems reported in the 1st semester about the relationships inside groups did
not occur in the 2nd semester. Students worked very well as a group team. The reason
for this was that elements of groups were more balance. The leadership inside groups
contributed to the development of leadership skills, so it was considered important the
turnover of leader. This is a transversal skill that every student should put in practice
[14]. In this instance, the role of the leader was considered by students very important
to assign tasks and verify if everybody perform them.

In the 2nd semester, during the students’ presentations, it was observed an improve-
ment of the students’ skills such as, a better oral expression and support materials with
more quality. Furthermore, students became more active during their colleagues’ pre-
sentations, making suggestions and detecting small gaps.

The reward in each project milestones had a big impact in students’ self-esteem and
motivated them to be more productive due to this feeling of pride and achievement.
Some of these students had never been acclaimed by anyone along their academic path.
Several authors mention the importance of reward for students’ motivation and com-
mitment [16, 17].

In the 2nd semester students followed informally an agile software methodology
without any kind of theoretical explanation about the method. This was important for
project management. The students used post-its in boards with the tasks they were
supposed to do and the ones they had done. For these students, it was important to put
their hands on and see the results instead of using the software to perform the task
itself. Schank, Berman and Macpherson [15] highlighted the importance for students to
know how to do things because life requires us to do more than it requires us to know.

The transformation of the classroom to a collaborative learning space was crucial
for students to work together, to self-organize their learning and to stimulate brain-
storming. By this way, students could generate ideas and come up with creative
solutions to solve problems. Harrop and Turpin [11] emphasized the importance of
design learning space to promote collaboration and innovation.

The main changes between the 1st and the 2nd semester are summed up in Table 1.
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In teachers’ opinions, the students’ performance and assessment during the 2nd

semester was better. They highlight the students’ motivation and the more constructive
discussions about their problem solutions. However, besides these positive aspects
teachers referred that was important to have more time available to support students
work and more teachers in full time work. Since, this type of teaching requires more
preparation and more time available.

In general, students’ liked learning in a collaborative environment, since they saw a
practical application of what they had been learning. Besides, this requires additional
efforts that they are not used to. They considered that this methodology will help them
in the future career.

5 Conclusions

As teachers we continuous seek for news learning and teaching approaches with the
aim to reduce the gap between schools and labour market. Currently, the labour market
demands professional with advanced transversal abilities, so educational system must
prepare students. With this experience we recommend the use of a collaborative
learning environment with enterprises simulators where students work together with the
industry and solve real life problems.

In addition, the design of DWM course focused on cross-disciplinary projects
development in each semester with the aim to aggregate all the knowledge. Therefore,
students benefit from learning by doing in a collaborative environment where they
practice their transversal skills.

Our results suggest that students are better prepared for long-life learning and based
in our experience in teaching in Higher Education and in the literature review. We
believe that the use of this type of methodology can enhance the development of
transversal skills that has become a twenty-first-century trend.

Table 1. Comparing 1st and 2nd semesters

1st semester 2nd semester

Groups Without team leader With team leader
Groups organized by students Groups organized with the help of a psychologist

Context Academic project Project in real context
Intermediate presentations Increase the number of intermediate presentations
Without rewards With rewards
Two tutors by group Enterprise simulator

Facilities Classroom Collaborative learning space
– Desk in U shape
– Round table
– Interactive tables
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Abstract. A virtual community is a social group of any size that shares
common interests and communicates through the Internet. A user joins a
virtual community not only because of its popularity or the quality of its
contents, but also owing to the user experience that the platform offers.
Anticipated User eXperience (AUX) allows knowing the idealisations,
hopes, and desires of the users in a very early stage of any develop-
ment. Participation is a crucial component in the growth and survival
of any virtual community. An essential element for people to participate
in a virtual community is that the platform should provide suitable user
tools, which are widgets that allow users to interact with their peers. We
propose an AUX evaluation framework for user tools, whose intention is
to improve their design, and through it, the participation of users.

Keywords: User experience · Anticipated user experience
Virtual communities · Participation · User tools

1 Introduction

Shneiderman et al. [30] present a series of challenges that Human-Computer
Interaction researchers must face in the years to come. Those problems are the
product of human population growth and all its consequences. One problem
states that it is necessary to shift from user experience to community experience.
Many research fields (e.g., Sociology, Psychology, and Economics) are advocated
the resolution of said problems within communities. However, as this is a broad
subject, a multidisciplinary approach seems to be a natural way.

In Computer Sciences, virtual communities, also called online communities
or e-communities, are an area of interest. In the scientific literature, we can
encounter many definitions of the term “virtual community” [4,8,28,34]. Never-
theless, we chose the one proposed by Lee et al. [19], as we think this expresses
c© Springer Nature Switzerland AG 2018
A. Rodrigues et al. (Eds.): CRIWG 2018, LNCS 11001, pp. 25–33, 2018.
https://doi.org/10.1007/978-3-319-99504-5_3
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the complexity of virtual communities: “cyberspace(s) supported by computer-
based information technology, centred on communication and interaction of par-
ticipants to generate content, resulting in a relationship being built”.

In the design of a prosperous virtual community, usability and sociability
are influential factors. Sociability concerns the relationship established among
members. Usability refers to how users interact with technology [5,26].

A logical consequence of sociability is participation, an inherent issue of vir-
tual communities. Therefore, there are many studies to comprehend why people
participate in a virtual community [13,23,32,37]. Participation is crucial, as the
success of a virtual community strongly depends on interaction and cooperation
among its users to generate content and contribute to the community [17].

By participating in a virtual community, users interact with businesses,
organisations, peers, relatives, and friends to co-create their consumption expe-
rience and satisfy their needs [9,20,21].

Dealing with those interactions is a design task, so User eXperience (UX)
offers a holistic view to address this endeavour. UX is characterised by two types
of factors: hedonic and pragmatic. Hedonic factors include all users’ perceptions
and responses resulting from the actual and anticipated use of a product, sys-
tem or service, such as: emotions, beliefs, preferences, behaviours, and accom-
plishments. Pragmatic factors are a consequence of the characteristics of the
system subject to evaluation: usability, functionality, performance, interactive
behaviour, and assistive capabilities [1].

AUX deals with experiences and feelings of what the user expects to occur
when imagining using an interactive product or system [36]. The purpose of
AUX evaluation is to identify whether a given concept can provide the kind of
UX anticipated by developers for its future users [31]. The study of AUX has
been proven valuable, although few jobs have explored it [3,14,29,33].

The main contribution of this article is a novel AUX evaluation framework
through which developers can obtain a knowledge base to create their designs.
Such knowledge would have as a source opinions, desires, experience, and ideal-
isations of users. As a consequence, user tools can have a positive impact on the
participation of users in virtual communities. By using our framework, develop-
ers have the opportunity to focus on the nuances they want of the interaction
and communication tools of virtual communities, which would not happen if
they decided to use a general-purpose UX framework.

This paper is organised as follows. After analysing related work, in Sect. 3 we
present the research methodology used to develop our proposal. Then, in Sect. 4,
we describe the preliminary version of our framework for virtual communities.
Finally, in Sect. 5, we conclude this work and describe the next steps needed to
complete our framework.

2 Related Work

Hassenzahl et al. [10] demonstrated the importance of hedonic and pragmatic
factors for software’s appeal. They were also pioneers in the evaluation of AUX.
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Nevertheless, as an early work, they could not succeed in determining which
specific design factors can stimulate the perception of the hedonic quality.

Davis [6] proposed the Technology Acceptance Model (TAM) as a framework
for recollecting from possible users the perceived usefulness and ease of use of
new technology. Nonetheless, this framework just gets very generic information.

Kukka et al. [16] gathered information and requirements for the integration
of social media content into 3D environments. From their AUX evaluation, they
identified issues and guidelines that designers of 3D systems should consider. This
is a preliminary study that only analyses information about social networks.

Eilu and Baguma [7] extended the framework proposed by Yogasara et al. [36]
(base for our proposal described in Sect. 4) to improve the acceptance of mobile
phones for voting. Despite the lack of validation, they presented an explanation
of how AUX occur, from the perspective of cognitive psychology.

Wurhofer et al. [35] investigated the relationship between predicted and
actual driving experiences. They found that many factors influence users’ pre-
dictions, such as mood and the time of day. This is a study on UX over time,
but without any GUI involved.

These works show the value of AUX and how it can be useful to predict design
problems. They try in some way to increase the acceptance of a new characteristic
or functionality, excepting Wurhofer et al. [35], who like us seek to improve UX.
However, they do not offer a systemic way of evaluating and comparing results
on the GUI domain. Unlike TAM [6], we do not aim to predict acceptance or
the possible added value of a particular technology, but to gather the previous
experiences of the users to understand their needs.

3 Research Methodology

The research methodology for the development of our framework is based on
the Design Science Research Methodology (DSRM) process model (see Fig. 1)
proposed by Peffers et al. [25]. We chose this methodology because its popularity
in state of the art and has proved useful in similar problems [17,18,24].

An Objective-Centred Initiation has been chosen as a research entry point
because our goal is to improve participation in a virtual community. As for
Identification & Motivation, we have already described the importance of par-
ticipation for virtual communities and the role of UX in that matter. The Objec-
tive of a Solution, the second step of the process, is to develop an evaluation
framework that helps developers create user tools to improve user interaction,
thus encouraging participation. The third step Design & Development is the
description of our framework (see Sect. 4).

4 Framework

According to Koh et al. [15], communities face challenges from the social perspec-
tive (communication, motivation, and leadership) and the practical perspective
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Fig. 1. DSRM process model [25]. In this work we describe the results of the first three
stages (coloured in blue) from an Objective-Centred Initiation. (Color figure online)

(computer technology). We consider user tools as the intersection of both per-
spectives (see Fig. 2). User tools are widgets of a virtual community platform
that allow users to exchange information and interact with each other, e.g.,
chats, commenting systems, avatars, recommender systems, and “like” buttons.
User tools are part of the platform, a computational support that is crucial to
the success of a virtual community [2,11,12,27].

Community platform
  -Technology

Users
  -Communication
  -Motivation
  -Leadership

User
Tools

Participation

AUXPragmatic Factors Hedonic Factors

Fig. 2. We aim for improving user tools through AUX, thus increasing participation.

We want to evaluate the impact that these user tools have in users’ activities
within virtual communities, i.e., to what degree the UX provided by the widgets
of a virtual community affects participation. For achieving this goal, we propose
a framework organised in six steps (see Fig. 3).

Set
Goals

Identify
Tasks

Identify
User Tools

Evaluate
AUX

Evaluate
UX

Compare
Results

Fig. 3. AUX framework for virtual communities.
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Next, we will explain each step of the framework, which is illustrated by
developing the example “one user wants to communicate with another user”:

– Set Goals: It refers to the objectives that developers want to reach. For
example, that users achieve a remote conversation as effective as if they were
face to face.

– Identify Tasks: This step involves defining the stages that the user needs
to do in order to achieve the previously defined goals. For example, the user
can identify the recipient of the message, open the window or option of direct
messages, write the message, and send it.

– Identify User Tools: This point concerns establishing which user tools are
involved in the tasks already identified. For example, avatars, user profiles,
commands, and chat systems.

– Evaluate AUX: It consists in conducting an AUX evaluation. We use the
criteria described by Yogasara et al. [36]:
• Intended Use: This criterion refers to the usage purpose of each user tool.

For example, the way the user believes that a chat works.
• Positive Anticipated Emotion: It concerns pleasant emotions that a user

anticipates experiencing as a consequence of interacting with a user tool.
• Desired Product Characteristics: We adapt to our context the principles

proposed by Morville [22], which state that a user tool has to be valuable,
usable, useful, desirable, accessible, credible, and findable.

• User Characteristics: It has to do with the physical and mental charac-
teristics of the users. For example, designing for a child is not the same
as for an older adult.

• Experiential Knowledge: This criterion requires knowing the experience
that a user has. This experience is important since users need their prior
knowledge to obtain information, and from that, make comparisons. For
example, a user may ask whether a new system is better than another
already known.

• Favourable Existing Characteristics: It is related to the characteristics
that users have already identified as positive in similar tools. For example,
a user can say that they like to use the chat from another platform, as it
is fast, reliable, and easy to use.

– Evaluate UX: This step consists in conducting a UX evaluation. It can be
as complicated as necessary, depending on the criteria and tools that will be
used. In some cases, the AUX evaluation can be done at a very early stage of
development, without having any part of the system or even prototypes. How-
ever, once at this stage, it is essential to evaluate all the aspects considered
in the AUX evaluation.

– Compare Results: Once both evaluations of UX were carried out (antic-
ipated and current), the results obtained must be compared. This contrast
will allow developers to make decisions about the design of user tools. For
example, juxtaposing the idealised by the users with reality, checking whether
their suggestions came to be implemented or not.
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5 Conclusion and Future Work

The significant contribution of this study is a work in progress version of a new
conceptual AUX framework for user tools provided by virtual communities plat-
forms. Gathering the expectations, hopes, and idealisations of the participants
will allow the developers to know the underlying needs, the possible contexts
of use, and what participants consider essential to obtain a pleasant experience
(AUX). Then, when measuring the current UX of user tools, the results can
be juxtaposed and the contrasts observed, e.g., if all the participants agreed
that adding a specific characteristic would be good, after implementing it and
measuring it, was it indeed positive? The intention of our framework is to help
answering that kind of questions. As such, the aim of this study is to propose a
way to improve the design of user tools, and in that way, enhance participation.

As future work, we will develop an experimental design to evaluate AUX
in several virtual communities. The experiment will consist of three phases. In
the initial phase, the participants have to answer an initial survey concerned
with their personal data, what virtual communities they know (e.g., Facebook,
Reddit, Twitter, a forum, or a video game), and how much time they use them.
The second phase will consist of a creativity session in which participants will
have to perform a specific task (e.g., send a message to another user) using
paper user tools. In other words, several papers cutouts with shapes of standard
widgets (e.g., buttons, and text boxes) will be available to the participants, so
they will choose the ones they think are necessary, and they will have to explain
how their prototype carries out the task. Additionally, every participant has to
complete a satisfaction questionnaire, in which we will ask the participants their
opinion of the prototype they built. The third and final phase will be a test with
real virtual communities, where the participants will have to do the same tasks
of the second phase, but this time with actual communities. They also need to fill
a final questionnaire about the satisfaction of the task, and how it compares to
the prototype they built. It should be noted that we will design the satisfaction
questionnaires for the last two phases, allowing us to compare the AUX of tasks
from the second phase and the actual UX of tasks from the third phase.
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Abstract. The increasing amount of scholarly literature and the diversity of
dissemination channels are challenging several fields and research communities.
A continuous interplay between researchers and citizen scientists creates a vast
set of possibilities to integrate hybrid, crowd-machine interaction features into
crowd science projects for improving knowledge acquisition from large volumes
of scientific data. This paper presents SciCrowd, an experimental crowd-
powered system under development “from the ground up” to support data-
driven research. The system combines automatic data indexing and crowd-based
processing of data for detecting topic evolution by fostering a knowledge base of
concepts, methods, and results categorized according to the particular needs of
each field. We describe the prototype and discuss its main implications as a
mixed-initiative approach for leveraging the analysis of academic literature.

Keywords: AI � Crowd-computing hybrids � Human computation
Hybrid machine-crowd interaction � Knowledge discovery
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1 Introduction

A major research path in today’s computing landscape has been focused on analyzing
datasets whose volume, velocity, and variety are so extreme that the current automatic
tools are inadequate for their accurate collection, management, and analysis in a rea-
sonable amount of time [17]. As the literature increases at an exponential rate, scholars
need to adapt their institutions and practices by improving searching, analytical, and
filtering mechanisms to select the most relevant data sources. Nonetheless, manual
labor applied on examining variances, correlating evidence, and compiling descriptive
statistics is an exhaustive and subjective process [13]. At the forefront are the rapidly
advancing techniques of AI such as machine learning running on large collections of
data [1]. However, computer algorithms involve expensive training being prone to
errors. Dunne and colleagues [14] go even further by arguing that the “current theories
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and tools are directed at finding a paper or website, not gaining an understanding of the
key papers, authors, controversies, and hypotheses.” In this sense, research scholars
interested in answering a particular question need intelligent systems robust enough to
assist them in exploring always-evolving knowledge representations as a “science of
science measurement” [19].

In this work, SciCrowd is introduced as a crowd-powered system prototype under
development “from the ground up” towards an open participation model in which a
large amount of researchers and crowd workers/volunteers can contribute for
improving the way as research data are processed. We assume that crowd-computing
hybrids constitute a valuable instrument to address some of the limitations of current
applications by enabling us to identify new relations between research topics, authors,
and groups [10]. Meaningful categories, filters, and summaries can be generated
through mixed-initiative approaches combining human and machine intelligence [13].
Such synergies between mechanical and cognitive operators (the “crowd”) can con-
tribute to create open knowledge bases supported by collaborative participation.

The paper is organized as follows. Section 2 provides an overview of key issues in
the form of theoretical bridge between crowd and machine intelligence for enhancing
research pursuits. Section 3 presents a brief conceptualization of the requirements for
SciCrowd as an experimental human-centered hybrid system for scientific discovery.
The implementation details are also discussed with emphasis on the SciCrowd’s pro-
totype and architecture. This section also provides some exploratory remarks on the
results achieved from a survey with crowdsourcing researchers. The paper finishes
discussing limitations and future directions that need consideration in the deployment
of a crowd-powered, self-organizing system for scientific discovery.

2 Related Work

Scientific knowledge production is being increasingly dependent on collaborative
efforts and new forms of collaboration and data analysis are dawning as result of social-
technical advances achieved in e-Science through CSCW research [2]. Various
approaches have been proposed to leverage crowd work for improving the quality of
data. Human crowds can combine Human Intelligence Tasks (HITs) and large-scale
database systems such as MTurk1 to cope with the ambiguity, vagueness, hetero-
geneity, scale, timeliness, and complexity of scientific data [10]. Empirical studies have
emphasized crowdsourcing efforts in domains such as taxonomy development [22],
machine learning experiments using MTurk [20], and scientific discovery games (e.g.,
Foldit2) [6]. In addition, several crowd-powered systems have been presented in the
literature. For instance, GATE Crowdsourcing Plugin [12] offers infrastructural support
for supporting a massive pool of users on mapping corpora to microtasks while
automatically generating crowdsourcing interfaces for classification and annotation.
CrowdScape [21] measures crowd behavior and outputs though interactive

1 https://www.mturk.com/.
2 https://fold.it/portal/.
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visualization and mixed-initiative machine learning. Moreover, Apolo [8] allows
interactive large graph sensemaking by combining machine learning and visualization.
On the other hand, PANDA [9] is a hybrid algorithmic-crowdsourcing platform for
academic knowledge discovery.

Mixed-initiative systems have been introduced as interactive, intelligent approaches
that combine the strengths of human interaction with the algorithmic power of AI to
solve problems that could not be solved by either computers or humans alone [11]. In
this kind of systems, human work is both used directly to complete HITs and as
feedback for machine learning classifiers training to complete that work in the future.
Such hybrid approach can be particularly fruitful in crowd science projects to refine
machine-extracted metadata while providing evidence on demand by using automatic
classification techniques enabled by human crowd workers who can process, filter,
classify, and verify the information [10].

3 On the Deployment of SciCrowd: Targeting Crowd-
Enabled Scientific Discovery

A paradigmatic shift in information systems design that can be taken into account in the
design and development of a crowd-computing system for scientific discovery involves
the consideration of IT artifacts and social practices as central units of research [15].
Theoretically grounded from a design science perspective, such approach includes
goal-directed collective activities, routines, and resources to create explicit knowledge
by means of reflection and concept formation (e.g., linguistic signs, organizational
schemes, technical artifacts) as socially situated practices.

Research tasks such as performing a systematic literature review involve a set of
laborious, time-consuming, and sometimes wasteful efforts. This includes the identi-
fication of relevant sources, data extraction, and quality assessment [5]. In this scenario,
relevant sources and data dimensions can be ignored during the process. Thus, suitable
crowd-powered systems are required to produce, share, filter, and combine scientific
discoveries. In the literature, crowdsourcing has been closely related to processes, task
characteristics, and participants [10]. Tinati and colleagues [7] identified numerous
factors when designing citizen science platforms, including task specificity, community
development, task design, and engagement. The authors pointed out to the likelihood of
using periodic feedback, roles and privileges, and task context as motivational factors.
In addition, the environment must be easy to use, fast, intuitive, and reliable. Crowd
aspects (including size, type, social structure, behavior), quality control, and temporal
issues (e.g., daily devoted time) assume particular importance on the design of crowd-
powered systems [10]. Hybrid classifiers must be trained according to the crowd
behavior and the system must enable the crowd to selectively supplement weak regions
of the classifier [16].

3.1 Baseline System Design and Prototyping

SciCrowd is a system prototype based on a crowd-enabled model [4] that supports the
entire process of research data analysis. In this approach, crowd members are exposed
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to situations involving human factors like expertise and motivation. HITs are created
by users and associated to collaboration features (e.g., annotation). Our ultimate goal is
to build a mixed-initiative interface for (and by) researchers and citizen scientists.
Figure 1 presents the system prototype towards the design of a web-based interface for
extracting facts from publication records through human-machine interaction. In this
scenario, a contributor can be aware of new papers in the system or insert a new entry,
see who is online in the system, edit publication metadata, set conceptual units and
descriptions, and getting access to data categorized by machine.

Currently, the prototype comprises a limited set of features that range from edit a
publication record automatically extracted from DBLP3 or added manually by users to
the settings panel (e.g., group roles) and main page. Publication details can be visu-
alized pressing the “show” button, which opens an internal page that allows to insert
data about a paper. For instance, consider the following scenario. A paper on “medical
informatics” could be classified by subarea (e.g., cognitive aging), method, setting, key
concepts, findings, and social-technical aspects concerning a certain technology (e.g., a
Wiki intended to support knowledge exchange in public health). All these data could be
filtered considering specific research purposes. For example, a user could be interested

Fig. 1. SciCrowd’s system prototype.

3 http://dblp.uni-trier.de/.
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on understanding relations among concepts and related areas in machine learning for
medical purposes and/or identifying features in health care systems implemented by
Portuguese researchers in a certain period.

Our approach to extract information from public data sources is based on a previous
proposal for a hybrid human-computer scientific information extraction pipeline [23].
As initially addressed by Correia and colleagues [18] and followed in further proposals
[9], the preprocessing stage includes the automatic extraction of metadata from each
paper using DBLP. To test the effectiveness of our information extraction algorithm,
metadata from papers were indexed using a structure that comes from two biblio-
graphic reference management systems (EndNote, BibTeX). Currently, the database
contains data about 28,991,154 papers. How scientific data are indexed, classified, and
visualized differs from field to field through an architecture of participation that gain
value as more users cooperate [2]. The system allows the creation of user groups with
predefined permissions (e.g., edit) by using an authentication mechanism. An inno-
vative feature is being planned for extracting altmetrics [3], including download data
and social mentions by country, discipline, and professional status. Figure 2 provides
an overview of the current system architecture.

3.2 Preliminary Evaluation

The initial results of a survey (N = 90 researchers) corroborate the need for developing
a crowd-computing system for research data analysis. The sample consisted mostly of
researchers from USA (33.3%) with more than 8 years of experience (60%) and a
research focus on crowdsourcing (58.9%). All participants (75.5% male, 24.5% female)
were asked to participate via e-mail in a total of 3625 e-mail addresses. Google Forms4

was chosen for collecting responses between September 20, 2017 and April 3, 2018.
Researchers pointed out resources (63.3%) and access to information (30%) as the main
problems when working on their research tasks. There was some disagreement with
regard to the use of crowdsourcing in research activities. Nonetheless, the participants

Fig. 2. System architecture.

4 https://docs.google.com/forms/.
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identified classification and categorization (45.6%), verification and validation (44.4%),
surveys (40%), content creation (36.7%), and information finding (32.2%) as their main
types of tasks assigned to crowd workers. When asked about the incentives for par-
ticipation in crowd-driven research, researchers pointed out the interest in the topic
(31.1%), money and extrinsic rewards (16.7%), social incentives (16.7%), and altruism
and meaningful contribution (15.6%). Regarding the best practices and the main
drawbacks of using crowdsourcing for scientific purposes, participants identified
approaches like gamification, need for supervision, real-time collaboration, proper
diffusion, and data collection. Participants also indicated legal and ethical limitations
that will make it difficult for people to help collect or analyze research data. Examples
include privacy (57.8%), accuracy of information (53.3%), protection of intellectual
property (40%), and abuse of personal information (37.8%).

The implementation of SciCrowd as a hybrid approach for integrating human
inputs into AI systems was also addressed. Almost all respondents stated that it is “very
promising” in the scientific context. A participant called our attention to value human
input, while other responses emphasized the importance of interdisciplinary identity,
transparency, and provenance “to keep track of all versions of the information and
knowledge capture, so that the state of knowledge can be rewound and replayed from
any point in time to any other point in time”. Another participant explicitly demon-
strated the potential of crowd-computing hybrids by assuming that “machine learning
algorithms could learn from user/volunteer responses in applications where the com-
puter classification skill is below a desirable threshold.” A few of the researchers
mentioned the risk of enabling machine imposing (wrong) interpretations.

An important implication for design relies on considering diversity (in terms of
education and income levels, race, gender) when designing crowd-based human
computation systems. Some participants mentioned some problems associated to error
tolerance, ethical dilemmas of introducing AI, and crowd bias. An additional set of
questionnaire responses showed us some features that can be implemented in Sci-
Crowd. Examples include user-friendly AI algorithms, learn from examples, statistical
analysis, a semantic search engine exploring scientific literature by specific questions
(instead of keywords), visualization of work progress, a graph of papers based on their
impact, and ability to identify the “right crowd” (general crowd might not be suitable
for specialized tasks like scientific analysis). In addition, participants also indicated a
need for more connections (links) between the data, the published papers, the search
(query) terms that led a user to the data, and how the data were used and/or analyzed.

3.3 Limitations and Future Work

Some limitations remain unfilled concerning the lack of case studies to validate the
system (scarcity of tests and experimental research) by analyzing interaction logs and
questionnaires. An approach for the lightweight development of this system relies on
involving the crowd in the underlying engineering and design processes. Design and
evaluation principles will be further explored, while usability tests are also required to
gain insight on work practices that can better inform the development of a robust,
hybrid machine-crowd intelligent system. Based on the requirements identified previ-
ously, future deployments include hybrid classifiers and learners trained according to
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the crowd behavior, a public dashboard, a fine-grained classification mechanism that
would store and retrieve metadata that could be extracted in the form of graphics and
statistics, and a context-aware reputation system. One important problem in this study
was that the survey was conducted with researchers who had not used the system, so
results are very limited. A new survey and a controlled experiment engaging users on
the evaluation of publication records using a crowdsourcing platform such as MTurk
constitute important lines of further research.

4 Concluding Remarks

This paper emphasizes the implications for design concerning a crowd-enabled, self-
organizing system under development towards achieving a higher level of engagement
by researchers and citizen scientists. SciCrowd system’s prototype aims to improve the
way as publication records are evaluated while harnessing the wisdom of a crowd. The
main target relies on improving the effective use of data to solve complex problems at
large-scale, and the possibility to adapt this tool to multivariate scientific fields. The
crowd can be particularly helpful in this process by indexing metadata and fixing errors
while providing new interpretations on the published data through highly detailed and
filtered data granules. The outputs can be established on understanding how research
communities form and evolve over time. Further steps will be focused on providing
features for supporting hybrid reasoning using AI inferring on contributions from
crowd members performing HITs such as systematic literature reviews and sciento-
metric studies. Despite the prospects for research in crowd science, we must be able to
consider incentives, ethical constraints, and social-technical aspects for “closing the
loop” in developing crowd-powered scientific computing systems.
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Abstract. Technological evolution impacts the research and development of
new solutions, as well as consumers’ expectations and behaviors. With the
advent of the new millennium, collaboration systems and technologies were
introduced to support ordinary cooperative work and inter-dependent, socially
and culturally mediated practices as integral units of everyday life settings.
Nevertheless, existing classification systems are limited in scope to analyze
technological developments and capture the intellectual structure of a field,
understood as an abstraction of the collective knowledge of its researchers and
their socially mediated activities. Ten years after the introduction of Mittleman
et al.’s taxonomy, we build upon earlier work and adopt this classification
scheme to provide a descriptive, taxonomy-based analysis of four distinct
venues focused on collaborative computing research: ACM CSCW,
ACM GROUP, ECSCW, and CRIWG. The proposal consists of achieving
evidence on technical attributes and impacts towards characterizing the evolu-
tion of socio-technical systems via (and for) taxonomic modeling. This study
can also constitute an important step towards the emergence of new, potentially
more valid and robust evaluation studies combining Grounded Theory with
alternative methods and techniques.
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1 Introduction

CSCW has been defined by interdisciplinarity from its very beginnings and its focus
has changed dramatically (more in the US than in Europe), from traditional studies of
work practices to more eclectic approaches such as social networks, disaster man-
agement, domestic life, and crowdsourcing [1]. With technologies pervading ordinary
settings and increasingly aiding cooperative work arrangements, CSCW has a recurrent
commitment on presenting different ways of thinking about technology development,
evaluation, and impact on the societal framework. The importance of in-depth studies
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examining collaborative settings has been stressed when designing technical artifacts
[2]. However, little is known about their successful contributions for technology-driven
paradigmatic shifts largely geared by software and hardware industries and research
fields [3]. Experimental prototypes have been developed as artifacts by developers
working in the field of CSCW and pre-packaged by major vendors for widely available
platforms [4]. Nevertheless, the uncertainty motivated by the pace of technology
development affects the way as research communities evolve and several gaps remain
unfilled concerning the examination of their complex settings.

Evaluating social and collaborative technologies becomes a critical factor to detect
changes while anticipating directions as new tools are introduced and deployed [5].
Novel evaluation approaches are needed to uncover not only central aspects related
with groupware attributes, success, and failure [6] but also new classes of technologies
and functional attributes. Advances in CSCW have spread across journals, conference
proceedings, posters, tutorials, book series, technical reports, and social networking
services created for scientists. As we enter an age of increasingly larger and noisier
data, the challenge here relies on the “tedious and lengthy task” of finding, analyzing
and systematizing all relevant issues [9]. Hence, a research effort in the interdisci-
plinary field of CSCW is thus justified regarding its commitment with the development
of innovative technologies by means of ethnographic studies, conceptual work,
experiments, and evaluation studies.

Understanding the nature and evolution of collaboration as a social phenomenon is
a difficult goal to achieve reading literature only. Nonetheless, systems developed to
support or enhance collaboration activities are concrete and can be further examined.
Although it seems as an extremely complex process to present an analysis compre-
hensive enough, a study using Mittleman et al.’s [10] taxonomy is elaborated in the
form of hypothesis about the characteristics of collaborative computing in terms of
application-level domains and functional attributes. The study also explores con-
comitant changes resulting from technical deployments to support or enhance collab-
orative practices. In addition, Grounded Theory [13] is also addressed as a research
approach intended to extract new categories for taxonomy development.

In the remainder of this paper we first present a discussion on seminal publications,
exploring a taxonomic rationale of collaborative systems. In Sect. 3, we present the
methodology used to classify the functional attributes of collaborative systems from
literature. Section 4 shows the main results of our study. This section also provides
some exploratory remarks on the use of Grounded Theory for taxonomy development,
summarizing some of the lessons learned and future directions. Section 5 summarizes
and concludes this piece by providing some actionable recommendations.

2 Revisiting Key Contributions on the Nature and Technical
Evolution of Collaborative Systems

Tracing the origins of CSCW, Greenberg [14] provided an annotated bibliography
comprising general sources, groupware systems, and concepts. The earliest mention is
to the Bush’s [15] vision of Memex as “a way of structuring and leaving trails through
a large, shared information store.” Meanwhile, Augment/NLS [16] was envisioned as a
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research center for augmenting human capabilities through the use of artifacts, lan-
guage, and training. In the literature, there are a surprising number of examples of
groupware systems (e.g., Coordinator [17]). CSCW research during the 90s was
focused on creating solutions flexible enough to cope with the “high flexibility, con-
textualization and variability of human activity” [19]. Over time, it has evolved in
response to the social and technological advances, comprising foundations, approaches
and languages for a better collaboration experience into multi-user environments and
interfaces. As argued by Law and colleagues [20], social software tools and packages
produced nowadays are similar to groupware appeared in 90s but more versatile,
lightweight, wide-ranging, and dynamic. Although little is known on the adoption and
real impact of collaborative systems, it is possible to assume that they had more success
outside the workplace [21]. The implementation of such tools involves a “structured,
continuous and flexible adaptation” affected by the tendency of users to shape the
system to their specific needs [22].

Theoretical frameworks can help us characterize the field of CSCW [8, 23]. Thus,
understanding major technology shifts becomes a critical endeavor in a highly volatile
community predominantly established on time frames of evolutionary stasis disrupted
by short periods of sudden technological waves [3]. Only a small number of studies
have already examined impacts on work practices when a collaborative system is
introduced. As outlined by Pinelle and Gutwin [4], “a better understanding of how
groupware systems have been evaluated in the past can help to frame the discussion of
what methods and techniques should be considered for future evaluations”. The authors
preceded the advent of the 21st century with a review of papers that introduced or
evaluated a groupware system from ACM CSCW conference proceedings. Findings
included a predominance of synchronous applications and a small number of
deployments in real world settings when comparing with academic or research
implementations. Furthermore, an emphasis on ongoing evaluations of prototypes
comparing to evaluations of completed software packages was also denoted.

A vast set of classification frameworks were proposed in order to organize con-
tributions, “but none of them are comprehensive enough since they focus either on a
particular aspect of collaboration or on the specific mechanism that the tools follow”
[24]. Such frameworks have several elements in common, including group and indi-
vidual characteristics, task properties, situation factors, and group processes and out-
comes [6]. In the light of this work, Bafoutsou and Mentzas [25] emphasized a number
of areas of further consideration that arise when studying collaborative applications,
including classification dimensions such as scalability and usability. Evolutionary
approaches based on requirements engineering were also proposed for scaffolding
groupware implementation [26]. Sarma and colleagues [24] adapted Maslow’s hier-
archy of needs pyramid to create a classification framework for characterizing col-
laboration needs. A multifaceted evaluation framework covering relationships
underlying communication, collaboration, coordination, work coupling, and joint
awareness was also provided [6]. A somewhat similar body of work has sought to
propose typologies of collaborative tool capabilities [28], while Antunes et al. [8]
proposed a framework for collaborative systems evaluation covering all stages of
system development. Further research was reviewed by Grudin and Poltrock [29]
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regarding the development of taxonomic schemes comprising technology features and
collaborative behavior.

3 Method

As we enter an age of increasingly larger and noisier data, too many relevant results
and work are hidden in the large volumes of literature annually published. Data serve as
evidence to support scientific inquiry and researchers guide their pursuits around data
as a foundation for scientific collaboration [30]. CSCW applications are difficult to
evaluate [6] since most of the taxonomies existing at the time are inadequate to classify
more complex systems that include a large variety of features. As collaborative systems
and technologies evolve and become more complex, it is much harder to evaluate them
appropriately with a clear perception of their practical implications.

This work relies on the premise that despite technologies may change frequently,
classes of systems may endure for much longer [31]. It is also assumed that previous
results and implications for designing a system can also be useful on the design of
another type of system. Classify papers according to a taxonomy is one of the stages of
the formal process outlined by Kitchenham [32] for conducting a Systematic Literature
Review (SLR). We followed evidence-based research methods for conducting a feature
analysis and collaborative systems evaluation [5, 34]. Thus, the strengths and weak-
nesses of collaborative computing technology, in terms of how well they provided each
of the functional attributes, are discussed. For the purpose of this study, we also discuss
the use of Grounded Theory [13] as a “railroad” for CSCW research [35].

3.1 Sample

We reviewed a total of 541 publications from ACM CSCW, ACM GROUP, ECSCW,
and CRIWG proceedings. These venues are acknowledged as devoted conferences in
the field of CSCW [30] as well as reference venues for regular publication by CSCW
authors from both North American and European research communities [3]. The sci-
entific committees and editorial boards of these conferences include some of the most
cited authors in the field of CSCW, which makes this set of publication venues an
effective sample to evaluate technological variants. The period of analysis was limited
to the publication years between 2003 and 2010 and this review only included papers
that introduced and/or evaluated a collaborative system [4]. Excluded papers include
posters, tutorials, doctoral consortium abstracts, prefaces, special issue introductions,
book reviews, and panels. Studies with a strong sociological focus (e.g., [1]) were not
included at this stage due to the emphasis on technical aspects. Table 1 presents the
overview of the papers we have considered for analysis.

Thematically, the reviewed papers cover a diverse range of studies. However, we
acknowledge several limitations of this study, including the 8-year timeframe and the
relatively small sample size. Thus, this review can only cover a small portion of all
related literature and we cannot entirely exclude sampling bias as a result. Nonetheless,
we believe that we have obtained a representative sample and the rationale for choosing
this period is based on several factors. First, our main goal is developing a historical
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perspective in the research by looking back at the changes that have occurred in the
field of CSCW. A further reason relies on the fact that the first known bibliometric
study devoted to collaborative computing research in this century was published by
Holsapple and Luo in 2003 [7], as recently mentioned by Correia and colleagues [11].
In addition, some of the most widely used social networking services were launched in
this period. It is also worth noting that the lack of access to the content of more recent
papers brings difficulty to the process since we need to read the full text of each paper
to extract functional attributes.

3.2 Classification Process

The taxonomy used for analysis was adopted from Mittleman and colleagues [10] to
shortly compare collaborative systems and research prototypes together with the
functionalities implemented within each system. The selection of this taxonomy was
based on a systematic review of evaluation frameworks [36]. The classification scheme
for collaborative technologies [10] divides a set of application-level domains into jointy
authored pages, streaming tools, information access tools, and aggregated systems.
The last category consists of a combination of the first three types of technologies in
order to optimize them while supporting cooperative work practices in settings for
which is necessary more than a single technology. On the other hand, the comparison
scheme relies on nine core capabilities for collaboration affordances. First, the core
functionality provided by a tool can range from creating and/or sharing a single text
page to video/audio stream. Content describes the type of contributions or data
structures. Examples include text messages, URL, pictures, data stream, and hyper-
media. Relationships among contributions can range from collection to list, tree, and
graph. Moreover, supported actions represent the things that users can do on content
and relations (e.g., modify content, remove data, receive contributions). Synchronicity
can be explained by when participants are working at the same time (synchronous) or
different time (asynchronous). Identifiability is another action parameter characterized
by the degree to which contributors can determine who executed an action (e.g., full
anonymity). Access control deals with the configuration of user’s privileges to execute
actions, while session persistence is the degree to which contributions persist or dis-
appear in the system. Alert mechanisms deal with the interruptions (notifications)
suffered by the user when a new contribution is made into the system. Finally,
awareness is the perception of users about what each member develops and the con-
textual knowledge that they have about what is happening within the system [10].

Table 1. Retrieved papers and publication years.

Conference Range (conference editions) Records

CRIWG 2006–2008 72
ECSCW 2005–2007 37
ACM CSCW 2004–2008 215
ACM GROUP 2003–2010 217
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Feature analysis is a recognized evaluation method in software engineering and can
be understood as “a qualitative form of evaluation involving the subjective assessment
of the relative importance of different features plus an assessment of how well each of
the features is implemented by the candidate tools” [34]. The classification process
consisted on gathering descriptive metadata related to a publication and adding con-
textual knowledge to each record. As can be seen in Fig. 1, a total of 1480 papers
published in CSCW devoted venues between 2003 and 2010 were indexed by year, ID,
name of the author(s), title of the paper, and conference categorization using DBLP and
ACM Digital Library information sources. The classification and comparison schemes
for collaborative systems [10] were thus applied on 541 papers speculating on the
social and organizational impact of collaboration technologies. Such primary studies
include the design, deployment, and evaluation of new (or already introduced) systems,
tools, and architectures. Once data were categorized and organized, each paper was
screened and evaluated taking into account the classes and functional attributes that
were either present or absent [34]. The sample was then revisited using Grounded
Theory [13] as an experimental approach for extracting new categories.

4 Findings

As a research community mainly constituted by behavioral scientists and system
developers, CSCW has a long tradition in conceptualizing collaboration dynamics and
proposing technology-based tools. The development of communication networks led to
the emergence of social interaction support systems in a broad-spectrum of application
domains ranging from healthcare and emergency response to ludic scenarios [21]. The
analysis of the functional attributes by conference (Fig. 2) demonstrates an interest of
ECSCW by awareness, notification mechanisms, and access controls. Our results go

Fig. 1. Stages of the classification process (adapted from Kitchenham [32]).
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beyond previous reports, showing that the ACM CSCW conference discarded aware-
ness in some systems but makes use of alert mechanisms and permanent contributions.
A similar pattern of results was obtained in CRIWG proceedings from 2006–2008. In
turn, ACM GROUP shows greater emphasis on text sharing with hyperlinks and
asynchronous tools, representing a major outlet to study awareness. Nevertheless,
CSCW is a very dynamic field and the research focus continually changes over time.
As the analyzed periods are different for each conference, some differences can be due
to the time periods rather than to conceptual focuses.

Work processes in cooperative ensembles require a coordination of resources with
high levels of interdependency between tasks [40]. As a socially oriented process,
cooperative work is ordinarily enabled by a shared database, requiring an active con-
struction process by participants into a mutual information working space to reach a
common ground [41]. Text sharing was the most pronounced feature in our sample. For
instance, electronic patient record systems, three-dimensional digital media design
environments, and activity-tracking tools promote social interaction and engagement
through text sharing. In addition, collaborative applications with both text sharing and
conferencing features demonstrated growing indicators at the end of the previous
decade. Examples include avatar-based meeting support tools and robots with com-
puter vision such as Lunar rover robot [39]. The results found clear support for
hypermedia as the most adopted type of data structure that may be used to a particular
collaboration. On the other hand, we speculate that the decrease of data stream might be
due to the expansion of this type of functionality provided by WWW. When extrap-
olating to the different associations that users can establish among contributions, col-
lection was the most visible implementation by programmers of collaborative systems.
This indicator can reinforce the notion of a lack of structure in certain components of
collaboration technology. Adding content (e.g., a new blog entry) is noticeably high,
being present in tools like ActivitySpotter [42]. Results also showed a high expression
in the ability to comment in groupware systems. For instance, a group of users can
produce annotations in mutual digital documents and support decision-making while
reducing the cost of reading a document [27].

The present study confirmed the Pinelle and Gutwin’s [4] findings about the
prevalence of synchronous systems in the collaborative work sphere. Such kind of
systems were followed by tools with both synchronous and asynchronous features. In
addition, asynchronous applications were then slightly introduced, demonstrating a
growth and optimistic perspectives reflected in platforms such as Amazon Mechanical
Turk1. This finding is in line with the fact that the conception of collaboration has
changed during the last decade, being more multi-tasking, asynchronous and flexible
given the opportunities that recent technology offers to the users [23]. Although col-
laborative systems have a strong focus on identifying users who perform shared
actions, tools where the user acts anonymously or can choose to be anonymous or
identified have shown indicators of remarkable growth. Access controls denoted pre-
eminence signs on the inclusion of authentication mechanisms. With this feature,
security and privacy issues can be enhanced by preventing unauthorized or malicious

1 https://www.mturk.com.
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access to resources and users may increase their trust using collaboration technology.
From the data in Fig. 2, it is apparent that there was little difference between tools
providing awareness compared to those that did not make use of this feature. However,
awareness has been a critical topic in CSCW research and developers should be mainly
focused on the implementation of this feature appropriately. From this data, we can also
see high values for notification/alert mechanisms and permanent sessions.

Collaborative computing research has been expanded from studying group work in
organizations or workplaces to the home, including the effects of life disruptions on home
technology routines [37]. Social networking has been also a topic of intensive interest at
work [38]. Technologies where users can edit text collaboratively and use hyperlinks
have been growing in the literature. Some examples are online social tagging, gift
exchange and mind mapping/brainstorming systems (e.g., GroupMind [18]). A prefer-
ence by group dynamics and a steady increase of social tagging, video conferencing, and

Fig. 2. Comparison scheme attributes of collaborative systems in CSCW outlets.
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search engines were noted. Moreover, audio conferencing and desktop/application
sharing tools clearly express a decrease. Aggregated systems showed a peak in 2005
before decreasing in the last years, while shared file repositories grown up in 2009.
Syndication tools followed the same path, and conversation systemsweremore addressed
between 2003 and 2004. Nevertheless, polling tools had more influence in 2007, while
shared editors remained stable all years. Figure 3 details the results of our analysis on the
classes of collaborative systems and technologies by venue.

Concerning the scope of ECSCW, this venue addressed desktop/application shar-
ing, followed by aggregated systems and conversation tools with remarkable indicators
on video conferencing. Nevertheless, ACM CSCW put the focus on polling tools,
conversation tools, shared editors, desktop/application sharing, and syndication tools.
On average, we found many studies spread over conversation systems, social tagging
tools, aggregated systems, search engines, and shared editors in ACM GROUP con-
ference proceedings. Interestingly, CRIWG showed a large number of group dynamics
tools, aggregated systems, polling tools, and shared editors. Curiously, all research
venues published most of their studies on group dynamics. Regarding the categories
with the lowest values (e.g., audio conferencing), this may be related with a focus of
intensive research on these systems until the beginning of the 21st century, resulting in
a consequent slowdown by achieving stabilized solutions. Oppositely, an explosion in

Fig. 3. Application-level domains of collaborative systems in CSCW venues.
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the use of social networking sites, question answering systems, social bookmarking,
microblogs, wikis, virtual worlds, crowd computing, and Web conferencing tools
brought opportunities for studying online behavior. This fact is also consistent with the
growth of social tagging systems, search engines, video conferencing, and syndication
applications.

4.1 Grounded Theory for Taxonomy Development in CSCW:
A ‘Sleeping Dragon’ Wanting for Awakening

A taxonomic evaluation can characterize the most addressed systems and functional
attributes by venue. However, further research is needed updating taxonomic categories
in a systematic way considering the changing requirements of collaboration. From a
general examination on DBLP, both ACM CSCW and ACM GROUP divide their
tracks into particular categories that range from collaborative software development to
crowdsourcing and citizen science, healthcare and emergency response, social media,
tangible interfaces, home and family technology, Wikipedia studies, MOOCs, games
and virtual worlds, policy, cybersecurity, Q&A sites, etc. Conversely, ECSCW pub-
lications are mostly based on field-based studies using methods intended to inform the
development of technologies from the ground up, presenting fieldwork on multiple
scenarios such as heritage and homecare.

Despite their utility, such categories are very generic, being difficult to obtain
qualitative data with high level of detail. Measuring scientific production is a hard task
that needs a comprehensive, theoretically grounded and practically valuable concep-
tualization of its structure and evolution [33]. Despite the efforts in the creation of
conceptual frameworks, taxonomies, ontologies, and thesauri to represent knowledge
about consolidated and emerging topics, existing classification systems fail on cap-
turing the intellectual structure of a scientific field, understood as an abstraction of the
collective knowledge of its researchers. The main challenge relies on the following
question: How do researchers, venture capital investors, program managers and stu-
dents keep up with advances in the expanding field of CSCW? This is particularly
complex to manage since we are nowadays overwhelmed by findings of thousands of
scholars. Long-term classification of massive data collections can be considered as a
challenging issue for research communities, institutions and disciplines regarding the
inherent difficulty of recognizing gaps, trends, patterns, concepts, “ghost theories”, and
social-technical aspects.

We assume that Grounded Theory [13], a methodology originated in sociology, can
be particularly useful in CSCW (as discussed by Muller and Kogan [35]) to make sense
of large volumes of data from scientific publications. In the particular structure of work
in which an individual is making sense of literature, both domain and type of data to be
extracted are previously known. However, new categories can emerge from distinct
ways we analyze our data, as well the strategies we use for finding evidence. Based on
the Muller and Kogan’s [35] guidelines for working with data in Grounded Theory, we
returned to our initial sample and categorized three years of research in collaborative
computing through a series of data-driven operations conducted to develop a high-
quality description in which open and axial codes were gradually developed and
grouped into categories and dimensions of analysis. Table 2 provides an example of the
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descriptive codes used to perform this exploratory analysis. Each paper was screened
and a set of categories was then extracted and organized on the basis of a semantic
relationship to the data presented in the collection form.

After performing the extraction of categories from a total of 145 publications from
ACM GROUP 2010 (36), ECSCW 2009 (23), and ACM CSCW 2008 (86), we for-
mulate a set of considerations. For taxonomy development, it was possible to obtain
new categories that can be added to current classification schemes (e.g., [10]) while
contributing to the development of a rigorous and comprehensive evaluation frame-
work for collaborative computing. For instance, selective undo in collaborative
applications appeared as a new functional attribute. Specialized and modularized
division of labor was associated to success factors in online creative collaboration (peer
production) in the context of collaborative animated movies and open source software
development. Perhaps, concepts like articulation work and coordination by avoidance
can be ignored from new researchers in the field. Thus, we consider the record and
contextualization extremely important. We also found possible associations between
terms like genre ecologies $ community regulation, participatory citizenship $
timeline collaboration, virtual worlds $ phatic communication, version control $
collaborative conflict resolution, boundary negotiating artifacts $ cyberinfrastruc-
ture, and workspace awareness $ real-time collaborative 3D design. Table 3 sum-
marizes the main categories extracted from literature in this preliminary approach to the
use of Grounded Theory [13] for CSCW research evaluation.

New types of systems emerged from applying Grounded Theory [13]. Some
examples are games, home technology, or tabletop displays. Describe a system is also
relevant for who are interested on experimenting a certain tool for particular purposes
considering its main features described with high detail. From scheduling patients in a
medical information system to collaborative filtering, several features have already
appeared. In general, Grounded Theory [13] can be particularly useful as a method for
unveiling new kinds of taxonomic units from publication records with higher levels of
granularity. However, researchers in HCI and CSCW will need to inform their choices
and problems to be solved with a strong knowledge of the research literature [35].

4.2 Lessons Learned and Future Directions

Any evaluation process suffers from errors due to perception abilities to process data,
depending on the homogeneity and standardization of a field of study. A clear limi-
tation of a taxonomy-based study is the lack of socio-technical dimensions that can be
extracted using open codes. The granularity of the taxonomy restricted the focus to
functional attributes instead of social requirements that represent a central focus of
CSCW research. Nonetheless, the lack of categories at the application-level led to the
necessity of making some adaptations and classification choices to evaluate a system,
since the Mittleman et al.’s [10] taxonomy does not directly cover several collaborative
systems. In addition, this taxonomy does not consider the work context representation
and management that today is almost mandatory. The lack of categories to classify
certain systems resulted in a hard process of decision-making about what categories are
best suited for a particular evaluation scenario. For example, Dogear Game [12], a
social bookmarking tool, is classified as a social tagging system because its functional
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Table 2. Data collection form (adapted from Muller and Kogan [35]).

Paper ID P1

Source ACM GROUP
Year 2010

General concepts and terms Specialized division of labor
Modularized division of labor
Essential complexity
Online creative collaboration
Peer production
Online communities

Contributions Systematic research agenda
Success factors in open-source software projects

Results, insights, and
implications for design

Large software projects require many skill sets and, therefore, many
people
Success factors in open-source software projects include planning and
structure, reputation and experience, communication and dedication
Success rates were low for both open source software projects and collabs
(less than 20%)

Method Qualitative (semi-structured interviews and participant observation)
Sample N = 17 animators (amateurs, students, and professionals), age (16 to 29),

genre (male)
N = 892 collab threads

Variables Ratings and popularity of completed collabs
Themes as content guidelines for the project (e.g., music video, single
narrative, comedy sketches)
Specs as technical specifications for the project (e.g., dimensions, frame
rate, audio streaming)
Authorship criteria determining which artists get “co-author” credit (e.g.,
best submissions, most helpful, voting)
Restrictions identifying prohibited content types for the project (e.g.,
violence, nudity, profanity)
Gatekeeping rules govern who can join the project (e.g., leader’s pick,
experience baselines, tryouts)
Communication preferences providing instructions for contacting the
leader (e.g., email, IM, phone/voice)

Research agenda What are the underlying principles allowing online creative collaboration
to succeed, and how well do they transfer from one domain to another?
Although the applicability of identified principles to open-source software
and collabs is promising, more work is needed to test them in still other
domain

System(s) proposed or
evaluated

Newgrounds

Application-level domain Multi-author system for animated movies and games
Features and functional
attributes

Post a collab thread describing the project and inviting community
members to join
Submit completed animations for judgment by other members

Other tools mentioned Wikipedia
SourceForge
Slashdot

Notes Roles (leader, artist, co-author)
Interview quote#1 (“A collaboration can’t succeed without
[communication]”)
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basis consists in the ability to create tagged resources and additional metadata about
enterprise data despite its game-based incentives and mechanisms.

The sample chosen may need broadening to more years and sources where CSCW
research is already published in order to increase construct validity on the use and
development of Grounded Theory [13] in taxonomy creation and research evaluation.
In the future, we aim to collect a larger, yet filtered, sample while identifying new ways
to interpret prior research since there is also a large body of studies involving col-
laborative computing research published in journals such as the CSCW journal and
other conferences (e.g., CHI).

Making sense of the social-technical dimensions of collaboration by exploiting the
evolution of concepts can help newcomers (and experts) in the field of CSCW since the
diversity of concepts is a known problem in the field [1]. Despite the effort to achieve a
comprehensive analysis of CSCW technologies based on a scientific valid taxonomic
model that may help researchers, developers and general public in understanding
groupware features, manual classification is tremendously difficult due to the high
human effort spent in the classification tasks, causing judgment deviations. Inconclu-
sive results and time-consuming processes are complex issues for this kind of studies.
Mittleman et al.’s [10] classification schemes require further research making additions
and revisions while bringing them to a state where their taxonomic units can account
for more collaborative tools while enabling better informed design.

5 Concluding Remarks

Understanding CSCW as a socio-technical design space is a big challenge. While
making sense of technology can be a relatively easy task, collaboration represents a
phenomenon that requires intensive analysis of concepts and contexts. This study
explored collaborative systems evaluation techniques by analyzing a wide variety of
publications from ACM CSCW, ACM GROUP, ECSCW, and CRIWG. However, this
paper does not represent an attempt to summarize the state-of-the-art in collaborative
computing research. On the other hand, it provides an initial springboard for the
analysis of large volumes of scientific data published every year through a dynamic
interplay between a set of strategies and methods. In the future, we aim to evaluate
collaborative systems and cooperative work conceptualizations from multivariate
views. In this context, analytical techniques and methods must be reinvented system-
atically and recursively to cope with the advancements in CSCW due to its interdis-
ciplinary nature. Therefore, it is critical to understand how data itself is subjectively
situated and used in other disciplines [30]. This breadth raises a number of questions,
including the challenge of understanding the structure and evolution of science by
reviewing the past while developing current conceptualizations and models of scholarly
activity [33]. Finally, we can also assume that distilling such data using Grounded
Theory [13] while adopting a mixed-initiative approach based on machine learning and
crowdsourcing can constitute an effective approach to cope with the different social-
technical dimensions in the field of CSCW while helping researchers and the general
public to be aware of its evolution.
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Abstract. Collaborative chat tools and large text corpora are ubiqui-
tous in today’s world of real-time communication. As micro teams and
start-ups adopt such tools, there is a need to understand the meaning
(even at a high level) of chat conversations within collaborative teams.
In this study, we propose a technique to segment chat conversations to
increase the number of words available (19% on average) for text min-
ing purposes. Using an open source dataset, we answer the question of
whether having more words available for text mining can produce more
useful information to the end user. Our technique can help micro-teams
and start-ups with limited resources to efficiently model their conversa-
tions to afford a higher degree of readability and comprehension.

Keywords: Chat segmentation · Topic modelling · Regression

1 Introduction

We live in an information age, and consumer-based services and applications
generate more text-based data. As we embrace both collaborative and social
communication, we converse more often via text-based communication [2,4].
For both business and recreational purposes real-time chat discourse appears to
be part and parcel of our lives.

However, for businesses irrespective of size, using such collaborative and
social means of communication, can be an overwhelming experience [6]. This
is due in part to the large volumes of text-based data that are generated by
such applications and services. Recent studies have shown that almost 350,000
tweets are created every minute of every day. Globally 2.5 quintillion bytes of
data are produced [5]. The growth in social media messaging is not confined to
tweet messages. A recent study [9] by the Harvard business school has shown
that over 2.5 billion users communicate with at least one messaging app (e.g.
WhatsApp, Facebook). This figure will rise to 3.6 billion users in the next few
years. Therefore, for this study, we consider techniques that may help teams
make sense of their message based data.
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Topic modelling is a frequently used process to discover semantic structure
within a text corpus. Topic modelling is used across multiple disciplines [12] as a
vehicle to grow business insights [7]. For example, if a business can mine customer
feedback on a particular product or service this information may prove valuable
[3]. One of the recommendations when employing topic modelling techniques is
that the more data available for analysis, the better the overall results. However,
even in the age of big data, practitioners may have a requirement to text mine
a single conversation or small text corpus to infer meaning.

In this paper, we propose a framework that both micro teams and SMEs can
use to deliver a significant level of topic modelling terms, from real-time chat
discourse data, while utilising their limited resource cohort. The core idea of this
framework is for topic mining practitioners to partition their conversations using
a novel technique. Such a method can provide a higher number of words (19%
on average) for topic summarisation tooling. For small teams with a limited pool
of test resources, leveraging such segmentation techniques can provide not only
more words for text mining but an improved level of readability than using an
entire message corpus alone.

This paper contains research conducted on an open-source real-time chat
corpus. Through the study of this dataset we investigate (a) If by partitioning
messages based on their inter-arrival time, can a more significant number of
distinct words be returned for use by topic modelling software? (b) Does a higher
number of words provide a level of readability that is easier for humans to
comprehend? (c) Can we use the results of this work to predict an optimal
topic cluster size? Using the results of this study for our framework, a topic
mining solution can be developed to provide an enhanced level of understanding
for small message corpora.

The rest of the paper is structured in five sections: Sect. 2 gives some descrip-
tion of study background and related works. Section 3 describes the enterprise
dataset. Section 4 provides analysis and methodology. It is followed by Sect. 5
that explains the result. Finally, the conclusion and future work are described
in Sect. 6.

2 Background and Related Research

2.1 Natural Language Processing

Tokenisation is a process of converting a sequence of characters (e.g. message
discourse) into a series of tokens (strings with an assigned meaning) [21]. There-
fore, before any analysis is conducted on a text corpus, the text is divided into
linguistic elements such as words, punctuation, numbers and alpha-numerics [32].

Stop words are words which are filtered out before or after processing of
text discourse [25]. Stop words typically refer to the most common words in a
language; there is no consensus or master list of agreed stop words. The website
“ranks.nl” provides lists of stop words in forty languages [10]. Luhn, one of the
pioneers in the field of information retrieval, is credited with creating the concept
of stop words [27].
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Stemming is a method of collapsing inflected words to their base or root form
[26]. For example, the words: fishing, fished and fisher, could be reduced to their
root fish. The benefit of stemming can be seen as follows: If one is interested in
term frequency, it may be easiest to merely count the occurrences of the word
fish rather than its non-stemmed counterparts.

Lemmatisation is the process of grouping together the inflected words, for
analysis as a single entity [28]. On the surface this process may look like the
opposite of stemming; however, the main difference is that stemming is unaware
of the context of the words and thus, cannot differentiate between words that
have other meanings depending on context. For example, the word “worse” has
“bad” as its lemma. This link is missed by stemming as a dictionary lookup
is needed. Whereas, the word “talk” is the root of “talking”. This reference is
matched in both stemming and lemmatisation.

2.2 Corpus Linguistics

Corpus linguistics is the study of language as expressed in corpora (i.e. collec-
tions) of “actual use” text. The core idea is that analysis of expression is best
conducted within its natural usage. By collecting samples of writing, researchers
can understand how individuals converse with each other. One of the most influ-
ential studies in this field was conducted by Kučera and Francis [23]. The authors
analysed an American English Corpus, that involved analysis techniques from
linguistics, psychology and statistics.

2.3 Topic Modelling Tools

Latent Semantic Analysis (LSA) is a method that allows for a low-dimension rep-
resentation of documents and words. By constructing a document-term matrix,
and using matrix algebra, one can infer document similarity (product of row
vectors) and word similarity (product of column vectors). The idea was first
proposed by Landauer et al. in 1998 [24].

In 1999 Hofmann proposed a statistical technique of two-mode and co-
occurrence data [19]. In essence, his Probabilistic Latent Semantic Analysis
model (PLSA), allowed a higher degree of precision for information retrieval
than standard LSA models. This is due to the introduction of a novel Tempered
Expectation Maximisation technique that used a probabilistic method rather
than matrices for fitting. However, one drawback of the PLSA method, is that,
as the number of words and documents increase, so does the level of overfitting.

Latent Dirichlet allocation (LDA) is a generative statistical model that allows
topics within a text corpus to be represented as a collection of terms [13]. At its
core, LDA is a three-level hierarchical Bayesian model, in which each item in an
array is modelled as a finite mixture over an underlying set of topics. Blei et al.
first proposed the idea in 2003.
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2.4 Linear Regression

Linear regression is a statistical technique to model the relationship between
two or more variables. Typically, one or more explanatory (or independent)
variables expressed as X, are used to predict the a response (or dependent)
variable expressed as y. Where one independent variable is used, the process is
known as simple linear regression. Where more than one independent variable
is used the process is known as multiple linear regression.

At a high level, both sets of variables are plotted in the form of a scatter
plot, and a least squares line is fitted between the points on the graph. This
approach attempts to fit a straight line between the points plotted. If the two
sets of variables have a linear relationship, a suitable linear functional can be
obtained in the following form:

Ŷi = β̂0 + β̂1Xi + ε̂i (1)

Linear regression was first proposed by Galton in 1886 [17].

2.5 Studies Related to Topic Modelling of Small Text Corpora

Jivani conducts a comparative study of eleven stemmers, to compare their advan-
tages and limitations [20]. The study found that there is a lot of similarity
regarding performance between the various stemming algorithms. Additionally,
a rule-based approach may provide the correct output for all cases, as the stems
generated may not always be accurate words. For linguistic stemmers their out-
put is highly dependent on the lexicon used, and words outside of the lexicon
are not stemmed correctly.

Naveed et al. [29] investigates the problem of document sparsity in topic
mining in the realm of micro-blogs. Their study found that ignoring length nor-
malisation improves retrieval results. By introducing an “interestingness” (level
of re-tweets) quality measurement also improves retrieval performance.

The Biterm topic model is explicitly designed for small text corpora such
as instant messages and tweet discourse [33]. Conventional topic models such
as LDA implicitly capture the document-level word co-occurrence patterns to
reveal topics, and thus suffer from the severe data sparsity in short documents.
With these problems identified, Yan et al., proposed a topic model that (a)
explicitly models word co-occurrence patterns and (b) uses the aggregated pat-
terns in the whole corpus for learning topics to solve the problem of sparse word
co-occurrence patterns at document-level.

Yin et al. [35] discuss the problem of topic modelling short text corpora such
as tweets and social media messages. The core challenges are due to sparse, high-
dimensional and large volume characteristics. The authors proposed a Gibbs
Sampling algorithm for the Dirichlet model (GSDMM). The authors demon-
strated that a sparsity model could achieve better performance than either K-
means clustering or a Dirichlet Process Mixture Model for Document Clustering
with Feature Partition.
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Sridhar [31] presents an unsupervised topic model for short texts using a
Gaussian mixture model. His model uses a vector space model that overcomes
the issue of word sparsity. The author demonstrates the efficacy of this model
compared to LDA using tweet message data.

Topic Modelling of Short Texts: A Pseudo-Document View by Zuo et al. [36]
propose a probabilistic model called Pseudo-document-based topic model (PTM)
for short text topic modelling. PTM introduces the idea of a pseudo-document
to implicitly aggregate short texts against data sparsity. By modelling these
pseudo-documents rather than short texts, a higher degree of performance is
achieved. An additional sparsity enhancement is proposed that removes unde-
sirable correlations between pseudo-documents and latent topics.

The idea of ‘Bursty’ topics (i.e. posts published in a short time window follow
a similar topic distribution) within microblogs (Twitter) has been considered by
both Diao et al. [16] and Yan et al. [34].

Schofield and Mimmo [30] investigate the effects of stemmers on topic mod-
els. Their research concluded that stemming does not help in controlling the size
of vocabulary for topic modelling algorithms like LDA, and may reduce the pre-
dictive likelihood. The authors suggest that post-stemming may exploit nuances
specific to corpora and computationally more efficient due to the smaller list of
words for input.

3 Data Set

Topic modelling and text mining of social media/collaboration messaging have
been shown to provide insight into the subjects people discuss as part of their
online communication. By segmenting instant message text in a novel way, before
topic modelling, we demonstrate how a higher degree of understanding can be
achieved by the results of topic model outputs.

For this study, we topic modelled three complete chat conservations from
an open source Ubuntu developer IRC channel [11]. For each conversation, IRC
messages were read, we noted an initial salutation, a valediction and a grouped
topic discussed in-between the greeting and farewell messages. For this study,
only conversations with related topic content were considered. We note that chat
conversations with mixed chat messages (i.e. ‘entangled chat conversations’) are
beyond the scope of this study and will not be considered here.

Table 1 provides a summary of the number of total words, the non-stopped
words, the distinct non-stopped words and the percentage of words available for
analysis.

This study aims to answer the following questions. First, can we segment a
chat conversation in such a way as to provide a greater number of distinct words
for topic modelling algorithms? Second, if a reasonable segmentation method
can be found, is the output from a topic model easier to infer meaning, then
modelling the entire conversation alone? Third, is there a relationship between
the topic modelling cluster size and the number of words Input/Output from
topic modelling?
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Table 1. Summary of dataset conversation metrics

Metric Chat 1 Chat 2 Chat 3

Total messages 46 70 59

Total words 292 436 484

Non-stopped words 158 239 262

Distinct non-stopped words 111 168 186

% Words for analysis 38 39 38

3.1 Conversation Segmentation

A question for practitioners of topic modelling is, how can we maximise the
number of words for analysis? We know from prior research that text mining
algorithms may require some form of text pre-processing prior to topic modelling.
Pre-processing may include at least one of the following: Tokenisation, stop words
removal, stemming and lemmatisation. The removal of words as part of this pre-
processing step usually is not an issue for a large text corpus, due to the number
of words available. In the case of small text corpora, the problem may be more
acute. For our study, stemming and lemmatisation was not conducted.

We recorded the inter-arrival time of instant message posts within the Ubuntu
IRC channel, and grouped messages by short and long inter-arrival times. For
successive messages with a zero minute inter-arrival time, we define this collec-
tion of messages as a burst. For messages with a one minute or greater inter-
arrival time, we define this group of messages as a reflection. We then perform
text mining on each burst and reflection period and then aggregate the out-
put terms. For topic text mining, we used the tool biterm, which is suited to
modelling small text corpora.

3.2 Topic Modelling Comprehension

After a conversation has been (a) segmented into burst and reflection periods,
(b) these periods topic modelled and (c) the results aggregated, we consider the
efficacy of the output.

We accept that the terms output from a topic model algorithm is not explic-
itly designed for a readable summary. Instead, they are designed to give a user
an indication of the terms used in a text corpus. Nevertheless of interest is how

Table 2. Summary of differences between questionnaire samples

Sample 1 Entire chat - topic modelled

Sample 2 Burst & reflections - topic modelled

Sample 3 Entire chat - stop words removed

Sample 4 Entire chat - no text pre-processing
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a user can understand the output of text mining. Our approach is to prepare
four sets of text as follows; (1) each conversation is modelled with biterm (as a
whole) and the mined terms output into a single collection, (2) the bursts and
reflections from each conversation are modelled individually, the terms are then
aggregated into a single collection, (3) each conversation with the stop words
removed and (4) the raw conversation (i.e. without any pre-processing). Table 2
summarises the level of pre-processing conducted for each sample.

We then asked twenty four test subjects to summarise each of the four text
sets belonging to a single conversation. Additionally, we asked each participant
to comment on which of the four text sets was easiest to summarise. Next, we
asked each subject, whether they felt set one (all terms topic modelled) or set two
(bursts and reflections topic modelled) was most natural to summarise. Finally,
we asked each subject to describe why they felt the text set chosen in the second
question was easiest to summarise. Results of a meta-study on sample sizes for
qualitative studies [8] show there is variability in sample size depending on the
subject domain. For our questionnaire, twenty-four individuals were selected,
and each conversation was randomly distributed among the users.

Finally we compared the readability of every text set for each conversation
using a number of known readability tests such as; Dale-Chall [15], Coleman-Liau
[14], Flesch-Kincaid [22] and Gunning Fog [18].

3.3 Term Cluster Size Prediction

Topic modelling algorithms use a unique set of words from a corpus for analysis.
Also, we know that the process of text mining may be, in part non-deterministic.
In other words, random sampling is often used to generate a term list. One of the
goals of text mining is to ensure that a sufficient number of words are output in
each topic cluster. The intuition is that the more unique words that are provided,
perhaps the easier the output will be to understand.

Biterm, outputs topic mined terms as ‘topic clusters’. Each cluster has a
maximum size of ten terms. If one hundred words are input for analysis, the
intuition is that ten clusters will be output with a ten distinct words. However,
due to the underlying random nature of the sampling algorithm used, this is
not always the case. Therefore, it is necessary to use a range of cluster sizes
to obtain the optimal number of terms. We define ‘optimal output words’ as
the number of words that is closely equivalent to the number of words used for
biterm analysis. We define the ‘optimal # clusters’, as the smallest number of
clusters that contains the optimal output words.

Linear regression is a method to determine the relationship between two or
more variables where one variable is dependent, and the additional variables are
independent. A hypothesis test (are two or variables correlated) is conducted,
and a p-value is computed. Depending on the size of the p-value, the hypothesis
of a relationship/no relationship can be accepted or rejected. We used the lm
function found in the base R package [1] and performed a linear regression test.

We will use linear regression to explore the relationship between the number
of unique words input, the biterm cluster size and the unique terms output. For
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example, if we model the unique words input to biterm, the cluster size that
provides the unique optimal set of terms and the count of these text mined
terms, a linear model could be used to predict optimal term cluster size.

3.4 Limitations of Dataset

The dataset has some practical limitations, which are now discussed. The process
of aggregating chat messages into a cohesive conversation is a subjective one.
Every effort was made to assign messages to their most appropriate thread. We
recognise that the process is subjective. Additionally, the post times for the
Ubuntu chat were measured in hours and minutes only. As a result, we defined
our burst and reflection periods as timed in zero and one minute or greater
duration respectively.

The chat conversations that form part of this case study are from an Ubuntu
IRC developer channel. While we hope these examples will be representative of
technical discussion channels, it seems unlikely they will be typical of all types
of channels.

4 Results

4.1 Conversation Segmentation

Table 3 shows a summary of the topic modelling work conducted on each of the
three conversations. In the first experiment, the entire discussion was mined. In
the second experiment, the burst and reflections were modelled separately.

For conversation one, a total of 96 terms were output by biterm when mod-
elling the entire text, whereas 87 and 60 terms respectively were output from
the burst and reflection analysis. A total of 51 (17%) more terms were out-
put from the combined burst and reflection analysis than modelling the entire
conversation.

For conversation two, a total of 129 terms were output by biterm, whereas 118
and 93 terms respectively were output from the burst and reflection analysis. A
total of 82 (19%) more terms were output from the combined burst and reflection
analysis than modelling the entire conversation.

For conversation three, a total of 143 terms were output by biterm, whereas
145 and 94 terms respectively were output from the burst and reflection topic
mining. A total of 96 (20%) more terms were output from the combined burst
and reflection analysis than modelling the entire conversation.

In the third experiment, the stop words were removed from each of the three
chat conversations, no segmentation was conducted.

4.2 Topic Modelling Comprehension

Recalling the survey questions asked in Sect. 3 part B: Of the four text samples,
which sample did you find easier to summarise? And of samples 1 and 2, which
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Table 3. Summary of text mining analysis: entire conversations vs burst and reflections

Metric Chat 1 Chat 2 Chat 3

Total words 292 436 484

Non-stopped words 158 239 262

Distinct non-stopped words 111 168 186

Distinct non-stopped terms output 96 129 143

# Words not analysed 196 307 341

% Words for analysis 38 39 38

% Actual terms output 33 30 30

Total burst words 185 226 287

Non-stopped burst words 98 143 163

Distinct non-stopped burst words 91 118 154

Distinct non-stopped terms output 87 118 145

# Burst words not analysed 94 108 142

# Bursts 7 11 8

% Words for analysis 49 52 54

% Actual terms output 47 52 51

Total reflection words 107 210 197

Non-stopped reflection words 61 99 99

Distinct non-stopped reflection words 60 95 94

Distinct non-stopped terms output 60 93 94

# Reflection words not analysed 47 115 103

# Reflections 7 12 9

% Words for analysis 56 45 48

% Actual terms output 56 44 48

Table 4. Summary of text sample questionnaire answers (Q1 & Q2)

Question Sample 1 -
biterm (all
text)

Sample 2 -
biterm
(burst &
reflections)

Sample 3 -
(stop words
removed)

Sample 4 -
(full text)

One: of the 4 text
samples, which sample
did you find easier to
summarise? (1/2/3 or 4)

0 0 2 22

Two: of samples 1 and 2,
which sample did you
find easier to summarise?
(1 or 2)

0 24 NA NA
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sample did you find easier to summarise? Table 4 shows a summary of the answers
to the questions asked of the test subjects. Before the questionnaire, the subjects
were asked to summarise the four samples. The questions were asked directly
after the summarisation task. As we can see for question one, the majority of
users found sample 4 easiest to summarise. For question two, the respondents
answered unanimously in favour of sample 2.

Fig. 1. Word cloud of answers from question 3

Question three asked: For the sample, you chose in question two, why did you
find that text sample easier to summarise? Fig. 1 shows a word cloud generated
from the answers respondents provided. When stop words were removed, the
following terms appeared most frequently: easier (8 times), text (6), words (5)
and flow/natural/understand/words (all 5).

To further understand the readability of text output from our topic mining
experiments, we conducted some readability tests (Dale-Chall, Coleman-Liau,
Flesch-Kincaid and Gunning Fog) against each of the four text samples for all
three conversations. Figure 2 shows a bar chart of mean readability index scores.
In all cases, a lower score indicates a more readable text sample. Intuitively we
can see that text sample 1 had the highest score across all indices, and text
sample 4 had a lowest. Text sample 2 had a lower index score than sample 1 in
all readability tests.

4.3 Term Cluster Size Prediction

Our third research question asked, “Can we use the results of our topic mod-
elling to predict an optimal topic bundle size?” We mentioned previously that
obtaining an optimal number of terms (i.e. an output number of distinct words
that matches an input number of distinct words) from biterm is an iterative
process.
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Fig. 2. Mean readability index score of each text sample

For each burst, reflection and complete segment we topic modelled multiple
cluster numbers to obtain the optimal number of distinct words. Once an optimal
cluster size was found, the number of clusters was noted. We then used Linear
regression to determine if there is a strong relationship between the number of
distinct words output and the cluster size. In order words can we create a linear
function to predict the number of topic clusters, if the optimal number of terms
are known?

Table 5. Linear regression coefficient table

Coefficients Estimate Std. error t value Pr(>t)

(Intercept) 0.934 0.122 7.606 3.45e−10

Optimal.Terms 0.058 0.003 18.201 <2e−16

Table 5 shows the output of the Linear regression analysis. We also note the
following additional outputs; Residual standard error: 0.818, Multiple R-squared:
0.855, Adjusted R-squared: 0.853 and p-value: <2.2e−16. From the output we
can see that the equation to fit our linear model is as follows:

Number of Clusters = 0.934 + 0.058(Optimal.Terms) (2)

Figure 3 shows the four goodness-of-fit plots generated from our linear regres-
sion model. These plots are used in conjunction with the results of the Linear
coefficients table to determine the suitability of the model. We shall discuss these
results of the model in more detail in the next section.
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Fig. 3. Residuals vs fitted, Q-Q plot, scale-location & residuals vs leverage

5 Discussion

5.1 Conversation Segmentation

Our first research question asked, can we segment a chat conversation in such
a way as to provide a higher number of unique words for topic modelling algo-
rithms? Table 3 shows that the mean proportion of words available for analysis
for topic modelling of an entire conversation is 38%, this is due to the consider-
able number of stop words that are removed as part of pre-processing. Likewise,
the mean number of terms output from biterm is 31% a reduction of 7%.

Conversely, when both burst and reflections are aggregated, the mean pro-
portion of terms available for analysis is 51%. Furthermore, the mean proportion
of terms output from biterm is on average, 50% a reduction of only 1%.

There is evidence to suggest that segmenting conversations into shorter seg-
ments provides a greater number of words for topic analysis due to the lack of
duplicate words found in each smaller segment. We note that stop words are
removed irrespective of the segment size.

Some interesting points are raised by our analysis. When stop words are
removed, duplicate occurrences of the same word are also discarded. However,
in the case of a more substantial text corpus, some duplicate non-stop words
remain, these words are ignored by text mining tools. We see this is not the
case with burst and reflection text segments. In fact, for conversation 2, 143
non-stopped words were retained. A further 25 non-stop duplicate words were
ignored. In all other cases, the number of duplicate words ignored by biterm
after stop words were removed was less than 10.

Furthermore, we observed that the number of burst and reflections created
might have little significance on the number of terms output. Conversations 1 &
3 had a similar number of segments (i.e. between 7 and 9), while conversation
2 had 11 burst and 12 reflections respectively. While no formal correlation tests
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were conducted, when we look at the segment size and the % terms output, there
seems little positive or negative relationship between the two variables.

5.2 Topic Modelling Comprehension

Our second research question asked: If a reasonable segmentation method can
be found, is the output from a topic model easier to understand, than modelling
the entire conversation alone? In other words, even if more words can be output
as part of our improved segmentation technique, how does this translate into
comprehension by both a human and for general readability.

Table 4 summarises the answers to the first two survey questions asked by the
24 individuals who took part in our topic modelling comprehension experiment.
Unsurprisingly we can see that the majority of respondents picked sample 4, as
the easiest to summarise. The consensus was that with all words available and
with grammar respected (to a degree) sample 4 was easiest to summarise for the
majority. However, we note that two respondents picked sample 3 (stop words
removed). The feedback from these two participants was that the samples with
fewer words were easier to understand, this may be because these two individuals
were not Ubuntu experts.

For survey question 2 the unanimous feedback from all users was that sample
2 was much easier to read than sample 1. A word cloud produced from the
short answers provided, clearly indicate that a combination of our segmentation
technique and biterm preserved the natural flow of the conversation to the degree
that it was easier to summarise the text sample than sample 1.

Turning to the readability tests conducted, we can see that sample 4 produced
the lowest mean index score indicating that the unprocessed chat was the most
readable based on the four tests conducted. Except for the Gunning Fog index,
sample 2 had equal or lower readability scores than sample 3.

It would be over-simplistic to state that when more words are available, it is
easier for a human to understand a text segment based on a list of topic terms.
However, it seems reasonable to assert that when more words are available and
when words are placed in a similar order as to how they were typed, it is easier
for humans to comprehend. What was interesting to note for short burst and
reflection segments, (i.e. ten words or less) the input order of words was the same
as the output terms produced by biterm. That is to say the word at the start of
the sentence had the highest log-likelihood value, while the word at the end of
the sentence had the lowest log-likelihood value.

We note that the goal of this research question was not to provide a read-
able summary based on text mined terms. Instead, the goal was to assess the
understanding of text samples to humans when varying degrees of topic mining
is conducted.

5.3 Term Cluster Size Prediction

Our third research question asked: Can we use the results of our topic mod-
elling experiments to predict the optimal cluster size? Previously, we discussed
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the problem of determining the number of clusters that will return the highest
number of distinct words from the biterm analysis. We also mentioned that the
optimal cluster number could be obtained only by iteratively trying a range of
sizes.

Table 5 provides the output of a linear regression experiment whereby we
used the optimal terms to predict cluster size. The first point to note is that
the p-value for optimal.terms was <2e−16, this figure indicts a strong regression
effect. Additionally, we note that the multiple R-squared and adjusted R-squared
values were 0.855 and 0.853. These values indicate the model is an excellent fit
for our data.

Figure 3 depicts four goodness-of-fit plots to assess the goodness of fit of our
model graphically. The residuals Vs fitted plot shows our model passes through
the majority of fitted values quite well. It appears that a small number of points
are outside the fitted line. The normal Q-Q plot shows the standardised residuals
fitted against a normal distribution line. For the most part, almost all values
fit the line. There are a number of exceptions, such as a few small and large
residuals. This plot indicates the model would almost all values however there
would be some uncertainty of fitted very small and very large values. Finally,
three observations had leverage greater than 0.1.

We mentioned previously that biterm topic clusters contain ten terms, and
that due to random variation of the tooling, it is not always possible to obtain
the same level of distinct output terms as were input. For example, dividing the
number of distinct words for analysis by ten and using this result as the optimal
# of clusters, does not provide the same amount of output words. However, we
did not know to what degree of fit a linear model would provide. In our case, a
good fit was obtained.

The main benefit of such a linear model is as follows: Determining the optimal
cluster size can be a time-consuming task, especially for large datasets. Even
using a rule of thumb such as a ‘divide input distinct words by ten’ as a starting
point, multiple iterations of biterm may be required. By using a linear model, the
task of determining the optimal term cluster size may be expedited. In the case
where the optimal cluster size needs to be computed at scale, a linear model may
be more effective than iteratively computing the size using specialised hardware.

6 Conclusion

The purpose of this study was to examine topic modelling for small text corpora
(i.e. Instant message conversations). We found that by segmenting messages
into periods of intense (bursts) and non-intense (reflections) communication that
these segments, when used in conjunction with a text mining tool can be used
to provide a higher number of output terms than modelling the entire corpus of
messages at once. Furthermore, we found that message inter-arrival time can be
used to determine both burst and reflection periods.

We also found that terms output from topic modelling bursts and reflection
periods, when aggregated, are easier to understand than topic modelled terms
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from the entire message corpus. Additionally, we saw that all four readability
tests, topic modelled terms output from aggregated burst and reflection analysis
have a lower readability index compared to terms mined from the entire corpus.

Finally, the relationship between optimal output words and the optimal #
clusters had a strong regression effect. In other words, we can use the optimal
terms to predict the required number of topic clusters. This result can have a
positive benefit for topic modelling practitioners, as it may reduce the iterative
approach needed to find the number of topic clusters that produce the largest
distinct number of words.

Both SMEs and micro-teams can use the above result to deliver high-value
topic mining outputs from their group chat discourse. Teams can focus initially
on a corpus-based approach for a particular channel/space. The advantage of a
more extensive corpus approach is that topic modelled outputs can be assessed
in context. Where word collocations exist, this knowledge can be directly applied
to place a higher value on terms generated from topic mining tools.

In future work, we shall model burst and reflection period’s on a corpus basis
to infer the optimal duration.
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Abstract. Effective sign language communication requires not only see-
ing the signer’s hand, but also seeing facial expressions and body posi-
tion, especially when communicating in groups. Here, we address the
needs of those who use sign language in group settings. First, to bet-
ter understand issues surrounding sign language group communication,
we interviewed sign language users and performed in-loco observations
of group communication. Then, we devised a support system projecting
the signer’s upper body onto a screen and compared group communi-
cation with and without the support system. The results revealed that
participants found it difficult to see signers sitting adjacent to them, to
follow quick turns in conversation, and to identify the next signer in time.
Although signers preferred not to employ our system as their principal
communication tool, they found it useful to identify the current signer.

Keywords: Sign language · Group communication · Turn-taking

1 Introduction

Effective sign language communication requires a clear view of the signer’s hands,
face, and body orientation [9]. This can be easily achieved in one-to-one settings
by having signers stand face-to-face, but it is not as easy in groups. The tra-
ditional approach to group sign language communication is that participants
should form a circle, affording clear views of everyone. Although this is effec-
tive for small groups of four or five people, in larger groups individuals find it
increasingly difficult to see each other well and identify the signer-in-turn at a
given moment.

Of course, those who use spoken languages face the same problems in larger
settings; individuals may find it difficult to speak loudly enough so that everyone
in a large audience can hear, so microphones may be used. If there is only one
main speaker, one microphone may be adequate, but at large conferences several
microphones may be passed around, or microphones may be attached to all seats,
c© Springer Nature Switzerland AG 2018
A. Rodrigues et al. (Eds.): CRIWG 2018, LNCS 11001, pp. 76–90, 2018.
https://doi.org/10.1007/978-3-319-99504-5_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99504-5_7&domain=pdf


An Analysis of Sign Language Group Communication 77

allowing all speakers to project their voices when needed. The same approach
could be used when communicating in sign language; all participants could be
recorded using individual cameras and the images projected onto a large screen.
However, this would be costly and the necessary infrastructure may be lacking.

Given the relatively few studies on sign language group communication [7]
and possible video supports, it remains unclear how such approaches might affect
communication and what types of problems could arise. For example, a signer
who is required to face a device or screen might find the lack of feedback from
others problematic. Also, research has revealed [1] that signers tend not to take
turns until they establish a mutual gaze; turn-taking would be compromised if
all participants are expected to look at a screen instead of at each other. Because
both space and viewpoint play important roles in sign languages [3], compressing
an essentially tridimensional language onto a bidimensional screen might cause
information loss and reduce overall comprehension.

Here, we sought to support in-person sign language group communication.
First, to identify problems sign language communicators face in large groups,
we conducted interviews and performed observations in-loco. Then, we explored
the possible effects of mobile cameras combined with screen projection on com-
munication. Although we worked with only a small group, we tried to reproduce
problems encountered by larger groups. Here, we describe how technology can
aid sign language group communication.

2 Related Work

Several studies have focused on support technologies enhancing sign language
communication.

Yonehara and Nagashima [19] found that fluent signers read non-manual
signs such as facial expressions using central vision, and capture manual signs
with peripheral vision. However, while native signers may spend 80% to 90%
of their time looking at the other signer’s face, non-native signers tend to look
more at the hands than the face while communicating. The amount of time spent
looking at the signer’s face tends to increase as sign language fluency improves.
This points to the clear need for views of not only the hands of signers, but their
full upper bodies, as the face is the most common gaze target when signing, and
the gaze per se imparts information relevant to communication.

Of special interest in this context are studies on sign language that used a
conversation analysis approach. Coates and Sutton-Spence [4] suggested that
instead of the ‘one-at-a-time’ type of system such as that described by Sacks
et al. [15] for those using spoken languages, signed languages might be more
permissive of overlaps, and signers might orient to a ‘collaborative floor.’ In
such an environment, any approach seeking to identify and display only one
signer at a time might be flawed; several concomitant signers might be more
acceptable. However, although several studies [11] have suggested that overlap is
acceptable, recent research [2,5,7,12] on sign language turn-taking has revealed
one-at-a-time behavior closer to that suggested by Sacks et al. [15], and that
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signers deploy several strategies to solve overlap problems. If this is indeed the
case, projecting only the main speaker might be of value.

The spread of 4G technology and the development of increasingly powerful
smartphones render virtually any device capable of real-time video transmission
of a quality adequate for sign language communication. Currently, the deaf com-
munity [6] uses several video chat applications including Glide [8] and Skype
[16] to engage in remote sign language communication. Several studies have
explored how the deaf employ mobile technologies; long before real-time video
transmission enabled remote sign language communication, the hearing-impaired
enthusiastically adopted mobile devices, recognizing the possibilities afforded by
visual media, texting, and picture-sending and display [17].

Kikuchi and Bono [10] investigated telecommunication between two mixed
groups of signing and non-signing (deaf and hearing) individuals. The groups
were remotely located and relied on screens for communication of sign language
in groups concomitant with spoken communication; some participants encoun-
tered delay issues.

3 Methods

3.1 Interviews and In-Loco Observations

Interviews with two sign language users explored their experiences in group
settings, challenges faced, and possible supports they would like when using sign
language in groups. Both interview subjects were male college students in their
early twenties, one of whom was deaf and the other was hearing.

In-loco observations were conducted by the author at the University of
Tsukuba Sign Language Circle. This circle is composed of both hearing and
hearing-impaired students, enrolled not only at the University of Tsukuba but
also at the Tsukuba University of Technology, which supports hearing- impaired
students, and thus has a large number of such students. In terms of sign lan-
guage skills and background, members of the circle were very diverse, reflecting
the entire spectrum from deaf students who used Japanese Sign Language as
their first language to hearing students who had just started learning sign lan-
guage and were still unable to effectively communicate without the support of
spoken Japanese. The meetings thus featured a mix of spoken Japanese, Japanese
Sign Language (JSL), and Signed Japanese1; when members who could not
fully express themselves in sign language were communicating, others performed
simultaneous translation. Additionally, when profoundly deaf members who did
not have fully functional oral abilities were signing, hearing members with good
sign language skills spoke aloud any words they thought some members might
not understand when following the signs alone. We sought to better understand
the dynamics of group communication in an environment where a sign language
served as a common language. We observed seating arrangements, gazing, turn-
taking, motion, and conversation strategies.
1 Signed Japanese is a manually coded form of Japanese that uses signs of Japanese

Sign Language [20].
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3.2 Experiment

We performed an experiment to better understand the dynamics of sign language
group communication and the possible effects of mobile cameras and screen
projection on such communication. A group of sign language speakers discussed
certain topics over two 15-min periods, first without any aid and then with the
support of mobile devices serving as individual cameras and a screen projecting
the speaker-in-turn. The topics were chosen by participants from a list of topics
provided at the beginning of the experiment. Participants first discussed the
creation of a new holiday in Japan, and then discussed a subject they would
remove from the Japanese middle-school curriculum.

Because the number of participants was small (five), they were asked to sit
in a row to simulate the seating arrangement of a group with more participants.
The room arrangement is shown in Fig. 1.

Fig. 1. Experiment arrangement

During the second 15-min session, a smartphone or a tablet was placed in
front of each participant, on a stand, to ensure that the upper body was ade-
quately captured by the front camera. Each device was connected via a video-
conferencing application to the researcher’s computer, which thus displayed all
transmitted images. The screen of each mobile device displayed its own front
camera image; participants could thus see how they were being captured.

The researcher’s computer displayed the image of the signer-in-turn in real
time. The mobile device source displayed was manually controlled, thus changing
as the conversation proceeded and different participants took their turns signing.
The entire conversation was recorded by two cameras placed as shown in Fig. 1.

After both 15-min sessions had concluded, participants were asked to answer
a questionnaire (free description) and underwent individual 5-min interviews
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exploring their views of the experiment and their experience with sign language
group communication involving support technologies.

The entire experiment, including questionnaires, explanations, and inter-
views, was conducted in the Japanese language with Signed Japanese translation
as needed. All English text presented here has been translated from the original
Japanese.

We explored participant age, sign language background, and hearing condi-
tion, and then proceeded as follows:

1. In terms of the first 15-min session (without any form of support):
– 1.1 Was it easy to talk? (1–7)
– 1.2 Could you participate adequately? (1–7)
– 1.3 Could you understand other members’ views? (1–7)
– 1.4 How visible was each person? (1–7 for each seat)
– 1.5 What was your extent of participation? (1–7)
– 1.6 If you felt any problem or difficulty during conversation, please

describe the issue (free description).
2. In terms of the second 15-min session (with support):

– 2.1–2.5: The same as questions 1.1 to 1.5
– 2.6 Was the image quality adequate to allow you to understand the sign

language? (1–7)
– 2.7 Was the support useful? (1–7)
– 2.8 Please explain why the support was or was not useful (free descrip-

tion).
– 2.9 If you encountered any problem or difficulty during conversation,

please describe that issue (free description).
3. In terms of sign language group communication:

– 3.1 Do you ever use sign language in groups? In what kinds of situations?
(free description).

– 3.2 Do you encounter any problem or difficulty when using sign language
in groups? If yes, please describe the issue (free description).

– 3.3 If there a support that you would like when using sign language, please
describe it. Please do not concern yourself as to whether the support is
or is not feasible (free description).

In the visibility questions (1.4 and 2.4), the score 1–7 corresponds to 0% to 100%.
In other questions, the score 1–7 corresponds to ‘Strongly Disagree’ to ‘Strongly
Agree’.

We recruited five participants, all of whom were undergraduate students and
aged 20–26 years (four males and one female). Three were hearing-impaired; all
considered themselves to be fluent in sign language and were able to communi-
cate without the aid of spoken Japanese throughout the entire experiment. All
provided written informed consent prior to enrolment.
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4 Results

4.1 Interviews and In-Loco Observations

In the preparatory interviews, both subjects described difficulties in seeing every-
one simultaneously, and noted that this might be why some participants do not
receive all information being exchanged. They identified two different sources of
such difficulty. The first was simple sight obstruction, and the second was not
knowing where to look; one interviewee commented that participants could “lose
some of the conversation when the signer changes and I have not yet figured out
who is now signing.”

When asked about the strategies used to deal with these problems, both
subjects stated that their favored approach to sight obstruction was to ensure
the group was as circular as possible. Although this sometimes worked, it may
be difficult to achieve, depending on the number of people involved, the size of
the room, and the types of tables and chairs available. The choice of long tables
for three people, or small individual tables, is relevant when choosing a room
for Sign Language Circle activities; individual tables are better. However, when
a presentation requires the use of a screen, the need to open one side of the
room means that the circle changes to a V- or U-shaped arrangement, forcing
participants to sit side-by-side, rendering it more difficult to obtain mutually
clear views.

In terms of the second issue, interviewees noted that when turn changes are
extremely hard to follow, they might (in the worst-case scenario) “ask members
to raise their hands and wait for other participants to turn toward them before
they start to sign.” They noted that sometimes, when participants start signing
in what might be considered a natural flow, either two people start signing at the
same time without realizing it, or part of the group does not realize that someone
has started signing, and thus keeps the conversation going in another direction.

When specific content is considered important, and the group wants to ensure
that everyone is following the topic, the interviewees stated that they usually
have the signer in question stand and move to the front of the group, where
s/he is visible to everyone and can lead the talk. Although this is effective, both
interviewees noted that it is time-consuming waiting for the person to move,
and that while this technique may work for specific relevant announcements, it
is impossible to use when the group needs to decide something collectively, such
as the date or content of the next meeting.

In-loco observations revealed that, apart from the problems described above,
meetings were characterized by a great deal of moving of tables and chairs around
the room, reflecting both dissatisfaction with the view of the signer-in-turn,
and also individual clearing of a position when it was that individual’s turn to
communicate.

In terms of possible support technologies, both interviewees expressed desire
for a feature that would render them easily visible to other participants without
the need to move around the room; this would both improve overall understand-
ing and reduce the time used to wait or to move furniture.
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Finally, both interviewees noted that although Sign Language Circle activities
usually involve 10–20 people, who can thus sit in a circle, conferences or lectures
requiring people to sit in rows would particularly benefit from such support; in
such cases, clear views of all speakers are impossible.

4.2 Experiment

Questionnaire Answers. Tables 1 and 2 shows the questionnaire answers after
both of the turns2.

In the first 15-min session, the participant in position 2 found it necessary
to constantly change the view-point to the right and left, and thus lost parts
of the conversation. Another participant who scored a maximum for all ques-
tions found communication easy, because all participants well-understood hear-
ing impairment, but noted that it was rather difficult to see everyone.

In the second 15-min session, the participant in position 2 noted the same
problems as in the first session; the constant directional changes caused loss of
parts of the conversation. Another participant referred to feeling confused when
having to wait for the screen to change before beginning to sign.

In terms of whether the support was useful or not, one participant referred to
becoming more aware of his/her own speech, noting that this was good. The same
participant noted that when sitting in a line, it is sometimes difficult to know
who is signing at a given moment, and found the support useful in this context,
in addition to making signing easier to see in general. In terms of negative
aspects, two participants stated that the screen change times were too slow;
they lost the beginning of the sign and often preferred to look at the signer
directly. One participant complained about the delay between a sign and its
display on the screen. Another participant referred to wanting to look directly
at the person signing, noting that the screen was unsatisfactory. Finally, one
participant observed that the screen was not necessary due to the small number
of participants, but commented that it would be useful in a larger setting with
more than 20 people.

Table 1. Participants’ answers regarding group talking without support

Questions

1.1 1.2 1.3 1.4 1.5

1 2 3 4 5

p1 6 7 7 - 5 6 5 6 5.5

p2 4 3 5 4 - 5 5 5 2

p3 7 7 7 - 7 - 7 7 7

p4 7 7 7 7 7 7 - 7 5

p5 6 6 7 7 7 7 6 - 5

2 The answers given to the free writing questions are omitted due to space limitation.
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Table 2. Participants’ answers regarding group talking with support

Questions

2.1 2.2 2.3 2.4 2.5 2.6 2.7

1 2 3 4 5

p1 3.5 5 5 - 5 6 5 6 5.5 4.5 1

p2 4 4 5 4 - 5 5 5 3 4 2

p3 7 7 7 7 7 - 7 7 7 5 7

p4 7 7 7 7 7 7 - 7 4 7 5

p5 6 6 7 7 7 7 7 - 6 6 5

Conversation Analysis

First Session—Without Support. During the first 15-min session, it was apparent
that signers accustomed to group communication had already developed favored
strategies, including actions respectful of other members; there was no need to
ask them to do this.

For example, at the exact moment conversation started, all three participants
in the middle (positions 2, 3, and 4) pushed themselves backwards even when
not requested to. It was not possible to retreat far from the original straight-line
arrangement, but even a 30-cm backward push was crucial to afford clear views
of participants in positions 1 and 5. These participants also gradually rotated
toward the group, until they faced almost completely sideways.

Nonetheless, some participants struggled at several times during conversa-
tion, leaning forward to see a member who was more than two positions away.
Also, the neutral positions adopted during conversation were usually inadequate
to allow conversation with adjacent members. When the signer-in-turn was the
person immediately next to them, all participants turned their chairs a few
degrees toward him/her, to see the signing better.

Participants at the ends (positions 1 and 5) pushed their chairs forward to see
signing from an angle rather than from the side. Signers in the other positions,
however, did not exhibit the same behavior, perhaps aware that if they did so
they would most likely obstruct the views of the more outside members; they
limited themselves to turning in their places without horizontal movement.

A pattern that was observed many times was that when conversation was led
principally by the two most distant participants (1 and 5), all other participants
alternated their head and eye directions from right to left and vice versa. Partici-
pants were accustomed to this style of conversation and quickly adapted, moving
their heads to the opposite direction as soon as a sentence concluded, knowing
that an answer would most likely be forthcoming from the opposite direction.
Although this allowed participants to follow all sentences completely, it meant
that when conversation took an unexpected turn, the participants would be fac-
ing the wrong way. This is illustrated in Fig. 2; when conversation was led by 1
and 5 for some time (Fig. 2(a) and (b)), 2, 3, and 4 would turn their heads in the
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Fig. 2. Unexpected turn-taking causes participants to lose signing signals

opposite direction as soon as any sentence finished, here marked by 1 lowering
his/her arms (Fig. 2(c)). However, just after doing so, 1 unexpectedly continued;
2 and 3 were facing the wrong direction for a period and thus lost the beginning
of 1’s continued signing (Fig. 2(d)).

Appropriately seeing the person right next to oneself was an issue for some
participants. On more than one occasion, participants failed to take the turn
from participants sitting by their sides. In some cases, participants would tap
the shoulders of persons whom they wished to take the turn, as a last resort.

Second Session—with Support. Participants had mixed reactions toward the
mobile devices and the main screen. Participants in positions 1 and 5, who
previously ended up sideways to better see the group, did not turn in as much
as before, probably because they knew that if they did so the cameras would not
catch their signing.

Although some participants used the screen to see signing by other partici-
pants, they faced each other directly most of the time, ignoring the screen and
the devices. However, participants did refer to the screen on several occasions.

When participants failed to correctly predict where the next signing would
come from, and ended up facing in a direction from where no-one was signing,
they would sometimes use the screen to recognize the signer-in-turn and then
face in the correct direction. Also, participants located between two signers who
were alternating turns, and who thus needed to constantly turn their heads,
decided to look at the screen for as long as that conversation continued.

Usually, participants opted for direct conversation without using the screen;
most problems evident in the first session remained evident, including the dif-
ficulty of seeing adjacent participants. As shown in Fig. 3, on one occasion, the
participant in position 1 was unable to see the signs by the participant in posi-
tion 2 (Fig. 3(a)), who had turned to better face the rest of the group. Because
one comment was funny and made all other participants laugh, the participant
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Fig. 3. Repetition of signing, and subsequent use of the screen

in position 1 stopped the conversation and asked the participant in position 2
to repeat it (Fig. 3(b)); participant 2 then turned to a more neutral angle where
signing would be visible from position 1 and repeated the comment (Fig. 3(c)).
Interestingly, the next time the participant in position 2 became the focus of
conversation, participant number 1 opted to use the screen, instead of looking at
participant 2 directly (Fig. 3(d)), perhaps as a reaction to the previous failure.
Although this allowed participant 1 to correctly understand participant 2, par-
ticipant 2 turned in the direction of participant number 1 when signing, probably
expecting visual feedback, but participant 1 was looking at the screen and thus
did not give such feedback, as shown in Fig. 3(d). Participant 2 was somewhat
distressed, but due to his desire for anonymity, we cannot show the expression
of participant 2.

Interviews After the Experiment. With regard to using sign language in
groups, most participants noted that they find it difficult to see signers well when
a group contains 10 or more people. One participant noted that “the problem
usually involves people sitting close, not those further away.” When features of
a space force some signers to sit in a straight line, the mutual views of all such
signers are obstructed. Another participant mentioned the need to “constantly
move the gaze around the group.”

With regard to participation in the experiment, participant 5 expressed dif-
ficulty seeing what participant 4 was signing, because participant 4 would turn
to the left. Participant 2 also referred to having “difficulty managing my gaze,
as it was necessary to go back and forth between participant number 1, on the
left, and participants 3, 4, and 5, on the right.” Although able to follow the
conversation most of the time, participant 2 noted that “there were moments
when parts of the conversation were lost because of that [head-turning].”
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Participants had mixed reactions to the offered support. Two commented
that it was useful and would be especially good on occasions where there are
more than 20 participants, but others said the system was almost useless. Two
participants stated that screen-changing was too slow; they lost the beginnings of
signings if they followed conversations on the screen. One participant complained
of the time delay between signing beginning and appearing on the screen. Two
of the participants referred to preferring direct views, with one commenting
“even if a screen was available, in a conversation, I would like to face the signer
directly, so I would opt for a direct view over a screen even if the direct view
was somewhat obstructed and the screen not.” One participant who did not use
the screen for most of the time commented that “the screen changes disturbed
me, because they intruded into my peripheral vision and distracted me.” Two
participants referred to wanting to see reactions, with one noting the need to
“see other participants’ reactions while they talk; this would be impossible if
staring at a screen.”

On the positive side, almost all participants commented that although they
would not use the screen as the principal means of following the conversation,
quick glances at the screen were useful to see who was signing at any given
moment. Also, two of the participants stated that it was useful for seeing signing
when they could not obtain a clear view.

5 Discussion

5.1 Sign Language Group Communication Issues

We observed several patterns of sign language group communication. Signers
were very aware of the obstacles they faced and adopted various strategies to
benefit both them and other members, such as pushing backwards when sitting
in a straight line or avoiding moving forward when they believed this would
obstruct the view of others.

Although these strategies were successful to some extent, limitations were
apparent. Group communication can be unsatisfactory if a circular arrangement
is impossible due to the room size, type of furniture, or number of participants.
Also, some strategies cannot be used by all participants. Body rotation was
common to improve the views of others, but served to worsen the views of
some participants, as the signer tended to turn in the direction in which most
participants are located.

A need for rapid head and eye movement was evident, and some signers
considered this difficult. The experiment revealed that the usual strategy was to
move the gaze as soon as possible in the direction of the next expected signer.
Overall, this strategy reduced missed signing, but failed when unexpected turn-
taking occurred.

In general, both the questionnaire responses and interviews revealed that
signers experienced most difficulties understanding adjacent signers. This may be
attributed to two factors. First, sign language is usually viewed from the front; a
side view is associated with significant information loss, especially that imparted
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by facial expressions and other non-manual messages. The other factor, evident
in the experiment and expressed by two participants, is that when participants
turn their bodies to be better seen by group members, some members actually
have a poorer view than before. Rotation of distant participants does not have
a strong effect, but even minor rotation of an adjacent participant may render
it very difficult to see the hands and face of that person.

Such difficulties not only render signing comprehension difficult, but also
compromise turn-taking. The experiment revealed that when participants
wanted to take the turn from an adjacent person, they realized that traditional
strategies such as a specific gaze or hand movement would not be perceived by
the current signer, and were forced to touch the signer.

Although parallel signing was not observed in the experiment, possibly
because of the small number of participants, the subjects mentioned that it
is sometimes difficult to prevent it; two participants might start signing at the
same time while not realizing it. As discussed in Sect. 2, overlap is a recurrent
issue [2,4,5,7,11,12] in the sign language literature. Although some recent stud-
ies [2,5,7,12] have suggested that a one-at-a-time turn-taking is favored during
sign language conversations, all of these studies evaluated groups of fewer than
five speakers. In larger settings, overlaps may be more difficult to prevent, even
if conscious efforts are made by the participants.

Compared with spoken languages, in which messages are by default broad-
cast, and two simultaneous utterances invariably disturb each other, simulta-
neous sign language comments might not necessarily constitute an overlap in
the sense that multi-party attention is required to detect the situation; some
instances might even be unobserved by the speakers. McIlvenny [13] found that
maintaining a shared floor must be continually addressed by employing conscious
and explicit efforts, including actions such as tapping and waving.

In large settings, such strategies may be insufficient, which explains par-
ticipants’ comments that when content is considered important to the entire
group, the signer moves to a spot where a clear view is possible for all group
members. Although this approach is effective, it slows conversation and renders
group interaction even more difficult, as all signers are forced to face the same
direction rather than each other. Several participants noted that dealing with
situations where many signers are present is complex, and some sort of support
would be appreciated.

5.2 Signer, Upper Body Screen Projection as a Support

Projecting the signer-in-turn in an effort to facilitate group conversation led to
diverse reactions. Although all participants remained in conversation principally
by looking directly at the other members of the group, the screen was not useless,
as revealed by some answers to the questionnaire.

Even if the screen did not control the conversation, it was useful to identify
the signer-in-turn. No participant viewed the screen continuously, but several
participants took quick glances to verify who was signing. One participant com-
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mented that the screen was useful both to understand signing per se and to
identify the signer-in-turn.

All participants commented that they did not use the screen as the principal
conversational tool because of the lack of visual feedback from other participants.
Looking at the screen prevented participants from seeing the reactions of other
signers, and was of particular concern to the signer-in-turn, who would see only
him/herself. Simultaneous screening of all participant images was suggested,
but attracted mixed reactions. One participant said this would not be helpful,
because s/he would try to see everything that was happening at the same time
and would become lost. Another stated that even if all participants were on the
screen, s/he would still prefer to look directly at the signer. Some participants
commented that such an approach was reasonable and that they would like to
try it. However, although the approach may work for groups of up to 10 people,
such groups might be able to communicate effectively even without support.
With larger groups of 20 or more, it is hard to imagine how showing all members
at the same time on a screen would be either feasible or desirable.

Although concern with the lack of reactions from others when signing was
expected, failure to use the screen had an unexpected effect. During the experi-
ment, participant 1, who had previously failed to see the signing of participant
2, decided to look at the screen to improve understanding of the conversation,
but when participant 2 was signing again, s/he turned toward participant 1, who
was now looking at the screen instead, creating discomfort for participant 2.

In terms of the technical features of the support, two participants felt that
screen changes between signers were too slow. This could possibly be addressed
via automatic signer recognition followed by a rapid screen change; however, it
is not clear how an automatic recognition algorithm would deal with overlap.
Also, sign language users deliver confirmatory and feedback signs in the same
manner as spoken language users; avoiding erroneous recognition of such signs
may be problematic.

Also, one participant was bothered by the time delay of signing. Previous
research [14] has shown that the delay usually tolerated by signers is about
150 ms, considerably more than the 45 ms tolerated by spoken language users.
However, the experimental time delay was less than 150 ms, perhaps explaining
why only one of the five participants considered it problematic. During the inter-
view, the participant stated that seeing signing on the screen after performing
signing or directly seeing signing made him/her uncomfortable. Thus, although
the time delay tolerated by sign language users is about 150 ms, this may be
reduced when signers are exposed to both original and delayed sources simulta-
neously, creating discomfort that is absent when the signer has access to only
the delayed source.

Overall, signers desired support when communicating in groups. Simple
signer upper-body projection onto a screen facilitated signer viewing and recog-
nition, but signers were very concerned about the lack of feedback (the inability
to see the reactions of non-signing members). The participants agreed that the
screen would be useful in settings with 20 or more people, such as lectures. Also,
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regardless of whether the screen helped make signing more visible to participants,
it was helpful to identify the signer.

6 Conclusion

When in large groups, signers find it difficult to obtain clear views of all par-
ticipants, and may struggle to correctly recognize who is the principal signer at
any moment; fast head and eye movements are used to understand the content
being shared in conversation. Also, simultaneous sign language utterances may
break the turn-taking mechanism, creating parallel conversations.

Signers find it especially difficult to see adjacent signers because of poor
visualization angles, leading to loss of information (such as facial expressions).
The views of aligned participants are also obstructed. When participants sit in
rows facing the same direction (as during lectures), it is impossible to obtain
clear views of some signers.

Projecting the signer’s upper body onto the screen facilitated signing visual-
ization, and also indicated who was the speaker-in-turn, allowing participants to
face the correct direction rapidly. However, several obstacles in terms of feedback
and the reactions of others remain.

The lack of feedback was perceived as negative by all participants. Partici-
pants could not see the reactions of others on the screen, and those who were
not using the screen experienced negative emotions when they tried to look
at another member who was staring at the screen. However, the participants
acknowledged that in larger settings, such effects are unavoidable and must be
endured to some extent.

To address the remaining issues, it will be necessary to ensure that partici-
pants looking at a signer on a screen impart and receive feedback to/from the
signer and others. Automatic signer recognition is desirable. Finally, even if the
signer-in-turn is not projected, there is a clear need for a form of support allowing
participants to correctly recognize the signer-in-turn faster.
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Abstract. This paper presents a study of telepresence robot environment where
each of two remote sites has a telepresence robot from the other. By situating the
telepresence robots in the relatively same positions of the remote users in both
sites, collaborative physical environment can be realized when the users wear
head-mounted displays to see the robots’ views. Such an environment has been
implemented as a prototype system. Because how to achieve physical cooper-
ative movement between a telepresence robot and a human is an issue to be
studied in this environment, an experimentation of passing by each other with
the prototype system was then conducted as an example of cooperative move-
ment. It was observed that the movement was smoother when watching the
video from the telepresence robot than when watching the other telepresence
robot in front of the user. It suggests the usefulness of nonverbal cues through
video combined with the recognition of partner’s position.

Keywords: Cooperative work � Positional relationship � Nonverbal cue
Telepresence robot

1 Introduction

Spatial collaborative work is a type of collaborative work in which multiple persons
interact in physical space. A type of spatial collaborative work is the one that workers
actually move in space such as theatrical performance, team sport, team dancing, and
so on, unlike the 3D collaborative work that shares 3D workspace but that workers do
not move from their fixed positions. In this cooperative work that includes movement
in physical space, a worker decides and takes action in response to the partner’s
position and moving direction. In team dancing, a team should look well-organized and
keep a beautiful shape as a group. It needs fine coordination of the workers’ positions
and movement. In team sport, a player needs to quickly respond to the partner’s and the
opponent’s positions and movement for offence and defense. In remote spatial coop-
erative work with physical movement, to know the partner’s position and moving
direction is thought to be also necessary.

Such spatial collaborative work is common and can be seen in daily life, but
realizing it remotely is another thing. In this research, we focus on a bi-directional
telepresence robot environment to realize abovementioned spatial collaborative work
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remotely. Among various setups employing video, virtual reality and/or robot, there is
no setup informing the remote partner’s position and moving direction for both
participants.

First, we have designed and implemented the bi-directional telepresence robot
environment. It consists of a pair of telepresence robots situated in each remote site.
The position of the robot is synchronized with the remote worker so that the partner’s
position is visible. Then experimentation of passing by each other with the telepresence
robot, which is an example of spatial collaborative work with physical movement, has
been conducted to investigate the effect of employing remote video figure.

2 Related Works

People perform various cooperative works in their lives. Cooperative work includes
from conversation to collaborative assembly work that requires physically fine coor-
dination. A lot of studies have been conducted for years to support such various
cooperative works in remote settings.

2.1 Video-Supported Remote Collaborative Work

One of the merits video is used for remote communication is it conveys rich infor-
mation including subtle expressions and gestures. Other features of the video have been
also explored. Eye contact is often used in communication, thus achieving eye contact
in video communication is one of the major topics [1]. Video is easily editable to
increase connectedness, for example by applying common background of the screens
[2], or applying the local background to the background of a remote participant [3].
Another research direction is to overcome the limitation of a flat screen that it is
difficult to depict 3D positions. Arranging large screens circular around users for
displaying remote users increased the sense of co-presence [4]. Other type of displays
than a flat screen was also proposed, one of which was the image projection to physical
objects [5]. In sum, the video is good at conveying nonverbal cues, but not so good at
showing spatial positions or dynamic movement in a communication space.

2.2 Virtual Reality-Supported Remote Collaborative Work

Virtual reality (VR) has also been used to support remote collaborative work [6–8].
One was a telepresence system displaying 2 remote groups of participants into a single
virtual space on a large screen. Each group of participants was captured and shown
stereoscopically through 3D glasses [9]. By placing 3D avatars of remote users around
the local user, all users could immerse themselves and share the same virtual work
space [10]. It was also possible to show the other parties as if they were working in the
same space by showing their figures taken by multiple cameras through an HMD [11].
Application of virtual reality achieved spatial cooperative work in shared virtual space,
but as it was limited within a virtual space, actual interaction in the physical space
cannot be performed.
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2.3 Robot-Supported Remote Collaborative Work

A robot has also been used to support remote collaborative work, typically as a
physical surrogate of the remote participant. MeBot [12] and iRIS [13] had the movable
display which moved according to the movement of the remote operator’s head, which
could tell where she was looking at. It has become possible for the remote user to have
a feeling that she is in the place of the robot, by attaching a camera and a microphone to
the robot and presenting the first person’s visual and auditory sensation [14, 15].
Remote collaborative work by a surrogate robot includes a study of shaking hands with
a remote person through the robot hand [16], and a study of physical cooperative task
between a user and a surrogate robot hand of the remote user in both 2 sites [17].
Physical cooperative work is possible with such robots. Because a robot is a physical
entity that can move, spatial collaboration including movement can also be possible.
However, nonverbal cues can be conveyed within the limitation of the robot mecha-
nism, and to achieve rich nonverbal cues are similar to human is not very easy.

3 Proposal

We propose an environment where a worker in each of the two remote sites immerses
to the other site by using a telepresence robot situated there. The two sites are prepared
to be the same size and shape. The robot is situated in the same position of a room with
the user in another room, and is designed to move exactly the same direction and
distance with the user. The environment includes a pair of this linkage between a
telepresence robot and a user. In this way, the same positional relationship between the
telepresence robot and the local partner is maintained in both rooms.

The video from a camera on the telepresence robot is presented to the user, thereby
allowing the user to recognize her positional relationship with the partner from the first-
person view. It enables the user to see the remote user’s nonverbal cues. This proposed
environment achieves spatial physical collaborative work including the position
movement, while keep presenting nonverbal cues at the same time.

4 Implemented System

In this paper, we design a robot to move according to the position of the worker at the
remote place which means we synchronize the position of the robot with the worker’s.
By doing this bi-directionally, the worker’s positional relationship is synchronized in
the two workspaces. We create an environment that allows both workers to recognize
the other person’s figure from the first-person view by a 360-degree camera installed on
the robot. The images taken with that camera to the workers at remote locations are
presented through HMD. In this environment, the worker cannot see the robot in the
same work space but can see each other’s figure by the image sent from the robot. This
makes it an environment where physical actions performed by the robot are felt like
actions taken by remote parties on the video.
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4.1 System Configuration

The configuration of the implemented system is shown in Fig. 1. We prepare two
workspaces whose sizes and shapes are the same at two distant remote sites, and place
workers wearing HMDs as shown in the figure. At each space, two tracking cameras
are set on the diagonal line of the workspaces. The tracking camera acquires the
position and orientation of the HMD and the controllers in real time. Information on
each position and orientation acquired by this camera is processed by a PC and then
send to a remote PC. The PC moves the robot and match the position and orientation of
the robot according to the position and the orientation of the user’s head at the remote
place. In addition, a 360° camera is attached to the robot, and images taken with this
camera are transmitted to a remote PC and to be seen by the operator’s HMD.

We used HTV’s VIVE in this implementation. VIVE can acquire position and
orientation information of the HMD and the two controllers by two tracking cameras.
VIVE’s tracking camera works fine if the distance between the two cameras is less than
5 m. For telepresence robot, we used iRobot Create 2 from iRobot. iRobot Create 2 is a
robot capable of rotation in any direction, forward and backward movement. A tripod
for the camera whose height can be adjusted is set on the robot, and at the tip of the
tripod, a 360° camera called Theta V of RICHO was attached for photographing the
first-person video image. Figure 2 shows the created telepresence robot.

Fig. 1. System configuration
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4.2 Synchronizing Robot

In this system, the same coordinate systems are prepared for the worker and the robot in
the two workspaces. Each position is represented on Unity [18] by the x coordinate and
z coordinate, and the direction is by the angle to the y axis. We call the workplaces
Spot A and B. We place one robot and a worker in each spot. Through this system, the
coordinate and rotation of worker A will be sent to robot B also the same information
of worker B will be sent to robot A. After data processing by the PC, the robots can
synchronize both the position and direction with the remote worker in Fig. 3.

Fig. 2. Telepresence robot

Fig. 3. Position synchronization of robots
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4.3 Movement of Robot

The iRobot Create 2 Robot can rotate around and move forward and backward.
Specifically, by programming with Python, it is possible to set arbitrary rotational
speeds from −500 mm/sec to 500 mm/sec for each of the right wheel and the left
wheel. When both wheels are given forward speed, the robot advances and retreats
when both wheels are given backward speed. When rotating the robot, by applying
opposite speeds to the left and right wheels respectively, the robot does not move and
rotates on the spot (see Fig. 4).

In our system, we control the robot by switching the state where static is added to
forward, backward, and rotation depending on the situation. For the robot can only
move forward and backward, we have to calculate the coordinates between the robot
and its goal to get the direction and the distance the robot should move to. And then the
robot will rotate as the data. When the current robot’s coordinates are (z, x), the goal’s
coordinates are (z2, x2), and the direction is the positive direction of the x-axis is 0°,
the following equation using atan 2 (arctangent 2) to determine the angle of the
direction of travel.

Direction ¼ atan2 x2 � x; z2 � zð Þ ð1Þ

When the traveling direction obtained by this formula deviates by more than 5°
from the direction of the robot, we make the robot rotate to the traveling direction
within an error of 5°.

After that, we calculate the distance between the two coordinates and move the
robot forward or backward until the distance is less than 10 cm. Coordinates are
calculated every 0.1 s and then the signal for movement will be printed. The speed of
the robot is designed according to the distance between the robot and its operator in the
same coordinate system as follow. (The speed of the iRobot Create 2 Robot ranges
from 100 mm/sec to 300 mm/sec.)

Fig. 4. Movement of robot

96 T. Inoue and Z. Yuan



If the distance between two coordinates is less than 10 cm, the robot will not move.
If the distance between two coordinates is 10 cm to 30 cm, advance or retreat at
100 mm/s.
If the distance between two coordinates is 30 cm to 50 cm, advance or retreat at
200 mm/s.
If the distance between two coordinates is 50 cm to 100 cm, advance or retreat at
250 mm/s.
If the distance between two coordinates is 100 cm or more, advance or retreat at
300 mm/s.

By doing this, we synchronize the position of the robot with the worker within
10 cm of error. As described above, since the robot rotates in the traveling direction
and moves forward and backward to adjust the position, when the robot moves laterally
with the worker facing forward, the robot moves in the traveling direction and a delay
occurs due to the rotation. Since the robot rotation speed is set at 200 mm/s, the robot
diameter is about 35 cm, and the maximum rotation angle of the robot at the time of
positioning is 90°, it occurs delay about 1.5 s.

4.4 Communication Method

In our system, we set one PC as server, another one as client and the coordinates will be
sent once per 0.1 s according to Socket communication method. We use 3D vector
coordinates to build up our development environment. The x-axis and the z-axis are the
plane, the y-axis is the height in the direction perpendicular to the plane. It means that
when aligning the position of the HMD which is worn by the operator, the robot at the
remote place can move to the same position by the two values of the x coordinate and
the z coordinate of the HMD. The use of the angle relative to the y-axis will be
described later. In the Socket communication, information cannot be transmitted from
the server unless there is communication from the client, so the procedure is as follow.

1. The PC on the client side transmits three values to the server PC, the x coordinate,
the z coordinate of the local HMD and the orientation of the robot relative to the y-
axis of the local HMD.

2. When the PC on the server side receive the data from the client, it will send the
same information mentioned above of its local workplace to the client.

3. Repeat the above every 0.1 s.

We use Unity to gain the position and rotation and build a Socket communication
environment. Also, the robot control program is run in python. Therefore, every time
Socket communication is performed, Unity will print out a TXT file which will be read
by python program once per 0.1 s. According to this, the robot will move as the remote
operator.

4.5 Image in the HMD

In this system, images taken by an omnidirectional camera attached to a remote robot
are presented to the operator. As the system design, robot orientation equal to the front
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of the camera. Owing to this, the front side of the omnidirectional image can be
described by the angle relative to y-axis that we mentioned in Sect. 4.2. The data of the
front orientation will be sent to the remote PC, so that the remote Unity environment
will identify the orientation of the image in its HMD screen (see Fig. 5). For the
beginning, the omnidirectional image is attached to a sphere in Unity as Texture, the
front side of the camera can be seen as the positive direction of the x axis in Fig. 5. As
we can see the front side of the image is not the same as the robot.

Because of the same coordinate system in two PC, sphere which is used to print the
image will rotate owing to the angle difference from the remote coordinate system. So
that the image will be shown in the correct orientation, which means that the image will
always be in a same orientation as the robot’s front side.

As described above, the video displayed on the HMD is the first-person view video
from the 360° camera installed on the robot. Figure 6 shows how communication is
taking place between two workplaces by the proposal system. In this way, the users
will see each other through the HMD rather than the robot that is set in the same place.
We also use a technology called WebRTC [19] to transfer the video images to one PC
to another one. It is also confirmed that there was no lag which would affect com-
munication if the communication environment state was normally displayed stably.

The image displayed on the HMD is the first person’s view from the 360° camera
attached to the robot synchronously moving with the user at the remote place. For each
user, there is a robot in front of the user, but the user can see the opponent because
HMD shows the first-person viewpoint from the remote robot, so user cannot see the
robot in front of them and seems to be the opponent in front of his/her. The video is
transferred from the PC to the remote PC by using the video chat system using
WebRTC.

Fig. 5. Display of the video from the omnidirectional camera
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5 Experiment

The user A looks the partner B in the remote site as if B is in the position of B’s
telepresence robot through the HMD in the implemented system. The experiment was
conducted to see how remote physical cooperative movement was affected by the
environment.

5.1 Outline of Experiment

In our evaluation experiment, we evaluate that only one side of participant operate the
robot as the comparison. The participants contained 12 college students and two of
them made up a group. We recorded video and audio during the experiment. It was
supposed that two participants passed by each other while they were walking face to
face. And owing to this system, we set this situation in two workplace that were
apart. In our experiment, the passing-by is that a person is walking on the road when
someone comes in the opposite direction and in order not to make a bump they will
pass by each other. As we can see, it is necessary for each participant to predict in
which direction the opponent will avoid from the preliminary action and select the
direction to avoid. Therefore, it is essential to realize the position relationship with
opponent and also to predict the where the opponent would go according to the action
of the opponent. With this passing-by task, we evaluate whether the participants could
forecast the preliminary operation of each other to pass smoothly and the nonverbal
information could be shared effective. From the recorded images, we evaluate this
system by the participant’s behavior during the experiment and the time from task start
to the operation start.

Fig. 6. Prototype system in use
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5.2 Conditions of Experiment

We prepared the following two conditions of the experiment. Participants were asked
to perform the same tasks under the following two conditions and then compared.

1. Proposal condition (Both the participants used the proposal system)
2. Control condition (One of the participant used the proposal system but the other one

did not)

The proposal condition is shown in Fig. 7(a). We set up two workplaces in the
same size, the participants stay in each place with a telepresence robot. As we can see,
participant A could see the participant B through the images came from the robot A in
the far place. While participant B can also directly see participant A from the images
transferred by robot B.

In proposal condition, we prepared two workspaces, and the participants were
divided into their workspaces. They had their tasks with telepresence robot bi-
directionally. For the control condition, one participant operated the robot, the other
participant did not use the robot, wore the HMD and watched the image of the camera
attached to the HMD. By this, participant who used this system performed work while

Fig. 7. Experimental conditions
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watching the figure of the opponent in the work space at the remote site, whereas the
other participant could just perform tasks against the robot in the same work space.
Two lines are provided at a position 0.5 m apart as the start line at the start of the task.
Participants stood on the start line, and the tip of the robots were similarly set on the
start line. Also, the robot and the participant were set in the opposite direction in one
workplace. Finally, as the goal line for the end of the task, it was drawn 1 m ahead
from each start line.

The control condition is shown in Fig. 7(b). We used the same start line and goal
line in control condition. The difference was that we set only one participant in one
workplace, and we set a participant and a robot in another one. We can see that
participant B work with the image came from the robot B (We called it Tele-existence),
but participant A just saw the sight of his/her workplace which meant that participant A
work with seeing the robot (We called it Video see-through).

The participants in Tele-existence state could both see each other during the task by
our system, while the participant in Video see-through state could just see the robot and
worked with it. In Fig. 8 we show the see sight of both states. Participant A can see
participant B in Tele-existence state which is shown in the upper part of the figure. In
the bottom of the figure, it shows that participant A can just see the robot in Video-see
through state.

5.3 Procedure

We conducted experiments with the following procedure.

1. Explain about the system, let the experimenter become familiar with the system.

Fig. 8. Video see-through view and the tele-existence view
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2. Explain the experiment.
3. Choose one of the condition of the experiment.
4. Divide two participants into each workplace. Participants wear their HMD and

stand face to each other as if they were in the same space.
5. Task starts.
6. Cross by each other without bumping any one.
7. Stop beyond the goal line ahead 1 m.
8. Task stop when both participants exceed the goal line.
9. Have them return to the initial position and repeat (5) to (8) three times in total.

10. Change to another condition to have the same task above.

In the control condition, when one of the participant repeated the task three times, it
was time for the other participant to repeat the same task with our system. In all, we
gained 6 groups of data in control condition in a pair of participants.

5.4 Result

There were scenes where pairs were about to collide during the experiment. Under the
proposed condition, this situation did not occur. But in the control condition, the
traveling direction overlapped in 4 pairs of participant pairs, one of them actually
collided. In addition, time from task start to operation start is shown as Fig. 9.

As a result of analysis of variance of it, there was no significant difference in each
data group. It seems that time from task start to operation start proposed a condition
that the proposal condition has a tendency to cost shorter time than the Video see-
through state in control condition.

5.5 Discussion

It can be seen that there is a tendency that the time from the start of the task to the
operation to avoid in proposal condition is shorter than the two states of the control in
Fig. 9. We consider that the using the users can predict the direction of progression of
the partner earlier in the proposal condition. Also, it is hard for the participants to
predict the action by the motion of the robot in Video see-through state. As a result, it
cost more time for participants to avoid the robot in the Video see-through state.

Participants in Video see-through state could just see the robot as they cannot gain
the information of the body motion of the robot. With this, the task could not run
smoothly. Oppositely, participants who used the proposal system could pass by each
other smoothly making the task successfully. We can conclude that this system can do
remote support by sharing both the nonverbal information and position relationship
during the task.
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6 Conclusion

In collaborative work, workers share various type of information during performing.
The same information should be required to achieve remote collaboration in the same
quality. This study has focused on spatial collaborative work in which workers perform
while moving in a certain space such as theatrical performance, team dancing, team
sport, and so forth. A worker chooses his/her action according to the position and
moving direction of the partner in such spatial collaborative work. It is very important
to grasp positional relation that changes dynamically. Thus we proposed an environ-
ment where workers at two remote sites mutually immerse into another site by telep-
resence robots. The telepresence robot moves according to worker’s movement and
acquires the first-person view video in the remote site. Worker wears the HMD and
sees the video from the telepresence robot. This way workers can share the positional
relation while recognizing nonverbal cues.

From the result of the passing-by experiment where a telepresence robot passed by
a worker, we found out that the video for conveying nonverbal cues was effective for
remote spatial collaborative work including movement.

Fig. 9. Time from task start to operation start (s)
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Abstract. In this work we characterize Brazilian online population sentiment on
different political events using data from Twitter and we also discuss the
advantages of the usage of this social media as data source. The results
demonstrated that the Brazilian population uses Twitter to manifest their political
view, expressing both positive and negative sentiments regarding political
events. This kind of characterization may contribute to build a critical opinion of
Brazilian people, once they would not be limited by what is being divulgated by
typical media, such as television and newspapers. Additionally, we reinforced the
applicability of social media, as Twitter, to make this kind of characterization.

Keywords: Sentiment analysis � Data characterization � Online social network

1 Introduction

The democratic system is identified by the involvement of population on political
events that are fundamental for the development of a nation (e.g. elections, lawmaking
and street protests). In this context, characterizing and monitoring the opinion of
population about those events are crucial for the democratic process [16].

Traditionally, extracting and analyzing surveys is a way to know public opinion
regarding political events and are usually linked to high costs. Moreover, in most cases
this kind of survey takes into account just a piece of society sample [8, 16].

Given this scenario, researchers have been exploring other sources to collect and
characterize large volume of data which represent the public opinion on political events
[8, 16]. Twitter is a promising source for this kind of characterization. This social
media has become popular to discuss and to disseminate different kinds of information
and knowledge, mainly regarding political issues [8, 10].

Previous studies have demonstrated the Twitter applicability as a source of data to
characterize and automatically monitor the online population’s opinion related to
political scenario in different countries (e.g. The United States and India) [1–3, 8, 10].
Furthermore, they reinforced the argument that the characterization of online popula-
tion opinion reflects the real sentiment of the society [1–3, 8, 10].
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This kind of characterization is important because it may contribute to the reflection
and it may guide the decisions and actions of government and society based on the
population’s opinion [1, 2, 8]. Thus, this paper aims to characterize the Brazilian
population’s opinion about political events in this country and demonstrate the appli-
cability of social media, such as Twitter, to make this kind of characterization. In
particular, we investigate the reaction of society facing one of the most impactful
political event in Brazil: the impeachment of Dilma Rousseff [7].

To achieve this goal, we collected and analyzed Twitter data related to the process
of impeachment of the former president Dilma Rousseff and the inauguration of Michel
Temer as the new Brazil’s president. This perspective of characterization in Brazilian
scenario is important because the culture may influence both (1) the political position of
population and (2) the use of Twitter to express opinion about this subject.

The results indicated that people in Brazil discuss political issues on Twitter and
they also stand for these issues positively or negatively. Besides, from a comparative
analysis, it was possible to observe that the online public opinion about politic events
reflects the real sentiment of the Brazilian population.

The results presented in this paper are relevant because the sentiment characteri-
zation using data from Twitter may contribute for the formation of the public opinion
regarding political events. Thus, the population would not be limited on what is
published by typical media (e.g., television and newspapers). Furthermore, the gov-
ernment and other interested organizations (e.g. unions) could make use of this new
source of information to guide their campaigns and projects, aiming a higher public
support.

Additionally, the methodology adopted in this work may be used in services which
characterize the opinion of society in relation to political issues. This methodology also
may be used to conduct other opinion characterization in relation to events which are
not limited to the political scenario, such as sports, products and services.

2 Related Works

In this section, we present some previous works that have demonstrated that data
collected from Twitter can be used to monitor or predict the real opinion of population
on different political scenarios.

The works of Barbosa et al. [2, 3] presented the hashtags effectiveness to perform
sentiment analysis in presidential elections in different countries. The results indicated
that it is possible to track the sentiment of online population from the hashtags that
express sentiment about this content. Wang et al. [20] developed a system for real time
sentiment analysis using Twitter data about the candidates for the US presidency in
2012. The system was considered satisfactory because it demonstrated that the content
produced by the users of Twitter reflected events and news related to the electoral
process.

Some researchers analyzed how the population used the Twitter during elections in
regions where the democracy may be considered young and in development [1, 14, 21].
Jaidka and Ahmed [14] studied the variation of the use of Twitter by the political
parties in India during the presidential campaign in 2014. Younus et al. [21] analyzed
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messages related to 2013 elections in Pakistan and concluded that most messages were
considered negative and, probably, it happened due to the lack of political maturity of
society in this country.

Other researches have used data from Twitter to predict electoral results. Ber-
mingham and Smeaton [8] demonstrated that Twitter could be used to predict the result
of elections in Ireland in 2011 with a margin of error between 3.67% and 5.85%.
Dokoohaki et al. [10] analyzed the 2014 electoral campaign in Sweden and concluded
that the popularity of candidates in Twitter was directly related to the elections results.

The related works showed the applicability of Twitter as a source of data to monitor
and predict political events. The reported results allowed us to highlight the following
relevant aspects: (1) there were results variation due to the geographic region analyzed
and (2) the majority of the political studies focus in electoral results [14, 21]. These
aspects have been supporting the demand showed by Barbosa et al. [2] and Wang et al.
[20]. According to these authors, it is necessary to consider different regions and
political scenarios to characterize the online population’s opinion using Twitter data.
This kind of characterization would reinforce the applicability of Twitter as a data
source to track the online population’s opinion about political events.

This research differs from previous work because it presents a characterization of
the Brazilian’s public opinion on a different political event, which is not limited to
federal or regional elections. Therefore, the results of this work complement the pre-
vious researches, once our results demonstrate new evidences of Twitter applicability
to detect and track the public opinion regarding an uncommon political event in Brazil.

3 Characterization of Twitter Data Related to Political
Events

Since the proposed characterization comprises different events related to the political
scenario in Brazil, we analyzed the Twitter data stream in different periods. Next, we
present the methods and results of the proposed characterization.

3.1 Characterization of Volume of Shared Messages by Brazilian
Population

To characterize the volume of Twitter messages concerning to different political events
shared by Brazilian population, we collected and analyzed Twitter data related to the
process of Dilma Rousseff’s impeachment. Figures 1, 2, 3 and 4 show the total volume
of tweets collected per hour related to each analyzed event and the number of tweets by
keyword searched.

As shown in Fig. 1, the first analysis was related to the initiation of the
impeachment process of Dilma in the Senate and the inauguration of Michel Temer as
an interim president. This analysis was carried out between May 11 and 13, 2016 and
gathered 698,953 Twitter messages. In this stage, the following keywords were used to
collect the data: Dilma, Temer, Coup and Impeachment.
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The second event was the repercussion generated by the disclosure of recorded
conversations among politicians Romero Jucá, Renan Calheiros, and Sergio Machado.
Such conversations were about the impeachment process and the Car Wash operation.
As shown in Fig. 2, we collected 406,552 messages in the period between May 23 and
28, 2016. In this stage, the following keywords were used to collect the data: Dilma,
Temer, Coup and Impeachment as well as Renan, Jucá, and Machado, since these were
the main politicians involved in the audios.

The third event analyzed was the 2016 Olympic Games in Rio de Janeiro (RJ),
which took place during the impeachment process of Dilma Rousseff and the presence
of the interim president Michel Temer. Once the event was promoted during a historical
political event, the goal of this analysis was to verify whether this sport event would

Fig. 1. Tweets per hour related to the initiation of the impeachment process of Dilma in the
Senate and the inauguration of Michel Temer as an interim president.

Fig. 2. Tweets per hour related to the recordings involving politicians.
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cause a change in the focus of the discussions on Twitter. The data was collected
during the opening and the first week of Olympic Games, between August 3rd and
10th, 2016. In this stage, the following keywords were used to collect the data: Dilma,
Temer, Coup and Impeachment as well as World Cup. As shown in Fig. 3, the col-
lection resulted in 318,469 tweets.

The fourth and last political event analyzed refers to the final trial of the
impeachment on the Senate and its repercussion. It was collected 1,545,737 tweets in
the period between August 25th and September 5th, 2016. In this stage, the following
keywords were used to collect the data: Dilma, Temer, Coup and Impeachment.

Fig. 3. Tweets per hour related to politics during 2016 Olympics.

Fig. 4. Tweets per hour during the final judgment of impeachment on the Senate and its repercussion.
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The graphs in Figs. 1, 2, 3 and 4 show sudden rises in the volume of messages in
moments that something striking happened in the real world. Considering the char-
acteristics presented, it was possible to realize that there was a large volume of mes-
sages on Twitter that contained the keywords related to political issues in Brazil. These
results allow us to argue that the online population uses this social media to express
opinions in reaction to events that occurred during the presidential impeachment
process, a milestone in the political and economic scenarios of Brazil [6, 7].

However, according to Barbosa et al. [2], Wang et al. [20], and Almatrafi et al. [1],
the characterization of population’s opinion by means of Twitter data should consider
not only the volume of data but also the sentiment expressed by them. In this sense, in
the next stage, this research aimed to carry out the sentiment analysis on data, as well as
to verify equivalence between the online population’s opinion and public opinion
surveys reported by other sources (e.g., television).

3.2 Sentiment Analysis of Collected Data

Sentiment analysis on Twitter data can be performed using different approaches [17].
Among them, it is possible to highlight Machine Learning [17]. The sentiment analysis
with Machine Learning algorithms consists in the automatic classification of a set of
messages. This type of algorithm receives as input a sample of messages previously
labeled with sentiment and this algorithm learns to classify other messages from that
input [19].

We characterized Twitter messages related to Michel Temer according to their
polarities (i.e., negative or positive). The characterization of sentiment from this per-
spective is relevant because all the analyzed events were related to impeachment
process of Dilma Rousseff and the probable inauguration of Michel Temer without
direct elections. According to the BBC News (2016) and BBC Brazil (2016b),
understanding the popular position in relation to this possible presidential change could
guide the actions after the impeachment process (e.g., to promote new direct elections
or not) [6, 7, 16].

The first phase to perform the sentiment analysis was the creation of the training
set. In this step, the training set used for automatic classification was generated fol-
lowing the “most frequent hashtags” approach presented by Barbosa et al. [2, 3]. We
used this approach because Barbosa et al. [2, 3] demonstrated its applicability and
effectiveness to generate training sets in similar contexts of classification.

Following this approach, initially, we extracted all hashtags from collected tweets
and we ordered these hashtags from the most frequent to the less frequent. The fre-
quency of hashtag is the sum of distinct messages (i.e., tweets) that contain the hashtag
[2, 3]. Next, the most frequent hashtags were classified regarding the sentiment that
they transmitted. In this process, we extracted the top-100 most frequent hashtags that
expressed some feeling. We characterized each hashtag as positive to Michel Temer
(e.g., #byeDilma and #continueTemer) or negative (e.g. #byeTemer #DilmaInnocent),
when the sentiment was explicit. One author of this study conducted the classification
and this process resulted in 32 hashtags categorized as negative and 59 classified as
positive.
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The top-100 positive and negative hashtags to Michel Temer were mentioned in
172,656 collected tweets. Thus, the last step in this process was to generate a training
set from tweets containing the hashtags previously classified. In this step, we catego-
rized all tweets containing negative hashtags as negative messages (e.g., “Leave Temer
#byeTemer”) and, in turn, the tweets with positive hashtags were categorized as pos-
itive messages (e.g., “Not Dilma #NoDilma”). This process resulted in a training set
composed by a sample of 102,017 negative tweets and 70,639 positive tweets.

In the second phase of the sentiment analysis, we defined the algorithm to perform
the automatic classification of messages that did not contain the most frequent hash-
tags. We chose Naïve Bayes algorithm, one of the most suitable algorithms for this
kind of classification [1, 9, 15, 17].

We conducted an experiment to demonstrate the effectiveness of the classifier in the
collected data of this work. We performed this experiment following the 10-fold cross
validation technique [17] in the training set previously generated. Initially, we applied
traditional text pre-processing steps [17] on the collected data. Specifically, we
removed accentuation, punctuation, stop words and the hashtags used to classify the
training set, additionally, we converted all letters to lowercase. Next, we used the
representation model bag-of-words to transform the messages as an input for the
classification algorithm. In this model each tweet was represented as a bag-of-words,
disregarding the context and the order of words [17].

Finally, in the last step of the experiment to demonstrate the effectiveness of Naïve
Bayes, we selected the attributes that should be used to compose the classification
model. To select these attributes, we filtered the words considering a threshold of
minimal number of occurrences of each word in the dataset [17]. In this step, we
evaluated different thresholds to define the most appropriated threshold for this kind of
classification. From Table 1 it is possible to see that the most appropriated threshold
was ten, once that the classifier achieved an accuracy of 83.09% using 65,445
attributes.

Once demonstrated the effectiveness of Naïve Byes, we performed the sentiment
analysis of tweets that had not been categorized from hashtags using: (1) Naïve Bayes
algorithm; (2) The training set generated; (3) The previously pre-processing described,
considering the threshold equal ten. Naive Bayes provides, as results, the categorization
as well as the likelihood of successful classification (i.e., confidence) [17, 19].

These results of sentiment analysis of data related to each event are shown in Table 2.
In this table, the “GeneralClassification” column indicates the classification for thewhole
data set, showing the quantity and the percentage of positive and negative messages.

Table 1. Effectiveness of Naïve Bayes to classify the collected data considering different
thresholds.

Threshold 10 50 75 100 200

# Attributes 65,445 24,764 19,333 16,122 10,230
Accuracy 83.09% 82.96% 82.77% 82.64% 81.54%
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The “Confidence Classification > 80%” column shows the number and percentage of
messages classified as positive and negative with at least 80% confidence. The clas-
sifications with at least 80% confidence were highlighted because they can better reflect
the sentiment of the online population in this kind of characterization [19]. Next, we
present and discuss the results comparing them with the population sentiment during
these political events reported by other sources.

In Table 2 we can see the summarization of the sentiment analysis about Michel
Temer in the beginning of the impeachment process in the Senate and in the inaugu-
ration of Michel Temer as interim president. This data shows that most of the messages
(i.e., approximately 70%) are unfavorable to Michel Temer. When comparing this
indicator with other sources that report the sentiment of the population, it is possible to
observe some equivalence. For example, according to BBC Brazil [6] in May 2016, the
inauguration of Temer as interim president after the impeachment was supported by
only 8% of the population. Conversely, 25% of Brazilian people supported Dilma’s
permanence in the presidency, and 62% of them wanted new presidential elections.

Another survey conducted by Vox Populi in the same period indicated that 11% of
Brazilian people supported the inauguration of Michel Temer without direct elections,
25% of them preferred the Dilma permanence, and 61% of population wanted new
elections. These surveys help to evidence that the opinion reported in Twitter messages
reflects population’s opinion.

Table 2. Sentiment about Michel Temer during different events related to the Dilma’s
impeachment.

Event Sentiment General classification Confidence
classification > 80%

# messages % messages # messages % messages

Michel Temer at the start
of the impeachment
process in the Senate and
inauguration of Michel
Temer as interim president

Negative 481,129 68.84 355,022 73.10
Positive 217,822 31.16 130,626 26.90

Michel Temer during the
disclosure of recordings
involving politicians and
Car Wash operation

Negative 365,170 89.92 314,946 94.59
Positive 41,381 10.18 17,998 5.41

Michel Temer in the first
week of the 2016 Olympic
Games during the
impeachment process

Negative 252,828 79.39 215.527 84.76
Positive 65,640 20.61 38.754 15.24

Michel Temer during the
final impeachment
judgment in the Brazilian
Senate

Negative 1,090,656 70.56 813.985 75.97
Positive 455,079 29.44 257.497 24.03
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Furthermore, Table 2 shows the data that characterizes the sentiment of the online
population over the initial days of Michel Temer as interim president and the disclo-
sure of recordings involving politicians and Car Wash operation. It is possible to
observe that approximately 90% of the messages reflect the negative sentiment to
Michel Temer. Comparing the data from Table 2, it is possible to see an increase in the
percentage of negative messages related to Michel Temer at the beginning of his acting
as interim president in May 2016.

A possible explanation for these results may be related to the fact of Michel Temer
mentioned in these recordings subjects as: (1) the impeachment process and (2) the
strategies to compromise the Car Wash operation [4]. The research published by
Iglesias [13], in June 2016, reinforces this explanation, which reported that for at least
40% of the respondents, the recordings disclosed compromised the acceptance of
Michel Temer [13].

In relation to the event Michel Temer in the first week of the 2016 Olympic Games
during the impeachment process, our goal was to verify whether this sports event,
promoted during a historical political event in the country, would cause some change in
the sentiment of the population over the interim president. Table 2 shows that
approximately 80% of messages were negative for Michel Temer, in this period,
especially as reported by BBC Brazil [5], this ceremony was highlighted by public
demonstrations during the speech of Michel Temer. Complementarily, a survey
released in the same period reported that the popular approval of Michel Temer was
less than 14%. Furthermore, to 62% of Brazilian population the impeachment process
should result in new direct elections [12, 18]. This information evidences equivalence
between the opinion expressed in the messages on Twitter and the feeling of the
population reported by other sources.

Finally, in Table 2 we can see that the sentiment regarding to Michel Temer during
the final impeachment judgment in the Brazilian Senate were negative for most mes-
sages (approximately 75%). This result is compatible with the surveys released in the
same period (i.e., August 2016). According to Fagundez [11], for 87% of Brazilian
people, the country was on the wrong track. Additionally, the disapproval rate of
president Michel Temer was 68%, and his approval varied from 8% to 19% in the
capitals of Brazil [11].

4 Discussion of Results

In this work, we characterized the popular opinion about political events using Twitter
data. The results indicated that Brazilian people discuss political issues in this social
media, expressing opinion, favorably or not, about these events. Additionally, we
showed, by means a comparative analysis, that the opinion of the online population
reflects the real positioning of Brazilian population regarding political events.

These results are significant because, as argued by Barbosa et al. [3], Wang et al.
[20], and Almatrafi et al. [1], through the perspectives presented here it is possible to
report the opinion of the population about the political scenario so that this charac-
terization can guide the decisions and actions of the government and society based on
the popular opinion.
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Thus, the characterization of the opinion of Brazilian people regarding political
events through Twitter data has shown to be a viable alternative to traditional opinion
surveys (e.g., questionnaires), since: (1) it allows to analyze a large volume of data
using resources that do not require high processing capacity; (2) messages may rep-
resent popular opinion distributed in different regions of Brazil, not limited to large
capitals; (3) the opinions expressed may reflect different perspectives about a particular
event, not limited to the script of a questionnaire; (4) and the methodology for senti-
ment analysis of messages demanded a low effort, since the set of training was gen-
erated following the approach based on hashtags [3].

These presented results complement other initiatives that evidenced the applica-
bility of data extracted from Twitter to characterize popular opinion about political
issues considering other countries (e.g., USA [20] and India [14]). In this sense, this
work supports the arguments that social media, as Twitter, as well as the adopted
methodology, may be used to characterize and to track the opinion of people about
political events in perspective of different cultures [8, 10, 14, 20, 21].

As complimentary results, we highlight that this work reinforces the applicability of
use of hashtags [2, 3], as a low-cost approach, to generate the training set for automatic
classification of data. The experiments showed that using a training set generated from
hashtags: (1) the Naïve Byes achieved an accuracy of 83% in a 10-fold cross validation
and (2) the results of the automatic classification of sentiment were compatible with the
real sentiment of the population. These results are significant because theymay contribute
to consolidating the use of hashtags as a viable and useful approach to generate a training
set to perform sentiment analysis with low cost. To demonstrate the applicability of this
kind of approach it is important because one of the biggest challenges of sentiment
analysis using Machine Learning is to generate the training set with low cost [2, 3, 19].

5 Conclusions and Future Works

The presented characterization indicated that the Brazilian population discusses polit-
ical subjects in Twitter and the people express negative or positive feelings about these
events. Additionally, in a comparative analysis, we showed that there is equivalence
between the opinion of the online population and the real positioning of Brazilian
people regarding the political events analyzed. These results complement other related
works that discussed the utility of Twitter data to characterize opinion about political
issues considering other countries (e.g., USA [20] and India [14]).

Thus, this work also reinforces the arguments that both Twitter and the adopted
methodology may be used to track and to report the popular opinion about political
issues in the perspective of different countries [8, 10, 14, 20, 21]. These results are
relevant because they show the viability of using data of online social networks to track
the opinion of people regarding to political issues.

In addition, the methodology proposed in this work can be used in tools that present
and make the characterization of the opinion of the population available about political
events. This methodology can also be used to conduct other characterizations of
opinion about events that are not limited to the political scenario (e.g., products, and
services).
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Furthermore, the data collection and the training set provided in this work are also
significant contributions since they can be used by other researchers interested in
applying and evaluating techniques of sentiment analysis (available in: https://goo.gl/
FwxWhs). As future work, we aim to evaluate the viability of creating tools to present
and to visualize this type of characterization in real time.
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Abstract. Crowdsourcing (CS) has its superiority in regards to the
quick access to workers throughout the world. On the other hand, when
viewed from the prospect of clients who are seeking workers, it is dif-
ficult to estimate workers’ performance prior to ordering a task in CS.
Crowdsourcing service providers (CSP) produce some indices which may
be useful in estimating workers’ performance, however, the correlation
between workers’ performance and these indices has not been verified.

In this study, several new indices are proposed and their effective-
ness are tested via an exploratory experiment using the Japanese-English
translation work. The experimental result indicates some of the proposed
indices such as the contribution of consciousness to clients, ambition, the
degree of difficulty workers show in the work, awareness of the reward,
and the degree of colloquial tone in writing show the correlation with the
quality of deliverables. In particular, these trends are more significant for
low-performers in terms of the quality of deliverables. Therefore, clients
may be able to avoid low-performers by using the proposed indices when
they choose workers for CS.

Keywords: Crowdsourcing · Motivation · Text analysis

1 Introduction

1.1 Background

Crowdsourcing (CS) is one of the new styles of teleworking that combines Infor-
mation Technology (IT) infrastructure with conventional jobs and makes it pos-
sible to realize a fair working environments in which the evaluation of workers
is based on their ability and not affected by work place and time. Unspecified
human resources around the world are potential workers in CS, so it is expected
that clients can enjoy benefits by the open innovation, and that further growth
is expected in the future [1].
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The word crowdsourcing was defined by Howe [2], which is characterized as
an undefined (and generally large) network of people in the form of an open
call. In the case of the platform-type CS, on the side of clients, it is possible
to procure human resources more economically and quickly, compared with in-
house assignment or outsourcing. Meanwhile, on the side of workers, there is an
advantage in that flexible working independent of time and place is possible.

The style of work performed on the crowdsourcing service provider (CSP) is
roughly divided into three, according to the type and scale of a task: a competi-
tion type, a micro-task type (also simply referred to as a task type), and a project
type. Although CS provides merits for both clients and workers as mentioned
before, there are some difficulties as well. One of the serious difficulties, which
is common to the task type and the project, is the selection of an appropriate
worker for the task. Unlike the competition type, clients cannot see deliverables
produced by workers before the contract is finalized with these two types. In
order to alleviate these difficulties, CSP provide several indices so that clients
can judge candidate workers. For example, the evaluation scores from the clients
in the past, the number of retained skills, the number of orders received, etc.
These seem to be effective indices at a glance, but there are problems for all. It
is known that the evaluation scores from past clients tend to be biased to higher
end. One of the reasons for this is that when a client wishes to continuously
place orders with the worker, he or she may deliberately give a high evaluation
score. In addition, many of the workers who have low evaluation scores discard
the CSP registration and move on to the other CSPs. Regarding the number
of retained skills, it may be exaggerated because it is a self-report by a worker.
Furthermore, regarding the number of orders received and the number of evalu-
ations, these can be said to reflect the reputation of the worker, not necessarily
the quality of deliverables, that is, the ability of the individual worker is not
reflected in them. Also there is a problem that newly registered workers have no
historical data in CS. Therefore, CSP provided indices may not be suitable for
evaluating workers.

Apart from existing CSP indices, the character and psychological factors
of the worker may have influence on the carefulness and performance of the
person’s work. Also, if we can quantify attitudes towards work, degree of concern,
communication skills, etc. in a generalized way, we may find some relations to
the ability of the individual worker. As well as numerical indices, unexpected
discoveries may be found from differences in more delicate linguistic expressions,
such as comments at the time of entry and free text answers by applied workers.
At any rate, there are no established indices that can be estimated without
directly judging the ability of the worker from deliverables at present, which is
the impediment factor in using the CSP not only for clients but also for workers.

1.2 The Objective of This Study

Based on the possibilities and tasks of the CSP mentioned in the previous section,
this study aims to propose new indices that can substitute, or at least comple-
ment, the existing CSP indices for judging the ability of applied workers in a
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project type task. The ability here refers how the three baselines attained by
a worker in a project, namely the quality of deliverables, the work period, and
the cost, satisfy the expectations of the client. It should be understood that the
reputation, annual income, and past achievement of the worker are not equal
to the ability of the worker. Also, the quality of deliverables can generally be
evaluated against the requirements presented by the client, and that evaluation
depends on the type of requested work. In order to achieve the objective of this
study, an experiment will be conducted. In this experiment, work with a fixed
working period and order amount will be ordered in CS, and the effectiveness of
the proposed indices will be determined.

The project type is selected because, unlike the task type, it can clarify the
period, the cost, and the target of the quality of deliverables beforehand so that
it can be widely targeted from a simple skill to a high skill level. Also, compared
with the task type, it tends to have a much higher cost. Therefore, the selection
of appropriate workers will be more critical for the project type task.

The significance of this study is as follows. If the client can correctly grasp
or estimate the ability of the worker, he or she can expect an improvement in
the quality of deliverables by requesting the work from the person with more
ability, not depending on his or her reputation, etc. At the same time, it is
thought that even the worker or applicant can reduce the concern of suffering
from disadvantage such as being rejected because of an unfair evaluation of his
or her ability.

The composition of the report is as follows. In Sect. 2, related works will be
reviewed, and an approach to define new indices will be determined. In Sect. 3,
after explaining the hypothesis, the exploratory experiment, contents of acquired
data, and survey methods including analytical policy will be described. In Sect. 4,
the analysis results will be discussed. In the last section, the conclusion will be
described with limitation.

2 Related Studies

Although there are many studies on CS, there are few focusing on the ability of
the worker in CS or the effectiveness of the CSP index itself. Therefore, as a ref-
erence which can be taken into consideration in view of the purpose of this study,
we describe the studies focusing on the relationship between CSP indices and
deliverables, the performance of workers, the intrinsic/extrinsic motivation, and
the approach concerning natural language processing such as the text analysis.

2.1 Relation Between CSP Indices and Deliverables

Kittur et al. [3] noted that in CS it is one of the important issues to be able to
guarantee in advance that work deliverables from workers are of high quality,
even from the requesting side. Assemi and Schlagwein [4] classified various indices
of workers in the e-service market into the external information such as actual
results in the market and number of qualifications, and the internal information
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by the clients and the workers, such as various evaluation scores, and have shown
that there is a significant correlation between the former and the amount of order
receipts. However, the amount of order receipts itself merely reflects expectations
and reputations viewed from the clients, and does not refer to the quality of
deliverables themselves. Igawa et al. [5] verified the relationship between the
CSP indices and the quality of deliverables, and found limited correlation with
the ability of the worker in CSP.

2.2 Performance Indices

First of all, as a definition of the word here, we say that performance is rep-
resented by the magnitude of the ability. A lot of studies can be found to find
out about the skill and ability of a person without directly seeing his/her deliv-
erables. Conway [6], for example, examined management works and found that
devotion to work contributes to the improvement of its performance, and that
interpersonal communication skills are one of the elements of leadership. As a
study in the virtual space of the Internet, Bozzon et al. [7] examined how to
find experts in Social Networking Service (SNS), and found that they can be
found more efficiently by analyzing the user registration information, contents
of remarks, and distance to friends connected by the SNS community in addition
to the questionnaire provided to candidates.

There are several studies on how to find the high performance talents on CS,
among which it is suggested to repeatedly request works to narrow them down
[8], to build the special teams of sophisticated technicians to create synergistic
effects [9], and to do some work on non-experts to extract a group with expertise
by performing a clustering analysis [10]. However, we cannot find a study of
estimating the performance of the worker prior to request.

As a study on the performance of workers, Borman and Motowidlo [11]
insisted that the capacity to work is composed of the task performance, i.e.
ability to work itself, and the contextual performance, i.e. ability to improve the
work environment to make work run smoothly, and that the latter is also an
important factor as much as the former. In addition, the latter is deeply linked
to the personality of a person itself, and they further noted that it is classified
into the following five dimensions.

– Persisting with enthusiasm and extra effort as necessary to complete one’s
own task activities successfully

– Volunteering to carry out task activities that are not formally part of one’s
own job

– Helping and cooperating with others
– Following organizational rules and procedures
– Endorsing, supporting, and defending organizational objectives.

This study suggests that considering the opponent on a job request with
ambiguous content and judging from the surrounding circumstances are affecting
the capacity to work, which is no less than the technical capability. In a CS
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environment where client and worker cannot communicate directly with face to
face, these may be more important factors.

Koopmans et al. [12] classified the worker’s performance (Individual Work
Performance, IWP) into four indicators and developed a simple method that can
be quantified by multiple questionnaires with fixed forms.

– Task Performance
– Contextual Performance
– Adaptive Performance
– Counterproductive Work Behavior.

While this can be a powerful tool as an objective indicator as Igawa et al. [5]
used it and the Big Five traits [20] to find a moderate correlation to the ability
of the worker on CSP, there is a complication in that the worker has to answer
many questionnaire items in advance. Also, since the items are fixed in forms,
there is concern that it is easy for the worker to understand how to respond if
they answer, and that the contents of the response are easily capable of being
intentionally manipulated.

2.3 Intrinsic/Extrinsic Motivation

Generally, there seems to be a certain relation between the ability of the worker
and the motivation that the person has, that is, the reason for feeling the neces-
sity of work. Deci [13–15] classified the motivation as an extrinsic one and an
intrinsic one: The former includes reward and evaluation from others, and the lat-
ter includes the sense of ability, self-determination, and acceptance from others
who are important for that person. He has shown the importance of the latter by
exploratory experiments, and that the degree of motivation as a whole is lowered
as the extrinsic motivation is strengthened for those who mainly worked for the
intrinsic motivation. In addition, Deci and Ryan [16] developed the concept of
intrinsic/extrinsic motivation and presented the self-determination theory that
the action motivated by external factors can change into being autonomously
motivated through the internalization process. Through a meta-analysis study
in psychology, Utman [17] reported that in the case of work which is somewhat
complicated, the actual performance is better when setting the goal for learning
obtained in the process than for the resultant performance itself.

All of these psychological findings seem to be applicable throughout human
activities, and it seems that there is room for discussion in the CS tasks as
well. For example, Rogstadius et al. [18] examined the quality of deliverables by
manipulating extrinsic motivations for people with different intrinsic motivations
under a controlled experimental environment, and found that the intrinsic moti-
vation can improve it. On how to give rewards in a CS task such as a tournament
method, Straub et al. [19] has shown that whether to select a competitive type
or a micro-task type under the constant total amount affects the withdrawal of
workers and that the quality level of deliverables will also be affected.
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2.4 Approach to NLP

Studies on natural language processing in CS are also recently being performed
from the viewpoint of artificial intelligence (A.I.). Kashima and Kajino [21]
pointed out the effectiveness of using CS to gather the information that is the
base of machine learning, such as the classification of words for the natural lan-
guage processing. Also Resnik et al. [22] suggested that the quality of translation
on CS can be improved better by asking people who can handle only the lan-
guage to be translated (monolingual), with expressions of fine nuances which are
difficult for machines and the multilingual to translate.

Because the natural language processing by machines is indispensable to have
a large amount of data and a database such as a dictionary to distinguish them,
in the cases where a sufficient number of words cannot be secured statistically
or there is not a highly accurate dictionary, auxiliary work or evaluation by
hand is effective in advance of the analysis as described above. Although the
problem of the quality of work is often pointed out, [21,22] has shown that it
is possible to overcome this problem by simplifying it like a microtask, and by
making multiple workers do the same work and matching the results later. In
addition, in the case that the evaluation of the CS task depends on the general
impression of a person, that evaluation can be requested on CS. Baba et al. [23]
additionally asked the general people on CS rather than just machine learning
to confirm the works presented on CS as to whether they are inappropriate or
not contrary to public order and morals, and succeeded in reducing the number
of experts by 25% when combined with them.

This shows that, seemingly CS and artificial intelligence are quite contrasting,
but they may actually complement each other.

3 Exploratory Experiment and New Indices

After explaining the hypothesis based on the related studies in the previous
section and the objective of this study in Sect. 1.2, we explain the exploratory
experiment using the Japanese-English translation work, contents of acquired
deliverables and text sentences by questionnaire, and survey methods using their
sentences to introduce new indices.

3.1 Hypothesis Setting

As mentioned in Sect. 1.1, the existing CSP indices may not be significantly
correlated with the quality of deliverables by the worker, and workers who have
just registered with the CS site may not have them, i.e. N/A. So we focus on
the discussion in consideration of alternative index candidates, in which we use
the text sentences by questionnaire as input. According to the related studies in
the previous section the indices such as IWP, Big Five traits can be candidates.
But considering the problem of the questionnaires with fixed forms mentioned
in the previous section, we exclude them from targets.
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Referring to the studies of [21–23] in which they effectively used the microtask
on CS for work requiring a relatively complicated judgment, as done by machine
learning, regarding the evaluation of deliverables and of the text sentences by the
questionnaire, we perform CS tasks separately from the request for deliverables.

In order to examine the indices related to the ability of the workers, we set
the hypothesis based on the knowledge obtained from the related studies to
understand the relationship between the ability of the workers as input and the
quality of deliverables as output. The latter is considered to be expressed as a
result of the former, although it is impossible to directly measure the former in
advance. The CSP indices seem to be among the candidates presenting it, but
there might be no significant correlation with the quality of deliverables or, even
if there is, a relatively weak correlation [5].

On the other hand, based on Borman and Motowidlo [11], the ability of the
workers consists of two categories of performance. It is seemed that, the task
performance has a direct relationship with the CSP indices such as the number
of retained skills, but the contextual performance has a weak relationship with
them, although it is linked to the character of the worker and has an influence
on the quality of deliverables indirectly such as attention to work success and
consideration to the client. From the viewpoint of the intrinsic/extrinsic moti-
vation theory, it is also linked to the motivation of the workers themselves, and
depending on how questions in the questionnaire are asked, there is a possibil-
ity that characteristic keywords correlated to the quality of deliverables can be
captured. We describe the above as a hypothesis.

– H1: There are keywords that substitute the CSP indices and have a correla-
tion with the quality of deliverables, which are related with the contextual
performance and the intrinsic/extrinsic motivation.

3.2 Outline of the Exploratory Experiment

In order to verify the hypothesis set in the previous section, we requested a
Japanese-English translation work at a Japanese CSP site. While translation
work is one of the general business categories in CSP, at the present time machine
translation is still limited and there is eventually no choice but to rely on human
hands, which makes our experiment meaningful to examine the relation between
the ability of workers and the quality of deliverables. The deliverables are eval-
uated on microtask requests on CS in native English.

The exploratory experiment is roughly divided into the steps of obtaining
Japanese-English translated deliverables, and questionnaires, and of obtaining
the evaluations of deliverables and questionnaires after the work ends, each of
which is implemented as an independent CS task.

For the Japanese-English translation work, our order is as follows.

– Contents of work: Japanese-English translation of articles introducing
Japanese sake (alcohol)

– Number of characters: 659
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– CSP: CrowdWorks
– Recruitment period: 10 days
– Recruitment staff (planned): 30
– Submission deadline of the deliverable: One week after placing an order
– Reward: 6,000 Japanese yen (1 U.S. dollar is nearly 105 yen).

The content of the work that has been set up should be realistic. Although it
is a theme familiar to many Japanese people, several unique Japanese expressions
are included, and the worker must properly translate these words so that the
people in English-speaking countries who are not familiar with Japanese culture
can understand them.

If the reward is too low for a worker, sufficient entries will not be expected. On
the contrary, if it is too high, the proportion of people who set the reward as the
main reason for entry will be high, and the degree of motivation as a whole will be
lowered [13–15]. Typically the price of a reward in Japanese-English translation
is about 5 to 20 yen per character, and in the case of the documents with high
specialty, such as business documents, it tends to be higher. Experimentally, we
made a pre-order with the same reward for Japanese-English translation of the
sentences containing 605 letters, and within 24 h from the start of ordering, we
could have seven applicants which are sufficient numbers for the assumption of
our main order. Based on this result, the reward in our main order is set as
described above.

3.3 Questionnaire

We examined the content of the questionnaire to the worker before and after
work. When asking for text input in a questionnaire, two cases are considered:
a case where several keywords are requested and a case where a completely
free sentence is requested. Relatively, the former is easy to analyze, and it is
possible to avoid the difficulty of classifying ambiguous expressions. However,
even if multiple keywords are collected, the number of words collected in this
experiment is estimated to be several hundreds at the most as a total number,
and it is quantitatively insufficient for natural language processing by machines.
On the other hand, in the latter case, the analysis becomes more complicated
because it contains ambiguous expressions, but the character of the respondent
is expected to be more strongly reflected than the former, and it is qualitatively
more suitable as the content of the text. Therefore we adopted requesting the
completely free sentences.

Next, we examined the specific content of the question. As also mentioned
in Sect. 2.2, it is important to make it as natural as possible and not inductive
in order to prevent respondents from predicting what kind of responses will lead
to their own high evaluation. On the other hand, it is also important to make
content lead to the motivation and the estimation of individual personality, and
it is necessary to balance them. As a result, we asked the following questions in
the pre-order mentioned in Sect. 3.2.
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– Q1 (Pre-work question). Please feel free to write your ambition for conducting
this Japanese-English translation in the range of 50 to 100 words.
• Intention of question: Whether you are looking at work objectively or sub-

jectively (from the perspective of contextual performance), or whether you
are conscious of your own improvement (from the perspective of intrinsic
motivation)

– Q2 (Pre-work question). Please write concisely your experience in the range
of 50 to 100 words, about what you thought was especially difficult in the
translation work so far and how it was dealt with.
• Intention of question: The difference between intrinsic motivation and

extrinsic motivation appears or not
– Q3 (Post-work question). Please feel free to write your impressions after com-

pleting this translation within 100 words.
• Intention of question: Whether you perceive it as a personal experience

or just as a business (from the perspective of contextual performance)
– Q4 (Post-work question). Please feel free to write the source of motivation

to do the translation work (it can be limited to this translation work) within
100 words.
• Intention of question: Whether you are looking at work objectively or sub-

jectively (from the perspective of contextual performance), or whether you
are conscious of your own improvement (from the perspective of intrinsic
motivation).

There is an overlap in the content intended by the above questions, which is
because the results may be different by the expression of words even for questions
of similar contents [23]. In addition, questions that are almost duplicate are set
before and after the work, which is to confirm whether there is a difference in
response between at the time of application and the time of completion. In fact,
in the case of requesting on CS, although workers write many of their skills
better at the time of application in order to win orders, it is often seen that
the reactions get lost at the time of confirming the situation after winning the
orders. From the pre-order it is considered that the expression of the question is
appropriate because of the clear difference being seen between high-performers
and low-performers. Therefore, we adopt this content for the questionnaire at
the time the order is placed.

3.4 New Indices on Questionnaire

As a result of the examination in Sect. 3.3, the same questionnaire as the pre-
order one was given to the workers. From text information obtained here, we
examined new indices, i.e. keywords and questions used for our analysis. When
considering the questions, first we extracted concepts and keywords referred
from related studies and made them candidates for questions [STEP. 1]. Then,
by comparing and examining the content of the top five performers to that of
the bottom five in order to find a characteristic difference, we confirmed the new
questions along with the STEP. 1 [STEP. 2]. Finally, as with the evaluation of
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deliverables, we requested evaluating them as a microtask on CS and converted
the results to quantitative evaluations for each deliverable [STEP. 3].

[STEP. 1] Based on the investigation of related studies and the hypothesis,
we refer to the concepts and keywords as follows.

– Contextual performance
• Commitment to success: Attitude to face difficulties, tenacity, high quality

work, etc.
• Voluntary cooperation for work not in charge of yourself: Responding to

unexpected workload, etc.
• Support for other people: Care for users and customers, dealing with

sudden requests, etc.
• Compliance with organization rules and procedures: Honorifics, spoken

words, punctuality, etc.
• Support for organization’s goals: Awareness of customer needs, etc.

– Intrinsic/extrinsic motivation
• Reward: Reward, bonus, etc.
• Recognition from others: Recognition, etc.
• Feeling of competence: Self improvement, etc.
• Sense of self-determination: Your own judgment, etc.
• Sense of acceptance from others: Appreciation, pleasure, sensation being

relied upon, etc.

There are overlapping factors between the contextual performance and the
concept of intrinsic/extrinsic motivation, but here we do not seek validity of
classification but search candidates for evaluation items from related studies, so
that there is no problem in the evaluation process.

[STEP. 2] We compared the content of answers to the four questions between
the top five performers and the bottom five, Q1 to Q4, and decided the ques-
tionnaire to be requested on the microtask as follows.

– Q1 1. A sense of consciousness and responsibility to the reader of the trans-
lated sentence or the work client

– Q1 2. A sense of motivation for self-improvement
– Q1 3. A sense of difficulty more than enjoyment in the work
– Q1 4. Whether the expression is colloquial or not
– Q3 1. A sense of consciousness and responsibility to the reader of the trans-

lated sentence or the work client
– Q3 2. A sense of motivation for self-improvement
– Q3 3. A sense of difficulty more than enjoyment in the work
– Q3 4. Whether the expression is colloquial or not
– Q4 1. A sense of consciousness and responsibility to the reader of the trans-

lated sentence or the work client
– Q4 2. A sense of motivation for self-improvement
– Q4 3. A sense of consciousness to reward
– Q4 4. Whether the expression is colloquial or not.
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We exclude the Q2 because they cite technical issues on translation, such
as technical terms and terms with which they do not have knowledge, i.e., task
performance, while there are few remarks in terms of motivation and contextual
performance. It seems to be because the expression of the question sentence has
induced the consciousness of the worker into technical issues.

[STEP. 3] We requested the evaluation by the Likert 5-scale survey to 50
people per each question of one deliverable. In the request, we included a question
for confirmation in which evaluators should select the specific answer, and if they
make wrong answers then they are judged as malicious users and their answers
are excluded from the evaluation. Also, the data whose standard deviation is
larger than 1 is excluded. The evaluation scores in average and the standard
deviation are obtained for each of one deliverable by using the answers of the
evaluators that eventually remain.

4 Results and Discussion

The exploratory experiment started on December 1, 2015, and 38 people were
adopted in order of application. One was canceled on the way due to the reasons
of the worker side, and one was unable to contact on the way, so finally we got
deliverables from 36 people. We are able to confirm for all of 36 people their
sex, age, CSP indices, and evaluation scores of deliverables. The summary of the
workers including their occupations are shown in Table 1.

4.1 Evaluation of Deliverables

The translations as deliverables are evaluated following three viewpoints that
Goto et al. [24] used for evaluating machine translation. While they originally
evaluated them with two scales, Yes/No, here we evaluate them by the Likert
5-scale survey.

1. Is it grammatically correct?
2. Is it easy to understand the contents?
3. Does it look like English written by a native speaker?

We requested evaluating them as a microtask on Microworkers, the CS in the
United States, and adopted 50 people for each deliverable. Applicants (evalua-
tors) were restricted to those who live only in the English speaking countries in
North America and Europe, excluding those who live in Asian countries where
English is the official language. The evaluators evaluated the above three view-
points in five scales, and we used the total scores as the evaluation scores of
deliverables. We included questions for confirmation in the questionnaire and
those which are clearly judged as malicious users were deleted from the subject
of evaluation. We also asked two native speakers who can understand Japanese
to evaluate all the deliverables on Upwork and confirmed that there is no differ-
ence in general between their evaluations and those by the microtask, and that
they convey the important information and the content of the source sentence.
The summary of the evaluation scores is shown in Table 2.
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Table 1. Summary of the crowd workers

Characteristics Class N %

Age 20–29 8 22.2%

30–39 13 36.1%

40–49 9 25.0%

50–59 5 13.9%

60–69 1 2.8%

Sex Male 9 25.0%

Female 27 75.0%

Occupation Part-time 2 5.6%

Student 2 5.6%

Company employee 9 25.0%

Self-employed 9 25.0%

House wife or husband 6 16.7%

Other 8 22.2%

Table 2. Summary of the evaluation

Mean Min Max SD

Grammatically correct 3.95 3.30 4.24 0.20

Easy to understand 3.41 2.46 3.93 0.33

Native level 3.32 2.25 3.91 0.34

Total score (output quality) 10.67 8.00 12.07 0.84

4.2 Relation Between the Results of Questionnaire and Deliverables

In Table 3, we describe the correlation matrix between the evaluation of deliv-
erables and the results of questionnaire of Q1 1 to Q4 4, twelve questions, for
the text information of the workers. The correlation coefficients are significant in
five cases of Q1 3, Q3 1, Q3 2, Q3 4, and Q4 3. On the other hand, the number
of samples is insufficient due to an increase in the missing value, for example,
the number of data of Q1 4 is 9, and Q3 4 is 16, which is less than the half of
original data. In addition, since many of the questions have similarities, such as
Q1 3 and Q1 4, Q3 4 and Q4 4, many cases show a strong correlation, so in cases
such as the multiple regression analysis with CSP indices it must be necessary
to remove the effect of multiple collinearity.

Consciousness and Responsibility to the Reader of the Translated
Sentence or the Work Client. For Q1 1, Q3 1, Q4 1 which evaluated the
consciousness of the worker for the end user and the client, Q3 1 is showing only
a moderately positive correlation with the evaluation of deliverables, but two
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Table 3. The correlation matrix of the questionnaire and the evaluation

outliers are somewhat influential. These outliers are 35th and 36th, and it can
be said that the tendency of low-performers is remarkable. Also, since it shows
a positive correlation, there is a tendency that the ability of the worker who is
strongly conscious of the end user and the client tends to be high, which is also
consistent with the contextual performance of the support to others.

Motivation for Self-improvement. For Q1 2, Q3 2, Q4 2 which evaluated
the motivation for self-improvement, only a weak positive correlation is shown
for Q3 2 on the evaluation of deliverables. Since a positive correlation is shown,
it can be interpreted that there is a tendency of the worker with higher ability
to perform a job to have the internalized motivation.

Consciousness to Reward. For Q4 3, which evaluated the consciousness to
reward as a basis of motivation to work, a weak negative correlation is shown on
the evaluation of deliverables. It is distinctive to be divided into two groups, one
with little consciousness to reward and one with relatively clear consciousness.
Although it should be noted that the rank of deliverables of the worker who
shows the most clear consciousness is 12th place and that not all members with
it clearly are in low ranks, this suggests the possibility that the overall motivation
may be reduced with the strength of the extrinsic motivation.

Attitude to Work. For Q1 3 and Q3 3, which evaluated the sense of diffi-
culty on the work, a weak positive correlation is shown only for Q1 3 on the
evaluation of deliverables. It is interesting that the group with lower sense, i.e.,
optimistic attitude, includes both the top and the bottom in ranking. It seems
to be because the workers with high ability are so confident that they can afford
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to have fun before starting the work, and those with low ability tend to be opti-
mistic in nature. On the other hand, the workers who anticipate difficulties tend
to converge in a relatively high ranking, although not at the top.

Literary Style. For Q1 4, Q3 4 and Q4 4, which evaluated whether the text
described by the worker is colloquial or not, a moderate negative correlation is
found for Q3 4 on the evaluation of deliverables, which is most notable among all
question items. Although Q1 4 shows a positive and non-significant correlation,
this is mainly due to the lack of samples and it should not be referred to the
result.

For the interpretation that Q3 4 shows a negative correlation, workers who
use informal words even in formal situations may lack the ability to engage,
i.e., task performance, in the task of Japanese-English translation. Moreover, it
may be connected to the finding of Sect. 4.2 from the viewpoint of the degree of
respect for clients. It is interesting if we can see such a tendency between the
informal words and the ability of workers not only for our experiment but also
for other studies.

The reasons why there is no correlation between Q1 4 or Q4 4 and the eval-
uation of deliverables are seems to be as follows.

– Since Q1 is a question before the work, the worker is considered to be con-
sciously or unconsciously in a situation that a relative formal description is
aimed at compared with Q3.

– Since Q4 is a specific question focused on with the keyword “motivation,”
there is a possibility that a colloquial expression could be suppressed as com-
pared with Q3, which makes it the completely free comment.

4.3 Evaluation of the Hypothesis

Following the discussion up to the previous section, we evaluate the hypothe-
sis H1 in Sect. 3.1. There exists a concept that correlates with the quality of
deliverables from the viewpoint of the contextual performance and the intrin-
sic/extrinsic motivation. Specific keywords confirmed this time are “conscious-
ness to users/clients,” “motivation for self-improvement,” “sense of difficulty on
the work,” “consciousness to reward,” and “colloquial expression.”

5 Conclusion

In seeking the substituting indices and keywords of the existing CSP indices
which are correlated with the quality of deliverables and related with the con-
textual performance and the intrinsic/extrinsic motivation, we performed an
exploratory experiment using the Japanese-English translation work as an exam-
ple. As a result, from the analysis of the text information by a questionnaire to
the worker, the quality of deliverables was positively correlated with the con-
sciousness to users and clients, the motivation for self-improvement, and the
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sense of difficulty in the work, while it was negatively correlated with the con-
sciousness to reward and the colloquial expressions. These trends are more signif-
icant for low-performers in terms of the quality of deliverables, therefore, clients
may be able to avoid low-performers by using the proposed indices when they
choose workers for CS. Since these keywords are not unique to the translation
work in this time, it is expected that similar features can be seen in other types
of work as well.

Limited conditions in this study are listed below:

1. Possibility of specific results in the Japanese-English translation work. As
a cultural background of a worker seems to have strong influence on all five
keywords in Sect. 4.3, the correlation may be only seen in this study. Also, the
work of translation is sensitive to the words, so workers’ wording may have
influenced the quality of deliverables. We need to do additional experiments
as to whether this result can be applied to other kind of work or culture. Even
though the content of specific correlation is different, we can take the same
approach as this study.

2. Necessity of more samples. Considering the possibility of the necessity of per-
forming multiple regression analysis, it is more desirable that the number
of workers should be at least 100 or more. Also, when dealing with words
mechanically in the natural language processing, it is desirable that the num-
ber of words is about several hundreds of thousands to several million, and it
seems necessary to collect the data using SNS.

3. Necessity of obtaining a questionnaire before starting work. There is no point
in the post-work questionnaire for our purpose. Although some findings were
obtained on valid keywords when creating questionnaires from this experi-
ment, the information on the worker needs to be acquired before work, and
it should be common to any task.

4. Comparison of effectiveness with other indicators, such as the CSP indices
and the Big Five traits. Although it was excluded this time, we may discover
the keywords that can reinforce each other.
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Abstract. Current times are denoting unprecedented indicators of scientific
data production, and the involvement of the wider public (the crowd) on
research has attracted increasing attention. Drawing on review of extant litera-
ture, this paper outlines some ways in which crowdsourcing and mass collab-
oration can leverage the design of intelligent systems to keep pace with the rapid
transformation of scientific work. A systematic literature review was performed
following the guidelines of evidence-based software engineering and a total of
148 papers were identified as primary after querying digital libraries. From our
review, a lack of methodological frameworks and algorithms for enhancing
interactive intelligent systems by combining machine and crowd intelligence is
clearly manifested and we will need more technical support in the future. We lay
out a vision for a cyberinfrastructure that comprises crowd behavior, task fea-
tures, platform facilities, and integration of human inputs into AI systems.
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1 Introduction

Increasing amounts of scientific data are being produced at an exponential rate, fueled
by the development of high-throughput technology and the rapid growth of research
capacity [1]. Thus, data discovery and reuse can be extremely difficult for a researcher
working alone. Such processes have been highly individualized, labor-intensive, and
error-prone and are not well supported by existing systems since automated reasoning
approaches do not encompass the cognitive abilities of a human brain for tasks such as
characterizing a field or discipline [2]. To address these challenges, scientists have
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leveraged the power of crowds and large communities of volunteers to perform tasks
that no known efficient algorithms can yet solve. Crowdsourcing has been established
as a computing paradigm intended to bridge the gap between machine and human
computation [3]. When applied to tackle scientific problems, crowdsourcing can be
characterized by openness to a large pool of researchers and citizen scientists and their
respective interactions within or outside their institutions [5]. As mentioned by Ranard
and colleagues [6], the use of “crowdsourcing can improve the quality, cost, and speed
of a research project while engaging large segments of the public and creating novel
science”. However, researchers are often reluctant to adopt crowdsourcing for creating,
treating, and analyzing research data and there was little discussion on the difficulties
associated with crowdsourcing research endeavors and how we might make progress in
this area [7].

It is worth noting that there is a lack of systematic studies “investigating the
applicability of crowdsourcing in not-for-profit fundamental research (as conducted in
traditional universities)” [5]. In addition, few studies have already characterized how
the synergies between mechanical and cognitive operators work and how to use them
effectively for knowledge discovery and acquisition in scientific work scenarios [3].
Our aim is to describe how research might benefit from crowd computing based on
literature found. While numerous areas of literature can illuminate this topic of inquiry,
the actual contribution is closer to a survey paper and tries to explore the interplay
between technology and the crowd in scientific settings.

In the ensuing section of this work, we try to revisit the theoretical background on
crowd-computing hybrids by outlining in detail prior contributions. Section 3 explains
the method followed for performing the systematic review presented here. Section 4
describes the main results of our study and discusses some challenges and open issues
for further improvement. Section 5 provides some concluding remarks.

2 Background

All science is a social system in its own nature, being characterized by challenges of
massive scale [8]. As reported before, the collective wisdom of a crowd can be
leveraged as a source of intellectual labor since “humans understand language, infer-
ence, implication, abstraction and concepts better than computers” [10]. However,
harnessing crowdsourcing and human computation at large scale faces challenges that
range from the difficult to scale up complexity and low quality responses [11] to the
limited expertise or attention to cope with high-dimensional and ill-structured data [12],
lack of motivation for participation [13], and worker honesty [14]. In the literature there
are several examples of studies on crowdsourcing scientific tasks using Amazon
Mechanical Turk (AMT)1. For instance, Good et al. [15] recruited non-scientists to

1 https://www.mturk.com/.
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recognize disease concepts in biomedical paper abstracts. In addition, Brown and
Allison [16] showed a high accuracy rate when using AMT to systematically evaluate
scientific publications by distributing groups of Human Intelligence Tasks (HITs).
Experiments on massive authorship of academic papers reported some challenges
related to coordination mechanisms, tool design, content handling, and task differences
[17]. There are also examples of leveraging an academic crowd for organizing con-
ference sessions while extracting categories and clusters from high-dimensional data
through crowd synthesis [12]. Some thematic reviews have already been performed to
help identify parallels between crowd computing classes, descriptions, and systems
while revealing gaps in the existing work as opportunities for new research (e.g.,
[19–21]).

As we enter an age of steadily larger and noisier data, a combination of both
machine and human intelligence is required [22]. AI can help make the crowd more
efficient and accurate through machine intelligence. On the other hand, “crowd intel-
ligence can help train, supervise, and supplement automation” [23]. Most studies agree
on the use of crowdsourcing as a reliable method for supervised and semi-supervised
machine learning (e.g., active learning), from feature generation to prediction, deeper
analysis, and classification of mass volumes of data [16]. Active learning and crowd-
based human computation can be used to enhance the performance of automatic data
classification and minimize the impact of possible erroneous or abusive feedback.
Hybrid crowd-machine computation and mixed-initiative systems have been intro-
duced as interactive, intelligent approaches that combine the strengths of human
interaction with the algorithmic power of machine learning in order to solve problems
that could not be solved by either computers or humans alone [24]. Examples of mixed-
initiative systems in scientific discovery include PANDA [25] and Apolo [26]. Fur-
thermore, Higgins [27] integrates automatic information extraction and human com-
putation for crowdsourced knowledge acquisition. This kind of approach can be
particularly fruitful in scientific contexts to refine machine-extracted metadata while
providing evidence on demand using automatic classification techniques enabled by
human crowd workers who can filter, process, and verify the information [3].

3 Method

Systematic mapping is a process established on the identification, categorization, and
analysis of scientific data concerning a certain research topic. The result is a structured
summary that portrays the relationship between literature and categories [28]. SLR
represents a critical part of research in evidence-based software engineering. Cruzes
and Dybå [29] go even further by describing a SLR as “a concise summary of the best
available evidence that uses explicit and rigorous methods to identify, critically
appraise, and synthesize relevant studies on a particular topic”. The systematic review
and mapping study described here follows published guidelines from works on
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software engineering (e.g., [30]). This section discusses the review protocol, formulate
the research questions that the review intends to answer, and describes the strategy used
to search for primary studies, study selection criteria and procedures, sources of studies,
data extraction and synthesis strategies, and mapping procedures.

3.1 Study Aims and Research Questions

Our aim is to identify and describe conceptual dimensions behind crowdsourcing and
mass collaboration in science towards the creation of a theoretical framework. In order
to do this, we undertook a systematic review of publications discussing concepts and
techniques related to crowdsourcing and human computation in scientific settings. The
rationale is established on understanding the key characteristics of crowds and the
social-technical infrastructure of crowd computing in scientific research.

The work presented here addresses the following research questions:

RQ1. Which forms of crowdsourcing and human computation have been discussed
in the literature? Are they suitable for use in scientific discovery and thus gener-
alized for several disciplines?
RQ2. What techniques have been proposed for performing research activities using
crowd computing and what is the strength of evidence supporting them?
RQ3. To what extent has research examined crowd-computing hybrids concerning
the integration of human inputs into AI systems for data-driven scientific discovery?

3.2 Search and Selection Processes

The authors performed searches on central scientific literature databases and followed
the references in the resulting papers by means of a snowballing strategy for gathering
new research studies that were then recorded in a spreadsheet. During the initial phase
of the study, search engines (Google Scholar, ISI Web of Knowledge, Scopus) and
traditional digital libraries (ACM Digital Library, IEEE Xplore, Springer Link, Sci-
enceDirect, PLoS One, PubMed, BioMed Central, arXiv, etc.) were queried using a
string sufficiently comprehensive for including research from multiple disciplines and
research domains. Google Scholar was chosen as the primary search engine since it
covers multivariate types of documents, while including papers from several fields of
research. The following search strings were used to build the queries:

(crowd OR crowdsourcing OR human computation OR collective intelligence OR mass collaboration 
OR citizen science) AND (artificial intelligence OR machine learning OR machine intelligence OR
natural language processing OR mixed-initiative systems OR computing) AND (qualitative OR survey
OR taxonomy OR systematic literature review OR science OR scientific discovery OR research)

Instead of searching for specific sources, which would not be so efficient due to the
lack of perspectives spread across disciplines, reference lists of the publications found
were recorded and examined towards identifying relevant studies. Furthermore, direct
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searches for related publications, prolific authors, and research groups were also per-
formed. The search process was assessed for completeness by acquiring a large corpus
of studies based on manual search of relevant sources. Snowballing enlarged the scope
of this examination by considering aspects not previously addressed in the initial study.
Thus, some limitations concerned with the use of a specific set of search terms, pub-
lication sources, and electronic databases were partially overtaken.

3.3 Inclusion/Exclusion Criteria and Primary Study Selection

The studies were screened according to various criteria pertinent to the research
questions (Table 1). We established the following criteria for the inclusion of primary
studies. Regarding a paper, it must be available as a full paper, written in English, and
published in a peer-reviewed venue. Some exceptional documents (i.e., technical
reports) were included due to the relevance of their content to the present study. As for
the studies informed by the papers, they must report empirical evidence on conceptual
dimensions behind crowd computing. The exclusion criteria consisted of eliminating
duplicate studies that were not within the scope of this research. Publications that were
clearly duplicated or for which we found newer and more complete versions (exten-
sions) were excluded. In cases when articles present high levels of similarity, the most
comprehensive study prevails. The database searches resulted in an extensive list of
3996 potential papers gathered after evaluation and deduplication.

The title, abstract, and keywords were used to remove any studies not related to the
research focus. From this sample, certain types of documents (e.g., theses and dis-
sertations) were excluded. The SLR only included studies that were published between
2006 and 2017 and the key criterion required by a publication to be included was the
relevance of the paper towards answering the research questions defined in this study.
Afterwards, the remaining papers were read in order to remove any that do not fulfill
the inclusion criteria. From the remaining entries, only 148 papers2 were selected after

Table 1. Inclusion and exclusion criteria (adapted from Kitchenham [30])

Inclusion criteria Exclusion criteria
- Papers that survey or describe features and 
models related with the ability of leveraging 
crowd-based human computation and collective 
intelligence for scientific purposes
- Papers about the integration of human inputs into 
AI systems
- Surveys, systematic reviews and mapping studies, 
case studies, experience reports, meta-analyses, 
and conceptual/taxonomic studies
- Studies published between 2006 and 2017

- Not written in English
- Duplicate (when several reports of a study exist in different sources the 
most complete version of the study was included in the review)
- Full paper not available (lack of access to full text documents through 
the database or other means)
- Invalid type (e.g., the study is just published as an abstract)
- Editorials, keynotes, tutorials, panel discussions, introductions to 
special issues, theses and dissertations
- Not related to the topics under research
- Studies published before 2006
- Highly technical papers presenting no relevant conceptual dimensions

2 In Appendix A will be found a list of all publications included in the final review.
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full paper reading, where the initial and closing sections of each study were evaluated
regarding their objectives. Journal and conference papers constitute the largest part of
the sample, followed by workshop papers, book chapters, and symposium papers.

3.4 Data Extraction and Synthesis

The papers returned in the searching phase were stored using a data extraction form
developed to gather all relevant data from the primary studies (Table 2). This registry
supported the classification and analysis procedures. Only one researcher reviewed all
papers and extracted metadata according to the data collection form for consistency.

Table 2. Data extraction form (adapted from Cruzes and Dybå [29])

Data items Description
Identifier Unique identifier for the paper (same as the reference number of the paper considered for study)
Year The year of the publication
Title The title of the publication
Author(s) The author(s) of the paper
Type of publication Journal, conference, symposium, congress, workshop, book chapter, technical report
Venue Publication venue in which the study was published (e.g., Information Systems Frontiers)
Citation count Impact of a publication measured by the number of times that was cited by other works
Status Included, excluded (according to the quality assessment strategy)
Main themes Principal conceptual dimensions/categories extracted from qualitative data analysis
Levels of analysis Different categories under the banner of the main categories (i.e., taxonomic units) 
Additional notes Complementary observations supporting the qualitative study

Fig. 1. Stages of the systematic review and mapping (adapted from Kitchenham [30])
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A list of 1837 categories identified from primary studies was gathered and orga-
nized by their unique themes. Decisions on including or excluding features were made
after reading the primary studies and the data were then grouped into meaningful
clusters for synthesising qualitative evidence. Deduplication and aggregation were also
performed in the clustering process, resulting in 158 themes/categories. Figure 1
summarizes all the steps followed in this review.

4 Results and Discussion

In any review of the literature, placing the individual results within a larger framework
is important to help build understanding of the larger pattern. A total of 8 clusters (#)
emerged from the systematic review. A deeper insight into the key aspects and forms of
crowdsourcing and massively collaborative science (RQ1) led us to explore distin-
guishing factors, dimensions and sample values as a starting point for academics who
are interested in following up the extant literature on this topic. The time-space matrix
(#1) was initially proposed by Johansen [31] to classify groupware by when partici-
pants are working at the same time (synchronous), same space (co-located), different
time (asynchronous), or different places (remote). Schneider and colleagues [19]
adopted the original version of this scheme to explain how time and space affect
crowdware and crowd work settings. The contribution time (engagement profile) of
each user is a relevant aspect of distributed human computation systems and crowd
workers can be recruited and made available quickly [32]. As pointed out by Ponciano
and co-workers [33], the level of engagement of each volunteer can be measured by
relative activity duration, daily devoted time, and variation in periodicity. Uchoa et al.
[34] go even further by claiming that “volunteers can assist researchers collecting
and/or analyzing massive amounts of data that cover long periods of time or large
geographic areas or employing some human cognitive ability in large scale”. As the
authors put it, crowdware can reshape scientific work through crowd collaboration
without temporal and spatial barriers.

Different forms of digital participation and public engagement (#2) can be estab-
lished in scientific projects involving human crowds. For example, citizen science
relies on getting ordinary citizens to voluntarily contribute toward scientific research
[35]. Other forms of participation in crowdsourcing ecosystems include but are not
limited to crowd funding (e.g., Experiment3), free and open source software devel-
opment, altruistic crowdsourcing, and idea generation. Contributions can be individual
or collaborative [20, 21]. In the latter case, we adopted the original Ellis et al.’s [36] 3C
collaboration model to cluster the various ways and means of interacting by crowd

3 https://experiment.com/.
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members. Table 3 summarizes some evidence on the temporal/spatial issues and the
participation modes in crowdsourcing and massively collaborative science.

Overlapping definitions describe a crowd (#3) as a large group of undefined, dis-
persed individuals showing varying work patterns, expertise, heterogeneity and per-
formance, with little or no control imposed on them [37]. A crowd can read, classify
and vote in a varied set of ways, providing supplementary observations and thus adding
value to the findings obtained by researchers and small research teams [5]. As shown in
the Table 4, a crowd is characterized by aspects like size, skills, social behavior,
diversity, cultural differences, and motivation. Prior studies on quality control in
crowdsourcing have addressed techniques like filtering out untrustworthy crowd
workers for reducing bias [38]. Crowds are also represented by virtual proximity [39],
social transparency [40], and social structure [23]. They can be hierarchy-neutral or
hierarchical, being formed by strong/weak/absent ties [19]. Researchers’ roles vary in a
crowdsourcing scenario. For instance, they can act as requestors, leaders (researchers
design projects for which volunteers contribute data), collaborators, co-creators, and
colleagues (volunteers that conduct research independently) [7].

The success of a crowd-powered system is directly influenced by the involvement
of a large number of contributors. It is worth noting that the motivation for partici-
pation (#4) is considered a central unit in almost all crowdsourcing studies. Motivating
crowd members to contribute is complex by nature due to their individual and social
differences [13]. The Self-Determination Theory [41] splits motivation constructs into
two types: intrinsic/hedonistic (e.g., enjoyment) and extrinsic (e.g., payment). Some-
times, motivational factors overlap and are difficult to distinguish. As pointed out by
Freitag and Pfeffer [42], many projects “have additional goals of engaging people in
science and motivating them to incorporate scientific thought, hence the process of
engaging citizen scientists can in itself also be a measure of success”. In a previous
study with citizen scientists, Nov and colleagues [13] drew attention to the need for
further analysis on the effects of motivation in scientific projects since the factors that
improve participation may not lead to enhanced contribution quality. Table 5 sum-
marizes some of the main motivational factors extracted from literature.

Crowd work is usually decomposed into small tasks (#5) taking into account the
particular needs and characteristics of each group of workers. Such independent and
homogeneous tasks “may be structured through multistage workflows in which
workers may collaborate either synchronously or asynchronously” using quality control
mechanisms [23]. For instance, massively distributed authorship (e.g., writing an
academic paper) involves a strong coordination effort to produce a high-quality output
[17, 23]. On the other hand, crowd voting by means of critic reviews (e.g., Rotten
Tomatoes4) comprises simple deskilled tasks (particular views/opinions). Such crowd-
generated training data can be also incorporated into AI systems for informing future

4 https://www.rottentomatoes.com/.
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behavior. At the highest level, distributed scientific collaboration implicates several
constraints on task design taking into account some aspects like training, supervision,
and retention of crowd members for non-profit, scientific goals [35]. Table 6 presents
some of the main issues related to crowdsouring tasks and process.

To investigate RQ2, we analyzed papers discussing the functional attributes of
crowd computing systems (#6). Crowdsourcing platforms are required for supporting
interactions between crowd members and requestors while managing taks and outputs
within an interactive working environment [23]. Hosseini et al. [21] provided a review
of crowdsourcing platform features. According to the authors, a crowdsourcing system
must be able to support enrolment, authentication, skill declaration, task assignment,
assistance, result submission, coordination, supervision, and feedback loops when
considering crowd-related interactions. Extrapolating the crowdsourcer domain, task
broadcast and time/price negotiation must be also taken into account. Task-related
features include result aggregation, history of completed tasks, quality and quantity
threshold. Last but not least, a crowd-powered system must provide an interactive, ease
to use interface while managing platform misuse and supporting payment, attraction,
and interaction. The technology proficiency of participants [34] is another kind of
aspect that must be also carefully considered when designing crowdsourcing systems
for scientific purposes. Table 7 summarizes some crowdsourcing platform facilities
identified in this literature review.

A closer inspection on the combination of both crowdsourcing and machine
intelligence (RQ3) revealed a gap between automated reasoning and human cognition
when performing complex tasks. Hybrid, crowd-machine interaction (#7) can close this
gap by putting humans “into the loop” to overcome the failures of AI systems [22].
Nevertheless, some problems arise “when a disruptive shift like crowdsourcing crosses
the traditional artificial boundaries we have constructed between knowledge areas”
[18]. Reasoning abilities for hybrid intelligence allow better decisions towards the
success of the collaborative activity [22]. Quinn and colleagues [9] addressed the
different types of tradeoffs resulting from human labor, supervised learning, automated
reasoning with human inputs, and mixed initiative systems. The authors presented a
framework in which machines are leveraged by human-generated training data, while
crowd workers can benefit from having automated reasoning results for which are
necessary only simple actions for correcting them instead of doing all the work. It is
also worth mentioning the introduction of hybrid algorithmic-crowdsourcing approa-
ches for academic knowledge acquisition [25]. Table 8 presents some concepts related
with crowd-computing hybrids with applicability for scientific research.

The contextual settings within which crowd science may occur must be considered
with caution [4]. Crowdsourcing schemes vary in the degree of control afforded to the
crowd and the outputs provided by crowd members must be validated and aggregated
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in a coherent way. There are distinct forms of quality control and assurance in crowd-
enabled settings [3]. Previous work has addressed the use of machine learning strate-
gies for assessing worker quality while detecting lurkers, “spammers”, and other types
of bad workers. Governance and management instruments are critical for crowd-
sourcing success. According to Hosseini and colleagues [21], “ethical issues are not
fully and duly investigated in crowdsourcing activities”, and issues such as confiden-
tiality, privacy and anonymity must be also considered when designing crowd-enabled
systems. Table 9 shows general crowdsourcing aspects (#8) extracted from literature.

5 Concluding Remarks

This paper presented a review of earlier contributions towards a reference model on the
components that should be considered in crowd computing for data-driven scientific
discovery. Such work shed a light to the theory and practice of innovative interactive
systems, and the results achieved act as a foundation for more complex evaluation
exercises to be undertaken. Scientific collaboration requires more than technology and
there is little knowledge about theoretical frameworks for helping institutions and
researchers analyzing concrete situations and identifying requirements before designing
crowdsourcing systems. Crowd science can be particularly fruitful for making scientific
work more accessible while enriching educational programs and disseminating results.
A possible benefit of crowdsourcing is on a closer integration between human and
machine intelligence and we need to deal with the question of what parts of scientific
work to crowdsource and how to support these processes with AI. Putting AI on
guiding (and be guided by) crowds enlarges the design space for application developers
[23] and there is a large path of further improvement towards hybrid classifiers
embedding crowds inside of machine learning architectures.
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See Table 10.
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Abstract. Conversational commerce has become an emerging global market-
ing communication trend in the past few years. Recent studies suggested some
beneficial aspects of conversational commerce in customer satisfaction, while
some claimed different areas that conventional (traditional) commerce still
excels in. Therefore, this research examined and compared conversational
commerce with conventional commerce in terms of customer satisfaction
towards Thai urban office employees, which helped to determine areas of
improvement for conversational commerce sellers. Accordingly, a convenient
sampling quantitative and qualitative surveys were conducted with the sample
size of 50 (n = 50), on Thai office employees aged 22–60 years. Nine different
customer satisfaction factors and commentary session were employed to
determine the effectiveness and winner of each commerce type via vertically
designed ordinal Likert Scales. Mode scores were utilised as an average com-
parison tool for customer satisfaction of both commerces.
Results suggested that the two commerces rate competitively in terms of

customer satisfaction, with the Likert level of 4 (satisfied) in all factors. How-
ever, they excelled in different aspects. Accordingly, conversational commerce
rates higher in terms of product cost, keeping customers in touch, and
product/brand image, while conventional commerce rated higher in terms of
meeting customer needs, point-of-purchase condition, and delivery time.
Although both commerces rated close in terms of seller credibility and pro-

duct expectancy, conventional commerce tended to be more preferred in cus-
tomers’ minds. Additionally, the areas of chatbot and cryptocurrency are briefly
discussed as a forthcoming conversational commerce trend.

Keywords: Conversational commerce � Conventional commerce
Customer satisfaction � Chatbot � Likert scales

1 Introduction

Conversational commerce has recently become a vital aspect in merchandising and
marketing communication in the modern world [12]. This type of commerce allows
humans to communicate [6] via artificial chatting robots, texting programs, and sim-
ulating cyber helpers. Large innovative firms have assigned large budgets for the
development of robots with Deep Learning and Natural Language Processing in order
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to allow the devices to deliver data and services in a convenient and two-way com-
munication manner [11]. Conversational commerce sellers are found to be more
effective in terms of digitized connectivity, high virtual interaction, and seller credi-
bility when compared with regular e-commerce sellers. Recently, there have been
several studies on the pros and cons of e-commerce and face-to-face commerce, but
there is still a limited amount of findings when it comes to the new area of conver-
sational commerce. In fact, conversational commerce has grown rapidly in recent years.
Additionally, there have been different foreign publications claiming the advantages of
either conversational commerce or conventional commerce such as [10, 15, 16].
However, in Thailand, there are still no comparative findings between conversational
commerce and conventional commerce in terms of customer satisfaction benefits.

In this paper, our research examines the differences between conversational com-
merce and conventional commerce by using nine customer satisfaction factors from
literature reviews to determine different areas in which conversational commerce and
conventional commerce excel in. In addition to a statistical comparison, this research
can be utilized by marketing communicators, digital-era sales specialists, and those that
study communication arts in order to acquire the potentialities of conversational
commerce in terms of sales promotion, daily-life online marketing, SME product, and
startup services. At the same time, areas of improvement for conversational commerce
are provided for modern marketers to perform competitively with conventional off-line
vendors. Figure 1 shows our conceptual framework for conversational commerce and
conventional commerce. Independent variables include product cost, meeting customer
needs, seller friendliness, keeping customers in touch, deserving expected products,
delivery time, Point-of-Purchase condition, seller credibility and product/brand image.

Fig. 1. Our conceptual framework showing conversational commerce and conventional commerce
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2 Literature Review

2.1 Factors Contributing to Customer Satisfaction

Customer satisfaction in this research refers to the extent to which the quality of a
product or service reaches the buyer’s expectations. In order to measure customer
satisfaction, some of the contributing factors in this research were gathered from the
following articles.

2.1.1 Customer Satisfaction with Conventional Commerce
According to Surbhi’s work [17], one noticeable advantage of conventional (tradi-
tional) commerce is that the buyers can tangibly examine the products before pro-
ceeding to payment. Another advantage is that conventional commerce can provide the
product right after the purchase is made, while the online method still requires delivery
time. Therefore, the survey questions in this research will also determine if the pro-
duct’s physical expectancy and delivery time in conventional commerce still play a
significant role over those in conversational commerce.

One of the related aspects of conversational commerce (also considered as a
governed field of conversational commerce) is e-commerce, which seems to be one of
the most popular marketing platforms for Thai office employees. One related article on
the factors determining e-satisfaction on the part of American customers concluded that
higher satisfaction with e-commerce results in more purchases. Additionally, when
determined by the amount of money spent in e-commerce, e-service quality,
e-satisfaction, and e-royalty have strong relationships with one another. Yet, the area in
which face-to-face commerce still dominates is the ability to allow buyers to physically
test the goods before paying in order to get what they are actually looking for [14].

In addition, a study of a Chinese researcher also found significant elements leading
to customer satisfaction. Li [7] concluded that image, price, reliability, tangibles,
empathy (understanding the customer’s needs), seller responsiveness, assurance, and
perceived value (brand images) have a significant impact on customer satisfaction and
customer loyalty in a Chinese shoe company. These factors, in turn, create more
customers and expand the market further.

2.1.2 Customer Satisfaction in Conversational Commerce (C-Commerce)
Recent studies have determined the factors that could relatively influence customer
satisfaction in conversational commerce. A study on social commerce which refers to
business activity derived from social media platforms examined Instagram users. The
results suggest that fame and product cost attributes greatly determine the credibility of
the electronic vendors, while comfort, electronic point-of-purchase quality, and moti-
vation also have a positive impact on the purchase decision. Yet, the interaction with
the sellers results in negative outcomes in terms of credibility [20].

In 2016, Piyush et al. [14] suggested five areas that can generate positive interaction
with buyers in conversational commerce, which are identifying the buyers to match
their needs, making cordial and modest greetings (friendliness), questioning the buyers
to prove that they actually “get into” the product concept, hearing from buyers to
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understand their situation, and maintaining concise but friendly responses. Accord-
ingly, these five points were summarized and adapted for the survey questions in this
research.

Buyer comforts and social exchanges are also strong determinants of buyer satis-
faction. A survey was conducted with 480 respondents (n = 480), Indian shoppers aged
over 18 years. Four factors were determined; namely, social interaction, convenience,
customer satisfaction, and customer experience. The outcomes indicated that the level
of “convenience” and “social interaction” had a positive effect on both buyers’ expe-
rience and satisfaction [18].

Despite credibility challenges in e-commerce, a subset of conversational commerce,
or buying through social media, can be used to overcome the problem of e-commerce
in terms of elevating the physical interaction in the virtual community. Additionally,
the present of social commerce can bring about a higher level of credibility that the
buyers have on regular digital marketplaces [1].

However, more recently in 2018, Lin et al. [8] claimed that conversational com-
merce could bring about risks in self-service payment activities such as fraud, time
consumption, and personal data infringement. Accordingly, a research on 1,024 cus-
tomers summarized that when realizing the risks of payment activities, the perceived
usefulness (PU) of e-commerce providers and the customer’s willingness to buy
decrease. The findings of this research can be applied to E- Commerce activities in the
time of social commerce, which is closely related to conversational commerce.

In addition in 2018, Hyun [4] suggests that the buyer’s feeling for social commerce
(conversational commerce) platforms is determined by usefulness, comfort, fun
shopping, and financial security. The research also claims that the positive feelings
towards digital vendors greatly determine electronic social sharing, the chance of re-
visiting the store, and digital payment [10].

2.2 Customer Satisfaction Measurement

In order to measure the level of customer satisfaction, a Discussion Paper on Scales for
Measuring Customer Satisfaction (n.d.) [2] suggests that a Likert scale is a tool that
can, overall, transform qualitative measurements into quantitative measurements
regarding customer satisfaction, and the scale normally contains five important options,
which are “strongly agree, agree, neutral, disagree, and strongly disagree.” The scoring
from each option briefly allows researchers to calculate the average scores for all
related questions (Fig. 2).

Unlike the above typical Likert method, Maeda’s work [9] states in “response
option configuration of online administered Likert scales” that a Likert scale could be
employed in a top-down axis in order to avoid respondent bias toward the left or right
side, but would also consume more survey space, as shown in Fig. 3.

By combining both scale design approaches, this research proposes a 5-option
nominal Likert scale in a vertical manner. However, the scale will incorporate the term
“satisfied” used by the first approach as it conveys clearer access in the customer
satisfaction context.
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2.3 Hypotheses

Hypothesis 1: Conversational commerce rates competitively with conventional
commerce in terms of cost, meeting the customer’s needs, seller friendliness, keeping
the customers in touch, point-of-purchase condition, and product/brand Image.
Hypothesis 2: Conversational commerce rates lower than conventional commerce in
terms of delivery time, product expectancy, and seller credibility.

Fig. 2. A four- five- and six-point semantic differential, Likert scale (Source: Discussion Paper
on Scales for Measuring Customer Satisfaction (n.d.) [2])

Fig. 3. Vertically Aligned Likert Scales, as Compared to Their Horizontal Counterparts (Source:
Maeda’s work [9])
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3 Our Methodology

3.1 Research Design and Question Design

The research was carried out using Google Forms (with Thai translation), which is the
most efficient platform for distributing a survey to participants that work in different
areas and might have different work hours The research applied a quantitative approach
using an ordinal Likert scale which was able to convey customer satisfaction according
to measurable scores. The research also applied the qualitative approach by providing a
short commentary box for the respondents to determine their purchasing decisions. The
survey includes three main parts as follows:

1. Customer satisfaction with conventional commerce
2. Customer satisfaction with conversational commerce
3. Commentary Box: a commentary opinion box was provided in the final part of the

survey in order to gain better insight into the respondents’ purchasing ideology,
which was used for the analysis in the discussion. The question asks: What would
you prefer, buying via digital chats or via physical vendors? Why?

Accordingly, each of the first two parts had exactly the same nine customer sat-
isfaction factors summarized from the literature review, which were product cost,
meeting customer needs, seller friendliness, keeping customers in touch, deserving
expected services or products, delivery time, point-of-purchase condition (comfort),
seller credibility, and product/brand image. These determinant were measured using a
vertically-aligned Likert scale from strongly satisfied (score of five) to satisfied (score
of four), neither satisfied nor dissatisfied (score of three), not satisfied (score of two)
and strongly dissatisfied (score of one). Figure 4 shows some examples of survey
questions for measured on Likert scales. After gaining the results, the means and modes
of the Likert scores were compared. Accordingly, the focused average scores were
determined by mode, as this is the most standard type of measurement when deter-
mining discrete categorical or ordinal data. This mode is preferred in this situation
because the greatest frequency of responses is significant for describing categorical
variables. However, the mean score was also calculated to further analyze the data in
parallel with the mode scores.

The commerce type with a higher value of mode score was considered to be the
winner of each customer satisfaction factor. In the case of a similar mode score value,
the number of respondents (n) of each mode score was compared. In the case of similar
number of respondents (n), both commerce types had the same level of customer
satisfaction.

3.2 Recruiting of Participants

The participant recruitment process employed convenient sampling, where various
individuals of both genders were invited to participate in the study. They were aged
between 22–60 years and had graduated with a bachelor to a doctoral degree. The
recruitment criteria were broken down into three parts, demographic and psychographic
design, establishing sampling size, and respondent qualification.
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Although young adults tend to be more connected to conversational commerce,
these versatile demographic ranges (22–60) were set to ensure that the total outlook of
the office population, which included first jobbers and those with high managerial
positions and that were both males and females, was covered in this pilot study on
urban office employees. In addition, demographic segmentation could be studied in
further research. The participants were randomly selected from some researchers’ TNN
news broadcast company, some electronic device sales offices, some university offices,
some aviation outsourcing companies, social networks, as well as those that work in an
office-format company in urban area, mainly Bangkok. These samples from such
companies effectively represent the majority of office employees, because all of them
work in urban areas, live in a technologically-friendly environment, absorb word-of-
mouth and recommendations from colleagues through social interaction and social
media, have high online spending power, and, most importantly, have first-hand
experience with conversational commerce.

Fig. 4. Sample survey questions in part 1 and part 2 (measured on Likert scales)
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The number of participant was 50 (N = 50), which is sufficient for a small-sized
initial study case and would provide enough sufficient and reliable data to compare the
mode score for each commerce type. According to Isaac and Michale [5], the sufficient
number of respondents for a pilot project is the range of 10–30 respondents.
Accordingly, this range was sufficient to examine the null hypothesis, while capable of
disregarding insignificant affecting data. However, this research added more respon-
dents to reach 50 (N = 50), as this number yielded a lower margin of error. It is to be
noticed that the sampling size of 50 was based on convenient sampling of a limited
number of networking companies due to time constraints and the pilot research con-
ditions. Therefore, the results gained might be represented differently when utilizing
research samples from different companies or departments.

3.3 Respondent Qualifications

Before providing a response, the participants were required to have three qualifications
as follows:

1. Be a full-time worker in a respected urban company
2. To have been involved in a minimum of three conversational commerce purchases

of any products
3. To have bought products worth no more than 1,000 baht in order to establish a

common standard for both commerce methods.

4 Result Summary

Factor 1 (Product Cost)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 31), and 4 (Satisfied) for conventional commerce (n = 30). Therefore,
the winning commerce type for this factor was conventional commerce. Additionally,
the mean score for this factor was 3.94 or conversational commerce, 3.82 for con-
ventional commerce.

Factor 2 (Meeting Customer Needs)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 35), and 4 (Satisfied) for conventional commerce (n = 31). Therefore,
the winning commerce type for this factor was conversational commerce. Additionally,
the mean score for this factor was 4.02 for conversational commerce, 3.98 for con-
ventional commerce.

Factor 3 (Seller Friendliness)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 27), and 4 (Satisfied) for conventional commerce (n = 27). Therefore,
both commerce types had equal customer satisfaction scores for this factor. Addi-
tionally, the mean score for this factor was 3.68 for conversational commerce, 3.74 for
conventional commerce.

162 T. Rungvithu and C. Kerdvibulvech



Factor 4, Keeping Customers In-Touch in Conversational Commerce
According to the results, the mode for this factor was 4 (satisfied) for conversational
commerce (n = 23), and 4 (Satisfied) for conventional commerce (n = 27). Therefore,
the winning commerce type for this factor was conventional commerce. Additionally,
the mean score for this factor was 3.60 for conversational commerce, 3.62 for con-
ventional commerce.

Factor 5 (Deserving Expected Products)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 27), and 4 (Satisfied) for conventional commerce (n = 27). Therefore,
both commerce types had the same customer satisfaction score for this factor. Addi-
tionally, the mean score for this factor was 3.58 for conversational commerce, 4.14 for
conventional commerce.

Factor 6 (Delivery Time)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 23), and 4 (Satisfied) for conventional commerce (n = 24). Therefore,
the winning commerce type for this factor was conventional commerce. Additionally,
the mean score for this factor was 3.76 for conversational commerce, while 3.92 for
conventional commerce.

Factor 7 (Point-of-Purchase Condition)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 31), and 4 (Satisfied) for conventional commerce (n = 29). Therefore,
the winning commerce type for this factor was conversational commerce. Additionally,
the mean score for this factor was 3.82 for conversational commerce, while reading
3.90 for conventional commerce.

Factor 8 (Seller Credibility)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 26), and 4 (Satisfied) for conventional commerce (n = 26). Therefore,
both commerce types had the same customer satisfaction score for this factor. Addi-
tionally, the mean score for this factor was 3.66 for conversational commerce, 3.82 for
conventional commerce.

Factor 9 (Product/Brand Image)
According to the results, the mode for this factor was 4 (Satisfied) for conversational
commerce (n = 37), and 4 (Satisfied) for conventional commerce (n = 28). Therefore,
the winning commerce type for this factor was conversational commerce. Additionally,
the mean score for this factor was 3.92 for conversational commerce, 4.18 for con-
ventional commerce.

Overall Results
Overall, both conversational commerce and conventional commerce were rated similar to
one another (Fig. 5). Accordingly, conversational commerce rated higher in three factors,
which were product cost, keeping the customer in touch, and product/brand image.
Conventional commerce dominates three factors, which are meeting customer needs,
point-of-purchase condition, and delivery time. Meanwhile, both conversational com-
merce and conventional commerce had similar customer satisfaction rate in three factors,
which were seller friendliness, deserving expected products, and seller credibility.
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5 Result Discussions

5.1 Point-of-Purchase Condition and Purchase Condition

The overall results implied that conversational commerce had become a competitive
player with, or even outperformed, its conventional counterpart. For example, the
results for point-of-purchase condition suggested that conversational commerce was
less likely to encounter point-of-purchase challenges. In fact, it even performed better
than with conventional commerce. In addition, the seller friendliness factor also rated
highly for both commerce types.

5.2 Brand Image

Even though both conversational commerce and conventional commerce rated “4” for
all factors, there was a significant indication of brand image in Factor 9 (product/brand
image). Accordingly, 37 respondents rated 4 for conversational commerce while only
28 respondents rated 4 for conventional commerce. This difference suggests that the
new conversational commerce trend does not exert much challenge related to the brand
image of the product, given that the prices are lower than 1,000 baht. In fact, it even
rates higher than conventional commerce. This result indicates an increasing image
acceptance for conversational commerce in daily usage products. However, the two
commerce types were not very distinguished in terms of mean score. In fact, the mean
score for conventional commerce rated higher than that for conversational commerce.
This could be a result of the fact that more than 32% of the respondents rated 5
(strongly satisfied) for conventional commerce, while only 10% did so for conversa-
tional commerce, so it can be inferred that the product image acceptance of the product
was high for both commerce types when determining the mode score; however, those
that were “strongly satisfied” with the brand/product image still belonged to conven-
tional commerce, as suggested by the mean score. Consequently, a modern marketing
communicator can apply this idea to promote and increase the brand image for a
product with low prices or daily usage products, not only to make the audience become

Fig. 5. Overall results of factors excelled by each commerce type
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satisfied, but become “strongly satisfied,” in order to compete with the traditional face-
to-face vendors. This development could be done in two ways: recruiting a larger crew
and determining the value-added content. For example, conversational commerce
sellers can invest more in hiring content creators, photographers, models, or image
editors. Meanwhile, they might also need to create a suitable value-added theme on
videos, banners, or ads in social media and conversational platforms, such as Facebook
or Line.

5.3 Delivery Time

Another interesting Likert score for conversational commerce was the Delivery Time
factor. Interestingly, conversational commerce performs were seen to be almost just as
good as conventional commerce. Both commerce types scored almost the same, with
the mode of 4 (n = 23) for conversational commerce and mode of 4 (n = 24) for
conventional commerce. This little margin implies that delivery time creates less
trouble for Thai office employees, and therefore delivery time is less likely to be a
hindrance for them when it comes to purchase decisions. Therefore, conversational
commerce sellers could utilize more motorbike hailing delivery services in city areas
such as Bangkok not only to enhance their stance with conventional commerce sellers,
but also to guarantee the receiving time within the same date of the order, provided that
the buyer’s address is in the same city.

5.4 Keeping the Customer in Touch

However, there were some areas that conventional commerce excelled. Despite the
development of chat applications, which allows for convenient conversations between
buyers and sellers, it was evident that conventional commerce still performs better in
terms of keeping the customer in touch. According to the comments, “keeping the
customer in touch” not only refers to the respondents as the act of caring alone, but also
to the building of a similar understanding of products. One respondent claimed that
face-to-face chatting allows both parties to embrace similar viewpoints of the products
in terms of seller advice and comparison, which could hardly be done in chatting
applications. Another respondent also claimed that he could ask the seller more
“specifically” than talking in chats, which could solve their purchasing problems in
detail. This fact implies that, contrary to Yahia et al. [18] presented in 2018, the
interaction with sellers is crucial for the seller’s credibility when it comes to conver-
sational commerce. Hence, in addition to texting, conversational commerce sellers
could open more channels to get in touch with their customers with voice or video calls
to explain and to provide their insights into the products so that the buyer will have the
same understanding of the products. Moreover, thanks to chatbot technology [3], which
demands less investment in human sales representatives; however, the present chatbots
are capable of handling basic texting responses. Therefore, more chatbots could be
developed in order to handle the complex questions that a specific buyer might come
up with [19].
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5.5 Cost

Focusing on the cost factor, interestingly, the majority of respondents still prefer the
face-to-face method as it provides more financial advantages for them. One respondent
claimed that the price bargaining process was enabled when it comes to conventional
commerce. However, the number of respondents (n) in terms of mode score was very
close between the two commerce types (30 for conversational commerce and 31 for
conventional commerce). From this fact it can be inferred that the pricing problem has
become smaller and that the pricing in conversational commerce is becoming very
competitive with its face-to-face counterparts. Therefore, in addition to the online
promotion method, price bargaining strategies in conversational commerce might be
considered in order to increase the seller’s flexibility. For example, a seller could tailor
make a promotion for a particular segment of buyers, including unique discounts or free
giveaways. However, this strategy must be done with high caution to avoid seller bias.

5.6 Meeting Customer Needs, Seller Credibility, and Product Expectancy

Technically, from the Likert results, the factors meeting customer needs, Seller cred-
ibility, and Product Expectancy seemed to yield similar results for both commerce
types. However, when examining the respondents’ viewpoints, conventional commerce
played a crucial role for them. Most of the respondents that supported conventional
commerce claimed that this method allows them to physically try the product before
actually being satisfied with it. Therefore, conventional commerce sellers could
improve their services by increasing more image angles and details as much as possible
regarding the product description.

5.7 Cryptocurrency Interviews

For the cryptocurrency interviews, cryptocurrency, such as Bitcoin, can be utilized
hand-in-hand with conversational commerce as one of its payment methods. With
Blockchain technology, cryptocurrency can be helpful in terms of increasing customer
satisfaction in terms of such factors as transaction time, saving middleman fees in
translation, and long-term investment. These advantages would, in turn, enhance the
competitiveness of cost and time, which were found to rate competitively between
conversational commerce and conventional commerce.

For small-sized conversational commerce businesses, cryptocurrency might be
reliable and promptly transferred at one point; however, since cryptocurrency is cur-
rently not a legal tender in Thailand, nor is the transfer traceable due to a lack of
middlemen, its usage for large companies should be done with high concern regarding
anonymity, which in turn would have an impact on their branding and credibility and
yield an advantage to conventional commerce vendors. More cryptocurrency access
points and platforms in office or city areas could also be provided by large corporations
in major city areas in order to generate more cryptocurrency transactions, provided that
the broker’s system is highly liquidized, secure, and capable of handling the transfer
traffic. Additionally, a pilot project on Thai cryptocurrency on the part of the Bank of
Thailand could be considered in order to further establish credibility of product quality
among the buyers and sellers.
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6 Conclusions and Recommendations

To sum up, Hypothesis 1 was confirmed for all factors. However, Hypothesis 2 was
confirmed only for the delivery time factor and the seller credibility factor, while a null
hypothesis was found for the deserving expected Product factor. Nevertheless, both the
conversational and conventional commerce rates were very close for all factors, with a
satisfaction mode of 4 (satisfied). The two commerce types were excelled in different
areas. Some of the areas in conversational commerce showed very competitive out-
comes or even surpassed the face-to-face routines, such as delivery time, seller
friendliness, point-of purchase condition, and product costs. Despite having close
Likert results, when it comes to seller credibility and product expectancy, conventional
commerce is still largely preferred in the customers’ mindset. Keeping customers in-
touch does not only refers to the act of caring, but also to having a chance to test real
products and to get succinct advice from sellers.

In terms of recommendations, since this research primarily aimed to determine the
overall comparison of customer satisfaction between conversational commerce and
conventional commerce, future studies might incorporate the use of nominal demo-
graphic factors (age, gender, income, chatting platform, product price range, product
category, etc.) as determining variables. These factors would allow for a more elaborate
comparison and insight into the subgroup level, which could yield different detailed
results from the main findings in this research. However, balance sampling approaches
and calculations should be taken seriously in order to obtain a fair representation of
each demographic factor.

In addition, it is to be noted that this research only aimed to ascertain overall
customer satisfaction; therefore, the results from the participants represent their overall
feelings towards one or multiple vendors/brands, which does not reflect the specific
satisfaction rate for a particular vendor and which could be different from the overall
average. Therefore, it is recommended that future studies or tests scope down the
research area into one vendor and focus on the comparison between the conversational
and conventional platforms that the vendor provides in order to obtain a more accurate
view of the same vendor. However, the studied vendors should be publically well-
known for both commerce types so that the participant recruitment is practical and so
that the research scope is not overly specified.
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Abstract. Spontaneity, which is an attitude of voluntarily participating in
activities, and sociality, which is the tendency to interact with others and to keep
good relationships with others, are developed during childhood and are the
fundamental attitudes in social life. To investigate the development of spon-
taneity and sociality, several researchers have used Learning Stories, in which
on-site observers elaborately describe behaviors of each child. However,
Learning Stories would need too much labor cost for monitoring and qualita-
tively evaluating many children. This study proposed a new method of quan-
titative analysis and visualization to evaluate children’s group behavior related
to both spontaneity and sociality during eurhythmics, in which children move in
tune with music. It used position data of children for the analysis and visual-
ization. The results showed that children in the 6-year-old class got to work
closely with other children in a short time compared to those in the 5-year-old
class. Such group behavior would include the actions to spontaneously make a
good relationship with others. We hope that this study will be meaningful in
creating practical and useful curricula and support methods for children at
nurseries.

Keywords: Group behavior � Visualization � Development � Spontaneity
Sociality � Eurhythmics

1 Introduction

Spontaneity, which is an attitude of voluntarily participating in activities, and sociality,
which is the tendency to interact with others and to keep good relationships with others,
are developed during childhood [1]. They are the fundamental attitudes in social life
and are related to important themes of developmental psychology and cognitive science
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such as prosocial behaviors [2] and theory of mind [3]. Several behaviors related to
spontaneity and sociality are observed at nurseries. In this paper, we classify them into
the following three types: (1) Spontaneous behavior like doing what children want to
do without consideration to other children; (2) Instructed social behavior that makes a
good relationship with others, such as holding hands of others and cooperating with
others in accordance with the instructions of nursery teachers; (3) Spontaneous social
behavior that makes a good relationship voluntarily with others rather than being
instructed. The third one is more difficult and important than the others because chil-
dren need to achieve a balance between spontaneity and sociality. Quantitative analysis
and visualization of these behaviors would hence be meaningful in creating practical
and useful curricula and support methods for children at nurseries.

In education and developmental psychology, several researchers have used
Learning Stories to observe various activities at nurseries and investigate the devel-
opment of spontaneity and sociality [1]. They do not grasp the development of children
from the perspective of whether they can do some activities, but rather focus on
attitudes underlying the activities. In Learning Stories, on-site observers elaborately
describe the behaviors of each child who interacts with the environment and others and
discuss how the child has developed. The qualitative analysis that shows the devel-
opment with the same viewpoint as a childcare professional who closely observes the
behaviors of each child, would give useful insights to nurseries [1]. However, when
some researchers monitor and qualitatively evaluate many children, Learning Stories
would need too much labor cost. Considering the opinions that body movements are
related to the states of mind [4] and that the relationship with others is reflected in the
inter-distance called personal space [5, 6], spontaneous diffusion and aggregation of
children should be complicated group behaviors related to spontaneity and sociality. If
researchers evaluate the group behaviors using Learning Stories, they need to define
diffusion and aggregation. It would be difficult to explain the individual behavioral
mechanisms. Then, quantitative analysis and visualization of children’s group behavior
are needed.

We therefore proposed a new method of quantitative analysis and visualization to
evaluate children’s group behavior related to both spontaneity and sociality. Our
approach was consisted of three steps. The first was to annotate the video on Spon-
taneous social behaviors of each child. The second was to hypothesize the group
behavior related to both spontaneity and sociality according to the results of the first
step. The third was to validate the hypotheses through the analysis and visualization of
the group behavior in each age using the position data of children.

2 Related Work

Recently, group behaviors have been analyzed and visualized in many academic fields
of such as biology (e.g., animal group movements of birds [7] and fish [8]) and human
science (e.g., cooperative behaviors in sports [9]). They use the position data of agents
for the analysis and evaluation of group behaviors and calculate distances between
agents or orientation vectors of each agent.
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However, there are few studies for children. Although Nakamae et al. [10] analyzed
and visualized where, with whom, and what was a child playing, details of how the
child played with others were not fully indicated. Most of previous studies on animal
group movements and human sports behaviors including simulation studies (e.g., [8])
suppose that individual agents move based on simple rules and regulations. However,
children do not always move based on such rules, but often act on an impulse. It will
therefore be more difficult for researchers to analyze and visualize the group behavior
of children than those of animals and sports players.

3 Activity in Eurhythmics

Music promotes good relationships with others [11]. Recently, for the development of
spontaneity and sociality, educational institutions have paid attention to eurhythmics
whereby children move in tune with music. Eurhythmics is therefore an appropriate
environment for this study. In eurhythmics, there are various activities, for example
throwing a ball and swinging a scarf.

This study focused on the running activity, which was the simplest one in
eurhythmics. Children ran freely when the instructor played a piano (Fig. 1). The
running activity was determined as an object of analysis by the following two reasons.
First, it was usually carried out as the warm-up of eurhythmics, although the instructor
often changed the overall program of eurhythmics on the day according to the
responses of children. Second, it had more degrees of freedom compared to other
activities because the instructor did not give explicit instructions such as who to run
with nor where to run unlike other activities in eurhythmics. We therefore expected that
there were many opportunities to observe Spontaneous social behavior while running,
which was the point of focus for this study.

Fig. 1. Running activity in eurhythmics
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4 Date, Participants, and Running Time of Video Recording

A nursery school in Tokyo, Japan, cooperated with our study. We explained the pro-
cesses of video recording and collecting data of children to the concerned persons in
advance. Approval for this study was given by the ethics and safety committee of Kyoto
Institute of Technology, The University of Electro-Communications, and Tamagawa
University. Considering the nursery schedule and the hall usage (Size: 10 m � 8.5 m),
we periodically took a video of eurhythmics for the two classes in October 2016,
January, May, August, November 2017, and February 2018. In October 2016, the ages
of males and females ranged from 46 to 49 months and from 43 to 53 months in class A,
and from 63 to 66 months and from 56 to 63 months in class B respectively1. Class B
was the upper grade. The mean numbers of males and females participating in the
running activities were 5.67 (SD = 0.47) and 6.50 (SD = 0.96) in class A, and 4.00
(SD = 0.63) and 7.00 (SD = 0.63) in class B. The means when the instructor played a
piano were 64.7 s (SD = 22.4) in class A and 47.3 s (SD = 5.61) in class B.

5 Video Annotation

5.1 Procedure and Result

This study focused on Spontaneous social behaviors of each child in the group. To
ensure the objectivity of analysis as much as possible, we subjectively annotated the
explicit behaviors to spontaneously make a good relationship with other children while
running, using the software ELAN2.

This paper reports only a summary of results due to page limitation. The annotated
Spontaneous social behaviors were four types: (1) Holding hands of others and placing
hands on others’ shoulders, (2) Hugging others, (3) Giving “hi-fives”, and (4) Stopping
aggressive behaviors like pushing strongly to guard others. Since children reached six
years old (72 months), for the upper grade of class B in May 2017 and later, the
frequency of Spontaneous social behaviors per minute increased and then the constant
frequency level, which was about three times as high as before May 2017, was
maintained. However, the duration time of Spontaneous social behavior per child did
not show a characteristic change and fluctuated with the high coefficient of variance of
about 0.50 in the recordings since May 2017.

5.2 Hypothesizing Group Behavior

According to the results of the video annotation, when the attitude of spontaneously
participating in an activity without consideration to other children was stronger, the

1 We administered the questionnaire about birth dates of children to their parents. However, we could
not get the information of one male and three females in class A, and one female in class B. In
addition, one female in class A quit the nursery on the way. The ranges of age were therefore
calculated after excluding these children.

2 Software ELAN URL: https://tla.mpi.nl/tools/tla-tools/elan/.
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“running” emerged as its main activity. Meanwhile, when the attitude of spontaneously
making a good relationship with others was stronger, the four types of behaviors
mentioned above emerged. When children reach six years old, the latter attitude may
become clear.

We hypothesized that; when reaching six years old, the two types of Spontaneous
social behaviors will emerge in children’s group behavior: #1 Being a distance that one
can touch others, #2 Running toward the direction of another one for touching.

6 Analysis and Visualization of Group Behavior

6.1 Procedure

The hypotheses were validated through the quantitative analysis and visualization using
the position data of children. The video images at 20 fps recorded from the bird’s-eye
view at about 3 m in height (Fig. 1) were digitized using the motion analysis software
to capture the positions of children in two-dimension (DITECT Co. Ltd., Tokyo, Japan,
Dipp-Motion V/2D). In this study, the position data could be acquired only in
November 2017 and February 2018.

We analyzed three indexes shown in Fig. 2 from (1) to (3) to validate the
hypotheses. The first index (1) was the distance between a pair of children. We cal-
culated the distances between all pairs of children in each time frame. The second index
(2) was hother child , which represented the angle between the velocity vector of a child
and the vector composed of positions of a pair of children at the current time, t. If
hother child is close to 0-degree, it indicates that the child runs toward the direction of
another one. We calculated hother child for all pairs of children. The third index (3) was
hcenter of children, which represented the angle between the velocity vector of a child and
the vector composed of the present position of the child and the static center of
children. We calculated the mean position through the running activity of all children
as the static center of children. hcenter of children indicates the direction toward which each
child runs based on the static center of children. The data of all children for every index
were averaged in the normalized frequency of histogram, and the differences of nor-
malized frequencies between the two classes were compared. The t-tests were con-
ducted for each bin of the histograms at the 5% level.

Fig. 2. Three indexes of children’s group behavior. A and B are a pair of children. t represents
the current time of video frame. Time interval is 0.05 s.
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6.2 Result

Figure 3 shows the comparisons of the indexes between classes A and B. The running
activity was not conducted in class B in February 2018. This study therefore compared
the normalized frequencies between class A in November 2017 and class B in
November 2017, and between class A in February 2018 and class B in November
2017. The left-side graphs (a, c, and e) of Fig. 3 indicate the results of the former,
meanwhile the right-side graphs (b, d, and f) indicate those of the latter.

Regarding the comparisons in the graphs (a) and (b) of Fig. 3, the t-tests in the bin of
50 cm-distance between the children revealed that the frequencies of the upper grade,
class B, were significantly higher than those of the lower grade, class A (ps < .01).
Considering the results of video annotation, the group behavior in which the distance
narrowed less than 50 cm, would include Spontaneous social behaviors. This finding
supported the hypothesis #1. However, the hypothesis #2 was not supported because the
t-tests in most of bins of hother child did not reveal significant differences between the
classes. Accordingly, we made the following additional analysis. When the distance
between the children was less than 50 cm, we analyzed the approaching angle during the
periods from 0 to 1 s before the approach, from 1 to 2 s before, and from 2 to 3 s before,
respectively. During each period, if the distance was 100 cm or more and less than
200 cm, hother child was calculated. Figure 3 (c) and (d) show the normalized histogram
of hother child during the period from 0 to 1 s before. The t-tests in the bin of 20-degree
revealed that the frequencies of class B were significantly higher than those of class A,
and the effect sizes were large ((c): t(21) = -3.80, p < .005, Cohen’s d = 1.59; (d):
t(21) = -3.18, p < .005, Cohen’s d = 1.33). It supported the hypothesis #2 because 20-
degree at which the significant differences were confirmed was close to 0-degree.
However, regarding both comparisons, the t-tests in the bins of hother child during other
periods before did not indicate the results that were consistent with the hypothesis #2.

In the graphs (e) and (f) of Fig. 3, the t-tests in the bins of 80, 90, and 100-degrees
of hcenter of children revealed that the frequencies of class A were significantly higher than
those of class B (ps < .05). This result indicated that each child in class A tended to run
on circles based on the static center of children. It might relate to the attitude of
spontaneously participating in the running activity without consideration to others.

7 Discussion

The quantitative analysis of children’s group behavior supported our hypotheses. In
regard to the distance representing Spontaneous social behaviors, the previous studies
on personal space [5, 6] suggest that the value of 50 cm is the distance at which
children can touch others, and the distance between 100 cm and 200 cm is the distance
required to communicate with others. In spite of no explicit instructions by nursery
teachers such as who to run with nor where to run, the group behavior in class B had
clear Spontaneous social behaviors that approached other children in a short time of
1 s. However, we need to consider the possibility that such behaviors of approaching
others also included the aggressive actions. Theory of mind is developed during
childhood [3]. Its development has increased interests in others, which may have
produced the behaviors to spontaneously make a good relationship with others.
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Moreover, Fig. 4 shows the heat map of normalized frequency of the bin of 20-degree
at which C1 approached C2 during the period from 0 to 1 s before. For both classes A
and B, the frequencies of the particular pairs tended to higher than those of others (e.g.,
Pair of children 8 and 6 of class B in November 2017). This might suggest the
relationships between the children that nursery teachers were not aware of.

In conclusion, we aimed to clarify children’s group behavior from the perspective
of development of spontaneity and sociality using quantitative analysis and visual-
ization, and revealed the characteristic events showing Spontaneous social behaviors.
In the future, we will periodically take a video and discuss the changes in children’s
group behavior with age. We will also conduct an interview survey with nursery
teachers and examine to what extent it agrees with the result of Fig. 4.

Fig. 3. Normalized histograms of the indexes of children’s group behavior. The horizontal axes
represent the bins of distance (cm) or h. The vertical axes represent the normalized frequencies.
The error bars present the standard errors.
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Abstract. PBL Exchange is a new web-based, open source platform
implemented in Python using the Django framework for sharing com-
petencies among teaching staff at Aalborg University concerning the
supervision of problem-based learning (PBL) projects. PBL Exchange
uses a crowdsourcing strategy where users ask questions about PBL and
answer questions posed by other users. We describe the structure of PBL
Exchange and analyze the challenges of building an active user commu-
nity for the system. A particular challenge has been that of dealing with
the highly heterogeneous teaching environments that exist across depart-
ments and faculties.

1 Introduction

The main pedagogical model used in all degree programmes at Aalborg Univer-
sity is a project-organized form of problem-based learning (PBL) where students
collaborate in groups on a project supervised by a member of the teaching staff.
While this model has proved to be successful, it is also a model that is not widely
used. It is often a particular challenge for new members of the teaching staff to
develop the competences necessary to act as supervisors in this setting.

Since 1993, there have been concrete activities to introduce PBL supervi-
sion practice to teaching staff at Aalborg University, and these activities have
become mandatory. Recently, there have been efforts underway to use web-based
approaches for aiding the ongoing development of PBL supervision competences.

Work by Gnaur et al. [5] describes initial work on sharing reflections on
practice among PBL supervisors by using a web-based platform for asking and
answering questions about PBL supervision. Our hypothesis is that this app-
roach to sharing and building knowledge about PBL competences can indeed
transform professional development of PBL practice in a way that has not pre-
viously been possible. However, this also requires a significant effort of building

The work reported here has been funded by a PBL Development Project Grant from
Aalborg University.
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a community of active users of a web-based platform for crowdsourcing. More-
over, it requires that we are able to both extend already existing practices and
go beyond them, when necessary, such that one does not simply reproduce the
existing community of practice. In particular, crowdsourcing using the Internet
makes it possible to reach a much larger community of colleagues, something
that previous approaches could not easily accommodate.

In this paper we describe a new web-based platform for sharing PBL compe-
tencies which extends and replaces the system described in [5], how this platform
is structured and implemented and how it is currently being disseminated to the
teaching staff at Aalborg University. We also provide an analysis of the chal-
lenges that arise when dealing with the diversity that exists even within the
setting of a single university.

The rest of the paper is organized as follows. In Sect. 3 we describe the
PBL Exchange system as implemented in the Django framework [2]. The result-
ing system is released under the GPLv2 license [8] and is publicly available
at https://github.com/PBLExchange/PBLExchange. We also report on experi-
ences obtained from introducing PBL Exchange to colleagues at Aalborg Univer-
sity, how this has helped shape PBL Exchange and how this will affect upcoming
community building efforts.

2 The Design Intentions Behind PBL Exchange

2.1 Professional Development of PBL Practice

Collegial supervision has been promoted as a way of developing teaching practice.
Following work by Lauv̊as and Handal [10], the notion of colleagues that chal-
lenge each other and help each other develop their competences within teaching
has been espoused in educational research in the Nordic countries.

However, a practical challenge with the approach of collegial supervision is
that systematic efforts of this kind can be time-consuming. Moreover, at uni-
versities such as Aalborg University there is now a large throughput of teaching
staff and it is often not realistic that experienced staff members in longer-term
positions will be able to carry out this kind of supervision.

Finally, and importantly, the practice of collegial supervision as described in
the Nordic tradition does not imply that the experience obtained gets preserved
for posterity or gets shared with a wider community.

2.2 Crowdsourcing for Building a Community of Practice

PBL Exchange uses a form of crowdsourcing to build a community of practice.
The collection of questions and answers is a searchable knowledge base built by
the interactions by the teaching staff.

Attempts have been made to develop an integrated definition of crowdsourc-
ing by indicating certain characteristics, such as the presence of a task with
a clear goal; the recompense received by the crowd; the crowdsourcer and the

https://github.com/PBLExchange/PBLExchange
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benefit it receives; the participative nature of the task; and the existence of an
open call [4]. When confined to a single institution, the term ‘crowd’ can be
debated as per how many active participants it should involve. However, it has
been argued that crowdsourcing is increasingly associated with certain forms of
participatory activities that tap into collective intelligence and is widely applied
to almost any Internet-based collaborative activity [4].

It is important to understand what generates the motivation for this type
of participation and how it can be stimulated when initiating projects such as
ours. We reckon that PBL Exchange relies upon social engagement, as a way of
making individuals work collaboratively to achieve a common goal, which is here
an understanding of PBL practice.

The fundamental form of contributing to PBL Exchange is that of asking
questions and providing answers and comments. A screenshot of PBL Exchange
showing this can be seen in Fig. 1. Any member of the teaching staff can ask
a question, and any of their colleagues at the university can then contribute
with answers to the question. This is directly inspired by StackExchange [1,
9]. StackExchange fora are open and expert-based and cover a wide variety of
topics. Since its inception, StackExchange has become increasingly popular with
students in higher education as well as with professionals [9].

Moreover, PBL Exchange makes explicit use of gamification: Questions and
answers can receive upvotes and downvotes from users, and in this way the users
accumulate points.

In this sense, the system will be self-regulating: Content judged to be of high
quality will become prominent, while content that the community consider to be
of low quality will sink to the bottom. However, for this to be a viable model, the
user base must be sufficiently large and sufficiently active. It is therefore very
important to build and maintain the community of users.

Fig. 1. Screenshot of the PBL Exchange platform
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The PBL Exchange platform is therefore intended to extend and supplement
collegial supervision by using interactive, written format that enables insights to
be preserved and structured. Moreover, and importantly, because of the nature
of a web platform that can be shared by the entire teaching staff, this makes
it possible to share experience across departments and degree programmes in a
way that collegial supervision often does not allow for.

3 The System Architecture of PBL Exchange

In the following we will describe the design choices and implementation issues
that have arisen in the development of PBL Exchange. Many of these have been
affected by our interaction with the community and they in turn point towards
further challenges for building a large and stable community of users.

Questions

Pblexchange

SubscriptionsUsers

Fig. 2. The architecture of the PBL Exchange platform

3.1 Modularity Issues

A main motivation behind the development of PBL Exchange version 2 was
that of creating an extendable platform. The original system described in [5]
uses Question2Answer [11], an open source system implemented in PHP and
using a mySQL database. However, the codebase of Question2Answer is poorly
structured and uses programming styles that are at best dubious. As a result, it
is very difficult to re-use the existing work on Question2Answer in new settings,
where extendability is necessary.

An early prototype of the system based on Question2Answer has been opera-
tional since September 2016 with a small user base of 40 members of the teaching
staff across campus. In February 2017 a survey was conducted of this initial user
base, and other extensions were suggested by the participants – notably that of
mail notifications (see Sect. 3.4).

As a consequence, we have re-implemented PBL Exchange in the Django
framework [2] in order to create a modular system that can be easily extended
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and that can support further features. The Django framework is written in
Python and uses Python throughout; the framework was chosen because it can
help ensure plugability and ease of reuseability of code.

Using the Django framework allowed us to build the structure around mod-
ules, where we for modules such as the authentication (see Sect. 3.2), could use
existing modules that has already been tested. We implement four modules as
seen in Fig. 2. The four modules are written to be independent; some functional-
ity of each module may require another module to be active, but is not required.
An example of this can be found in the Questions module, which only activates
the scoring system if the Users module is present. The Pblexchange module serves
as the base of the site, defining the front page, and the base layout which the
other modules extend.

3.2 The Need for Authentication

The intention of PBL Exchange is that teaching staff can discuss their practice
(including person-sensitive issues) without interference from students. One of
the challenges has therefore been that of setting up authentication. Most web
services provided at Aalborg University rely on a Central Authentication Service
(CAS), and in order to make PBL Exchange easily accessible to new users and
to enable integration with other, already existing services, we chose to use CAS.

PBL Exchange uses the CAS of Aalborg University together with the default
Django user model. By using CAS in conjunction with the default Django user
model we attain a high degree of extensibility. A custom user model can easily
be implemented by inheriting from the Django user model. Furthermore, any
custom user model will interact flawlessly with the rest of the PBL Exchange
implementation as long as it inherits from the Django user model. To accom-
modate the information used in the Users module, we extended the user model
by adding the extension as a separate model referencing a user model, thus
allowing for any custom user class that inherits from the original Django user
model. Another benefit from using CAS is that a user’s information, such as the
user’s name or alias, is consistent with other institutional web services also using
CAS. Moreover, CAS can be replaced without affecting the functionality of PBL
Exchange.

Consequently, the authentication module ensures that the site is inaccessible
to students. This has been implemented by using the information provided in
the CAS SAML response, specifically the email address of the user. When a user
attempts to log in, her/his email address is checked against two lists, namely
disallowed domains and exempt users; if the user’s email is in the disallowed
domains list and not in the exempt users list, access to PBL Exchange is denied.
The two lists can simply be modified to fit the CAS setup for a given institution.

3.3 Supporting Diversity

Another important requirement of PBL Exchange has been that it should address
the diversity at Aalborg University and in particular accommodate the large
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number of non-Danish speaking members of the teaching staff. As these col-
leagues have an academic background that is almost always from outside Aal-
borg University, this means that they are a particularly important target group.
At the same time, there is a well-established Danish terminology within local
PBL practice, and most degree programmes are taught mostly (or wholly) in
Danish.

For these reasons, it is important that PBL Exchange can support multiple
languages and allow the user to view the content in her language of change.
Original content is shown in the chosen language whenever possible, while all
other content is translated using the Google Translate API [6]. However, this
service is not free, costing 100 $ for the translation of a million words. Moreover,
efficiency is also in issue. For these reasons, PBL Exchange uses a local cache to
store local copies of the translations of both questions, answers, and comments;
the translation cache is only updated if answers are updated or a translation
that did not previously exist is requested by a user.

3.4 Mail Notifications

The Question2Answer system used for the initial prototype of PBL Exchange
supports a simple form of mail notification: users that have asked a question
will be alerted to any further activity (answers or comments) for this particular
question. However, social media allow for a much more fine-grained form of mail
notifications that can be used to alert users to activity of any kind that matches
the profile of the individual user. This is an important technique for cultivating
the user base.

As a consequence, PBL Exchange supports mail notifications in the form of
weekly digests of new content as well as specialized digests.

The mail notifications functionality is in PBL Exchange version 2 encapsulated
in the Subscriptions module seen in Fig. 2. The Subscriptions module indepen-
dently provides functionality for a user to alter their subscription settings, and
methods to send mail notifications and digests. In order to provide fully func-
tional mail notifications and digests the Subscription module depends on both
the Users and Questions module. In the Questions module we have implemented
methods that register new mail digests and which, by using Django signals [3],
are invoked whenever a new question is posted. The Users module is used in
order to determine which users should receive email notifications and digests,
and at what intervals.

From initial prototype of PBL Exchange we preserved both email notifications
and digests, while extending the customisability of the emailing feature such that
a user can decide if she/he wants to receive notifications and/or digests, and what
specific users, categories and tags to receive digests from.
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4 Taking the System to the Local Users

It has been an unexpected challenge to take PBL Exchange to a larger community,
and in particular to get potential users interested and ensure that they remain
active.

In the setting of the general Internet, there is now a growing understanding
of the importance of community building and of cultivating digital communities.
However, much less appears to be known about community building and com-
munity maintenance in the setting of professional development within a smaller,
well-defined community. In [7], Hur and Hara analyze the challenges faced when
developing an online community for professionel development among K-12 teach-
ers in Korea. They found that internal factors including a sense of ownership and
autonomy among users and that of acknowledging the value of participating in
the community were important.

In 2017 and early 2018 we have tried to address these issues by presenting
PBL Exchange to the individual departments at Aalborg University. One obsta-
cle that has been pointed out by colleagues attending these presentations is that
PBL Exchange runs the risk of being seen as “yet another system”. At Aalborg
University there is already a plethora of web services, and while most of the
services rely on the same authentication (cf. Section 3.2), the lack of interoper-
ability has become a common complaint: while most of the services use the same
authentication front-end, most of the existing services are not well-integrated
with each other and have very different user interfaces.

An obstacle often mentioned by those attending our presentations is that
there is already a tradition among some members of staff for asking colleagues,
whenever one is faced with problems concerning PBL supervision. The reluc-
tance to get use PBL Exchange may also stem from the fact that the adoption
of question-based fora has been largely confined to certain academic disciplines.
Our visit to the departments revealed that StackExchange is widely used in com-
puter science, mathematics, physics and electrical engineering but is completely
unknown in other branches of engineering, not to mention in the health and
social sciences and in the humanities.

Since the motivational factors are non-commercial, participation must be
driven intrinsically by personal interests, or by inherently engaging tasks. When
it comes to professional competence development in the context of PBL peda-
gogy, we may well be able to identify intrinsically motivated people, driven by the
PBL philosophy as such. Their presence is presumably consistent throughout the
university settings and they act in many ways, both formally and informally. The
task is then to expand their engagement spectrum to include digital activism.
As for the nature of the tasks, we count on participants’ need for clarifying and
refining PBL practice for novices as well as experts.

5 Conclusions and Ideas for Further Work

In this paper, we have introduced the new open-source platform PBL Exchange,
that is now used as a forum for project supervisors at Aalborg University. We
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have outlined the design principles behind the system and the central features
of its implementation.

Our work points to some challenges to be faced when introducing a system
for developing professional competencies to a highly heterogeneous organization
such as a modern university In particular, it has turned out that the settings are
highly heterogeneous in unexpected ways.

Our experience points towards the need for further efforts in building a stable
community around PBL Exchange. The integration with Moodle was meant to
help nurturing a new community of users but turned out to be a stumbling block
because of the many different set-ups used across the university.

Moreover, in the quest to build a community, one should be careful as not to
undermine existing informal traditions for pedagogical discussions.

In a forthcoming paper we will specifically address the challenges associated
with community building and how one can best exploit the informal traditions
that already exist in an academic community of teaching staff.

One of the coming developments is that of a community wiki that can be
used to systematize content in the system. The use of a wiki may provide a new
incentive to use the field for users reluctant to use a question-based format.
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Abstract. The ColCoMa environment supports the training of workplace-
oriented conflict management strategies through virtual role play. The role play
relies on a web-based environment in which the participants interact through
chat dialogues. Two of the participants (the parties in conflict) are human actors
whereas the third role (“mediator”) is occupied by a chatbot. Our study aims at
exploring the potential of eye-tracking analyses to assess the quality of coop-
eration in this situation. The standard assumption is that a certain “convergence”
of the visual foci of attention between cooperation partners indicates better
coordination and consideration of the other party. In our scenario, this
assumption has to be refined by taking into account the different roles (including
the role of the chatbot) and the distribution of utterances on the chat history. The
eye-tracking parameters are compared to quality criteria such as successful
completion of the game or richness/mutuality of the chat interactions. There are
quite strong correlations on the aggregate level (taking overall eye-tracking
convergence as a global parameter), yet not in terms of synchronicity between
convergent eye-tracking and chat interaction. This is possibly due to the specific
distribution of roles in our virtual training environment.

Keywords: Eye-tracking � Collaboration � Role play

1 Introduction

Collaborative virtual environments are increasingly recognized as effective and pow-
erful tools for supporting learning and training, and a multitude of contexts and ped-
agogical approaches have been supported by different types of collaborative virtual
environments [1]. Virtual role play environments are a special form of serious games
that provide mobile and repeatable settings for learners and allow them to take over
roles in particular contexts and to learn from the enacted experiences [2, 3]. In a safe
environment, they can act, experiment, learn and teach without risking irreversible
consequences [2].
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It is of specific interest to combine virtual role playing with the collaborative
learning perspective [1]. Dillenbourg [4] identifies the following criteria as important
ingredients of rich and successful computer-supported collaborative learning interac-
tions: interactivity, synchronicity and negotiability. Interactivity needs to be part of any
collaborative situation, while its degree is not defined by the frequency of interactions,
but rather by the extent to which the partners’ cognitive processes are influenced by
those interactions. Synchronicity means that the persons involved in such a situation are
waiting for messages from the others’ and process them immediately after delivery, so
it is less a technical parameter than a social rule. Negotiability refers to the structure of
collaborative dialog as being more complex than hierarchical situations: a partner will
(to some extent) argue for his standpoint, justify and try to convince instead of
imposing his view on the sole basis of his or her authority. According to Dillenbourg,
collaboration only works under certain conditions and it should be the aim of research
to determine the conditions under which collaborative learning is efficient [5]. Col-
laborative virtual environments may help to gain a better understanding of the
underlying mechanisms of collaborative interactions by enabling a detailed recording
of all interactions on the one hand and a careful design of the empirical situation on the
other hand [4].

Many studies of collaborative learning rely on the quantitative or qualitative
analysis of dialogues (or multi-party conversations), i.e. they focus on verbal interac-
tions. Eye-tracking, which has become more and more easily available and applicable
in recent years, allows for enriching the analysis techniques towards non-verbal
behavior. The possibility to track people’s eye gaze can provide rich and insightful
information and offer unique opportunities to understand their cognitive and perceptual
processes [6]. Especially using several eye-tracking devices in parallel, combined with
other types of analysis, is helpful to afford an indication of the level of gaze syn-
chronicity of the different group members, allowing to measure to what extend one
person is “with” the other, i.e. how much are persons looking at the same thing at the
same time [6]. This approach of using eye-tracking and automated analysis as a
complement to content analysis methods is a recent development in the field of learning
analytics.

Our study provides interesting opportunities to understand collaboration using eye-
tracking data by analyzing visual coordination and its relationship to collaborative
learning by investigating the fundamental question if there is a correspondence between
gaze synchronicity and the quality of collaboration. The usage of eye-tracking analysis
within collaborative serious games is to our knowledge a novel contribution as well as
the exploration of interdependencies between synchronicity of gazes and collaboration
quality, which is related to the dimension interactivity mentioned above.

2 Related Work

In relation to studies on collaboration and collaborative learning, eye-gaze can serve as
an analysis technique, yet mutual gaze awareness can also be used as an additional
channel of interaction and not only as an analytic instrument. Both aspects have been
the subject of recent studies:
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Richardson and Dale investigated the coupling between a speaker’s and a listener’s
eye movements [7]. In their observational study, one set of participants (the speakers)
talked spontaneously about a television show whose characters were displayed on a
screen in front of them. Later, the other set of participants (the listeners) listened to the
recorded monologues while looking at the same visual scene. By using a cross-
recurrence analysis, Richardson and Dale found out that a listener’s eye movements
most closely matched a speaker’s eye movements at a delay of 2 s and the more closely
a listener’s eye movements were coupled with the ones of a speaker, the better the
listener performed on a comprehension test. Thus, the results indicate that the coupling
between the eye movements of speaker and listener reflects the success of their
communication.

Cherubini et al. developed an algorithm for detecting misunderstanding in a remote
collaboration, which combines a linguistic model with eye-tracking data [8]. The
participants of their study had to collaborate remotely via a chat tool and a map. The
algorithm was designed to detect misunderstandings between the two persons using
their eye movements on the shared workspace, their utterances containing references on
the plan, as well as the availability of explicit referencing. This proposal was based on
the finding that participants look at the points they are talking about in their messages at
above the level of chance, and that the eye movements are denser around these points
compared to any other region looked at during the same time period during reading or
editing messages containing references to the shared workspace. The algorithm asso-
ciates the distance between the gaze of the emitter and the receiver of a message with
the probability that the message was not understood by the recipient. The results of the
study show that the likelihood of misunderstandings is increased, if there is more
dispersion.

Jermann et al. used synchronized eye-trackers to assess how dyads of programmers
worked collaboratively on a code segment [9]. They contrasted a ‘good’ and a ‘bad’
dyad, and the results of their work suggest that a productive collaboration is associated
with high visual recurrence. Schlösser et al. have used both mutual gaze awareness as
well as eye-tracking analysis in a study of collaborative problem solving. They found
that gaze awareness had a positive effect on problem solving results. They also iden-
tified share gaze events as an indicator of collaboration quality [10].

Schneider and Pea performed an eye-tracking study on collaborative problem-
solving dyads [6]. These dyads collaborated remotely via an audio channel to learn
from contrasting cases involving basic concepts about how the human brain is pro-
cessing visual information. While in one group, the dyads were able to see the eye gaze
of their partner on the screen, in the control group, they had no access to the infor-
mation on their partner’s gaze. The results of the study indicate that this real-time
mutual gaze perception intervention enhances collaborative learning and collaboration
quality. Collaboration quality was rated using dimensions developed by Meier et al.
[11], who developed a five-point scale across nine dimensions (sustaining mutual
understanding, dialogue management, information pooling, reaching consensus, task
division, task management, technical coordination, reciprocal interaction, and indi-
vidual task orientation) for assessing collaboration.

Schneider and Pea combined joint visual attention, network analysis and machine
learning to predict dimensions of productive collaboration [12] based on the dataset of
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their previous study [9]. They visualized the eye-tracking data as networks, where the
nodes of the graph represent fixations and edges represent saccades and used network
metrics to interpret the properties of the graph to find proxies for the collaboration
quality of the participants. They found that different characteristics of the graphs
correlated with different dimensions of collaboration quality. Those characteristics have
been used to predict the collaboration quality by using a machine-learning algorithm.
This way it was possible to roughly predict the participants’ collaboration quality with
an accuracy between 85% and 100%. Here again the rating scheme for assessing
collaboration quality by Meier et al. [11] has been used.

Sharma et al. applied the so-called extreme value theory (EVT) to eye-tracking data
collected during an online collaborative problem-solving task in order to predict the
collaboration quality [13]. In the univariate mode, each pair of time episodes from
participants A and B is substituted by a measure of their differences, which results in a
series of single values. In the bivariate mode, they also took into account the dynamic
coupling of the two-time series. A comparison between the results by EVT and tra-
ditional approaches revealed that EVT provides a better prediction of the collaboration
quality.

The results of the mentioned studies support the idea that eye gaze synchronicity is
crucial for effective collaboration. In our study, we attempt to explore the dependencies
between gaze synchronicity that is automatically computed and collaboration quality
that is measured via a rating scheme manually, thus combining these two lines of
analytical methods within one study.

3 Virtual Role Play Environment: ColCoMa

For our eye-tracking based study, we used the collaborative game-like environment
ColCoMa (Collaborative Conflict Management), which supports the training of
workplace-oriented conflict management strategies through virtual role play [13]. It
engages two players to participate in a chat conversation about a given fictitious
conflict in a 2D virtual environment. The conversation is moderated by a chat bot
acting as mediator, and follows the typical structure of mediation talks. The main goal
is to come to a conflict resolution at the end of the conversation by showing appropriate
and constructive behavior.

In ColCoMa, each player is assigned a predefined role in the conflict scenario: Mr.
Meier is working as a member of the computer support hotline team in a software
company and conscientiously takes much time for his customers. His supervisor, Mrs.
Schmidt, does not embrace Mr. Meier’s very long call sessions. She wants him to work
more efficiently. After a negative appraisal of Mr. Meier’s performance on the part of
Mrs. Schmidt, the situation escalates. The scenario is intentionally kept simple and
comprehensible, focusing on the main conflict and each person’s feelings in order to
support both immediate understanding and empathy with the assigned role.

During the mediation, each player is seeing cartoon-like representations of the other
conflict party and the mediator on screen, similarly to sitting opposite to the dialog
partners. The players are able to communicate with each other and the mediator via an
integrated chat. The players also have the possibility to evoke facial animations through
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the character images by using common emoticons. Figure 1 is showing the general
interface of the ColCoMa environment. Besides the chat section, it includes a notepad
and a help section in order to get additional information about the scenario as well as
the game controls and possible actions.

The mediation talk consists of five conversational phases: (1) framing phase,
(2) topic collection, (3) working on the conflict, (4) looking for a solution (5) contract.
During each phase of the mediation talk, the players are offered specific sentence
openers in order to (a) provide support to the players, (b) help the chatbot to understand
the general gist of each message, and (c) help the chatbot to identify the speaker. In
every phase, the conversation provides the players with sentence openers indicating
“affirmation”, “rejection”, “further inquiry”, and also specific openers depending on the
current phase, if needed. The players are always forced to choose one of the sentence
openers, but they are able to freely finish the selected sentence.

The conversation can be either successfully finished in case a conflict resolution has
been achieved or canceled by the mediator bot if he notices that the conversation does
not advance anymore or if one of the players leaves. Irrespective of the way the
mediation talk ends, the game phase is followed by a reflection phase, in which
participants receive textual feedback on their overall performance during the conver-
sation, followed by a replay session, in which the whole chat conversation is recap-
tured. The replay is augmented with individual feedback at certain points of interest.
For example, a player will be praised for especially positive contributions or be crit-
icized for interrupting the dialogue partner or showing inappropriate behavior. In this
phase, the players are supposed to leave their role and reflect on their own behavior
from an outside perspective.

Fig. 1. Interface of the ColCoMa chat environment
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4 Goals and Hypotheses

Our goal for this experiment was to investigate the question if there is a correspondence
between gaze synchronicity, quality of game result (called achievement score) and the
quality of the collaboration process, which can be perceived as a measurement of
interactivity for this situation. How we derive these measurements is described in
Sect. 6.1. for the gaze synchronicity, Sect. 6.2 for the achievement score and Sect. 6.3
for collaboration quality. We assume that the quality of collaboration as well as the
successful mastering of the given task (conflict resolution) is somewhat connected to
the synchronicity of the eye gaze movements. To examine the validity of this
assumption, three main hypotheses were formulated:

Hypothesis 1: There is a positive relation between the convergence of visual foci of
attention (gaze synchronicity) and the successful completion of the game
(achievement score).
Hypothesis 2: There is a positive relation between the convergence of visual foci of
attention (gaze synchronicity) and the quality of collaboration in the chat.
Hypothesis 3: There is a dynamic (time-related) congruence between similar eye
gaze movements (synchronicity) and the quality of collaboration in the chat.

5 Experimental Design

Population. 20 participants (average 22.8, SD = 2.84, 5 females, 15 males) have been
tested in dyads. They did not know each other prior to the study and did not meet each
other in person during the experiment to avoid the possibility of any first impressions
influencing their behavior during the chat situation. The participants were recruited
from the FH Dortmund (university of applied sciences and arts) campus, as well as
through flyers and social media.

Eye-Tracking Setup. We used two desktop-based Tobii eye-trackers, one TX300
running at 300 Hz and one X120 running at 120 Hz to track participants’ gaze. For the
experimental setup, the recording and later the analysis of the gaze data, the software
Tobii Studio has been utilized, which offers a standard procedure for eye-tracking
studies and simplifies the data analysis. An in-house server was used to synchronize
and capture all eye gaze data.

Procedure. The role distribution was randomized. After the briefing and the eye-
tracker calibration, the participants were introduced to the scenario in the form of a
picture story, each from the perspective of the respective role. During the main game
session, the participants saw the representations of the two dialog partners (the other
conflict party and the mediator) and were able to communicate with each other and the
mediator by means of an integrated chat.

There were two possible outcomes in this scenario: Either the participants suc-
cessfully completed the conversation by achieving a conflict resolution or the mediator
canceled it in case he noticed that there was no more advancement or one of the
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participants left the conversation. The participants took as much time as they needed for
completion (usually around 40 min). The session with the system was followed by
answering several post-experiment questionnaires.

6 Method of Analysis

For the evaluation of the three main hypotheses mentioned above, we applied the
following methods of analysis:

6.1 Eye-Tracking Data

In order to be able to compare the eye gaze movements of the two participants of each
dyad, we defined six areas of interest. As shown in Fig. 2, the chat interface was
subdivided into three different parts because otherwise the chat area would have been
too extensive. Apart from the chat area, three additional areas of interest—the input
area, the face of the mediator and the face of the game partner – were defined.

After the recordings, the tracking software converted the gaze movements into
metric data based on these areas of interest in the form of a table. The table contains a
time stamp column and six additional columns – each for one area of interest. Once a
participant gazed at one of the areas of interest at a specific point of time, the respective
cell was coded with a one. In contrast, a non-gazed area of interest was coded with a
zero.

Fig. 2. Areas of Interest in the ColCoMa interface (3 sections of the chat protocol, input area,
mediator face and partner face)
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In order to analyze the gaze synchronicity of the participants during the game
session, the recorded data needed to be compared. Due to the high amount of data, we
used VBA (Visual Basic for Applications) to enable an automated comparison and
evaluation of the tables. In a first step, the tables were formatted. The second step
compared the tables of both participants of the same dyad. In doing so, the same area of
interest was matched at a specific time stamp, using a timeframe of three seconds with
one second back and one second ahead. The three second interval is an adaptation to
the 2 s delay of gaze following within gaze sharing [7]. We assume a shared focus and
thus synchronicity if the gaze of the two partners focused on the same area within less
than 2 s difference. Since we did not (yet) use mutual gaze and thus do not have
asymmetric gaze following behavior we compute the symmetric difference into the past
and future second(s). A positive match for this time point (minimally one coincidence)
was coded with “true”. An example of applying this procedure is shown in Fig. 3.

At the end, the matches were summed up and divided through the total number of
seconds to normalize against shorter or longer experiment duration. The calculations
resulted in a percentage, which indicates to what extent the two participants have been
looking at the same areas of interest in the same time interval during the course of the
whole game. This aggregated percentage represents what we call “convergence of
visual foci”.

6.2 Rating Scheme for the Success in Game

To measure the success in the game we developed an achievement score. This
achievement score reflects the participants’ performance during the mediation talk
based on three main criteria: Automated feedback provided by the system, successful
completion of phase 2 (topic collection), and successful completion of phase 5
(contract).

Fig. 3. Calculation of coincidences of areas of interest within 3 s windows
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The first criterion is based on the systems’ automatically generated feedback. It
appears at the end of the game and summarizes the participants’ behavior during the
game in terms of objectivity, aggressiveness and the relation between I- and You-
messages. For each positive feedback, the participants receive one point in our rating,
so three points in total. The second criterion refers to the second phase of the mediation
talk (topic collection). In order to achieve the total of six points, the participants have to
find three topics, which are needed to reach the next phase. When the process of finding
these topics is not successful, the mediator interrupts the participants at some point and
asks them again to think of an (further) issue they want to talk about. This process ends
after three topics are found or after the mediator repeated his question three times. At
this point, the mediator cancels the mediation talk when the participants still did not
find the required number of topics. According to the mediator’s count of repetitions,
this amount is subtracted from the six possible points. The third criterion refers to the
successful completion of the game. It is fulfilled when the dyad completes the game by
verbally signing a contract between the parties, which includes the arrangements and
rules the dyad worked out together with the mediator. For finishing the game, the
participants receive three points. In total, a dyad can achieve 12 points.

6.3 Rating Scheme for Collaboration Quality

To assess collaboration quality in the chat situation we first needed to define a suitable
method for analyzing the chat content of a dyad. Previous research has shown many
possibilities to analyze such data, like counting certain words or analyzing the time
sequences between each text message [14, 15]. However, the chat of the game ColCoMa
is not suitable for any of the suggested methods due to a variety of reasons. First, this is a
mediated chat in which the participants do not directly interact with each other but have
a conversation guided by a mediator. Second, the structure of the chat is predefined,
which makes it difficult to analyze any time related aspects of the conversation.

To find a suitable method, we first looked at all aspects of the chat conversations,
which indicated a collaborative communication between the participants. We found
that successful dyads had more suggestions for a solution and argued more with each
other, compared to other (less successful) dyads. These findings are similar to the rating
scheme of Meier et al. [11]. Their dimensions reaching consensus was about solution-
focused communication, where the participants argued with each other in order to find
a solution. Furthermore, it was clear that successful dyads referred more often to each
other by using personal pronouns or the name of the chat partner than the less suc-
cessful dyads. In addition, successful dyads talked more about their shared future or
shared past with the other one. Based on these findings we developed a rating scheme
to access the quality of collaboration. It includes five dimensions:

• Argumentation: participants discuss or bring forward arguments giving justifica-
tions (e.g. “…for this reason we are losing clients”)

• Agreement/disagreement: participants explicitly endorse or dissent from one
another (e.g. “…I agree”, “…I don’t agree”)

• Collaborative orientation: participants refer to each other, ask questions, give
feedback or act on topics brought up by another party (“…like Mr. Meier/Mrs.
Schmidt said”)
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• Solution orientation: participants try to find a solution or make a proposal to find
one (“…I’ll try to pay more attention to this in future”)

• Shared awareness/reinforcing shared history: participants share common knowl-
edge, explain their situation (“…that my assessments of Mr. Meier’s performance
are always taken personally”)

In order to assess the collaboration, every single chat message had to be analyzed
and checked against the five dimensions. The more dimensions were matched, the
higher the quality score. At the end, all matches were summed up for all chat messages
in a session of a given dyad. The calculations resulted in a percentage indicating the
overall collaboration quality of the chat conversation for this dyad.

In addition to the eye-tracking data and the textual chat analysis, we assessed the
participants’ perception of the chatbot, the perception of their partner, the performance
of their partner and the collaboration. To gain this subjective data, we used several
post-experimental questionnaires at the end of each game session. One of these mea-
sured human-like qualities of the mediator [16]. Additionally, we used a questionnaire
to measure the interpersonal attraction [17] for the bots and the partner’s perception.
Furthermore, we used a questionnaire to measure the group awareness [18]. Finally, the
participants were asked to rate the quality of their collaboration by a self-designed
questionnaire.

7 Results

Referring to hypothesis 1, we found a highly significant correlation between the per-
centage value for convergence of visual foci of attention (aggregated) and the achieve-
ment score (r = .589, p = .006) as a measure for the success in the role playing game.

Relating to hypothesis 2, we found a highly significant correlation between the con-
vergence of visual foci of attention (aggregated) and the quality of collaboration in the chat
(r = .774, p = .000), which was assessed using the rating scheme presented in Sect. 6.3.
There are also significant correlations between the convergence of visual foci of attention
and single dimensions of collaboration quality, namely agreement/disagreement, solution
orientation and shared awareness (Table 1). These findings correspond to our expectations
and show that there is a connection between the synchronicity of the eye gaze movements
and the performance of the participants in the game.

Table 1. Correlations between the convergence of visual foci of attention and dimensions of
collaboration quality

Dimension Gaze synchronicity

Argumentation .228
Agreement/disagreement .456*
Collaborative orientation .386
Solution orientation .509*
Shared awareness/reinforcing shared history .609**

*p < .05; **p < .01
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Surprisingly, hypothesis 3 could not be verified. There is no significant (time-
related) congruence between similar eye gaze movements and the quality of collabo-
ration in the chat. Possible reasons for this finding will be discussed in Sect. 8.

The post-questionnaires revealed interesting results, too. The participants reported
above-average satisfaction with the collaboration (Fig. 3). Regarding the perspective,
participants rated their own contribution better than the one of the partner or the
conjoint contribution (Table 2).

The results regarding the perception of the chatbot show that it is perceived as
especially “polite” (M = 6.90 of 9), “thoughtful” (M = 6.55 of 9) and “engaging”
(M = 6.45). The conversational skill of the bot was rated average to above-average
(M = 5.25 of 9). Only the human-likeness of the bot was rated below-average
(M = 3.95 of 9).

The perceived task attraction of the partner has been rated above-average
(M = 6.90), while the social attraction achieved only an average level (M = 4.60).
Furthermore, the group awareness was rated above-average.

8 Discussion

The results of the study confirmed hypothesis 1, i.e. we found a correspondence
between the convergence of visual foci of attention and the success in the game. It is
plausible that the extent of gaze synchronicity influences the outcome of the game and
not vice versa. So we assume: the more similar the visual foci of attention, the better the
collaborative performance of the two participants. Of course, other factors might have
an influence on the performance, which have not been comprised in this study, so a
causal relation cannot be verified.

We also found a positive relation between gaze synchronicity and the quality of
collaboration (hypothesis 2), especially with the three dimensions of agreement/
disagreement, solution orientation and shared awareness (on the aggregate level).
Those three dimensions might be particularly good quality criteria. Here we do also
suppose that a higher gaze synchronicity results in a higher collaboration quality. It
could be argued that it is not necessarily the gaze synchronicity between the partici-
pants, which has a positive effect on the collaborative performance, but instead their
‘general attention’ (the extent to which the participants’ gaze resides in the areas of
interest in general). From our point of view, both the synchronicity of the eye move-
ments and this general attention can serve as indicators for successful collaboration,
and they complement one another instead of contradict.

Table 2. Perception of the collaboration (1 to 5 scale)

Self Partner Conjoint
M SD M SD M SD

Collaboration 3.65 1.13 3.50 1.05 3.55 1.19
Competence 3.50 1.05 3.30 .98 3.65 1.30
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However, hypothesis 3 could not be verified. We expected to find also a congru-
ence between the gaze synchronicity and the quality of collaboration during the course
of the game, but we found only strong correlations on the aggregate level (taking
overall eye-tracking convergence as a global parameter), yet not in terms of syn-
chronicity between convergent eye-tracking and chat interaction. We assume, that the
specific nature of the chat in ColCoMa might be a reason for these results, since there
are three persons involved and the two human dialog partners do not directly com-
municate with each other. They do always talk to the mediator and reply to his
questions, and never really have the chance to react on the messages of the other
conflict party immediately. Thus, the structure of the chat conversation is predefined to
a certain extent and the time interval between the utterances of the different dialog
partners is rather high due to the fact, that there is always the mediator writing in-
between.

9 Conclusion and Future Work

The results of our study provide strong indication of that a certain convergence of the
visual foci of attention between cooperation partners indicates higher success and
quality of collaboration, although not all three hypotheses have been confirmed. There
are quite strong correlations on the aggregate level (taking overall eye-tracking con-
vergence as a global parameter), yet not in terms of synchronicity between convergent
eye-tracking and chat interaction. This is possibly due to the specific distribution of
roles in our virtual training environment. The novelty of our approach lies in the
combination of this eye-tracking method with virtual role play, especially considering a
scenario with two human players and a chatbot.

Due to the relatively small amount of participants, no generalization should be
made here, but the results are promising and should be elaborated on in larger studies.
Further studies should be conducted to re-check synchronicity between convergent eye-
tracking and collaboration quality with a modified chat environment which allows
direct communication between the cooperation partners.

Future work could also include chat awareness tools, which e.g. indicate if a chat
message has been read or even visualize the eye gaze of the chat partner. Recent studies
indicate that real-time mutual gaze perception via awareness visualisations enhances
collaborative learning and collaboration quality [19]. Finally, further studies are needed
to identify more factors, which are influencing the quality of collaboration in order to
improve collaborative processes.
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Abstract. Group awareness correspond to an important concept on Groupware
applications, allowing individual users to be kept aware of group’s activities and
status. Similarly, on Pervasive Computing, context is defined as any relevant
information that can be used to characterize the situation of an entity [7]. In this
position paper, we advocate that group awareness information should be con-
sidered as context information and handled as such. Group awareness infor-
mation is often employed for decision making, contributing to users’ activities
and decisions. It represents also an important clue about user’s context, char-
acterizing individual’s actions regarding the group. As such, group awareness
may be used for adaptation purposes, adapting the system behavior, the supplied
content or its services. To illustrate this point, we discuss the use of a context
distribution system as a group awareness distribution mechanism.

Keywords: Group awareness � Context-awareness � Groupware applications
Context-aware applications � Context distribution
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1 Introduction

Group awareness is a well-known concept from Groupware Systems. It refers to the
knowledge group members have about the group and its activities (past, present and
future activities) [8, 12]. This information is commonly used for helping decision
making, since it promises to group members a common context for their own activities
inside the group. Presenting this information offers an important knowledge about the
current status of the group, allowing group members to better evaluate the relevance of
their own activities for the group and its goals.

A similar concept exists on Pervasive Computing: the notion of context, which is
defined as any information capable of characterizing the situation of an entity [7]. This
information, that often refers to physical and execution environment (e.g. user’s
location, device available memory, network connection, etc.), is traditionally applied
for adaptation purposes. Context-Aware Systems [1, 7] observe it in order to adapt
accordingly their own behavior. They perform adaptation tasks in the behalf of the user
in order to propose her/him the most appropriate service or content.

Both notions can be seen as an information capable of characterizing user’s
interactions, individually or as a group member, but their treatment is not the same. For
group awareness, the focus is on delivering this information to the user, while on
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context awareness the focus is on adapting the system behavior in a transparent way.
Even on mobile Groupware Systems (e.g. [11, 21]), these notions are distinguished and
handled separately: the first is delivered to the user, while the latter is used for adap-
tation purposes. However, group awareness information offers an important clue about
user’s context, characterizing individual’s actions with regard to the group and its
status.

In this position paper, we advocate that group awareness information should be
considered as context information and handled as such. By considering group aware-
ness as context information and giving it a similar treatment, we may reach a more
dynamic and proactive behavior on groupware systems, offering applications that may
adapt their behavior (content and services) to current usages and technologies, as well
as to the group and its activities. To illustrated this point, we discuss the use of a
context distribution mechanism for distributing both group awareness and context
information among group members according their current context.

This position paper is organized as follows: Sect. 2 discusses the notion of group
awareness and its treatment on Groupware Systems, while Sect. 3 introduces the notion
of context and its application on context-aware applications. In Sect. 4, we discuss
similarities and dissimilarities between both concepts. In Sect. 5, we illustrate this
discussion with a context distribution mechanism, before concluding in Sect. 6.

2 Group Awareness on Groupware Systems

The term group awareness refers to actors’ taking heed of the context of their joint
effort, to a person being or becoming aware of something [19]. It is defined as an
understanding of others’ activities, which provides a context for our own activity on a
group, allowing evaluating individual actions with respect to group goals and progress,
and assuring that individual contributions are relevant to the group’s activity [8]. This
relevant concept of Groupware Systems allows to transform irregular interactions of
group members into a consistent and perceptive performance over time [18].

Group awareness information is mainly considered from a ‘knowledge manage-
ment’ perspective. It represents a knowledge that has to be externalized and made
visible to group members, offering a common basis in which members’ individual
actions take place and gain a meaning. This knowledge is necessary for a better
understanding of the individual’s activities and group status. Through this knowledge,
group members dispose of a better perspective for their own activities, being able to
evaluate their relevance for the group itself. As a result, group awareness mechanisms
may contribute to reduce common coordination problems, preventing problems due to
a lack of knowledge about group activities (e.g. double work, unfinished or delayed
tasks, etc.). This knowledge is used for decision making, allowing each group member
to place her/his own contribution on the context of the group.

Literature proposes different group awareness mechanisms [3, 11, 12]. Works, such
as [9], point out the contribution of these mechanisms to successful group work. They
also demonstrate that inappropriate mechanisms may have a disruptive effect on group
work, disturbing users on their working tasks. A challenge is then to propose group
awareness information while preventing the risk of an information overload. Since this

Is Group-Awareness Context-Awareness? 199



information is directly proposed to the users, this risk increases with the volume of
available information, leading group members to spend more time assimilating it than
performing their working tasks. Several mechanisms tackle this issue through filtering
or appropriate user interfaces [3, 12]. Whatever mechanism is adopted, the main
ambition remains: to make available to group members information about the group
itself, its activities (current, past or future) and its status, in order to help these members
to better coordinate their own actions considering group goals and situation.

3 Context Information on Pervasive Computing

Similar to group awareness, the notion of context denotes a large concept. It is often
defined as any information that can be used to characterize the situation of an entity (a
person, place, or object) that is considered relevant to the interaction between a user
and a system [7]. Multiple elements can be considered as context information, even if
this definition delimits those to the boundary of a computing system. Defining what
elements could be considered as context on a given system implies identifying the
entities that can be observed and the relevant information about these. Different ele-
ments are cited in the literature [13], including information about the physical and the
execution environment (e.g. user’s location, device memory and network connection).

Independently of these elements, the purpose of observing context information
remains the same. Context-aware applications consider it in order to adapt their
behavior according to context changes, aiming at increasing their usability and effec-
tiveness [1, 7]. The final goal is to improve the user’s satisfaction in a transparent way,
offering her/him the most appropriate service (or content) according to changes on the
observed context. The user does not necessarily need to be aware of any adaptation
performed by the system. It is up to this later to adapt itself to the user and her/his
context, without an active intervention from this user.

This transparency is a key element of context-aware systems, for obtaining more
adapted and proactive software applications. Thanks to different adaptation mecha-
nisms, these systems may apply context information for adapting content [11], services
[16], internal composition [10] or deployment [5]; they may even anticipate user’s
requests, offering a proactive behavior [16]. Nevertheless, the success of such adap-
tation mechanisms depends on the context information that guides them. The richer is
the observed context information, the richer these mechanisms might be.

4 Common Aspects and Divergences

Dourish [8] defined group awareness as “an understanding of the activities of others,
which provides a context for your own activity. This context is used to ensure that
individual contributions are relevant to the group’s activity as a whole and to evaluate
individual actions with respect to the group goals and progress”. Supplying group
awareness information may offer users the necessary knowledge for creating an implicit
coordination mechanism, by improving understanding about the relevance of their own
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activities to the group. We may thus expect better results for the group as a whole since
each member is aware of the group overall situation.

Group awareness offers then a shared context for the group and for our own
individual activities on it. Since its definition, group awareness can be seen as context
information. It represents a knowledge referring to the organizational context in which
the cooperative work takes place [11]. It participates on the user’s context, by placing
the individual as part of a group.

Inversely Kirsh [14] points out that “context is a highly structured amalgam of
informational, physical, and conceptual resources that go beyond the simple facts of
who or what is where and when to include the state of digital resources, people’s
concepts and mental state, task state, social relations, and the local work culture”. In
other terms, context information could (or should) include collaborative elements,
describing the social environment in which user’s actions take place. This notion is not
limited to physical and execution elements as often on Pervasive Computing. Authors
such as [11, 15] have considered organizational elements, such as the notion of group
or role, on their context models. By considering those, they enlarge the notion of
context usually adopted on Pervasive Computing, considering users as part of a group.

Both definitions (group awareness and context information) point towards the
notion of context, since both can be used to characterize user’s actions when interacting
with a given system. Because a user is not anymore considered as an isolated indi-
vidual, and that the interaction between this user and her/his group is mediated by a
system, group awareness information becomes context information, since it becomes
relevant for the interaction between this user and the system. Information about the
group and its status (i.e. group awareness information) may affect user’s needs con-
sidering the system and then influence the way this user might interact with the system.

Nevertheless, group awareness information is not handled as context information
on Groupware Systems, and inversely, Context-Aware Systems often ignore collabo-
rative aspects involving the user. Even if the first have evolved and are now confronted
to pervasive environments, the treatment of group awareness information has not
fundamentally changed. Conversely, the later, as noted by [6], have focused mostly on
the context of a single user, so the context of multiple users involved in a common
endeavor remains unexplored. These systems, in their majority, consider users as
individuals, ignoring the effects of the group on the individual’s activities.

Works on mobile Groupware System often distinguish group awareness from
context information, the latter being used for adaptation purposes, while the former is
somehow proposed to the user. On [11] authors proposed to filter group awareness
information according the user’s context. Even if concepts from group awareness (e.g.
group, activities and role) are considered as context information, group awareness
information is handled separately. On [21], even if execution context is considered for
proposing group awareness widgets, authors discard a pure automatic adaptation, such
as in context-aware applications. On [15], context information includes group related
information, but it is used for deriving process adaptation, and not proposed to users.
Similarly, on [4], traditional group awareness information is analyzed as context
information, but the purpose remains making it explicit and guiding the design process,
without yet considering physical and environmental influences. Authors on [6] consider
the notion of group when conceptualizing the notion of context of use for adaptation
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purposes. Unfortunately, this conceptualization is not clearly associated with group
awareness supply, leaving it to its traditional purposes of helping user’s decision
making. Even if conceptually some authors are relating context and group awareness
concepts [4, 6, 15], these approaches are often limited to modeling issues. Advances on
context management and context-aware systems architecture (e.g. [1, 5, 10, 13]) do not
seem yet to benefit Groupware Systems architecture. Those remain dealing with both
separately: acquisition, modeling, storage and treatment of both are separate, com-
plexifying an architecture that is already enough complex.

Another aspect distinguishes the treatment of context and group awareness infor-
mation: their dynamicity. Context information is characterized by its dynamicity,
evolving with environment changes and user’s movements [20]. When managing
context information, a system must consider it as something that will evolve potentially
quickly [13]. Such dynamicity also affects collaborative aspects of the user’s context
[15, 17]. As pointed by [17], context in a design work process has a dynamic nature,
new events appear and new decisions are taken, modifying its flow. Dynamicity is then
part of the notion of context as a whole. However, when considering group awareness
mechanisms, this concern is not necessarily a priority, except for mechanisms dealing
with workspace awareness (e.g. [3]). These mechanisms use to deal with real time
interactions, making the dynamicity of the observed information a key aspect for their
success. For other mechanisms, the dynamicity of group awareness information is not a
priority. Evolution and dynamicity of group awareness information do not receive the
same attention that changes on the execution context.

For us, clearly associating group awareness and context information is assuming
that both can be used for decision making and for adaptation purposes. It is assuming
that Groupware systems may adapt their behavior according to group awareness and
context information in a transparent way (i.e. without an active intervention of the
user), and that any context-aware system may consider users not only as individuals.
Considering group awareness information as context information is also assuming its
dynamicity, assuming that groups and their situation may evolve according members’
activities and that dynamicity is a ‘first class’ characteristic of group awareness
information too.

5 Illustration: Distributing Group Awareness Information

In order to illustrate the feasibility of judging group awareness information as context
information, let us consider the case of the context distribution, which is defined as the
capability to gather and deliver context information to interested entities [2]. Context
distribution mechanisms are necessary to organize the distribution of context infor-
mation, since the success of a context-aware system depends on the availability of this
information, often disseminated over the network [20]. Similarly, Groupware systems
must also consider the distribution of group awareness information over the network,
making it available on each node used by a group member. Considering group
awareness as context information allows considering a single distribution mechanism
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for both, which contributes to reduce the complexity of Groupware systems, notably
mobile and context-aware ones, which are confronted to the complexity of collabo-
rative aspects and of context management tasks.

Let us consider the context distribution mechanism proposed by [20]. This context-
based grouping mechanism organizes groups of peers based on a criteria set and a
dissemination set (i.e. which information can be shared in the group). A context group
GD is defined as follows [20]:

GD ¼\CD; ID[;

where CD is the criteria set, i.e. set of context elements determining the group, rep-
resented in a query according the context model; and ID is the dissemination set,
representing the context information to be shared among group members.

These groups can be statically predefined or discovered based on contextual
characteristics shared among members of the group [20]. The group definition, called
template, remains stable over the time. However, since it relies on context information,
it is naturally dynamic. This template is used to instantiate a group: the query repre-
senting the group criteria is processed with the current values of the corresponding
context elements forming a concrete contextual group. As context changes, values
corresponding to the group criteria are updated, changing the group composition since
members may leave the group instance and integrate another one. Moreover, each
group member constantly updates other members about new values on its dissemina-
tion set, keeping them updated about context changes on this set.

The group can be seen as a neighborhood [20] that is semantically defined by the
application: nodes in the same network, nodes in the same location, nodes executing
over similar devices, nodes acting on behalf of users playing a given role, etc. For
instance, on Fig. 1, two groups are defined, one based on the location (devices sharing
the same location), and another based on the notion of role (users sharing the same
role). On the first group, information concerning the execution context is shared among
group members, while on the second, information about the user’s activities is shared.
The first group can be used in GDSS, such as [21], for adapting application deploy-
ment, using nodes with better interaction conditions (more available memory, better
screen size and network connection). The second concerns availability awareness,

Location group
< [ UserRole ] , [ UserActivity, 
                           UserAvailability ] >

Location group
< [ Location ] , [ Memory, 
                          ScreenSize, 
                          NetworkCon ] >

Fig. 1. Example of two group templates for context distribution inspired by [20].
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informing users about the availability and the activity of nearby colleagues playing a
similar role. This offers interesting clues for opportunistic interaction among group
members, useful, for instance, on supporting maintenance tasks, such as mentioned
on [15].

By considering group awareness information as context information, this first may
benefit from context management. Group awareness information contributes to context
data, as any other source of context information, and is distributed using the same
context distribution mechanism. No extra mechanism for distributing group awareness
information is needed. Moreover, the same information can be used for adaptation
purposes or for helping decision making, in a very homogenous way.

6 Conclusions and Perspectives

On this position paper, we advocated that group awareness information should be
considered as context information and handled using similar mechanisms. We dis-
cussed similarities between these concepts, which lead us to consider that group
awareness as context information about the group and its status. We also discussed the
differences on their treatment and illustrated this idea through a single context distri-
bution mechanism distributing both for different purposes (adaptation as well as
decision making).

In our opinion, the convergence between group awareness and context information
is needed for better supporting Information Systems (IS) of tomorrow. With the
growing evolution of information technologies such as smartphones, network con-
nections or IoT, Information Systems are not anymore limited to the boundaries of their
organization, integrating the actors’ mobility and the physical environment. They are
evolving into Pervasive Information Systems (PIS) [16], in which context-aware
applications and groupware systems will play a key role. More than never collaboration
should be supported appropriately, considering moving and dynamic environments.
Adaptation to this changing environment and supporting group activities are essential
for tomorrow’s organizations. Information Systems themselves should become more
proactive and adapted to its users and their needs. For successful Pervasive Information
Systems, context-awareness is necessary, and in particular context-aware groupware
applications, capable of adapting their behavior to any changes on the user or group
context. This means applications that are able to consider group awareness information
as part the user’s context. Actors on any modern organization cannot be considered
anymore only as individuals, they must be considered as part of the organization.
Integrating the concepts of group awareness and context information as a single con-
cept that must be handled transparently and homogeneously on any Information Sys-
tems is a key aspect for successfully transforming these systems on Pervasive
Information Systems.
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Abstract. Although Galleries, Libraries, Archives, and Museums (GLAMs)
increasingly encourage users to assist in the curation of online collections
through open collaboration systems, measuring users’ engagement in these
systems is a dynamic and complex challenge. We analyzed 18 user’s actions
over 20 days according to the User Engagement Scale (UES) and based on
Maximal Repeating Patterns (MRPs) and correlations between user interaction
elements and dimensions of user engagement (focused attention, perceived
usability, aesthetics, and reward). Our results show differences in usage tactics
for users with high, medium, and low scores from UES, and monotonically
increasing moderate correlations between perceived usability scores and game
design elements. Additionally, we found that the longer the mean time interval
between two consecutive user actions during a usage period lasted, the higher
the UES score was. These results help to understand what influences user
engagement, isolating the effects of user interaction elements.

Keywords: User engagement � User action � User interaction element
Gamification � UES � MRP � Open collaboration community � GLAM

1 Introduction

Galleries, Libraries, Archives, and Museums (or GLAMs) have been struggling to
engage users in the selection, cataloging, contextualization, and curation of collections
[20, 26] through crowdsourcing in open collaboration systems [26]. This new mode of
interaction surpasses passive access and can lead to a deeper level of engagement with
collections [15, 26].1 Since user participation is key to success in this context [26],
GLAMs need to create and maintain an open collaboration system that fosters a sense

1 This research is part of the INCT of the Future Internet for Smart Cities funded by CNPq, proc.
465446/2014-0, CAPES proc. 88887.136422/2017-00, and FAPESP, proc. 2014/50937-1.
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of community around artifacts [25]. Put simply, communities that support open col-
laboration [9] must engage people [17]. As users become engaged, certain behaviors
should increase, such as click frequency [7]. However, with search actions, which are
common in GLAMs, there is evidence that the most engaged users have the least
amount of search interaction [24] and exhibit more search behaviors when they are
frustrated [7, 8, 24]. It is necessary to distinguish users’ recurring actions in terms of
whether they cause engagement or frustration. Furthermore, Lalmas et al. [19] report
that in user engagement measurement there is “less emphasis on the role of the task
(i.e., what the user is doing), device (desktop versus mobile), and context (e.g., quickly
checking something or browsing leisurely), (…) and more work is needed to see how
measures from one type of approaches align with that of another one.”

Our goal is to analyze the relation between users’ recurring actions, based on
Maximal Repeating Patterns (MRPs) and the User Engagement Scale (UES), to
understand whether recurring actions are related to higher engagement in an online
open collaboration community in the context of GLAMs. We begin by introducing
background about UES and theories about user attention and task reaction time. Next,
we present related work in the context of MRPs and describe the context of the current
study, the research questions, and the method. Lastly, we show our results, summarize
our findings, and discuss the limitations and implications of this work.

2 Background and Related Work

User engagement is “a quality of user experience characterized by the depth of an
actor’s investment when interacting with a digital system” [27]. O’Brien and Toms [25]
consider engagement as a process with four distinct stages: point of engagement, period
of sustained engagement, disengagement, and reengagement. This process is charac-
terized by attributes of engagement from the user, system, and user-system interaction.

O’Brien et al. define the User Engagement Scale (UES) [25, 28] as a tool to
measure user engagement. The original UES consists of 31-items to measure six
dimensions of engagement. Recent research from O’Brien et al. [28] proposed a shorter
version with 12 items to measure a four-factor structure: focused attention (FA), per-
ceived usability (PU), aesthetic appeal (AE), and reward (RW). UES can be analyzed
by subscales or dimensions or aggregated as an overall engagement score.

Participants’ scores on each of the UES subscales can be calculated by summing
individual responses to items within each subscale and dividing this total by the
number of items. Total scores for the UES are calculated by adding the averages of
each subscale and dividing by the number of subscales. The scores can be then divided
according to percentiles to create three groups (low, medium, and high) based on the
median [24]. Table 1 summarizes the self-reported engagement metrics according to
the shorter version of the UES [28].

User actions relate to user interaction elements. Categorizing user actions according
to accessed user interaction elements can help us to understand user engagement.
According to Harnad [12], “cognition is categorization;” consequently, “assigning
terms to categories plays a major role in communication” [38]. There are many user
interaction elements according to the domain of a software system. We focus on user
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interaction elements related to online open collaboration communities, specifically
collaborative and functional elements. Since gamification - the use of game design
elements in non-game contexts [5] - has been defined as a way to foster greater user
engagement in online communities [2], our study analyzes game design elements [5].
Table 2 provides a summary of the definition of each user interaction element we
address in this study.

As defined by Deterding et al. [5], game design elements consider: (1) game
interface design patterns, (2) game design patterns and mechanics, (3) game design
principles and heuristics, (4) game models, and (5) game design methods. As argued by
Fuks et al. [10], collaborative elements can be related to one of the following
dimensions: (1) communication, (2) coordination, and (3) cooperation (3C collabora-
tion Model). Finally, a functional requirement specifies functions that systems must be
able to perform [29]. In our study, game design and collaborative elements are not
defined by functional elements, although they have functional requirements. For game
design elements, this study only considers elements from “game interface design
patterns.”

2.1 User Attention, Reaction Time to Tasks, and Usage Tactics

According to Manly and Robertson [21], “action doesn’t necessarily stop when our
mind is elsewhere.” Theorists have investigated people’s attentional lapse over decades

Table 1. Self-reported engagement metrics from the shorter version of the UES [28].

Engagement
metric

Description

Focused attention
(FA)

Refers to feelings absorbed in the interaction and losing track of time

Perceived
usability (PU)

Refers to negative effect experienced as a result of the interaction and
the degree of control and effort expended

Aesthetic appeal
(AE)

Refers to the attractiveness and visual appeal of the interface

Reward (RW) Refers to endurability (or the overall success of the interaction), novelty,
and felt involvement

UES total score Overall self-reported engagement score

Table 2. Definition of each user interaction element addressed in this study.

User interaction elements Definition

Game design elements
(gamification)

Elements that belongs to one of the five levels of the game
design elements [5]

Collaborative elements
(collaboration)

Elements that give support for collaboration [10, 11]

Functional elements Elements related to functional requirements [29]
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[21, 22, 30]. The Sustained Attention to Response Test (SART) [21] was designed to
measure attentional lapses; it is a laboratory test in which participants view a computer
monitor and are tasked to press a response key after each presentation, except for a “no-
go digit,” to which no response should be performed. Performance on SART was
predictive of action slips and everyday attentional failures in participants [21].

Smallwood et al. [33] reported task engagement and disengagement during the
SART. They performed experiments to investigate the relationship between subjective
experience and attention lapses. The results suggest that during sustained attention
people experience task unrelated thought (TUT), which corresponds to an absent-
minded disengagement from the task [33, 34]. TUT [34] and attentional lapses are
attributed to situations of boredom and worry [30, 33]. In the context of SART and
under conditions of low target probability, shorter reaction times were related to more
significant distraction and insensitivity to the task. Robertson et al. [30] support this
claim when reporting that the “oops” phe- nomenon associated with errors suggests that
error detection tends to redirect attention towards the task, resulting in slower emer-
gence of the alternative or correct answer.

On a task that is repetitive in nature, an engaged user’s thinking usually strays from
information visible in the current environment, and in this con- text, the user’s attention
becomes more focused on the task [33]. Performance is crucially determined by the
duration of time over which attention must be maintained on one’s actions [22].
Maximal Repeating Patterns (MRPs) are used to extract recurring user action patterns
(or usage tactics) from a user session transcript [13]. MRPs identify the longest string
of actions that is repeated at least once in the entire data set [32]. According to Siochi
[32], a repeating pattern is a substring that occurs at more than one position in a string.
Substrings of longer patterns are also considered MRPs if they occur independently.
MRPs may also overlap, as in “abcabcabc,” where “abcabc” is the MRP.

In the context of a video retrieval system, Wildemuth et al. [37] collected users’
search tactics to understand how people search databases for videos, and how the
medium of the object can influence the search behaviors. Each search move was coded,
and the data was examined for MRPs. Tactics were mainly characterized by the
addition of concepts, and frequent display and browsing of the search results. A pre-
vious study by Wildemuth [36] found that the search tactics changed over time as the
participants’ domain knowledge changed. Edwards and Kelly [7] examined the dif-
ferences in the search behaviors and physiological characteristics of people who were
engaged or frustrated during searches. Users engaged more with search results for tasks
they found interesting. Their results support the idea that task interest is an important
component of engagement. The authors demonstrated that increased search behavior
was a stronger indicator of frustration than interest.

In the context of usability evaluations, analyzing maximum repeating pat- terns
might reveal interesting information on user interface usability [13]. Several
researchers have used MRPs in the context of search tactics [3, 36, 37]. A search tactic
comprises several individual moves, where a move is a single step in executing a search
tactic, such as “deleting a concept to increase the size of the result set” [37]. In this
study, we applied MRPs to examine users’ usage tactics. Compared to search tactics,
usage tactics comprise one or more individual moves, which involve user recurring
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actions in general. Additionally, we analyzed correlations between user actions and
user engagement collected through users’ self-reports according to the UES scale.

3 Research Method

This study was conducted in the context of the Arquigrafia online community.
Arquigrafia is a public, nonprofit digital collaborative community dedicated to dis-
seminating architectural images, with special attention to Brazilian architecture (www.
arquigrafia.org.br). The main objective of the community is to contribute to the
teaching, research, and diffusion of architectural and urban culture by promoting col-
laborative interactions among people and institutions. Arquigrafia is still small and
needs to foster a community around architecture images and information. Participants
include professional architects, architecture and urbanism students, architecture and
urbanism professors, librarians, library science students, and professional photogra-
phers; whose ages range between 20–68 years old; and of which 61.11% are male (11
out of 18).

We designed this study as a correlational research, which aims to discover the
existence of a relationship, association, or interdependence between two or more
aspects of a situation [18]. This study comprises an analysis from another point of view
for an experiment described in [1]. In the current study, our goal was to understand the
relationship between users’ actions and their engagement for 18 users that used the
system for 20 days (November 16, 2017 to December 5, 2017) and answered an online
questionnaire based on the User Engagement Scale (UES) [25, 28], described in
Sect. 2.

The online questionnaire was applied according to a UES-translated version for
Portuguese. Users actions were collected from logs inserted in the system or user
session transcripts, which represent the time-ordered sequence of actions users per-
formed [32]. We then investigated what user actions and usage tactics - one or more
user recurring actions - contributed to high, medium, and low user engagement, as
defined in Sect. 2. We also analyzed whether there are correlations between the actions
performed by each group and their score in the UES scale. We decomposed user
actions according to user interaction elements, defined in Sect. 2.

Therefore, each user action was classified by the number of collaborative, func-
tional, and game design elements accessed by 18 users when performing the actions.
This number was correlated to UES. We analyzed reaction time [22, 30, 33] in the
context of Arquigrafia as the interval between two consecutive actions, since the user
performed an action, received a response from the system, and performed another
action as a reaction to system response. In this context, we answer the following
research questions:

RQI. How do different usage tactics relate to high, medium, and low user
engagement?
RQII. How do users’ level of engagement relate to their reaction times?
RQIII. Are the user interaction elements correlated to users’ engagement?
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3.1 Data Preparation and Analysis

To evaluate the reliability of the UES, we calculated Cronbach’s alpha. The goal was to
examine the internal consistency of subscales based on DeVellis’s guidelines (0.7–0.9
is optimal) [6]. As shown in Table 3, the UES was highly reliable. Initially, 12 items
were considered in the UES. After the analysis of Cronbach’s alpha, one item was
dismissed to improve the value of Cronbach’s alpha for the AE (from 0.65 to 0.84)
subscale.

Table 4 presents users’ actions classified according to functional, game design, and
collaborative elements. The research was applied in a naturalistic setting. Although
there are other user interaction elements available in the system, the focus was on the
elements accessed by users. Therefore, the number of each element described in
Table 4 refers to how many user interaction elements of each type were effectively
involved in user interaction with the system. The number of collaborative and game
design elements accessed was much smaller than the number of functional elements
accessed, which demonstrates the challenge of engaging users to collaborate in
GLAMs, in which users consume information rather than collaborate to produce it.

Table 3. Cronbach’s alpha and descriptive statistics of UES.

UES subscales N items Mean Std. Alpha

Focused attention (FA) 3 2.7 1.2 0.95
Perceived usability (PU) 3 3.7 0.89 0.86
Aesthetic appeal (AE) 2 3.6 0.61 0.84
Reward (RW) 3 4 0.83 0.91
Total Engagement 11 3.5 0.74 0.92

Table 4. Users actions classified by the user interaction element (functional, game design, or
collaborative).

User interaction
elements

Action High n Medium n Low n

Functional elements Home page 7 18 33
Image searching 27 80 6
Download 82 36 0
User selection 4 5 5
User edition 1 1 1
Access to similar evaluations 0 0 2
Image selection (institution) 126 62 6
Image selection (no progress bar) 0 1 15
Logout 1 4 4

(continued)
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The analysis of MRPs was performed by manually looking for the MRPs in each
group of users according to UES scores (low, medium, and high), and by comparing
usage tactics based onMRPs from different user groups. The Shapiro-Wilk normality test
rejected the hypothesis that UES scores and amount of user interaction elements for each
user come from a normal population. Therefore, we used the Spearman’s rank correlation
coefficient to measure the strength of the relationship between the number of each user
interaction element and each one of 4 subscales, as well as the overall score fromUES; the
Kruskal-Wallis rank sum test was used to compare user interaction elements from high-
UES-score, medium-UES-score, and low-UES-score groups. To define an effect size for
this comparison, the Epsilon-squared was measured. We used guidelines to interpret
Spearman’s correlation coefficient [14, 23] and effect sizes [4, 16].

4 Results

4.1 How Do Different Usage Tactics Relate to High, Medium, and Low
User Engagement? (RQI)

Out of the 18 participants, 6, 7, and 5 participants are in low-UES-score, medium-UES-
score, and high-UES-score groups, respectively. High-UES-score users had scores
above 4.02; medium-UES-score users had scores between 3.27 and 4.02, and low-

Table 4. (continued)

User interaction
elements

Action High n Medium n Low n

Collaborative elements Image evaluation 0 0 2
User following 0 1 1
Chat 0 1 0
Access to upload 1 0 0
Access to chat page 0 0 1
Access to public albuns creation 0 1 0
Sharing by Facebook 0 0 1
Sharing by Google+ 3 0 0
Access to data review (no points) 0 0 3
Completed data review 0 0 1

Game design elements Image selection (progress bar view) 4 1 5
Access to data review (points view) 0 0 1

Total Functional elements 248
(96.88%)

207
(98.1%)

72
(82.76%)

Collaborative elements 4
(1.56%)

3
(1.42%)

9
(10.34%)

Game design elements 4
(1.56%)

1
(0.47%)

6
(6.9%)

All user interaction elements
accessed

256 211 87
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UES-score users had scores below 3.27. The minimum overall UES score was 1.72,
and the maximum score was 4.45. The 5-item Likert-scale score was used, so the
highest overall score for any subscale was 5. Figure 1 presents the main usage tactics
based on MRPs during the analyzed period for each group.

User recurring actions were represented by action name multiplied by (*) the
number of consecutive invocations. The number of MRPs for each group was repre-
sented by n(High), n(Medium), and n(Low). For example, the MRP “A” comprises
three consecutive invocations of the action download, (i.e., download * 3), and the
number of MRPs “A” found for high-UES-score users is 21, and for medium and low
UES-score users, the MRP “A” was not found.

For high score users, there was a predominance of single recurring actions, espe-
cially actions of image selection and download from the institutional col- lection. This
behavior occurred because users first selected images and then downloaded them. For
medium score users, there was a predominance of the usage tactic of image search,
image selection from the institutional collection, and download, and single recurring
actions of image search and image selection that were not followed by downloading.
For low score users, the usage tactics of accessing the homepage and selecting an
image from the institutional collection were most recurrent.

Figure 1 distinguishes image selection and image selection (user); the first is the
image selection from the institutional collection, and the second is the image selection
from private users’ collections. The last can be presented with or without progress bar
view. The progress bar is a game design element intended to help users check the
completeness of the image data, according to a previous experiment described in [1].
For low-UES-score users, the action of image selection (without progress bar view)
was the second most accessed, after only access to the homepage. These actions are
presented in usage tactic K. In summary, usage tactics differed among groups of users

Fig. 1. Main usage tactics during the analyzed period based on MRPs. The representation of
tactics is based on Wildemuth et al. [37].
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with high, medium, and low user engagement, but involved the same group of actions:
accessing the homepage, image searching, downloading, and image selecting. These
actions are related to functional elements.

4.2 How Do Users’ Level of Engagement Relate to Their Reaction Time?
(RQII)

Consecutive actions from low-UES-score users occurred in an interval between 0 and
49 s, with one user (outlier) reaching 8 min and 17 s. The mean was 28 s with a
standard deviation of 35 s. For medium-UES-score users, consecutive actions occurred
in an interval between 0 and 6 min and 49 s, with one user reaching 8 min. The mean
was 1 min and 15 s with a standard deviation of 2 min and 06 s. For high-UES-score
users, consecutive actions occurred in an interval between 0 and 37 min and 18 s. The
mean was 7 min and 37 s with a standard deviation of 12 min and 58 s. Therefore, in
this study with 18 users, the longer the mean time interval between two consecutive
actions (i.e., user reaction time) during a usage period, the higher the user’s UES score.

4.3 Are the User Interaction Elements Correlated to Users’ Engagement?
(RQIII)

Table 5 presents the correlation between the number of user interaction elements
accessed by 18 users and the user’s engagement according to Spearman’s rank cor-
relation rho. Table 6 presents the same correlation classified by high, medium, and low
scores based on UES. The main results can be summarized as follows:

1. A monotonically increasing moderate correlation between the number of game
design elements in general and the perceived usability (PU) score (see Table 5).
The PU scores varied between 1.66 and 5 for users who have not accessed game
design elements (mean 3.48, sd 0.49); whereas PU scores varied between 3.66 and 5
for users who accessed game design elements (mean 4.39, sd 0.88). Ten actions
(90.9%) were related to the progress bar element, and only one action was related to
the points view.

Table 5. Correlations between user interaction elements and the user’s engagement (Spear-
man’s rank correlation rho).

UES score Functional - rho (p) Collaborative - rho (p) Game design - rho (p)

Overall 0.17 (0.4993) −0.02 (0.9185) 0.28 (0.2581)
FA 0.20 (0.403) −0.16 (0.5024) 0.18 (0.4531)
PU −0.009 (0.9687) 0.30 (0.2125) 0.55 (0.01733)
AE −0.025 (0.9203) 0.28 (0.2494) 0.016 (0.9483)
RW 0.29 (0.234) 0.15 (0.526) 0.37 (0.1199)
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2. A monotonically decreasing strong correlation between the number of Func-
tional elements from medium score users and the aesthetic appeal (AE) score
(see Table 6). From 7 users with medium scores from overall UES, 5 users who
accessed few functional elements (at most n = 9) classified with 4 as their AE score;
and 2 users that accessed 48 and 134 functional elements, respectively, classified
with 3.5 as their AE score. For both users, there were few downloads when com-
pared to the number of image searches and selections. This result indicates that
search results were unsatisfactory or that they faced difficulties with the search
process.

3. A monotonically increasing very strong correlation between the number of
collaborative elements from low score users and the reward (RW) score (see
Table 6). From 6 users with low score from overall UES, highest RW scores users
accessed collaborative elements (with RW scores of 3.33, 4, and 4.33). For users
who did not access collaborative elements, scores varied between 2 and 3.

4. A monotonically decreasing strong correlation between the number of game
design elements from medium score users and the focused attention (FA) score
(see Table 6). Out of the 7 users with medium score from overall UES, the only user
who accessed game design elements was the one with the lower score for FA (2.33).

Figure 2 presents results for the Kruskal Test among functional, collaborative, and
game design elements, respectively, classified by high, low, and medium scores from

Table 6. Correlations between user interaction elements and the user’s engagement classified by
High, Medium, and Low scores (Spearman’s rank correlation rho).

User interaction
elements

Score UES rho
(p)

FA rho
(p)

PU rho
(p)

AE rho
(p)

RW rho
(p)

Functional High 0.44
(0.4502)

0.3
(0.6833)

−0.66
(0.2189)

0.35
(0.5594)

0
(1)

Medium −0.19
(0.6701)

0.13
(0.7752)

−0.30
(0.5007)

−0.79
(0.03432)

0.31
(0.4869)

Low 0.04
(0.9339)

−0.12
(0.8131)

0.08
(0.8699)

−0.31
(0.5452)

0.36
(0.4734)

Collaborative High 0.12
(0.8413)

−0.44
(0.4502)

0.34
(0.5707)

0.39
(0.5101)

0.39
(0.5101)

Medium −0.15
(0.7362)

0
(1)

−0.09
(0.8374)

0.39
(0.3813)

−0.42
(0.3481)

Low 0.73
(0.09312)

0.09
(0.8529)

0.75
(0.08014)

0.37
(0.4636)

0.95
(0.00301)

Game Design High 0.17
(0.7761)

0.21
(0.7336)

0.10
(0.8626)

−0.18
(0.7641)

−0.18
(0.7641)

Medium −0.61
(0.1392)

−0.76
(0.04566)

0
(1)

−0.64
(0.1174)

0
(1)

Low 0.53
(0.278)

−0.42
(0.4018)

0.65
(0.1583)

0.53
(0.2694)

0.39
(0.4339)
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overall UES. Although Fig. 2 does not present statistically significant results, it helps to
understand that the number of users who accessed each user interaction element dif-
fered between groups.

Table 7 presents Epsilon-squared effect sizes for the Kruskal Test with high,
medium, and low scores from overall UES for each user interaction element. Epsilon-
squared presented relations of 0.03, 0.04, and 0.17 in the UES overall score for
functional, collaborative, and game design elements, respectively. Only game design
elements present large effect sizes, according to the guidelines [4, 16]. Functional and
collaborative elements show small effect sizes. However, the Kruskal Test did not
present statistically significant results, which indicates the need to analyze a higher
sample size because there are indications of strong effects between the most-accessed
game design element (Progress Bar) and the user’s UES score.

5 Discussion

5.1 Main MRPs, Reaction Times and Their Meanings

Siochi [32] classified Type 1 MRPs, i.e., consecutive invocations of the same com-
mand, as a behavior that may indicate that a user needs to perform the same command
on several objects, or that the user is “fine-tuning” a single object. In line with Siochi’s
studies, we found MRPs consisting of consecutive invocations of the same action or
Type 1 MRP. Main consecutive actions were: image searching, downloading, and
image selection from the institutional collection. Information consumption behavior
(passive participation) is the most common behavior in the context of GLAMs.

Fig. 2. Kruskal test for functional, collaborative, and game design elements, comparing high,
medium, and low scores from UES.

Table 7. Effect sizes for functional, collaborative, and game design elements compared
according to high, medium, and low scores from UES.

User interaction elements Kruskal-Wallis chi-squared Epsilon-squared

Functional 0.51182 (p = 0.77) 0.0301
Collaborative 0.84853 (p = 0.65) 0.0499
Game design 2.9423 (p = 0.23) 0.173
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A sequence of image searches indicates that users reformulated their keywords
several times before a relevant result appeared. A series of downloads that occurred
after a sequence of actions of image selection from the institutional collection indicates
that users opened many tabs, one for each selected image, and then returned to each
image for their analyses and the decision to download images. Only for high-UES-
score users were there consecutive sequences of actions of download after actions of
image selection from the institutional collection.

However, a sequence of image searches occurred for high and medium-UES-score
users, or a possible difficulty to find an object. Finding an interesting image to
download after fine-tuning produced a positive impression, which is presented by users
for high-UES-score. The opposite occurred with medium-UES-score users, for whom
fine-tuning resulted in downloading few of the selected images. This result aligns with
previous studies [7], wherein participants presented with poor result quality submitted
more queries and saved fewer documents.

Edwards and Kelly [7] reported a number of significant differences in participant
search behaviors based on the quality of search results. Studies from Smallwood et al.
[33], described in Sect. 2.1, can explain why Type 1 MRPs were not found for low-
UES-score users. Consecutive invocations of the same MRP represent a level of
attention from users to maintain the same response.

Additionally, most MRPs from low-UES-score users involved accessing the
homepage. This behavior can indicate that: (1) users in this group did not understand
how the system worked, (2) they were exploring the system without a specific goal, or
(3) they were concurrently executing other tasks. The first case can indicate a usability
problem, while the second can indicate a lack of prior motivation to use the system, in
which users tried to understand what value the system might have for them. The third
case can indicate Task Unrelated Thought (TUT) [34]. TUT and attentional lapses are
attributed to situations of boredom and worry [30, 33]. This may be why low-UES-
score users self-reported their engagement as low and why users in this group over-
looked other options for executing actions, which led them to return to the homepage.

The mean time between two consecutive actions differed among groups. Although
there were users in all groups with similar time intervals between successive actions
(i.e., reaction time), significant differences appeared in the mean time between actions.
We found as the mean time interval between two consecutive actions during a usage
period increased, so did the higher the user’s score in the UES. This behavior is in
accordance to the literature [30, 33].

In the context of Arquigrafia, we did not find periods of high search activity for
low-UES-score users. This behavior was found only for high and medium-UES-score
users. Between these two, high-UES-score users presented the lowest browsing times
when compared to medium-UES-score users. However, the time of each user session
and the reaction time were higher for high-UES-score users. This behavior was in line
with results from the literature [22, 33].

5.2 Relations Among User Interaction Element and the UES

Spearman’s rank correlation presented statistically significant results, varying from
moderate to very strong correlations. By decomposing the accessed user interaction
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elements and correlating them with UES, there is a statistically significant positive
relationship between PU and the number of game elements accessed. This behavior
may have occurred because the progress bar only presents the information and does not
allow the user to perform an active action. Therefore, it is worth distinguishing between
elements that can passively influence users’ actions and those that allow them to act.

The monotonically decreasing strong correlation between the number of functional
elements from Medium score users and the AE score could be explained by the
frustration in locating images in the desired subject, which may have led the user to
have a lower aesthetic quality impression in this group. The monotonically increasing
very strong correlation between the number of collaborative elements from low score
users and the RW score could indicate that collaborative elements did not influence the
lowest UES score.

5.3 Limitations

The limitations of this study derive from the number of users (n = 18) who answered
the questionnaire, which resulted in 5 High-UES-Score users, 7 Medium-UES-Score
users, and 6 Low-UES-Score users. However, the study was performed in a naturalistic
configuration in a system with engagement problems, allowing for evaluation of actual
use rather than a simulated laboratory environment. The study was short-term and one-
off in nature [31]. One-off studies need to be replicated and comparative and longi-
tudinal designs employed to draw stronger, more generalizable conclusions.

5.4 Implications for Future Studies

To understand the effects of a system intervention, it is necessary to evaluate which
actions users accessed and how they correlate with subjective and objective engage-
ment measures. The effects of one user interaction element can be compared to the
effects of others. It is necessary to compare effects obtained during access to a given
element and to a set of elements to evaluate whether the element alone or the inter-
action of a set of elements produced greater engagement. In this case, what are the
involved user interaction elements?

By classifying user interaction elements as game design or collaborative elements,
we intended to evaluate, respectively, the effect of gamification or collaboration on user
engagement. In future studies, the analysis of user actions can be decomposed, for
example, by correlating between characteristics from collaboration - or user interaction
elements related to communication, coordination, and cooperation - and each dimen-
sion of user engagement. The same behavior can be performed for game design ele-
ments and functional elements, i.e., decomposing them to specific characteristics of
each user interaction element. The benefit of this decomposition is that it isolates the
effects of a system intervention.

Frustration is a function not only of the current interaction but of the previous state
of frustration [8]. This behavior may imply that users who experienced frustration in a
system during previous access are prone to a frustrating experience in new accesses.
Future studies can analyze the correlation between each user action and each dimension
of engagement, distinguishing actions from newcomers and existing users. For the
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latter, researchers can compare actions from previous access to current access to better
understand users’ reported engagement or frustration. From these results, researchers
can design appropriate support for newcomers [35].

6 Conclusions

Our findings revealed that the recurring user actions set combined with the mean
reaction time can inform user engagement more than the frequency of actions alone.
User actions can be active, such as performing image evaluations or uploads, or pas-
sive, such as performing searches or downloads. Engaged users contribute to the
system community (active access) and/or to meeting their own goals (passive access).
Both are guided by a specific goal that implies a pre-existing motivation, reinforcing
the idea that goal-oriented motivation guides engagement more than the exploitation of
the system without specific goals, which may explain why a high amount of repeated
actions do not indicate that the users were engaged when they performed them.

Additionally, results show differences in usage tactics and in the distribution of
access to each user interaction element for users with high, medium, and low UES
scores. Functional elements contributed to greater engagement for users with high UES
scores, and monotonically increasing moderate correlations were found between per-
ceived usability score and game design elements.

Our results are useful for further analyses of user actions to better understand what
determines user engagement and to isolate the effects of each user interaction element.

Acknowledgments. We would like to thank to Dr. Heather L. OBrien from iSchool, University
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