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Abstract. The article presents an approach to the organization of a
flying network among mobile communication subscribers based on WiFi
(VoWiFi) technology in a disaster area where telecommunication infras-
tructure is completely or partially destroyed. The flying network is orga-
nized on the basis of unmanned aerial vehicles (UAVs), which interact
with each other based on IEEE 802.11p wireless technology and with
mobile subscribers based on IEEE 802.11n/ac wireless technologies. The
interaction process between subscribers and UAVs is presented as a queu-
ing system. Based on the developed model were measured and obtained
network delay parameters and its value did not exceed 100 ms. The fulfill-
ment of this condition was achieved by varying the number of UAVs and
the channel load parameters. A series of numerical experiments showed
the permissible number of UAVs to provide an acceptable quality of voice
transmission between subscribers that are in the UAV coverage area.
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1 Introduction

In the last years, global climate change has led to an increase in the frequency
and severity of natural disasters, such earthquakes, wildfire, tsunamis, etc. Con-
sequently, these natural disasters result in the complete or partial destruction of
telecommunication infrastructure. In this regard, the implementation of rescue
operations is very difficult due to the lack of communication between emergency
services, as well as the connection between emergency services and the sufferers.
Considering that the deployment of a wireless communication network between
emergency services becomes a priority, a connection needs to be quickly imple-
mented by using advanced technologies.

The research of flying networks has been devoted to many research works,
which deal with UAVs interaction without connection to the base station of the
communication operator [1–4]. To solve this problem, a concept of a rapidly
deployable flying network for emergencies was introduced [5–8]. According to
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the proposed concept, to ensure UAVs interaction in order to provide maximum
coverage of the destroyed area it is necessary to organize a flying network that
support network mesh topology. In this network, each UAV can be considered
as a mobile heterogeneous gateway [9,10]. A mobile heterogeneous gateway is a
network device or relay system designed to provide interoperability between two
information networks that have different characteristics, use different protocol
sets, and support various data transmission technologies. Thus, each UAV is
supposed to set a heterogeneous gateway that allows encapsulating data from/to
mobile phones (IEEE 802.11n/ac) into the data transferred between the UAVs
(IEEE 802.11p).

2 Related Work

During the last few years, a number of approaches and contributions about
communication and networking in the flying network are proposed.

In this paper [11], the authors announced that in the near future, flying net-
work will play an important role in everyday life. They found that it is really dif-
ficult to operate and manage the air traffic due to the great number of unmanned
aerial vehicles (UAVs). Reliable communication links is necessary to support the
operators and the unmanned traffic management system. It also depends on the
unmanned traffic management system structure and the number of UAVs. The
paper mentioned that there are two types of flying network architectures, which
are cellular and ad-hoc; UAV-to-UAV direct links are needed to allow real-time
information exchange and suggested IEEE 802.11p standard is a real possible
choice for UAVs communication in flying network.

The comparison of different communication network architectures for flying
network was considered in the paper [12]. The authors discussed advantages and
disadvantages of each one. They made a review of legacy and next-generation
data link systems for communications between the ground station and a UAV,
between UAVs. Additionally, the authors mentioned that next-generation data
link systems will be used for decentralized communications for UAV networks.
They concluded that a UAV ad-hoc network is suitable to network groups of
UAV and a multi-layer UAV ad-hoc network is more suitable to multiple groups
of heterogeneous UAV.

The communication requirements for applications in micro UAV networks
are discussed in the paper [13]. The authors mentioned that a set of candidate
wireless technologies can be exploited for micro UAV networks such as IEEE
802.15.4, IEEE 802.11, 3G/LTE, and infrared. They considered a combination
of IEEE 802.11 and XBee-Pro is suggested as a communication link for small
networks but it cannot provide reliable, time-critical communication for large
networks.

In [14] the role of meshed airborne communication networks in the opera-
tional performance of small UAV was proposed. The authors mentioned that only
meshed ad-hoc networking, where nodes in the network are able to self-organize
to act as relays, can meet the communication demands for the large number
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of small UA expected to be deployed in future. They presented experimental
results to show the feasibility of meshed airborne communication using the het-
erogeneous unmanned aircraft system and a net-centric operation of multiple
cooperating UAV over mesh network is possible.

The authors in [15] developed a framework called UAVNet for the
autonomous deployment of a flying Wireless Mesh Network using small
quadrocopter-based UAVs as a flying node. They assumed that the flying wireless
mesh nodes can be interconnected to each other and building an IEEE 802.11s
wireless mesh network. In order to communicate with ground stations, i.e. note-
books, the flying wireless mesh nodes use IEEE 802.11b/g wireless standard. The
authors aim at interconnecting two end systems by setting up an airborne relay,
consisting of one or several flying wireless mesh nodes. At the end, they men-
tioned that UAVNet can be used to deploy a complete communication network
in emergency and disaster recovery scenarios.

The authors in [16] considered the use of LTE for transferring data from and
to UAV in a suburban environment. By means of measurements and simulations,
the article analyzed the impact of interference and path loss when transmitting
data to and from the UAV. They archived results that interference is a major
limiting factor and that LTE might not be used effectively in the flying network.

A research on long range data transmission on flying sensor network was
considered in [10]. The authors analyzed the problem of data delivery with the
terrestrial segment of the flying sensor network over long distances using UAVs
such as repeater chain. In the terrestrial segment IEEE 802.15.4 (6LoWPAN pro-
tocol) was used for interaction nodes and in the flying segment IEEE 802.15.4g
(LoRaWAN protocol) is used for UAV interaction. At the end, they found delay
and packet loss, occurring in the all stations of transmission network at different
data rates and also the optimal data rate of network was found.

In summary, the articles reviewed above show that the use of UAV as a gate-
way in connection to ground stations is feasible and necessary. However, when
natural disasters occur, telecommunication infrastructure in the disaster area is
completely or partially destroyed, how emergency services can contact the vic-
tim is not mentioned. In this paper, we propose an approach to the organization
of a flying network among mobile communication subscribers based on WiFi
(VoWiFi) technology in a disaster area where telecommunication infrastructure
is completely or partially destroyed, which will be discussed in the next sections.

3 Data Transmission Technologies for Flying Networks

Currently, with the transition to five generation communication networks
5G/IMT-2020, a number of technologies will play an important role in sup-
porting of emergency services. One of the fundamental and widely used radio
technologies at network access layer is wireless local area networks Wi-Fi.

As mentioned above, we assume that all telecommunication infrastructure
in the disaster area is destroyed. Traditional GSM networks, which are used
for voice communication, proposed the use of base stations whose weights and
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dimensions do not allow their implementation on UAVs. In addition, the deliv-
ery of new base stations to the disaster area, is a logistical task. Thus, the
organization of communication among mobile subscribers cannot be solved on
the basis of GSM technology. Today, one of the most effective solutions is the
organization of interaction with mobile subscribers of GSM networks via Wi-Fi
based on voice over Wi-Fi (VoWi-Fi) applications [17–19]. To implement this
approach, it is necessary that the entire disaster area be fully covered with a
Wi-Fi radio signal. In order to achieve this goal, we propose the use of a fly-
ing network that consists of UAVs, which are mobile access points and relaying
the received/transmitted data to a base station that operates in normal mode
[9,20,21]. This approach allows organizing a hierarchical wireless ad-hoc network
with mobile nodes. The role of the base station for subscribers will be performed
by a Wi-Fi access point on board of a UAV that supports IEEE 802.11n or IEEE
802.11ac. Due to fact that VoWi-Fi technology has spread in a large number of
different mobile phones models, it can be assumed that this approach will allow
making calls over Wi-Fi in the organization of a flying network supporting this
technology. It is also worth noting that all calls are made through the operator
with the numbering and identification of mobile network subscribers.

Figure 1 shows the architecture of the flying network for emergencies, in which
one or more UAVs are assumed to be used in the flying segment. This figure
reflects the organization concept of communication and interaction of all ele-
ments of the system.

Fig. 1. The architecture of the flying network for emergencies

According to Fig. 1, the architecture of the voice service over WiFi is repre-
sented by the following segments:
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– Terrestrial segment: This segment includes subscriber terminals (telephones)
that have some network interfaces, such as Bluetooth, WiFi, GSM, LTE/4G,
etc. At an acceptable distance, subscriber terminals can interact directly with
each other, such as device-to-device communication (D2D Communication).
Currently, some wireless technologies are known, such as Bluetooth, WiFi
Direct, WiFi Hotspot, which allow data exchange between two devices as D2D
communication. When using such technologies, the communication distance
is limited. Therefore, for providing communication between two subscribers,
which are at a large distance, active communication between several relays is
proposed, in our case relays are UAVs with various wireless interfaces. In this
case, subscriber terminals with the supporting IEEE 802.11n/ac technologies
are WiFi-stations. Thus, IEEE 802.11n/ac technologies provide connection of
subscriber terminals to the flying segment.

– Flying segment: This segment is built on the basis of UAV networks, which
also support several network interfaces, such as IEEE 802.11p, IEEE 802.11n,
IEEE 802.11ac, and wireless telemetry. In this architecture, the flying segment
must provide the communication with the terrestrial segment, the connection
between the UAV, and the connection with the Operator Center. Figure 1
shows that the terrestrial segment and the flying segment are connected by
using the IEEE 802.11n/ac technology, and the connection of UAVs uses
IEEE 802.11p technology.

– Operator segment: In this segment, there is a connection between the UAV
group and the Operator Center, which determines the access of subscriber
terminals to the service, i.e. whether there is a possibility of communication
with another subscriber. Each subscriber terminal must be identified in the
Operator Center. One of the UAV group is accessible to the base station via
wireless technology IEEE 802.11p, as shown in Fig. 1.

4 Emergency Flying Network Queuing Model

Assume that in the disaster area subscriber 1 wants to call subscriber 2 via VoWi-
Fi using the UAV group. An example of such a call may be the connection of
an emergency service officer with subscribers in the disaster zone. According to
mobile phones functioning algorithms, in the absence of communication with the
base station, the phones switch to scanning mode of available networks. Scanning
in the area of a natural disaster will help discover subscribers who potentially
can be under the rubble waiting for help.

At the beginning, the call connection process between two subscribers is car-
ried out by an operator, i.e. each UAV is connected to a mobile network opera-
tor, which allows the collection of subscriber data. According to the interworking
scheme, a call can be made only after the operator sent a connection confirma-
tion. After that, a call between two subscribers will be performed through a chain
of UAVs interacting with each other. In this paper, we consider the process of
voice traffic transmission from subscriber 1 to subscriber 2 after the connection
is established. In order to make a call with an acceptable quality of perception,
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it is necessary to ensure the voice transmission delay is not more than 100 ms
[22].

Hence, the proposed service model requires the delivery time of voice traffic
not more than 100 ms, as one of the basic parameter of quality of service. When
considering the proposed architecture (Fig. 1), obviously, that the delivery delay
of a packet from the first subscriber to the second subscriber is the total time that
passes through the terrestrial segment and the flying segment in the condition
of the established connection. When implementing a specific communication
network in each segment, their effects on the delivery delay in more detail are
discussed. With this architecture, obviously, that the delivery time depends on
the conditions of the terrestrial segment, such as subscriber terminals, network
interfaces at terminals, the degree of breaking in place, and etc. And the delivery
time depends on the conditions of the flying segment, such as the method of
UAV networks organization, the data transmission technologies. In this paper,
we consider the requirement of the number of UAVs for voice delivery from the
first subscriber to the second subscriber. We describe the processing of voice
delivery by a multiphase queuing system model. In the connection between two
subscribers, each UAV is presented by a single-phase queuing system.

A flying network consisting of UAVs is represented as a multiphase queuing
system [6,7,10,23], which is shown in Fig. 2. Each UAV receives, processes and
sends subscriber data and voice traffic to the next UAV node based on the
service message exchange. The voice traffic, which is generated by the subscriber
terminals, go into every UAV node. Because each UAV node is a single-phase
queuing system, voice traffic is waited in queues in the path of departure to the
subscriber terminal of destination. Therefore, the choice of the queuing models,
which is used in each UAV node, significantly affects the delay in the transmission
of voice between two subscribers.

It is assumed that the incoming streams to each UAV have the same prop-
erties. Accordingly, it is possible to compute the average delivery time for each
subsystem of the multiphase queuing system for the models under considera-
tion. For simplicity, we consider 2 types of queuing system models M/M/1 and
G/G/1. The multiphase queuing system model with n queuing phases is shown
in Fig. 3. The multiphase queuing system is understood that each UAV receives
processes and sends subscriber’s information and voice to the next UAV node.

Figure 3 shows that the voice transmission delay from subscriber 1 to sub-
scriber 2 is represented by the sum of all average interarrival times in all phases,
which is represented by formula (1).

T = T1 +
n∑

j=1

Tj + Tn (1)

where:

– T – the sum of average interarrival time in all phases,
– T1 – the average interarrival time in the first phase (between subscriber 1 and

UAV 1) (ms),
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– Tj – the average interarrival time between UAVs (ms),
– Tn – the average interarrival time in the last phase (between UAV n and

subscriber 2) (ms),
– n – the number of UAVs.

Fig. 2. Multiphase queuing model of a flying network for voice transmission

Fig. 3. Multiphase queuing model

According to the formula (1), the number of UAVs, which provide the trans-
mission time of voice traffic between two subscribers with a delay not exceeding
100 ms, can be found. It means that T = T1+

∑n
j=1 Tj+Tn ≤ 100 ms. We assume

that the average interarrival time between subscribers and UAVs are the same
(T1 = Tn) and the average interarrival time between UAVs are also the same.
Consequently, the number of UAVs can be found by expression (2):

2 ∗ T1 + (n − 1)Tj ≤ 100 ⇒ n ≤ 100 − 2 ∗ T1

Tj

+ 1 (2)

System load intensity can be found by formula (3):

ρi =
λi

μi
(Erlang) (3)

where:
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– λi – The average arrival rate (packet/ms),
– μi – The average service rate (packet/ms),
– ti = 1

µi
– The average service time (ms).

When considering the two types of queuing systems M/M/1 and G/G/1, we
will use formulas to calculate the packet processing time [17]. Formulas (2) and
(3) show the average time of delivery, passing through the multiphase queuing
system i for the models M/M/1 and G/G/1. For the M/M/1 system, the average
delivery time can be calculated using formula (4):

Ti = wi + ti =
ti

1 − ρi
(4)

where:

– Ti – the average interarrival time in phase i (ms),
– wi – the average time spent waiting in the queue (ms),
– ti – the average service time (ms).

For the G/G/1 system, the average delivery time can be calculated using
formula (5):

T = wi + ti =
ti ∗ ρi
1 − ρi

∗
(

σa
2 ∗ σb

2

ti
2

)
∗

(
ti
2 ∗ σb

2

a2 + σb
2

)
(5)

where:

– Ti – the average interarrival time in different phases (ms),
– wi – the average time spent waiting in the queue (ms),
– ti – the average service time (ms),
– σa

2 – the variance of the time interval between arrivals,
– σb

2 – the variance of service time,
– a – the average time interval size between arrivals.

As mentioned above, the voice transmission between subscribers and UAVs
can be achieved by IEEE 802.11n data transmission standard (with data rate
bn = 300 Mbps) or IEEE 802.11ac (with data rate bac = 650 Mbps) and for the
voice transmission between UAVs, IEEE 802.11p data transmission standard
(with data rate bp = 12 Mbps). The data rates are given as the average values
after deduction of the exchange of service messages. Consider the average packet
size L = 1000 bytes (8000 bits). As is known, the average service time is still
considered using formula (6):

ti =
L

bi
(ms) (6)

where:

– L – the average packet size (bit),
– bi – data rate (bit/ms).
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5 Numerical Results Based on Mathematical Models

Using the formulas (1), (4), (5) and the parameters presented in Table 1, we get
the voice delivery time with a change in the number of UAVs. The variation
of the number of UAVs is carried out until the voice transmission time exceeds
100 ms, this is represented as an unacceptable quality of service for the voice
transmission.

Table 1. Parameters for model G/G/1

Communication
between subscribers
and UAVs (IEEE
802.11n)

Communication
between subscribers
and UAVs (IEEE
802.11ac)

Communication
between UAVs (IEEE
802.11p)

σa
2 0.2844 0.01 1.778

σb
2 0.2 0.1 0.5

ti (ms) 0.0267 0.0123 0.6667

a 0.053 0.025 1.333

The results of calculating the voice transmission time in this case are pre-
sented in Table 2.

As well as with the change in the load factor according to formulas (1), (2),
(4), (5) and the parameters presented in Table 1, we get the voice transmission
time between subscribers and the number of UAVs that can provide communi-
cation between them. The results in this case are presented in Tables 3 and 4.

6 Analysis of Results

Table 2 shows the voice transmission time between subscribers with the change
of the number of UAVs for the two models when the load factor of the whole
system is 0.5. Accordingly, the number of UAVs necessary to cover the disaster
area, is found. When considering the two models M/M/1 and G/G/1, there is a
big difference in the maximum number of UAVs necessary to provide the voice
transmission delay less than 100 ms. Using M/M/1 model, we got the number
of UAVs (50 pcs), which is twice number of UAVs (24 pcs) when using the
G/G/1 model. Therefore, the service area with the increase in the number of
UAVs also expands. With the same number of UAVs, the voice transmission
delay using the M/M/1 model is less than using the G/G/1 model. Tables 3 and
4 show the maximum required number of UAVs with increasing system load
factor. From these results we can see that there is a difference in the delay when
using IEEE 802.11n and IEEE 802.11ac technologies, which provide the commu-
nication between subscribers and UAVs. The number of UAVs decreases with
increasing system load factor. Consequently, the service area for two subscribers
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Table 2. The voice transmission time between two subscribers, using different data
transmission standards and multiphase queuing models

Number of UAVs, n Voice transmission time
between subscribers and
UAV using IEEE 802.11n
between the UAV using
IEEE 802.11p

Voice transmission time
between subscribers and
UAV using IEEE 802.11ac
between the UAV using
IEEE 802.11p

M/M/1 G/G/1 M/M/1 G/G/1

1 0.16 2.286 0.074 1.578

2 2.16 6.421 2.074 5.713

3 4.16 10.556 4.074 9.848

4 6.16 14.691 6.074 13.983

5 8.16 18.826 8.074 18.118

... ... ... ... ..

23 44.16 93.256 44.074 92.548

24 46.16 97.391 46.074 96.683

25 48.16 101.526 48.074 100.818

... ... ... ... ...

48 94.16 196.631 94.074 195.923

49 96.16 200.766 96.074 200.058

50 98.16 204.901 98.074 204.193

51 100.16 209.036 100.074 208.328

Table 3. Results of the voice transmission time and number of UAVs, using IEEE
802.11n for communication between subscribers and UAVs and IEEE 802.11p for com-
munication between UAVs

Load factor, ρ M/M/1 G/G/1

Voice
transmission time
T (ms)

Number of UAVs Voice
transmission time
T (ms)

Number of
UAVs

0.1 1.52 71 1.422 95

0.2 1.62 67 2.3 65

0.3 1.75 62 3.429 46

0.4 1.92 57 4.935 33

0.5 2.16 50 7.041 24

0.6 2.52 43 10.201 17

0.7 3.12 35 15.469 11

0.8 4.32 25 26.005 7

0.9 15.12 8 57.609 3
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Table 4. Results of the voice transmission time and number of UAVs, using IEEE
802.11ac for communication between subscribers and UAVs and IEEE 802.11p for
communication between UAVs

Load factor, ρ M/M/1 G/G/1

Voice
transmission time
T (ms)

Number of
UAVs

Voice
transmission time
T (ms)

Number of
UAVs

0.1 1.46 72 1.25 95

0.2 1.56 67 1.946 65

0.3 1.68 62 2.843 47

0.4 1.84 57 4.039 34

0.5 2.07 50 5.713 24

0.6 2.42 43 8.223 17

0.7 2.99 35 12.41 12

0.8 4.15 25 20.77 7

0.9 14.52 8 45.88 3

becomes narrower or the distance between them is extremely short. According to
the data in the tables, we can see that when using the M/M/1 model, 25 UAVs
are required with the load factor equals to 0.8 while when using the G/G/1
model requires 24 UAVs with the load factor equals to 0.5.

7 Conclusion

The article considered the architecture of a network model for connecting mobile
subscribers in the disaster area when telecommunications infrastructure are
destructed. The network model is organized on the basis of a flying network,
in which IEEE 802.11p technology is used for UAVs communication, and IEEE
802.11n/ac technology for communication between UAVs and mobile phones.
The article analyzed the models of multiphase queuing system type M/M/1 and
G/G/1, which are considered for UAVs communication, as well as for commu-
nication between mobile phones and UAVs. For each model, we calculated the
voice transmission delay and the number of UAVs, at which permissible quality
of service of calls in the disaster zone can be guaranteed. The results show that
it is possible to establish the number of UAVs needed to cover the disaster zone
in various cases. This can be of considerable assistance in the search and rescue
of victims of a natural disaster.
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