
123

Vladimir M. Vishnevskiy
Dmitry V. Kozyrev (Eds.)

21st International Conference, DCCN 2018 
Moscow, Russia, September 17–21, 2018 
Proceedings

Distributed Computer  
and Communication Networks

Communications in Computer and Information Science 919



Communications
in Computer and Information Science 919

Commenced Publication in 2007
Founding and Former Series Editors:
Phoebe Chen, Alfredo Cuzzocrea, Xiaoyong Du, Orhun Kara, Ting Liu,
Dominik Ślęzak, and Xiaokang Yang

Editorial Board

Simone Diniz Junqueira Barbosa
Pontifical Catholic University of Rio de Janeiro (PUC-Rio),
Rio de Janeiro, Brazil

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Igor Kotenko
St. Petersburg Institute for Informatics and Automation of the Russian
Academy of Sciences, St. Petersburg, Russia

Krishna M. Sivalingam
Indian Institute of Technology Madras, Chennai, India

Takashi Washio
Osaka University, Osaka, Japan

Junsong Yuan
University at Buffalo, The State University of New York, Buffalo, USA

Lizhu Zhou
Tsinghua University, Beijing, China



More information about this series at http://www.springer.com/series/7899

http://www.springer.com/series/7899


Vladimir M. Vishnevskiy • Dmitry V. Kozyrev (Eds.)

Distributed Computer
and Communication Networks
21st International Conference, DCCN 2018
Moscow, Russia, September 17–21, 2018
Proceedings

123



Editors
Vladimir M. Vishnevskiy
V.A. Trapeznikov Institute of Control
Sciences

Russian Academy of Sciences
Moscow
Russia

Dmitry V. Kozyrev
V.A. Trapeznikov Institute of Control
Sciences

Russian Academy of Sciences
Moscow
Russia

and

RUDN University
Moscow
Russia

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-319-99446-8 ISBN 978-3-319-99447-5 (eBook)
https://doi.org/10.1007/978-3-319-99447-5

Library of Congress Control Number: 2018951637

© Springer Nature Switzerland AG 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

This volume contains a collection of revised selected full-text papers presented at the
21st International Conference on Distributed Computer and Communication Networks
(DCCN 2018), held in Moscow, Russia, September 17–21, 2018.

The conference is a continuation of traditional international conferences of the
DCCN series, which took place in Bulgaria (Sofia, 1995, 2005, 2006, 2008, 2009,
2014), Israel (Tel Aviv, 1996, 1997, 1999, 2001), and Russia (Moscow, 1998, 2000,
2003, 2007, 2010, 2011, 2013, 2015, 2016, 2017) in the past 21 years. The main idea
of the conference is to provide a platform and forum for researchers and developers
from academia and industry from various countries working in the area of theory and
applications of distributed computer and communication networks, mathematical
modeling, methods of control, and optimization of distributed systems, by offering
them a unique opportunity to share their views as well as to discuss the developments
and pursue collaborations in this area. The content of this volume is related to the
following subjects:

1. Computer and communications networking architecture optimization
2. Control in computer and telecommunication systems
3. Performance analysis and QoS/QoE evaluation in wireless networks
4. Analytical modeling and simulation of next-generation communications systems
5. Wireless 4G/5G networks, centimeter- and millimeter-wave radio technologies
6. RFID technologies and their application in intelligent transportation networks
7. Internet of Things, wearables, and applications of distributed information systems
8. Distributed and cloud computing systems, big data analytics
9. Probabilistic and statistical models in information systems

10. Queuing theory and reliability theory applications
11. High-altitude unmanned telecommunications platforms

The DCCN 2018 conference gathered 156 submissions from authors from 17
different countries. From these, 132 high-quality papers written in English were
accepted and presented during the conference, 50 of which were recommended by
session chairs and selected by the Program Committee for the Springer proceedings.

All the papers selected for the proceedings are given in the form presented by the
authors. These papers are of interest to everyone working in the field of computer and
communication networks.

We thank all the authors for their interest in DCCN, the members of the Program
Committee for their contributions, and the reviewers for their peer-reviewing efforts.

September 2018 Vladimir Vishnevskiy
Konstantin Samouylov
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Tools and Techniques for Applications
in 5G Networks and Beyond

Tommi Mikkonen1(B) and Yevgeni Koucheryavy2

1 University of Helsinki, Helsinki, Finland
tommi.mikkonen@helsinki.fi

2 Tampere University of Technology, Tampere, Finland
yk@cs.tut.fi

Abstract. Future telecommunications networks, going beyond 5G,
introduce numerous opportunities for new applications. Increased flexi-
bility implies that new tools and techniques will be needed to take the
most out of the networks, as otherwise we will simply create replicas of
today’s networks, which potentially include the same bottlenecks. In this
keynote, we discuss network topologies, application architectures, and
adaptability options that eventually will help in building superior user
experience in future telecommunication networks and their applications.
This will pave the way towards the Internet of people where technol-
ogy is simply an enabler for satisfying end-user needs, and technological
underpinnings are selected such that they best serve these needs.

Keywords: 5G networks · Programmable world
Software architecture · Edge computing · Fog computing
Isomorphic software systems

1 Introduction

Ever since the introduction of 3G, telecommunication networks have become
more dependent on software. In the beginning of this evolution, software was used
to replace features that were hardwired in early telecommunications networks;
later generations have accepted the role of software, and complex management
systems have been introduced to properly control all parts of the network, start-
ing from switches and ending at base stations. Each of the network elements have
had their own, largely predefined roles stemming from applicable standards, and
there has been little room to redefine where applications and functions included
in the network are executed.

5G marks a culmination point of this evolution, where managing software
applications and components that constitute them is no longer feasible to do
manually. Instead, the system should be allowed to freely establish direct con-
nections between computing nodes on-the-need basis, and software applications
should be able to adapt to the newly established connections. Therefore, going
beyond 5G (5G+) calls for total reconsideration of software features in order to
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 1–8, 2018.
https://doi.org/10.1007/978-3-319-99447-5_1
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make the best out of new possibilities. Such self-adaptive, total optimization is
the only way to implement software based features that call for time-sensitive
networking, leading towards an increasingly programmable world [1,2].

In general, self-adaptivity enables a software system to adapt to its changing
environment and internal operations. However, the self-adaptation capability of
the system is typically limited by its designer’s ability to foresee and design
for future adaptation needs. This limitation can be overcome by (i) introducing
a layer of creativity on top of the adaptivity features; and (ii) accepting that
the software in question must be able to move from one computer to another,
and continue its operations in the new environment, unharmed by the transition
These depend on the (iii) general capabilities of the underlying infrastructure(s)
that provide the potential for unrestricted innovation in the application space.
Furthermore, they also enable taking into account application and technology
specific restrictions, in particular those that are sensitive to timing, data access,
and computing resources.

As a solution to (i), we propose a creativity layer enriched with bio-inspired
computing that reflect the capabilities of human brain and its ability to react
either fast or slow [10]. The speed of the reaction depends on the criticality,
available energy resources, time to act, and so on. Furthermore, the layer shall
be able to create new configurations, with different characteristics, as supported
by the underlying software framework we call liquid software [6] which acts
as the solution for (ii). A central aspect of a liquid computing experience is
the ability to move fluidly from one device or node to another. With liquid
software, applications and data can flow from one device to another seamlessly,
allowing the users to roam freely from one device to another, no longer worrying
about device management, not having their favorite applications or data, having
to remember complex steps, or consider if they are interacting with the cloud
directly or using a proxy that happens to be available at the edge of the cloud. As
for (iii), we need flexible communication patterns that allow dynamically shifting
between centrally controlled communications and peer-to-peer networking, as
well as sensor systems to improve overall situational awareness, much in the same
way as human brain does. Furthermore, security mechanisms that are applicable
both in the central cloud as well as direct communication are needed.

In this keynote, we propose to combine steps (i), (ii), and (iii) from our previ-
ous research into a seamless framework that is optimized for network topologies
going beyond 5G network technologies (cloud, fog, edge) and their evolution.
The goal is to take 5G networks as main foundation for building software appli-
cations that use both cloud-based communication, edge and device-to-device
(D2D) communication in parallel, depending on the situation.

In more detail, the envisioned system works as follows. When a device senses
regular use situations, it collects data to be analyzed on the cloud, resembling
the higher functions of the brain. This data can then be used as basis for opti-
mizing the fashion applications are partitioned in the network as well as which
communication techniques and channels to use in application-to-application as
well as applications’ internal communication. Data such as time-sensitiveness of
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executions as well as system’s total optimization are the key parameters in defin-
ing a configuration that meets specific needs of novel software based features,
available only in networks that go beyond 5G. Furthermore, when faced with a
mission critical situation, this device needs to share this information quickly to
other devices around it in order to procure a fast reaction. While fog computing
does offer a solution to perform time-sensitive computations near the edge, these
computations are pre-programmed and static in nature. A more liquid compu-
tation or components will independently decide what goes where, allowing the
computations benefit from the resources available at the edge infrastructure.
The edge could eventually become well-suited for the repetitive computational
needs of the devices through self-learning, thus resembling the hindbrain learned
reactions learned over time.

2 The Cloud, the Edge, the Fog

The Cloud. Today’s dominant design for most computing-intensive tasks is
a cloud-based system where devices stream their data to a back-end and in
return receive instructions on how to act. In fact, even IoT systems, where a
large number of devices monitor and act on the field are often built using this
approach, despite the fact that the devices would be capable of independent
actions. Furthermore, it is difficult to determine what is computed locally, and
which operations truly require backend services.

The Fog. This view is challenged when delays caused by communication with
the back-end become an obstacle for certain types of applications. So-called
Fog Computing approaches allow devices to communicate and to orchestrate
their operations collectively on the fly close to people and the data’s origin
[3]. Furthermore, the amount of network functions can be optimized, depending
on application needs, which in turn makes applications more flexible. This in
turn means that the load introduced by the applications can be managed using
architectures and topologies best fit for the task at hand.

The Edge. Edge computing is a method of optimizing cloud computing systems
by taking the control of computing applications, data, and services away from
some central nodes (the “core”) to the other logical extreme (the “edge”) of the
Internet which is closer to the physical world [4]. While the terminology between
edge and fog computing is not always very clear, in this paper we assume an
interpretation that fog computing allows using network resources on the need
basis, whereas edge computing purely means communication with users’ devices
and the computing devices they directly communicate with on the network side.

3 Application Development Approaches

We expect that creating flexible future networks requires isomorphic software
systems that build on containerized architectures capable of running executable
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code on any computing element. Therefore, the computing elements to be used
can be selected based on time based strategies in 5G networks, thus offering
flexible, software-driven capabilities that satisfy user and application-specific
needs in an operator-friendly fashion.

Container Technologies. New software development approaches that rely on
continuous updates and upgrades of software systems has changed the way soft-
ware systems are deployed. Instead of thinking about fixed, rigid configurations
where each subsystem has well-defined role, we today build systems out of indi-
vidually deployable containers (e.g. Docker (https://www.docker.com/)). Fur-
thermore, to deal with the ever-increasing complexity of container systems we
use special software to manage them (e.g. Kubernetes (https://kubernetes.io/)).
Today, these technologies are more meant for desktop and especially cloud envi-
ronment, but analogous facilities can be implemented for resource constrained
systems, such as those used in telecommunications networks.

Liquid Software. Liquid software refers to a style of workflow interaction of
applications and computing services across multiple devices, such as computers,
smartphones, and tablets [5,6]. The underlying concepts have long existed in
computer science, such as in the notions of pervasive computing and ubiquitous
computing. The fundamental goal is to include facilities that enable relocation of
software with ease in applications, and several techniques exist to implement this
function [7]. In general, such liquid techniques can be used to create new appli-
cation configurations on-the-fly by migrating applications in the network, either
towards the edge or the cloud, as implied by applications’ real-time requirements,
computational complexity, and data needs.

Isomorphic Software Architectures. Isomorphic software architectures
allow running the same software packages in any computational element of the
end-to-end system. While such architectures are not yet common, in 5–10 years
we expect that devices, gateways and the cloud will have the ability to run the
same software components and services. The benefit is flexible migration of code
between any element in the overall system. In an isomorphic system architecture,
there does not have to be any technical differences between software that runs
in the backend or in the edge of the network. Rather, when necessary, software
can freely “roam” between the cloud and the edge in a seamless, liquid fashion.

4 Network and Application Adaptivity

The increasing flexibility in network, associated topology, and application archi-
tectures means that new approaches are also needed to manage their configu-
rations – today’s somewhat static partitioning of responsibilities and operations
simply will not satisfy new needs. To this end, we see opportunities in self-
adaptation in its various forms.

https://www.docker.com/
https://kubernetes.io/
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Self-Adaptive Functions. The ever-increasing complexity of software systems
demands a radical new thinking towards how we imagine and implement them.
Furthermore, the environment and user needs are constantly changing or evolv-
ing and manually keeping up with those variables is both challenging and costly.
Then, there are systems which are not within our reach all the time, for exam-
ple, software components of a rover on Mars cannot be maintained through the
traditional methods. Self-adaptive systems paradigm offers a relief in such sce-
narios where software systems are expected to take care of various own and
user needs independently [8]. The needs could emerge from internal operations,
environment or a change in user needs.

The awarenesses within the system collectively makes the 5G network self-
perceiving. The network can observe itself and reflect upon various situations,
and it can also have reconfigurational choices. Furthermore, the self-awareness
and self-reflection forms a close loop which is typical of any self-adaptive system;
the system monitors itself, adapts if a need arises and keeps on observing the
changes. The loop is usually referred to as a MAPE loop [9], an abbreviation for
Monitor-Analyse-Plan-Execute actions.

Bio-Inspired Computing. In many ways, future telecommunications networks
operate like human brain – some actions require little attention and take place in
an energy efficient, rapid fashion, whereas some other operations require careful
consideration, which takes time and consumes considerable amount of energy
[10]. So far, bio-inspired computing has been used for wireless network design
[11], but we are far from expanding the approach to complete telecommunications
networks. Still, we see tremendous potential in pushing this work to the next
level, and therefore look forward to building experimental systems with this in
mind.

5 Putting the Pieces Together: User Experience for
Next-Generation Applications

Today, interaction with wireless networks is complicated by the fact that their
structure is not visible to the naked eye. As a result, it becomes difficult to
choose which object one wishes to interact with at any given moment. As one
of the scenarios, we propose that the augmented humans could be enabled to
see the sources of wireless signals and communicate with remote objects in the
most natural way – by simply looking at them by means of beam forming.

Specifically, we aim to develop the technology and demonstrators with the
ability to position the sources of wireless transmission in the augmented reality
environment in real-time, such that the human user can interact with remote
sensors and other smart objects through direct visual contact. The informa-
tion received from the objects would then be positioned in the AR environment
according to the actual location of the source of the radio signal. This has been
illustrated in Fig. 1. For further discussion, the reader is referred to [12].
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Fig. 1. Applications in a future telecommunications network illustrated.

The technology and network topology aspects required to locate the sources
of transmissions with sufficient accuracy for overlaying them with AR in real-
time, as well as to communicate with them selectively or by utilizing the caching
information related to the sensor from cloud. This will require studies in the area
of radiophysics and communications. Next, security aspect is to be studied, i.e.
how to ensure that only the authorized users have access to restricted content,
how to set up security contexts, etc. The main outcome will be a technology
prototype, which would enable the user to see concealed wireless sensors in their
actual locations based on the radio signal positioning based on 5G NR, while
presenting themselves differently to different users. An example of such scenario
is given in the figure below.

Here, three users of the augmented reality are present: a police officer, an elec-
trician and, a common citizen. The object of interest (the electrical transformer
box) is equipped with wireless sensor nodes that report to the cloud through the
cellular NR interface. AR glasses have a scanning antenna array that can request
a specific sensor to report, subject to security policy. The report is presented in
the AR of each user differently: a common citizen would get basic description,
while electrician would see the maintenance data and the schematics of the box.
At the same time, a policeman would see the access logs and other information
relevant to his/her case, while technically having access to all data. The sensor
(or user) data is periodically transmitted to the cloud and could be obtained
through NR link by the other user. The network has a self-learning mechanism
allowing to precisely estimate the position of the devices for both static and
mobile cases.
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We believe that the augmentation of perception enabled by this technology
will be the norm for the high-tech environments of the future, as the penetra-
tion of the wireless connectivity keeps on increasing. Further, such augmentation
allows the user to interact better with other augmented humans by enabling them
to visualize their peers for remote communications in the AR environments, thus
simplifying social contact, as well as business and work relations. For example,
finding a friend in a crowd will never become a problem again, as every aug-
mented human would be able to home in on the radio signals of his/her friend’s
equipment. Finally, we believe that this technology is highly synergistic with
other AR applications, thus supporting the entire AR market, which is one of
the key drivers for human augmentation today.

6 Conclusion

In this keynote, we have addressed key technologies for application development
in future telecommunications networks. The amount of flexibility and adapt-
ability embedded in such networks allows unforeseen application configurations,
and rapid reconfigurations as things change and new situations emerge. Further-
more, we believe that the networks will truly enable the internet of people service
paradigm envisioned in [13], meaning that technology is simply an enabler for
satisfying end-user needs, and that technological underpinnings are selected such
that they best serve these needs.

In this keynote, we discuss network topologies, application architectures, and
adaptability options that eventually will help in building superior user expe-
rience in future telecommunication networks and their applications. However,
while many of the building blocks are readily available, their seamless integra-
tion requires a lot of future work. In addition, standardization activities are
necessary to make applications roam across networks, a topic that also plays a
role when defining and selecting implementation tools and techniques.
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Abstract. In this paper we investigate a sensor network architecture
with in-network computation capabilities. The computational tasks are
based on numerical calculations, and the parallelization is provided
on the lowest, mathematical layer. Since the real network nodes are
equipped with atmospheric sensors, we chose a very simple weather pre-
diction model based on the barotropic vorticity equation. To evaluate
our network’s capability of producing accurate prediction results, the
simulations were executed on a European grid. We used recently mea-
sured publicly available data as initial values. Below the results of the
distributed calculations are shown.

Keywords: Simulation · Sensor network · Distributed computing
Numerical calculations

1 Introduction

The main purpose of traditional computer networks is to provide information
exchange between end nodes. Data packets or streams flow through intermediate
nodes which are only responsible for forwarding the data towards the destination.
With the appearance of sensor networks a different approach evolved, where the
purpose of the nodes is to provide significant information about a parameter
they measure with different kind of sensors attached to them. There are cases
when each node is connected to a central server - this way they act only as end
nodes. In other cases the information is passed and even modified between the
nodes before reaching the central server.

In the latter case when peer-to-peer communication is already present in the
network, the nodes can be used for performing calculations too. Nowadays they
are usually equipped with a sufficiently powerful processing unit which performs
signal processing and network communication tasks, but those rarely if ever
cause 100% load, thence there remains enough processing time for other tasks.

Previously we succeeded in converting the original weather prediction algo-
rithm created by CFvN [1] into a distributed form [2] and found practically
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 9–20, 2018.
https://doi.org/10.1007/978-3-319-99447-5_2
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no difference between their results. The grid points and their initial values were
taken from historical databases and the grid covered a large portion of the North-
ern hemisphere. Our final goal is to cover a European area with our sensor net-
work. The focus of this paper is to test the distributed algorithm on this new,
smaller grid using recent atmospheric measurements as initial parameters. The
network nodes (Fig. 1) were simulated on a computer by individual threads com-
municating with each other over TCP/IP (Fig. 2). There are physical constraints
of an operating sensor networks, such as small bandwidth, unstable network con-
nection or limited power supply, which we do not consider here.

Fig. 1. Schematic of our custom weather station [5].
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Fig. 2. The conception of DSN-PC sensor network with simulated sensor circuits form-
ing a regular grid [2].

2 System and Model Description

Our future sensor network which covers a European area forms a 10 × 10 grid
(see Fig. 3). To correspond with the original algorithm the polar stereographic
map projection was used with the following grid parameters:

– Coordinates of the lower-left grid point: 39◦N, 2.2◦W
– Coordinates of the upper-right grid point: 53.689◦N, 36.2161◦E
– Grid step at North Pole: 300 km
– Central angle of the map: 0◦

We previously covered the details of the distributed prediction algorithm
based on CFvN [2]. To get the initial values of the prognostic variable (the
geopotential height of the 500 mbar pressure level, z500) we used the NOAA
Integrated Global Radiosonde Archive (IGRA) which consists of recent and
historical radiosonde and pilot balloon observations at over 2700 globally dis-
tributed stations [3]. We extracted the datasets of stations located between
33.3◦N–65.5333◦N and 14.4◦W–44.5◦E. The z500 values at the grid points is
calculated by natural neighbor interpolation method [4]. The interpolation is
performed on the (x,y) coordinate pairs of the stations according to polar stere-
ographic projection [1].

After determining the initial parameters we ran the distributed CFvN algo-
rithm on our 10 × 10 virtual sensor- and computational network. The forecasts



12 Á. Vas and L. Tóth

Fig. 3. The regular grid of our virtual sensor network and the location of weather
balloons that are considered in our calculations.

were performed on measurements between 2008.01.01 and 2014.12.31. Measure-
ments are available at 00:00 and 12:00 UTC for each day. There are some missing
data, thence the total number of pressure maps is less than 730 in some years.
The forecast length was 24 h, the applied time step was 0.1 h. We calculated the
Mean Absolute Error (MAE) of the forecasts and compared it with the MAE
values of the persistence method on a yearly basis to determine whether our
model produces proper results. The MAE was calculated neglecting the bound-
ary nodes:

MAE =
1

8 · 8
8∑

i=1

8∑

j=1

|zi,j − z′
i,j|, (1)

where z’i,j is the calculated and zi,j is the real 500 hPa geopotential height
measured after 24 h.

3 Simulation Results

On Figs. 4, 6, 8, 10, 12, 14 and 16 it is noticeable that the CFvN algorithm
produces reasonable MAE values which are comparable to those produced by
persistence method, although the model was originally designed for much larger
areas. Below each scatter plot we show the result of the most accurate forecast
for the given year (see Figs. 5, 7, 9, 11, 13, 15 and 17).
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Fig. 4. The MAE values of the persistence and the CFvN methods applied to atmo-
spheric measurements of 2008. 6 values are omitted because our algorithm produced
incorrect (NaN) results.

Fig. 5. The result of the forecast performed on data from 2008.01.22. 12:00 UTC,
calculated by the simulated DSN-PC. Left: Initial height field. Center: Height field
measured 24 h later. Right: Forecast height field.
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Fig. 6. The MAE values of the persistence and the CFvN methods applied to atmo-
spheric measurements of 2009. 12 values are omitted because our algorithm produced
incorrect (NaN) results.

Fig. 7. The result of the forecast performed on data from 2009.02.24. 12:00 UTC,
calculated by the simulated DSN-PC. Left: Initial height field. Center: Height field
measured 24 h later. Right: Forecast height field.
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Fig. 8. The MAE values of the persistence and the CFvN methods applied to atmo-
spheric measurements of 2010. 5 values are omitted because our algorithm produced
incorrect (NaN) results.

Fig. 9. The result of the forecast performed on data from 2010.01.28. 00:00 UTC,
calculated by the simulated DSN-PC. Left: Initial height field. Center: Height field
measured 24 h later. Right: Forecast height field.
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Fig. 10. The MAE values of the persistence and the CFvN methods applied to atmo-
spheric measurements of 2011. 13 values are omitted because our algorithm produced
incorrect (NaN) results.

Fig. 11. The result of the forecast performed on data from 2011.12.28. 00:00 UTC,
calculated by the simulated DSN-PC. Left: Initial height field. Center: Height field
measured 24 h later. Right: Forecast height field.



Simulated Sensor- and Computational Network 17

01
.0

1.
 0

0:
00

01
.1

6.
 0

0:
00

01
.3

1.
 1

2:
00

02
.1

6.
 0

0:
00

03
.0

4.
 1

2:
00

03
.2

0.
 0

0:
00

04
.0

5.
 0

0:
00

04
.2

0.
 0

0:
00

05
.0

5.
 0

0:
00

05
.2

0.
 1

2:
00

06
.0

4.
 1

2:
00

06
.1

9.
 1

2:
00

07
.0

5.
 0

0:
00

07
.2

0.
 0

0:
00

08
.0

4.
 0

0:
00

08
.1

9.
 0

0:
00

09
.0

3.
 1

2:
00

09
.1

8.
 1

2:
00

10
.0

3.
 1

2:
00

10
.1

8.
 1

2:
00

11
.0

4.
 0

0:
00

11
.1

9.
 0

0:
00

12
.0

4.
 0

0:
00

12
.1

9.
 0

0:
00

12
.3

1.
 1

2:
00

date

0

50

100

150

200

250

300

350

400

450

M
A

E 
(m

)
persistence
CFvN

Fig. 12. The MAE values of the persistence and the CFvN methods applied to atmo-
spheric measurements of 2012. 12 values are omitted because our algorithm produced
incorrect (NaN) results.

Fig. 13. The result of the forecast performed on data from 2012.11.06. 12:00 UTC,
calculated by the simulated DSN-PC. Left: Initial height field. Center: Height field
measured 24 h later. Right: Forecast height field.
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Fig. 14. The MAE values of the persistence and the CFvN methods applied to atmo-
spheric measurements of 2013. 13 values are omitted because our algorithm produced
incorrect (NaN) results.

Fig. 15. The result of the forecast performed on data from 2013.01.09. 12:00 UTC,
calculated by the simulated DSN-PC. Left: Initial height field. Center: Height field
measured 24 h later. Right: Forecast height field.
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Fig. 16. The MAE values of the persistence and the CFvN methods applied to atmo-
spheric measurements of 2014. 14 values are omitted because our algorithm produced
incorrect (NaN) results.

Fig. 17. The result of the forecast performed on data from 2014.07.14. 12:00 UTC,
calculated by the simulated DSN-PC. Left: Initial height field. Center: Height field
measured 24 h later. Right: Forecast height field.



20 Á. Vas and L. Tóth

4 Conclusion

Based on our conception we succeeded to apply the redesigned numerical weather
prediction algorithm originally created by CFvN on a grid formed by the nodes
of a virtual sensor network. The results are encouraging because they show the
possibility of running distributed prediction calculations with real-time data over
a European area. The next step will be a hybrid network including our custom
weather stations [5] which can perform real-time measurements and calcula-
tions together with the virtual nodes. More complex prediction models can also
be redesigned and implemented on the network to involve several atmospheric
parameters and to improve the accuracy of the forecasts.
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Abstract. We model the end-to-end delay of advanced services in the
Internet by means of a heavy-tailed Weibull-Pareto distribution (WPD).
First we summarize the structural properties of the three-parameter
WPD class and indicate its relation to the general Weibull-TX class.
Then we present an effective estimation scheme to compute the param-
eters of a WPD distribution by a finite sample. Finally we show how a
WPD distribution can be applied to determine the relevant QoE perfor-
mance metric MOS of end-to-end delay dependent services in the Inter-
net.

Keywords: Heavy-tailed distributions · Weibull-pareto distribution
Weibull-TX class · QoE modeling

1 Introduction

In recent years the fast evolution of new Web and multimedia applications has
generated a rapidly changing load environment for the transport of data streams
in modern high-speed networks. Considering the related traffic planning and
quality-of-service (QoS) assessment in these dynamic wired and wireless access
networks as well as backbone networks, important issues of load modeling and
traffic characterization at different time scales by thorough statistical techniques
were addressed as basic steps of teletraffic engineering in the last decades (see
[3,4,6,11,13]). Measurements of the related traffic characteristics such as session
durations of multimedia connections during the Internet access or the response
times of content distribution network servers during Web sessions, have illus-
trated that the underlying random variables (rvs) are determined by long- and
heavy-tailed distributions (cf. [12] and references therein). We known that the
corresponding marginal distributions of the one-way delays between a client and
a Web server and the round-trip times of related advanced multimedia services
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are normally governed by a mixture of some body part of the distribution with
a unimodal or multimodal shape and some Pareto shaped tail. This behavior is
due to the accumulated waiting times in consecutive network nodes along the
path of a connection in the Internet. It must be considered as a fundamental
feature of delay modeling in teletraffic theory which cannot be ignored.

Roughly speaking, the underlying heavy-tailed distributions of those end-
to-end (E2E) delays follow a cumulative distribution function (cdf) whose tail
decays to zero at a slower rate than that one of an exponential distribution. The
latter can be considered as the boundary between heavy and light tails. From
a statistical perspective, a thorough mathematical definition of such behavior
of heavy-tailed distributions has been provided in the corresponding literature,
see, for instance, [5,20] and the examples therein.

In last decades the quality-of-service (QoS) of advanced multimedia and Web
services in the Internet has been intensively studied by means of teletraffic theory
(cf. [23] and references therein). It depends on the delay-loss-throughput profile
induced by the underlying router and server infrastructures. Recently, a shift of
the research focus towards the associated quality-of-experience (QoE) of these
services that is perceived by a sampled user population has occurred (cf. [9,10]).

In this study we model the end-to-end delay of advanced Web and multimedia
services in the Internet by means of a heavy-tailed Weibull-Pareto distribution
(WPD) proposed in [1]:

G(x) = 1 − exp
(
−

(
β ln(

x

θ
)
)c)

, x ≥ θ > 0, c > 0 (1)

First we summarize the structural properties of this three-parameter
WPD(c, β, θ) class and indicate its relation to the general Weibull-TX class.
Then we develop a modified estimation procedure for a three-parameter Weibull-
Pareto distribution based on the maximum likelihood approach sketched in [1]
and a tail-index estimator derived by extreme-value theory (cf. [2]). Finally,
we look at the QoE performance of delay-dependent services in the Internet and
show how a WPD(c, β, θ) model can be applied to determine the relevant metric
MOS of such services.

The paper is organized as follows. In Sect. 2 we review the properties of
a Weibull-Pareto distribution and illustrate its relationship to the Weibull-TX
class of heavy-tailed distributions. We show how the parameters of a WPD model
can be determined by a finite sample. In Sect. 3 we discuss the application of
a WPD model to determine the MOS metric of a delay-dependent multimedia
service. Finally, some conclusions are drawn.

2 The Weibull-Pareto Distribution and Its Properties

In recent years there have been numerous attempts to develop generalizations
of the two-parameter Weibull and Burr distributions (cf. [15,18,19]). Among
other requirements, the latter should be able to describe lifetimes with non-
monotone hazard rate functions such as bathtub shaped hazard rates which
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are often observed in practice. Three-parameter generalizations of the classical
Weibull distribution

F (x) = P{Y ≤ x} =
{

1 − exp(−(x/γ)c) , x ≥ 0
0 , x < 0 (2)

of a nonnegative random variable (rv) Y with the shape parameter c > 0 and
a real scale parameter γ > 0 based on the exponentiation technique or the
transformed-transformer (TX) methodology can fulfill these requirements (cf.
[1,15,16,18]).

Following such concepts, Alzaatreth et al. [1] have considered a nonnega-
tive random variable Y with cumulative distribution function (cdf) F (x) and
an independent nonnegative random variable T with cdf R(t) and probability
distribution function (pdf) r(t), both defined on [0,∞). They determined a new
nonnegative random variable X by the following transformed-transformer (TX)
construction:

G(x) = P{X ≤ x} = P{T ≤ − ln(1 − F (x))}
= P{1 − e−T ≤ F (x)}

=
∫ − ln(1−F (x))

0

dR(t) =
∫ − ln(1−F (x))

0

r(t)dt

= R(− ln(1 − F (x))) (3)

This transformed-transformer (TX) methodology [1] and the underlying
Weibull-X family have been generalized recently to the more general Weibull-G
family by Tahir et al. [22].

2.1 The Weibull-TX Model of a Weibull-Pareto Distribution

In the following, we show how the construction of the three-parameter Weibull-
Pareto distribution WPD(c, β, θ) by Alzaatreth et al. [1] can be derived easily
by general hazard rate construction principles developed by Gurvich et al. [7]
and Pham and Lai [17].

We can formulate the derivation of a generalized transformed-transformer
(TX) construction of the distribution function

G(x) = P{X ≤ x} = R(− ln(1 − F (x)))

associated with a nonnegative rv X in terms of the cdf

R(t) = P{T ≤ t} =
∫ t

0

dR(τ) =
∫ t

0

r(τ)dτ

of a nonnegative rv T with pdf r(t) and the survival or reliability function

F (y) = 1 − F (y) = P{Y > y} =
∫ ∞

y

f(t)dt
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of a nonnegative rv Y with density function f(y). Then the corresponding hazard
or failure rate function h(y) and cumulative failure rate function H(y) are defined
by

h(y) =
f(y)
F (y)

=
f(y)

1 − F (y)

H(y) =
∫ y

0

h(t)dt (4)

(cf. [17]). The cumulative failure rate function H(y) satisfies the three conditions:

1. H(y) is nondecreasing for all real y ≥ 0.
2. H(0) = 0
3. limy→∞ H(y) = ∞

We know that the survival function of any rv Y ≥ 0 can be represented by the
cumulative failure rate function H(y) in terms of

F (y) = e−H(y), y ≥ 0.

Regarding the survival function of a Weibull distribution, Gurvich et al. [7]
have shown that the generalization of its exponential structure

G(x) = 1 − G(x) = P{X > x} = e−aF (x), a > 0,

in terms of a general monotonically increasing real function F (x) can generate
a large variety of generalized Weibull distributions with various types of hazard
function behavior (cf. [14,17]). If we use the equivalence

F (x) = e−HF (x)

⇔ HF (x) = − ln(1 − F (x)) = − ln(F (x)) (5)

we can reformulate the TX-construction of Alzaatreth et al. [1] in terms of the
general hazard rate principle based on a Weibull distribution by Gurvich et al.
[7] as generalized Weibull construction

G(x) = 1 − G(x) = P{X > x} = e−HF (x) (6)
G(x) = P{X ≤ x} = 1 − e−HF (x) (7)

by identifying HF (x) = aF (x). Then the general TX-construction (3) looks as
follows:

G(x) = P{X ≤ x} = R(− ln(1 − F (x)))
= R(HF (x)) (8)

Applying a Pareto distribution

F (y) = P{Y ≤ y} = 1 −
(

θ

y

)α

, y ≥ θ > 0
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with scale parameter θ > 0 and the real tail index α > 0 as shape parameter for
a basic rv Y , we get the resulting failure rate function

hF (y) = α/y

and the cumulative failure rate function

HF (y) = α ln(y).

We parametrize the latter by a positive scale parameter θ > 0 in terms of

HF (y, θ) = α ln(
y

θ
).

If we select a Weibull distribution of a nonnegative rv T

R(t) = P{T ≤ t} = 1 − exp
(

−
(

t

γ

)c)
, t ≥ 0, (9)

with the tail index c > 0 and the scale parameter γ > 0 as basic component, we
get the corresponding Weibull-Pareto distribution

G(x) = R(HF (x, θ)) = 1 − exp
(

−
(

α

γ
ln(

x

θ
)
)c)

and after the substitution β = α/γ > 0 the cdf

G(x) = 1 − exp
(
−

(
β ln(

x

θ
)
)c)

, x ≥ θ, (10)

of a three parameter Weibull-Pareto distribution (WPD(c, β, θ)). We see that
we get the Pareto distribution with scale parameter θ and tail index β for the
special case c = 1.

The cumulative failure rate associated with the WPD(c, β, θ) distribution
function G(x) is determined by

HG(x) =
(
β ln(

x

θ
)
)c

and yields
G(x) = e−HG(x).

A comparison with the cumulative failure rate function HW (t) of the Weibull
distribution

HW (t) =
∫ t

0

c

γ

(
τ

γ

)c−1

dτ =
(

t

γ

)c

associated with T yields the resulting identities:
t

γ
=

α

γ
ln(

x

θ
)

⇐⇒ x = θ · et/α

They indicate the underlying fundamental transformation

X = Φ(T ) = θ · eT/α (11)

among the Weibull rv T and the Weibull-Pareto rv X.
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2.2 Parameter Estimation of the Weibull-Pareto Model

Alzaatreth et al. [1] have derived a parameter estimation procedure for
WPD(c, β, θ) distributions based on a modified MLE scheme. We will follow
this procedure and integrate a modified Hill-type estimator of the tail index
c > 0 (cf. [2]).

Let X = {x1, . . . , xn} be an iid sample of a rv X with WPD(c, β, θ) distri-
bution of size n ∈ N. We assume that its minimum is given by

x(1) = x1,n = min{xi : i = 1, . . . , n}

and occurs n1 =| {j|xj ∈ X , xj = x(1)} |< n times.
We are interested to estimate the parameters (c, β, θ) for the case of a heavy

tailed underlying Weibull distribution with shape parameter c > 0. As the sup-
port of the distribution class WPD(c, β, θ) is determined by the set [θ,∞) a
natural estimate of the scale parameter θ > 0 is determined by the minimal
order statistics

θ̂ = x(1) = min
i=1,...,n

{xi} (12)

of the sample X (cf. [1]).
Assuming w.l.g. α = 1, we have realized in the previous section that the

transformation
X = θ · eY

yields a Weibull-Pareto distribution WPD(c, β, θ) for a given rv Y with Weibull
distribution and parameters (c, 1/β) (cf. [1]). Hence, we need to estimate the
unknown tail index c > 0 of the rv Y = ln(X/θ). We can estimate it either
in terms of the original sample points X = {x1, . . . , xn} or the transformed
data points {yi = ln

(
xi

x(1)

)
: i = 1, . . . , n}. Here, we apply the scaled Hill-type

estimator

τ̂ =
1
ĉ

=
∑kn−1

i=1 (ln yn−i+1,n − ln yn−kn+1,n)∑kn−1
i=1 ln(ln(n/i)) − ln(ln(n/kn))

(13)

of the Weibull tail coefficient c = 1/τ proposed by Beirlant et al. [2]. It is based
on the logarithmic spacing of the upper kn points of the transformed data yi. In
this estimator τ̂ = 1/ĉ we use the ordered sample points

y1,n ≤ y2,n ≤ . . . ≤ yn,n

of these transformed data and an intermediate sequence kn ∈ N satisfying
limn→∞ kn = ∞, limn→∞ kn/n = 0.

Using this estimate ĉ of the tail index c and the data points

yi = ln
(

xi

x(1)

)
∈ [0,∞),
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the estimate β̂ of the shape parameter β > 0 is derived as solution of a modified
system of MLE equations in the following way (cf. [1]):

β̂ =

⎛
⎜⎝ n − n1

∑
i:xi �=x(1)

(
ln

[
xi

x(1)

])ĉ

⎞
⎟⎠

1/ĉ

=

⎛
⎝ 1

n − n1

∑
i:xi �=x(1)

yi
ĉ

⎞
⎠

−(1/ĉ)

(14)

Following a maximum likelihood estimation procedure, Alzaatreth et al. [1] have
proposed to determine the tail parameter c by the solution of a corresponding set
of nonlinear equations. Considering the computation of the estimate η̂ = 1/ĉ,
an iterative fixed-point solver may be applied to calculate the value η̂ by the
following linear transformation of the MLE problem:

η̂ +
∑

i:xi �=x(1)

ln
[
ln

(
xi

x(1)

)]
=

∑
i:xi �=x(1)

[
ln

(
xi

x(1)

)]1/η̂

ln
[
ln

(
xi

x(1)

)]

∑
i:xi �=x(1)

[
ln

(
xi

x(1)

)]1/η̂
.

A direct formulation of the MLE approach with yi = ln
(

xi

x(1)

)
∈ R reads as

follows:

ĉ =

⎡
⎣1 −

∑
i:xi �=x(1)

ln(yi)∑
i:xi �=x(1)

ln(yi)
· yi

ĉ

∑
i:xi �=x(1)

yi
ĉ

⎤
⎦

−1

· 1∑
i:xi �=x(1)

ln(yi)

β̂ =

⎛
⎝ 1

n − n1

∑
i:xi �=x(1)

yi
ĉ

⎞
⎠

−(1/ĉ)

(15)

It yields a simple implementation of the fixed point method to determine the
parameters (ĉ, β̂).

We prefer to use the more effective estimation procedure based on (12),
(13), (14). It determines the corresponding estimates of the unknown parameters
(c, β, θ) of a Weibull-Pareto model in terms of a finite sample X by means of
extreme-value theory combined with the MLE approach.

3 Estimation of a QoE Performance Metric

The quality-of-service (QoS) and the associated quality-of-experience (QoE)
of advanced multimedia services in the Internet depend on the delay-loss-
throughput profile induced by the underlying router and server infrastructures. It
has been shown that heavy-tailed distributions such as a Gamma body enhanced
by a Pareto tail model or a mixture of Weibull distributions can be applied to
capture the basic delay characteristics of a transfer path that is used by packets
of an advanced service process (cf. [8,12]).
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Regarding the QoE performance of such end-to-end (E2E) delay dependent
services, Hoßfeld et al. [10] have shown that the latter characteristic can be
modelled in terms of a simple regression

M = f(T ) = −â · log10(T + b) + d, â > 0, d > 0, (16)

with the random delay or response time characteristic T ≥ 0 and the QoE
metric MOS described by ordinal data M ∈ [0, 5] (see also [9]). It is reflecting
the well-known Weber-Fechner law.

Rewriting the transformation (16) in terms of the function ln yields the basic
transformation

m = f(t) = −a · ln(t + b) + d, a = â/ ln(10), (17)

among the monitored sample values t = T (ω) and the MOS metric m = M(ω)
in an associated probability space (Ω,A,P). We model the response time rv T
in terms of a Weibull-Pareto distribution WPD(c, β, θ) with the cdf

GT (t) = P{T ≤ t} = R(HP (t))

= 1 − exp
(
−

(
β ln(

x

θ
)
)c)

(18)

(see also [8]). Then the QoE performance is described by the distribution of the
MOS transformation

FM (m) = P{M ≤ m}
= P{f(T ) ≤ m} = P{T ≤ f−1(m)}
= GT (f−1(m)) = R(HP (f−1(m))) (19)

where HP denotes the cumulative failure rate of the underlying scaled Pareto
distribution of the WPD(c, β, θ) model and R the cdf of the Weibull model.

Inverting the transformation f in (17), we get

t = f−1(m) =
(
e(d−m)/a

)
− b (20)

FM (m) = 1 − exp
[
−

{
β ln

(
1
θ
[e(d−m)/a − b]

)}c]
(21)

Let p ∈ (0, 1). The quantile tp belonging to the top (100 · p) % of the involved
users of a sampled population with QoE MOS values m = M(ω) can be derived
with

λ = 1 − p = GT (tp) ∈ (0, 1)

in terms of the associated quantile function

tp = Q(λ) = GT
−1(1 − p)

= θ · exp
(

(− ln p)1/c

β

)
(22)
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of an underlying distribution WPD(c, β, θ). It yields the MOS quantiles

mp = −a ln
(

θ · exp
(

(− ln p)1/c

β

)
+ b

)
+ d, p ∈ (0, 1). (23)

The estimation of the required parameters (c, β, θ) of the Weibull-Pareto model
can be derived from samples T = {t1, . . . , tm} of the E2E delay characteristics
based on the procedures (12)–(14) sketched in the previous section.

4 Conclusion

Considering new multimedia and Web services in the dynamically changing wired
and wireless high-speed networks in the last decades, teletraffic engineering has
focussed on traffic characterization at different time scales by thorough statistical
techniques, traffic planning of IP flows and the quality-of-service assessment of
new interactive services. Regarding the modeling of the end-to-end delay of these
advanced user services, we may apply a heavy-tailed Weibull-Pareto distribution
(WPD).

In this study we have first summarized the structural properties and the
parameter estimation of the three-parameter WPD class. We have also indicated
its relation to the general Weibull-TX class. Then we have applied the three
parameter WPD distribution to determine the relevant QoE performance metric
MOS regarding end-to-end delay dependent services.

In our future work we shall validate the proposed model and investigate
its efficiency w.r.t. field data arising from advanced multimedia and groupware
services (cf. [9,10,21]).
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Abstract. In today’s landscape of utility management, the contribution
of Internet of Things (IoT) to smart grids has acquired extensive poten-
tial. IoT paves a way to virtually control every smart device in almost
every domain of society. Contrariwise, the smart grid networks attracted
the attention of the universal research community. The idea of merging
IoT with smart grid together demonstrates enormous potential. In this
work, we investigate the suitability of Wireless M-BUS communication
protocol for possible adoption in remote metering by evaluating possible
communication range and system stability in future housing estate rep-
resented by university campus made of steel and concrete – this living
area acts well when it comes to wireless transmissions. Measurements
were executed by means of constructed prototype sensor devices utiliz-
ing the frequency 868MHz which is the frequency by far the most used
by WM-BUS devices in Europe.

Keywords: Wireless M-BUS · Remote reading · M2M
Wireless communication · Industry 4.0

1 Introduction

In 2017, the number of smart devices capable to transmit data through the net-
work infrastructure reached 8.4 billion. By 2020, the studies indicate about 30
billion smart objects capable to establish connection without the human interac-
tion [1,2]. Following the definition given by European Commission in document
Internet of Things – An action plan for Europe, Internet of Things (IoT) stands
for “a network of interconnected computers towards a network of interconnected
objects”. In the context of Smart Grid (SG) landscape, IoT opens the doors for
a promising future enabled by smart analytics. No doubt this is only feasible
c© Springer Nature Switzerland AG 2018
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to realize owing the analytics data provided from the end users towards utility
provider(s). At the end of the day, users’ data could potentially enhance the
efficiency as well as reduce congestion in the Smart Grid networks [3].

Focusing on the electricity, the transformation of the legacy electric power
grid into intelligent bidirectional communication systems had paved the way to
the Smart Grid of the “future” where new intelligent grids are supposed to enable
interconnections between the already implemented SCADA systems and future
implementations. The utilization of smart meters in all residential, commercial,
and industrial places allows the utility provider(s) to gain the knowledge of
customers’ behavior on daily basis [4]. Smart meters, in general, provide end-
users with the ability to interact with the utilities and wirelessly monitor, e.g.,
power consumption providing the assistance to reach the goal of reducing the
bills.

1.1 Technologies for Smart Grid

In 2018, we can list many IoT-based technologies which are ready to be utilized
for the need for SG applications. One hand, many communication technologies
are possible to use. On the other hand, the current situation does not offer guide-
lines towards the proper association between technology and SG application [5].
Focusing on IoT technologies, they are used mainly for long-range data transmis-
sions [6]. The SG systems require advanced wireless technologies in comparison
with the wired technologies, e.g., Power Line Communication (PLC), optical
communication which takes place in case of scenarios when interference occurs
or the metering devices are placed in “deep indoor”, i.e., the signal attenuation
of 60 dB.

Information streams of data within Smart Grid infrastructure can be treated
in two ways: (i) the stream between all the smart meters connected in star
topology where the Machine-Type Communication Gateway (MTCG) acts as
the connecting point for all devices [7]; (ii) data streams between the MTCGs
and remote control centers operated at the side of utility. In this work, we focus
on the first type of communication where the smart device communicates directly
with the MTCG. Owing to the tight and long-term cooperation with industry
partners in Czech Republic and Austria, it has been recognized that Wireless
M-BUS (WM-BUS) communication protocol is used very often as an alternative
for PLC technology in case of mid-range communication indoor scenarios, i.e.,
for distances of up to 100 m1.

WM-BUS is based on an open standard for automatic meter readout. The
design of the protocol implies a battery-powered communicating device to oper-
ate for up to 10 years autonomously. This requirement can be achieved if the
radio management module is switched to the low-power mode for as long as pos-
sible, and hence the awakening and transmitting procedures are managed and

1 See the first complete smart metering project in Austria – a complete model solution
for whole Austria, Kamstrup, 2017: https://www.kamstrup.com/en-us/case-stories/
electricity-casestories/case-telekom-austria-system-at.

https://www.kamstrup.com/en-us/case-stories/electricity-casestories/case-telekom-austria-system-at
https://www.kamstrup.com/en-us/case-stories/electricity-casestories/case-telekom-austria-system-at
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optimized – the summary of standardization activities related to Smart Grid is
given in Table 1. Based on the WM-BUS standard, the communication initia-
tion node is always the smart meter and never the concentrator, which is more
suitable to extend the lifespan of the sensor battery [8,9].

Table 1. Standardization activities in support of Industrial IoT (IIoT)
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1.2 Wireless M-BUS in IIoT

M-Bus (wired) was developed and first introduced in the early 1990s. It was
further extended wireless in 2005 (when the first draft of the EN 13757-4 was
published, approved a year later [10]), which is 5 years before the concepts of the
IoT and Industry 4.0 started gaining popularity in 2011 and even longer before
they captured attention of the mass market in 2014 [11]. Industrie 4.0 is a term
coined by the German Federal Government to optimize industrial production
and provide smart manufacturing solutions [12]. Accordingly, Wireless M-Bus
represents a solid competitor to protocols and networks tailored just for the IIoT,
such as Sigfox, LoRaWAN (public or private implementations), or Narrowband-
IoT [13]. Since it sets very similar goals (sensor-independence, battery-longevity,
meter-automation), but has a few years of advantage, it may be even better
established, settled, and stabilized than most of its counterparts [14,15].

The WM-BUS network topology represents a star, where one or more mea-
suring nodes transmit(s) the data to the aggregator acting as a server. The lat-
ter always senses the wireless medium for incoming connections and subsequent
data collection. WM-BUS can operate in six communication modes representing
specific applications detailed in Table 2. First three modes (i.e., S, T , and R)
correspond to the transfer speeds, which are further divided into modes 1 and
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2 for unidirectional or bidirectional communication. The remaining three modes
(i.e., N , C, and F ) are supported only by specific devices [9]:

– In frequent transmit mode (T ), the meter sends data periodically or whenever
a packet is available. Sub-mode T1 defines power saving operation, in which
the device transmits to the aggregator and immediately enters power saving
mode without waiting for the ACK.

– Stationary mode (S) is designed for unidirectional or bidirectional commu-
nication between the stationary or mobile devices. It has three sub-modes,
S1, S1M , and S2. Sub-mode S1 is for unidirectional communication with-
out the ACK from a server. This mode is primarily to handle the “daily”
data transmissions. Sub-mode S1M supports bidirectional communication in
predefined cycles without the need for the device to wake up.

– In frequent receive mode (R), the meter is not sending the data periodically
but instead is waiting for the aggregation request. Most of the time, the meter
is in the power saving mode and awakens only over the predefined intervals
for the packet reception. If no valid wake-up frame is received, the meter
reenters the power saving mode.

Table 2. WM-Bus protocol transfer modes

Transfer type Frequency Cod. scheme Speed

S Stationary 868 MHz Manchester 32768 kbps

T Frequent transmit 868 MHz Manchester 3 out of 6 100 kbps

R Frequent receive 868 MHz Manchester 4.8 kbps

N Narrowband 169 MHz NRZ

C Compact 868 MHz Manchester 50 kbps

F Frequent transmit and receive 433 MHz NRZ -

Wireless M-Bus Frame Structure. After the protocol operation modes and
the topology were introduced, we focus on the data frame structure to make
the reader more familiar with the WM-Bus operational details. This section
describes the WM-Bus communication phases (handshakes). In the first step, an
over-the-top application at the application layer of WM-Bus sends its data to
the RF module as a packet – as demonstrated below [9]:

1 Byte 1 Byte n Bytes

Length CI AppLayer

In the next step, the radio module adds the following fields: (i) Control field;
(ii) Manufacturer identification; (iii) Unique address based on parameters saved
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1 Byte 1 Byte 2 Bytes 6 Bytes 1 Byte n Bytes 1 Byte

Length C ManID Address CI AppLayer RSSI

in the memory of the modules; and (iv) Optional information about received
signal strength (RSSI). Therefore, the packet now has the following headers:

This packet is further encrypted (with AES-128 by default) and transmitted.
If the connection is implemented as tunneling (P2P connection) between two
Wireless M-Bus modules, the address field, and the affiliated info is optional –
thus allowing for simpler packet structure by sending only the RSSI:

1 Byte 1 Byte n Bytes 1 Byte

Length CI AppLayer RSSI

The AppLayer field is defined by the M-Bus application layer, which is used
as a transition mechanism for the communication from link layer to higher layers.
It uses the OMS 3.0.1 specification [16] derived from the EM 13757-4 standard
for wireless communication [8]. In this work, we focus primarily on one of the
WM-Bus equipped devices – IQRF radio modules. For our implementation, we
selected the IQRF TR-72D-WMB module (see Fig. 1) [17]. This module is from
the programmable IQRF technology line produced by MICRORISC that allows
implementing the Wireless M-Bus or a similar protocol on the fly. It is further
equipped with SPI and UART interfaces for communication with the master
devices. Its block diagram is depicted in Fig. 2.

Fig. 1. Utilized IQRF TR-72DA-WMB module.

The said module supports following WM-BUS operating modes S1, S2, T1,
and T2. The power voltage is in the range from 3.1 to 5.3 V with the maximal
current of 1µA in the sleep mode and 8–22 mA in the transmit mode. This
value is based on the output power setting, which caps at 12.5 W. The module
itself has support for 169, 433, and 868 MHz frequency bands, whereas the chip
supports operation in one of the following modes [9]:
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– Meter : The module can be connected via UART to the micro-controller, which
serves as a data handler, i.e., it could be utilized to build the proprietary
measurement devices based on WM-Bus protocol.

– Multi-Utility Controller : The module serves as the communication device for
the meter data readout. Current firmware only supports bidirectional com-
munication with meters in S and T modes and is still under development.

– Sniffer : The module captures all the available communication in the selected
transmission mode. Owing to the implementation of the Wireless M-Bus pro-
tocol, it can also capture and decrypt the encrypted communication.

Fig. 2. Block diagram of TR-72DA-WMB module [9].

1.3 Main Contribution

In this paper, we expand our vision of Machine-to-Machine (M2M) commu-
nication for embedded devices basing on our previously developed industrial
projects [9,18]. In particular, we consider the situation, when low-cost IQRF
radio modules can be configured in the role of Wireless M-Bus receivers. Inspired
by that, we analyze and implement a real-world scenario, where the IQRF TR-
72DA-WMB module [17] becomes a part of the MTCG device and receives the
Machine-Type Communication (MTC) data sent via the WM-BUS communi-
cation protocol from electricity meters. What has changed compared to our
last trial is the software generator at the side of MTC which was implemented
completely from scratch. It is a Java program, which can generate Wireless M-
BUS data from both graphical and command-line interfaces. It allows for precise
protocol data unit specification and can send these message definitions in the
form of telegrams to the Wireless M-BUS network using a supported hardware
transceiver. Two device variations supported by the application are a standalone
Wireless M-BUS module of IQRF TR-72D-WMB and more complex solution



Wireless M-BUS: Remote Metering Within SmartGrid Infrastructure 37

using the UniPi Neuron S103 board [19]. The software-hardware combination,
created as a ready-to-use generator solution represents a powerful option in the
area of testing Wireless M-BUS networks.

The remainder of this paper is structured as follows. In Sect. 2, we take a
closer look at the measurement scenario where the Wireless M-BUS communica-
tion protocol is utilized. Going further, the Sect. 3 discusses the results obtained
from designed test scenario as well as lessons learned originating from develop-
ment phase.

2 Prototyped Industrial IoT Scenario

To demonstrate the functionality of previously created solution, see the [9], we
have recently completed a full-scale implementation of WM-BUS. We investi-
gated the suitability of Wireless M-BUS communication protocol for potential
adoption in remote metering by evaluating possible communication range and
connection stability in future housing estate represented by university campus
made of steel and concrete – this living area acts well when it comes to wireless
transmissions. Measurements were executed employing constructed prototype
sensor devices utilizing the frequency 868 MHz, i.e., transmitting in Industrial,
Scientific, and Medical (ISM) radio band.

2.1 Selected HW Devices

We have selected Raspberry Pi3 with I/O shield for our implementation. The
connection between the Raspberry Pi and the mentioned shield is realized via
the 26 pin board. The UART bus is escorted to the SIM slot on the shield,
which is prepared for the connection. It is equipped with the IQRF TR-72D-
WMB module. The said module supports WM-Bus S1, S2, T1, and T2 operating
modes. The power voltage is in the range from 3.1 to 5.3 V with the maximal
current of 1 uA in the sleep mode and 8–22 mA in the transmit mode. This value
is based on the output power setting, which caps at 12.5 W. The module has
support for 169, 433, and 868 MHz frequency bands, whereas the chip supports
operation in one of the following modes: (i) Meter, (ii) Multi-Utility controller,
and (iii) Sniffer.

2.2 Measurement Methodology

For the purpose of our trial, we concentrated on communication distance between
two devices transmitting data indoor: (i) Wireless M-BUS transmitter running
our proprietary software acting as M2M data generator, and (ii) universal WM-
BUS USB Adapter AMB8465-M [20] in role of the receiver i.e., MTCG device –
the integrated microprocessor controls the entire data communication as well as
block- and checksum-creation. Data packets are built and transmitted according
to EN13757-4. The USB-adapter is versatile configurable and supports all oper-
ating modes according to the wireless M-BUS specification. The quality of the
radio link can be assessed by using the measured field strength (RSSI value).
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Fig. 3. Implemented WM-BUS scenario at Brno University of Technology, Czech
Republic. (Color figure online)

The realized WM-BUS scenario is shown in Fig. 3 where all the important
points are displayed. The “orange circle” represents the Wireless M-BUS data
generator equipped by the external planar antenna. The frequency range of the
antenna is 824 MHz to 896 MHz which suits well to our scenario where the devices
communicate at 868 MHz. The gain added to the system by the antenna (RF
part) is set to 6.7 dBi. Going further, the “orange circles” stand for the positions
where we placed the RX device and tested one-by-one the parameters of the
communication link. The list of possible combinations of power levels on both
communicating sides is shown in Table 3. At each location (Location A, B, C, and
D), all combinations of RF levels discussed in Table 3 were performed. The data
transmission consisted of sending 15 telegrams in a row with the time interval
set to 20 s.

Table 3. List of RF levels for both the WM-BUS transmitter and receiver.

RF power levels [dBm]

IQRF TR-72D-WMB (Transmitter) −30; −12; 0; +15

AMB8465-M (Receiver) −5; 0; Max
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3 Lessons Learned and Conclusions

During the development and implementation phases of our work, we have solved
a number of challenges and drawbacks: (i) Raspberry Pi 3 uses different access to
the serial interface. Hence, modifications on the boot level were needed; (ii) com-
munication between wireless IQRF TR-72D-WMB module and the processing
unit via UART had to be redesigned for the target case; (iii) the sniffed pack-
ets required re-encryption with the AES key of the IQRF module and were
decrypted again to access the data (see our previous work [9] where the process
of unencrypted and encrypted communication and following SW implementa-
tion is described in detail); (iv) the implementation of the data packets is not
identical across the manufacturers and therefore for each device the sniffed data
needed to be analyzed separately.

Table 4. Summary of configured RF power levels on both devices together with number
of successfully received telegrams for all measured locations. The combinations of RF
levels on the side of TX/RX which leads to data transmissions without packet loss are
highlighted by grey.

Location A Location B Location C Location D
TX RX No. TX RX No. TX RX No. TX RX No.

R
F

L
ev

el
s
[d
B
m
]

-30 -5 6 -30 -5 0 -30 -5 0 -30 -5 0

-12 -5 13 -12 -5 14 -12 -5 0 -12 -5 0

0 -5 15 0 -5 15 0 -5 0 0 -5 0

15 -5 15 15 -5 15 15 -5 8 15 -5 11

-30 0 10 -30 0 0 -30 0 0 -30 0 0

-12 0 15 -12 0 10 -12 0 0 -12 0 0

0 0 15 0 0 15 0 0 0 0 0 0

15 0 15 15 0 15 15 0 9 15 0 11

-30 Max. 11 -30 Max. 0 -30 Max. 0 -30 Max. 0

-12 Max. 15 -12 Max. 4 -12 Max. 0 -12 Max. 0

0 Max. 14 0 Max. 15 0 Max. 0 0 Max. 0

15 Max. 14 15 Max. 13 15 Max. 12 15 Max. 11

In the course of our development, we have performed practical measurements
in all of the above-mentioned locations, see Fig. 3. As the measurements took
place indoor, types of used materials play the critical role for the signal propa-
gation. Owing to the possibility to use information from the drawing documen-
tation of the building, the following materials are used: (i) reinforced concrete,
(ii) clay block masonry, (iii) autoclaved aerated concrete, (iv) gypsum boards,
(v) thermal insulation, and (vi) acoustic insulation.

Going towards the practical measurements, on top of the redesigned HW,
an entirely new software layer has been introduced to generate WM-BUS data
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Fig. 4. Transmission efficiency – dependence on RX and TX output RF power levels.

traffic (in case of this trial, the data representing the electricity meter is sent
periodically) at the side of the WM-BUS transmitter (in the role of a metering
device; MTCD) towards the WM-BUS data concentrator (MTCG). The com-
plexity of this solution is further highlighted by the fact that the transmitted
data can also be encrypted; re-encryption with the AES key of the IQRF module
is implemented.

The obtained data is shown in Table 4 and depicted in Fig. 4. One can see
the results in case of some TX/RX RF level combinations do not follow the the-
oretical expectations. This behavior has two possible explanations: (i) the mea-
surements were conducted during the working hours at the university. Therefore,
the university staff and students influenced the signal propagation. On the other
hand, those results stand for the real conditions expected to be met in case of
remote metering, e.g., housing estate; (ii) the utilized frequency band is free to
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use which together with the unique rooms acting as obstacles (EMC chamber,
acoustic chamber, etc.) causes unexpected signal propagation while sending the
data at 868 MHz.

As mentioned before, this paper was intended as a proof-of-concept hardware
implementation that significantly reduces the cost of Wireless M-Bus based com-
munication platform. In our future work, we are planning to expand the func-
tionality of our platform by adding support for more smart-meter vendors, as
well as to further work with smart and connected IIoT/Industry 4.0 enablers.
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a stretch is L. The inventory processing time follows phase type dis-
tribution. These are required for the service of customers-one for each
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N and also the distribution of the number of inventory processed before
the arrival of first customer. Also we provide the distribution of a busy
cycle, LSTs of busy cycles in which no item is left in the inventory and
at least one item is left in the inventory. We perform some numerical
experiments to evaluate the expected idle time, standard deviation and
coefficient of variation of idle time of the server.

Keywords: Vacation · Inventory · N-policy

V. Divya—Research is supported by the UGC, Govt. of India, under Faculty Devel-
opment Programme (Grant No.F.No.FIP/12th Plan/KLKE008 TF 04) in Depart-
ment of Mathematics, Cochin University of Science and Technology, Cochin-22.
A. Krishnamoorthy—Emeritus Fellow (EMERITUS-2017-18 GEN 10822(SA-II)),
UGC, Govt. of India and Indo-Russian project: INT/RUS/RSF/P-15, funded by
DST.
V. M. Vishnevsky—Research supported by the Russian Science Foundation and the
Department of Science and Technology (India) via grant No. 16-49-02021 for the
joint research project by the V.A. Trapeznikov Institute of Control Science and the
CMS college Kottayam.

c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 43–57, 2018.
https://doi.org/10.1007/978-3-319-99447-5_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99447-5_5&domain=pdf


44 V. Divya et al.

1 Introduction

In a vacation queueing system, the server may not be available for a period of
time due to several reasons like server working on some supplementary jobs or
doing some maintenance work, server’s failure that interrupt customer service
or simply taking a break. Levy and Yechiali [5] introduced the concept of server
vacation. A considerable number of work in this area were surveyed by Doshi in
[2]. More studies on vacation models could be found in Takagi [8] and in Tian
and Zhang [9]. Kazimirsky [4] studied BMAP/G/1 queue with infinite buffer
and service time distribution depending on number of processed items: When
customers are absent in the system, the server begins to produce items that
are put to the storehouse until the storehouse capacity is reached or a group
of customers arrives. When a group of customers arrives, the item processing
stopped and the service of the customers begins. Service time of a customer
depends on the amount of items at the storehouse at the beginning of the service.
After the service of the customer is completed, it departs from the systems and,
if its service is begun with nonempty storehouse, the number of items at the
storehouse decreases by one unit at a service completion epoch. In this queueing
model, he considered the systems with the possibility of preliminary service. An
efficient algorithm for calculating the stationary queue length distribution was
proposed, and Laplace-Stieltjes transform of the sojourn time was derived. Also
he proved Little’s law and an associated optimization problem was analyzed.

The motivation for our work is a paper by Hanukov et al. [3]. In their model,
they studied a single server queue in which the service consists of two indepen-
dent stages. The first stage can be performed even in the absence of customers,
whereas the second stage requires the customer to be present. When the sys-
tem is devoid of customers, the server produces an inventory of first stage called
‘preliminary’ services, which is used to reduce customer’s overall sojourn times.
Hence in this model customer will not have to wait for the entire service to be
carried out from the beginning, provided processed item is available at the time
the customer is taken for service. Such customers have a shorter service time
in comparison to those who encounter the system with no processed item when
taken for service. Yadin and Naor [10] introduced the concept of N-policy in
which the server turns on with the accumulation of N or more customers and
turns off when the system is empty. This has the advantage that the length of
a busy period becomes larger when server is activated on accumulation of N
or more customers, thereby bringing down the expected cost incurred per unit
time.

In this paper we consider a single server queueing system in which customers
arrive according to Markovian Arrival process. When the system is empty, the
server goes for vacation and produces inventory for future use during this period.
The maximum inventory level is L. The inventory processing time follows phase
type distribution. The server returns from vacation when there are N customers
in the system. The service time follows two distinct phase type distributions
according to whether there is no processed item or there are processed items
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at the beginning of service. Each customer requires an item from inventory for
service which is exclusively used for the service of that particular customer only.

The rest of the paper is arranged as follows. The mathematical formulation
is given in Sect. 2. Section 3 provides steady state analysis of the model and also
contain some important distributions. Some numerical results are discussed in
Sect. 4.

Notations and abbreviations used in the sequel:

– e(a): Column vector of 1′s of order a.
– e: Column vector of 1′s of appropriate order.
– CTMC: Continuous time Markov chain.
– Ia: identity matrix of order a.
– ea(b): column vector of order b with 1 in the ath position and the remaining

entries zero.
– MAP : Markovian Arrival Process.
– LST : Laplace-Steiltges Transform.
– LIQBD: Level Independent Quasi-Birth and-Death.

2 Model Description and Mathematical Formulation

We assume that customers arrive at a single server queueing system according
to MAP with representation (D0,D1) of order n. When the system is empty,
the server goes for vacation and produces inventory for future use during this
period. The maximum inventory level permitted is L. The inventory processing
time follows phase type distribution PH(α, T ) of order m1. These are required for
the service of customers-one for each customer.The server returns from vacation
when N customers accumulate in the system. The service time follows PH(β, S)
of order m2 when there is no processed item and it follows PH(γ, U) of order m3

when there are processed items.
Let Q∗ = D0 + D1 be the generator matrix of the type II arrival process

and π∗ be its stationary probability vector. Hence π∗ is the unique (positive)
probability vector satisfying

π∗Q∗ = 0, π∗e = 1.

The constant β∗ = π∗D1e, referred to as fundemental rate, gives the
expected number of arrivals per unit of time in the stationary version of the
MAP. It is assumed that the arrival process is independent of the inventory
processing and service process.

2.1 The QBD Process

The model described in Sect. 1 can be studied as a LIQBD process. First we
introduce the following notations:

At time t:

N(t): the number of customers in the system at time t,
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I(t): the number of processed inventory

J(t) =
{

0, when the server is on vacation
1, when the server is busy serving a customer

K(t): the phase of the inventory processing/service process
M(t): the phase of arrival of the customer.

It is easy to verify that {(N(t), I(t), J(t),K(t),M(t)) : t ≥ 0} is a LIQBD
with state space: (i) no customer in the system
l(0) = {(0, i, 0, k1, l) : 0 ≤ i ≤ L − 1, 1 ≤ k1 ≤ m1, 1 ≤ l ≤ n} ∪ {(0, L, 0, l) : 1 ≤
l ≤ n}.
(ii) when there are h customers in the system, for 1 ≤ h ≤ N − 1:
l(h) = {(h, i, 0, k1, l) : 0 ≤ i ≤ L − 1, 1 ≤ k1 ≤ m1, 1 ≤ l ≤ n} ∪ {(h,L, 0, l) :
1 ≤ l ≤ n} ∪ {(h, 0, 1, k2, l) : 1 ≤ k2 ≤ m2, 1 ≤ l ≤ n} ∪ {(h, i, 1, k3, l) : 1 ≤ i ≤
L − N + h, 1 ≤ k3 ≤ m3, 1 ≤ l ≤ n} (last part only whenL − N + h > 0)
and for h ≥ N :
l(h) = {(h, 0, 1, k2, l) : 1 ≤ k2 ≤ m2, 1 ≤ l ≤ n} ∪ {(h, i, 1, k3, l) : 1 ≤ i ≤ L, 1 ≤
k3 ≤ m3, 1 ≤ l ≤ n}.

The infinitesimal generator of this CTMC is

Q1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B0 C0

B1 E1 F1

B2 E2 F2

. . . . . . . . .
BN−2 EN−2 FN−2

BN−1 EN−1 F ′
N−1

B′
N A1 A0

A2 A1 A0

. . . . . . . . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The boundary blocks B0, C0, B1, F
′
N−1, B

′
N are of orders (Lm1+1)n×(Lm1+

1)n, (Lm1+1)n×(
(Lm1+1)n+m2n+(L−N+1)m3n

)
,
(
(Lm1+1)n+m2n+(L−

N +1)m3n
)×(Lm1+1)n,

(
(m1+m2)n+(L−1)(m1+m3)n+n

)×(m2+Lm3)n,
(m2 +Lm3)n×(

(m1 +m2)n+(L−1)(m1 +m3)n+n
)

respectively. For 2 ≤ h ≤
N−1, Bh is of order

(
(m1+m2)n+(L−N+h)(m1+m3)n+(N−h−1)m1n+n

)×(
m1+m2)n+(L−N+h−1)(m1+m3)n+(N−h)m1n+n

)
. For 1 ≤ h ≤ N−1, Eh

is of order
(
(m1+m2)n+(L−N +h)(m1+m3)n+(N −h−1)m1n+n

)×(
(m1+

m2)n+(L−N +h)(m1 +m3)n+(N −h−1)m1n+n
)
. For 1 ≤ h ≤ N −2, Fh is

of order
(
(m1 +m2)n+(L−N +h)(m1 +m3)n+(N −h−1)m1n+n

)× (
(m1 +

m2)n+(L−N +h+1)(m1 +m3)n+(N −h−2)m1n+n
)
. A0, A1, A2 are square

matrices of order (m2 + Lm3)n. Define the entries B
(i2,j2,k2,l2)
0(i1,j1,k1,l1)

, C
(i2,j2,k2,l2)
0(i1,j1,k1,l1)

,

B
(i2,j2,k2,l2)
1(i1,j1,k1,l1)

, E
(i2,j2,k2,l2)
h(i1,j1,k1,l1)

, B
(i2,j2,k2,l2)
h(i1,j1,k1,l1)

, F
(i2,j2,k2,l2)
h(i1,j1,k1,l1)

, F ′
N−1

(i2,j2,k2,l2)
(i1,j1,k1,l1)

and

B′
N

(i2,j2,k2,l2)
(i1,j1,k1,l1)

as transition submatrices which contains transitions of the
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form (0, i1, j1, k1, l1) → (0, i2, j2, k2, l2), (0, i1, j1, k1, l1) → (1, i2, j2, k2, l2),
(1, i1, j1, k1, l1) → (0, i2, j2, k2, l2), (h, i1, j1, k1, l1) → (h, i2, j2, k2, l2), where
1 ≤ h ≤ N − 1, (h, i1, j1, k1, l1) → (h − 1, i2, j2, k2, l2), where 2 ≤ h ≤
N − 1, (h, i1, j1, k1, l1) → (h + 1, i2, j2, k2, l2), where 1 ≤ h ≤ N − 2, (N −
1, i1, j1, k1, l1) → (N, i2, j2, k2, l2) and (N, i1, j1, k1, l1) → (N − 1, i2, j2, k2, l2)
respectively. Define the entries A

(i2,j2,k2,l2)
2(i1,j1,k1,l1)

, A
(i2,j2,k2,l2)
1(i1,j1,k1,l1)

and A
(i2,j2,k2,l2)
0(i1,j1,k1,l1)

as
transition submatrices which contains transitions of the form (h, i1, j1, k1, l1) →
(h − 1, i2, j2, k2, l2), where h ≥ N + 1, (h, i1, j1, k1, l1) → (h, i2, j2, k2, l2), where
h ≥ N and (h, i1, j1, k1, l1) → (h + 1, i2, j2, k2, l2), where h ≥ N respectively.
Since none or one event alone could take place in a short interval of time
with positive probability, in general, a transition such as (h1, i1, j1, k1, l1) →
(h2, i2, j2, k2, l2) has positive rate only for exactly one of h1, i1, j1, k1, l1 different
from h2, i2, j2, k2, l2.

B
(i2,j2,k2,l2)
0(i1,j1,k1,l1)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

T oα ⊗ In i2 = i1 + 1, 0 ≤ i1 ≤ L − 2; j1 = j2 = 0; 1 ≤ k1, k2 ≤ m1;

1 ≤ l1, l2 ≤ n

T o ⊗ In i1 = L − 1, i2 = L; j1 = j2 = 0; 1 ≤ k1, k2 ≤ m1; 1 ≤ l1, l2 ≤ n

T ⊕ D0 i1 = i2, 0 ≤ i1 ≤ L − 1; j1 = j2 = 0; 1 ≤ k1, k2 ≤ m1;

1 ≤ l1, l2 ≤ n

D0 i1 = i2 = L; j1 = j2 = 0; 1 ≤ l1, l2 ≤ n

C
(i2,j2,k2,l2)
0(i1,j1,k1,l1)

=

⎧⎨
⎩

Im1 ⊗ D1 0 ≤ i1 ≤ L − 1, i1 = i2; j1 = j2 = 0; 1 ≤ k1, k2,≤ m1;
1 ≤ l1, l2 ≤ n

D1 i1 = i2 = L; j1 = j2 = 0; 1 ≤ l1, l2 ≤ n

B
(i2,j2,k2,l2)
1(i1,j1,k1,l1)

=

⎧
⎪⎪⎨

⎪⎪⎩

S0α ⊗ In i1 = i2 = 0; j1 = 1, j2 = 0; 1 ≤ k1 ≤ m2,

1 ≤ k2 ≤ m1; 1 ≤ l1, l2 ≤ n

U0α ⊗ In 1 ≤ i1 ≤ L − N + 1; i2 = i1 − 1; j1 = 1, j2 = 0; ; 1 ≤ k1 ≤ m3,

1 ≤ k2 ≤ m1; 1 ≤ l1, l2 ≤ n

For 1 ≤ h ≤ N − 1,

E
(i2,j2,k2,l2)
h(i1,j1,k1,l1)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

T 0α ⊗ In 0 ≤ i1 ≤ L − 2, i2 = i1 + 1; j1 = j2 = 0;

1 ≤ k1, k2 ≤ m1; 1 ≤ l1, l2 ≤ n

T 0 ⊗ In i1 = L − 1, i2 = L; j1 = j2 = 0;

1 ≤ k1 ≤ m1; 1 ≤ l1, l2 ≤ n

T ⊕ D0 i1 = i2, 0 ≤ i1 ≤ L − 1; j1 = j2 = 0; 1 ≤ k1, k2 ≤ m1;

1 ≤ l1, l2 ≤ n

S ⊕ D0 i1 = i2 = 0, j1 = j2 = 1, 1 ≤ k1, k2 ≤ m2, 1 ≤ l1, l2 ≤ n

U ⊕ D0 i1 = i2, 1 ≤ i1 ≤ L − N + h; j1 = j2 = 1,

1 ≤ k1, k2 ≤ m3, 1 ≤ l1, l2 ≤ n

D0 i1 = i2 = L; j1 = j2 = 0; 1 ≤ l1, l2 ≤ n

For 2 ≤ h ≤ N − 1,

B
(i2,j2,k2,l2)
h(i1,j1,k1,l1)

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

S0β ⊗ In i1 = i2 = 0; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m2; 1 ≤ l1, l2 ≤ n

U0β ⊗ In i1 = 1, i2 = 0; j1 = j2 = 1; 1 ≤ k1 ≤ m3,

1 ≤ k2 ≤ m2; 1 ≤ l1, l2 ≤ n

U0γ ⊗ In 2 ≤ i1 ≤ L − N + h, i2 = i1 − 1; j1 = j2 = 1;

1 ≤ k1, k2 ≤ m3; 1 ≤ l1, l2 ≤ n
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For 1 ≤ h ≤ N − 2,

F
(i2,j2,k2,l2)
h(i1,j1,k1,l1)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Im1 ⊗ D1 0 ≤ i1 ≤ L − 1, i1 = i2; j1 = j2 = 0; 1 ≤ k1, k2 ≤ m1;

1 ≤ l1, l2 ≤ n

Im2 ⊗ D1 i2 = i1 = 0; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m2, 1 ≤ l1, l2 ≤ n

Im3 ⊗ D1 i2 = i1, 1 ≤ i1 ≤ L − N + h; j1 = j2 = 1;

1 ≤ k1, k2 ≤ m3, 1 ≤ l1, l2 ≤ n

D1 i1 = i2 = L; j1 = j2 = 0; 1 ≤ k1, k2 ≤ m1; 1 ≤ l1, l2 ≤ n

F
′
N−1

(i2,j2,k2,l2)
(i1,j1,k1,l1) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e(m1) ⊗ (β ⊗ D1) i1 = i2 = 0; j1 = 0, j2 = 1; 1 ≤ k1 ≤ m1,

1 ≤ k2 ≤ m2; 1 ≤ l1, l2 ≤ n

Im2 ⊗ D1 i2 = i1 = 0; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m2,

1 ≤ l1, l2 ≤ n

Im3 ⊗ D1 i2 = i1, 0 ≤ i1 ≤ L − 1; j1 = j2 = 1; ,

1 ≤ k1, k2 ≤ m3, 1 ≤ l1, l2 ≤ n

e(m1) ⊗ (γ ⊗ D1) 1 ≤ i1 ≤ L − 1; j1 = 0, j2 = 1; 1 ≤ k1 ≤ m1,

1 ≤ k2 ≤ m3; 1 ≤ l1, l2 ≤ n

γ ⊗ D1 i1 = i2 = L; j1 = 0, j2 = 1; 1 ≤ k1 ≤ m1,

1 ≤ k2 ≤ m3; 1 ≤ l1, l2 ≤ n

B
′
N

(i2,j2,k2,l2)
(i1,j1,k1,l1) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

S0β ⊗ In i1 = i2 = 0; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m2, ; 1 ≤ l1, l2 ≤ n

U0β ⊗ In i1 = 1, i2 = 0; j1 = j2 = 1; 1 ≤ k1 ≤ m3,

1 ≤ k2 ≤ m2; 1 ≤ l1, l2 ≤ n

U0γ ⊗ In 2 ≤ i1 ≤ L, i2 = i1 − 1; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m3;

1 ≤ l1, l2 ≤ n

A
(i2,j2,k2,l2)
2(i1,j1,k1,l1)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

S0β ⊗ In i1 = i2 = 0; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m2;
1 ≤ l1, l2 ≤ n

U0β ⊗ In i1 = 1, i2 = 0; j1 = j2 = 1; 1 ≤ k1 ≤ m3, 1 ≤ k2 ≤ m2;
1 ≤ l1, l2 ≤ n

U0γ ⊗ In i2 = i1 − 1, 2 ≤ i2 ≤ L; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m3;
1 ≤ l1, l2 ≤ n

A
(h,i2,j2,k2,l2)
1(h,i1,j1,k1,l1)

=

{
S ⊕ D0 i1 = i2 = 0, j1 = j2 = 1, 1 ≤ k1, k2 ≤ m2, 1 ≤ l1, l2 ≤ n

U ⊕ D0 i1 = i2, 1 ≤ i1 ≤ L; j1 = j2 = 1, 1 ≤ k1, k2 ≤ m3, 1 ≤ l1, l2 ≤ n

A
(i2,j2,k2,l2)
0(i1,j1,k1,l1)

=

{
Im2 ⊗ D1 i1 = i2 = 0; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m2; 1 ≤ l1, l2 ≤ n

Im3 ⊗ D1 i1 = i2, 1 ≤ i1 ≤ L; j1 = j2 = 1; 1 ≤ k1, k2 ≤ m3; 1 ≤ l1, l2 ≤ n

3 Steady State Analysis

The stability condition for the system is given by

Lemma 1. The system is stable iff π∗D1e < (β(−S)−1e)−1.

Let xxx be the steady state probability vector of Q. We partition this vector as

xxx = (x0, x1, x2x0, x1, x2x0, x1, x2 . . .),
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where x0x0x0 is of dimension (Lm1 + 1)n, xhxhxh, 1 ≤ h ≤ N − 1 are of dimension
(m1 + m2)n + (L − N + h)(m1 + m3)n + (N − h − 1)m1n + n and xN , xN+1xN , xN+1xN , xN+1 . . .
are of dimension (m2 + Lm3)n. Under the stability condition, we have

xN+ixN+ixN+i = xxxNRi, i ≥ 1

where the matrix R is the minimal nonnegative solution to the matrix quadratic
equation

R2A2 + RA1 + A0 = 0

and the vectors x0, x1x0, x1x0, x1, · · · ,xNxNxN . . .are obtained by solving the equations

x0x0x0B0 + x1x1x1B1 = 0 (1)
x0x0x0C0 + x1x1x1E1 + x2x2x2B2 = 0 (2)

xi−1xi−1xi−1Fi−1 + xixixiEi + xi+1xi+1xi+1Bi+1 = 0, for 2 ≤ i ≤ N − 2 (3)
xN−2xN−2xN−2FN−2 + xN−1xN−1xN−1EN−1 + xNxNxNBN ′ = 0 (4)

xN−1xN−1xN−1F
′
N−1 + xNxNxN (A1 + RA2) = 0 (5)

subject to the normalizing condition
N−1∑
i=0

xixixieee + +xNxNxN (I − R)−1eee = 1 (6)

3.1 Distribution of Time till the Number of Customers Hit N or
the Inventory Level Reaches L

We can study this by a phase type distribution PH(ψ1, V1) where the underlying
Markov process has state space {(h, i, j, k) : 0 ≤ h ≤ N − 1, 0 ≤ i ≤ L − 1, 1 ≤
j ≤ m1, 1 ≤ k ≤ n}∪{∗1}∪{∗2} where ∗1 denotes the absorbing state indicating
the inventory level hitting L and ∗2 denotes the absorbing state indicating the
number of customers reaching N . The infinitesimal generator is

V1 =
[

V1 V
(0)
1 V

(1)
1

000 0 0

]
where, V1 =

⎡
⎢⎢⎢⎣

E ILm1 ⊗ D1

. . . . . .
E ILm1 ⊗ D1

E

⎤
⎥⎥⎥⎦ ,

V
(0)
1 =

⎡
⎢⎣

eeeL(L) ⊗ (T 0 ⊗ e(n))
...

eeeL(L) ⊗ (T 0 ⊗ e(n))

⎤
⎥⎦ , V

(1)
1 =

⎡
⎢⎢⎢⎣

000
...
000

eee(Lm1) ⊗ δ

⎤
⎥⎥⎥⎦

with

E =

⎡
⎢⎢⎢⎣

T ⊕ D0 T 0α ⊗ In

. . . . . .
T ⊕ D0 T 0α ⊗ In

T ⊕ D0

⎤
⎥⎥⎥⎦ and δ =

⎡
⎢⎣

δ1
...

δn

⎤
⎥⎦ ,
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with δi representing the sum of ith row of the D1 matrix.
The initial probability vector is

ψ1 = (1/d1)(x0,0,0,1,1, · · · , x0,0,0,1,n, · · · , x0,0,0,m1,1, · · · , x0,0,0,m1,n,0)

where d1 =
∑n

l=1

∑m1
k=1 x0,0,0,k,l and 0 is a zero matrix of order 1 × (

(N −
1)Lm1n + (L − 1)m1n

)
.

Thus we have the following lemma.

Lemma 2. The expected duration of time till the inventory level reaches L before
the number of customers hit N is given by ψ1(−V1)−2V

(0)
1 and the expected

duration of time till the number of customers hit N before the inventory level
reaches L is given by ψ1(−V1)−2V

(1)
1 .

3.2 Distribution of Idle Time

Case (i)
Suppose that the number of customers become N only after the inventory
level hits L. The probability for this event is the probability for absorption
of PH(ψ1, V1) to ∗1. In this case, we can study this conditional distribution by
a phase type distribution PH(ψ2, V2) where the underlying Markov process has
state space {(h,L, 0, l) : 0 ≤ h ≤ N − 1, 1 ≤ l ≤ n} ∪ {∗} where ∗ denotes
the absorbing state indicating that the number of customers hitting N . The
infinitesimal generator is

V2 =
[

V2 V 0
2

000 0

]
, where, V2 =

⎡
⎢⎢⎢⎣

D0 D1

. . . . . .
D0 D1

D0

⎤
⎥⎥⎥⎦ , V 0

2 =

⎡
⎢⎢⎢⎣

000
...
000
δ

⎤
⎥⎥⎥⎦

where δ =

⎡
⎢⎣

δ1
...

δn

⎤
⎥⎦with δi representing the sum of ith row of the D1 matrix. The

initial probability vector is

ψ2 = (1/d2)(v0,L,0,1, · · · , v0,L,0,n, · · · , vN−1,L,0,1, · · · , vN−1,L,0,n)

where, for 0 ≤ h ≤ N − 2, 1 ≤ l ≤ n,

vh,L,0,l =
m1∑
k=1

ηk∑
l �=l′ d0ll′ + δl +

∑
k �=k′ Tkk′ + ηk

xh,L−1,0,k,l

and, for h = N − 1, 1 ≤ l ≤ n,

vN−1,L,0,l =
m1∑
k=1

ηk∑
l �=l′ d0ll′ +

∑
k �=k′ Tkk′ + ηk

xN−1,L−1,0,k,l,



On a Q.S. with Processing of Service Items Under Vacation and N-policy 51

with, d2 =
∑N−1

h=0

∑n
l=1 vh,L,0,l.

Here, ηk represents the absorption rate from phase k in PH(α, T ), Tkk′′

represent the kk′th entry of T , d0ll′ represent the transition rates from the phase
l to the phase l′ without arrival and δl represent the lth row sum of D1 matrix.

Case(ii)
Suppose that the number of customers become N before the inventory level hits
L. The probability for this event is the probability for absorption of PH(ψ1, V1)
to ∗2. In this case, the idle time = 0.

Thus we have the following theorem.

Theorem 1. The LST of the distribution of the idle time is given by

(
ψ2(sI − V2)−1V 0

2

) (∫ ∞

t=0

ψ1e
V1tV

(0)
1 dt

)

3.3 Distribution of Time Until the Number of Customers Hit N

We can study this by a phase type distribution PH(ψ3, V3) where the underlying
Markov process has state space {(h, i, j, k) : 0 ≤ h ≤ N − 1, 0 ≤ i ≤ L − 1, 1 ≤
j ≤ m1, 1 ≤ k ≤ n} ∪ {(h,L, k) : 0 ≤ h ≤ N − 1, 1 ≤ k ≤ n} ∪ {∗} where ∗
denotes the absorbing state indicating the number of customers reaching N . The
infinitesimal generator is

V3 =

[
V3 V 0

3
000 0

]

, whereV3 =

⎡

⎢
⎢
⎢
⎢
⎣

F ILm1+1 ⊗ D1

. . .
. . .

F ILm1+1 ⊗ D1

F

⎤

⎥
⎥
⎥
⎥
⎦

, V
0
3 =

⎡

⎢
⎢
⎢
⎢
⎣

000

.

.

.

000

eee(Lm1 + 1) ⊗ δ

⎤

⎥
⎥
⎥
⎥
⎦

with

F =

⎡
⎢⎢⎢⎢⎢⎣

T ⊕ D0 T 0α ⊗ In

. . . . . .
T ⊕ D0 T 0α ⊗ In

T ⊕ D0 T 0 ⊗ In

D0

⎤
⎥⎥⎥⎥⎥⎦

The initial probability vector is

ψ3 = (1/d1(x0,0,0,1,1, · · · , x0,0,0,1,n, · · · , x0,0,0,m1,1, · · · , x0,0,0,m1,n,0)

where d1 =
∑n

l=1

∑m1
k=1 x0,0,0,k,l, where 0 is a zero matrix of order 1 × (

(N −
1)(Lm1 + 1)n + ((L − 1)m1 + 1)n

)
.

Thus we have the following lemma.

Lemma 3. The distribution of time when the processing starts until the number
of customers hit N is a phase type distribution with representation PH(ψ3, V3).
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3.4 Distribution of Number of Inventory Processed Before the
Arrival of First Customer

To compute the above distribution, first we find the following:

Distribution of Processing Time till the Arrival of First Customer.
Consider the Markov process with state space {(i, j, k) : 0 ≤ i ≤ L − 1, 1 ≤ j ≤
m1, 1 ≤ k ≤ n} ∪ {(L, k) : 1 ≤ l ≤ n} ∪ {∗}, where i denote the number of
items in the inventory, j, the phase of inventory processing, k, the arrival phase
of customer, *, the absorbing state indicating the arrival of a customer. The
infinitesimal generator of the process is given by

V4 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
e(m1) ⊗ δ T ⊕ D0 T 0α ⊗ In 0 0 0
e(m1) ⊗ δ 0 T ⊕ D0 T 0α ⊗ In 0 0

...
...

. . . . . . . . .
...

e(m1) ⊗ δ 0 0 T ⊕ D0 T 0α ⊗ In 0
e(m1) ⊗ δ 0 0 0 T ⊕ D0 T 0 ⊗ In

δ 0 0 0 0 D0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The initial probability is given by

ψ4 =
1
d1

(x0,0,0,1,1, . . . , x0,0,0,1,n, . . . , x0,0,0,m1,1, . . . x0,0,0,m1,n,000)

where 000 is a zero matrix of order 1 × ((L − 1)m1 + 1)n.
Let Y denote the number of items processed before the first arrival and yk be
the probability that k items are processed before an arrival. Then yk is the
probability that the absorption occurs from the level k for the process. Hence
yk are given by

y0 = −ψ4(T ⊕ D0)−1(e(m1) ⊗ δ)

For k = 1, 2, 3, . . . L − 1

yk = (−1)k+1ψ4

(
(T ⊕ D0)−1(T 0α ⊗ In)

)k
(T ⊕ D0)−1(e(m1) ⊗ δ)

and

yL = (−1)L+1ψ4

(
(T ⊕ D0)−1(T 0α ⊗ In)

)L−1
(T ⊕ D0)−1(T 0 ⊗ In)D−1

0 δ

Thus we have the following lemma.

Lemma 4. The distribution of number of inventory processed before the arrival
of first customer is given by P (Y = k) = yk.

Definition 1. Starting up with the epoch of departure of a customer leaving
behind no customer in the system until the next epoch at which no customer is
left at a service completion epoch is called a busy cycle.
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3.5 Distribution of Busy Cycle

First we assume that L > N .
The distribution of duration of busy cycle in which no item is left in the

inventory can be studied by a continuous time Markov chain with state space
{(h, i, 0, k, l) : 0 ≤ h ≤ N−1, 0 ≤ i ≤ L−1, 1 ≤ k ≤ m1, 1 ≤ l ≤ n}∪{(h,L, 0, l) :
0 ≤ h ≤ N − 1, 1 ≤ l ≤ n} ∪ {(h, i, 1, k, l) : 1 ≤ h ≤ M, i = 0, 1 ≤ k ≤ m2, 1 ≤
l ≤ n} ∪ {(h, i, 1, k, l) : 1 ≤ h ≤ N − 1, 1 ≤ i ≤ L − N + h, 1 ≤ k ≤ m3, 1 ≤ l ≤
n} ∪ {(h, i, 1, k, l) : N ≤ h ≤ M, 1 ≤ i ≤ L, 1 ≤ k ≤ m3, 1 ≤ l ≤ n} ∪ {∗}, where
(h, i, 0, k, l) denote the states that correspond to the server being in vacation
with h customers in the system,i, items in the inventory, k, processing phase and
l,the arrival phase, (h,L, 0, l) denote the states that correspond to the server
being in vacation with h customers in the system, L, items in the inventory and
l,the arrival phase, (h, i, 1, k, l) denote the states that correspond to the server
being in normal mode with h customers in the system,i, items in the inventory,
k, service phase and l,the arrival phase, ∗ denote the absorbing state indicating
that the number of customers become zero by a service completion and M is
chosen in such a way that P

(∑M
h=0 xheee > 1 − ε

)
→ 0 for every ε > 0. Then

the distribution of a busy cycle can be studied by a phase type distribution
PH(φ,B), whose infinitesimal generator is given by

B =
[

B B0

000 0

]
where, B =

[
B11 B12

0 B22

]

Now,

B11 =

⎡

⎢
⎢
⎢
⎢
⎣

F ILm1+1 ⊗ D1

. . .
. . .

F ILm1+1 ⊗ D1

F

⎤

⎥
⎥
⎥
⎥
⎦

, withF =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

T ⊕ D0 T 0α ⊗ In

. . .
. . .

T ⊕ D0 T 0α ⊗ In
T ⊕ D0 T 0 ⊗ In

D0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

B12 = eN (N)e′
N (M) ⊗ B′

12,

where,

B′
12 =

⎡
⎢⎢⎢⎣

e(m1) ⊗ (β ⊗ D1)
IL−1 ⊗ (e(m1) ⊗ (γ ⊗ D1)

. . .
γ ⊗ D1

⎤
⎥⎥⎥⎦
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B22 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

E1 F1

G1 E2 F2

. . . . . . . . .
GN−2 EN−1 FN−1

GN−1 EN I ⊗ D1

. . . . . . . . .
GM−2 EM−1 I ⊗ D1

GM−1 E′
M

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

For 1 ≤ h ≤ N − 1,

Gh =

⎡
⎣ S0β ⊗ In 0

U0β ⊗ In 0
0 IL−N+h ⊗ (U0γ ⊗ In)

⎤
⎦ , Eh =

[
S ⊕ D0

IL−N+h ⊗ (U ⊕ D0)

]

and
Fh =

[
Im2+(L−N+h)m3 ⊗ D1 0

]
.

ForN ≤ h ≤ M − 1, Eh =
[

S ⊕ D0

IL ⊗ (U ⊕ D0)

]

Forh ≥ N, Gh =

⎡
⎣ S0β ⊗ In 0 0

U0β ⊗ In 0 0
0 IL−1 ⊗ (U0γ ⊗ In) 0

⎤
⎦

E′
M =

[
EM0

IL ⊗ (EM1)

]
, where

EM0 = S ⊕D0 − Im2 ⊗Δ and EM1 = U ⊕D0 − Im3 ⊗Δ, with Δ =

⎡
⎢⎣

δ1
. . .

δn

⎤
⎥⎦ .

and

B0 =

[
000

B00

]
, with, B00 =

⎡
⎢⎢⎢⎣
B000

000
...
000

⎤
⎥⎥⎥⎦ , where, B000 =

[
S0 ⊗ e(n)

e(L − N + 1) ⊗ (U0 ⊗ e(n))

]

The initial probability vector is

φ = (φ′,000)

where, φ′ = 1
d3

(w0,0,0,1,1, · · · , w0,0,0,m1,n, · · · , w0,L−1,0,1,1, · · · , w0,L−1,0,m1,n,0),

where d3 =
∑L−1

i=0

∑m1
k′=1

∑n
l=1 w0,i,0,k′,l.
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For 1 ≤ k′ ≤ m1, 1 ≤ l ≤ n,

w0,0,0,k′,l =
m2∑
k=1

σkαk′

δl +
∑

l �=l′ d0ll′ + σk +
∑

k �=k′′ Skk′′
x1,0,1,k,l +

m3∑
k=1

τkαk′

δl +
∑

l �=l′ d0ll′ + τk +
∑

k �=k′′ Ukk′′
x1,1,1,k,l, (7)

For 1 ≤ i ≤ L − 1, 1 ≤ k′ ≤ m1, 1 ≤ l ≤ n,

w0,i,0,k′,l =
m3∑
k=1

τkαk′

δl +
∑

l �=l′ d0ll′ + τk +
∑

k �=k′′ Ukk′′
x1,i+1,1,k,l,

where σk, τk represent the absorption rates from service phase k in PH(β, S)
and PH(γ, U) respectively, Skk′′ , Ukk′′ represent the kk′′th entry of S and U
respectively, αk′ represents the probability that the processing of item starts
in phase k′, d0ll′ represent the transition rates from the phase l to the phase l′

without arrival and δl represent the lth row sum of D1 matrix.
From the above discussions we have the following.

Theorem 2. The LST of the distribution of a busy cycle in which no item is
left in the inventory is given by

B̂C1(s) = φ(sI − B)−1I ′(B0)′

where, I ′ denote the columns of identity matrix corresponding to the 1 customer
level with number of items in the inventory 0 and 1 and

(B0)′ =
[

S0 ⊗ e(n)
U0 ⊗ e(n)

]

Theorem 3. The LST of the distribution of a busy cycle in which atleast one
item is left in the inventory is given by

B̂C2(s) = φ(sI − B)−1I ′′(B0)′′

where, I ′′ denote the columns of identity matrix corresponding to 1 customer
level with number of items in the inventory > 1 and

(B0)′′ = e(L − N) ⊗ (U0 ⊗ e(n))

Theorem 4. For stationary MAP, the expected number of busy cycles in which
at least one inventory left in an interval of length t is given by

(
t/(φ(−B)−1eee)

) (
B̂C2

′
(0)/

(
B̂C1

′
(0) + B̂C2

′
(0)

))
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4 Numerical Results

We fix α =
[
1 0

]
, β =

[
1 0

]
and γ =

[
0.8 0.2

]
, T =

[−3 3
0 −3

]
, S =

[−4 4
0 −4

]
,

U =
[−2 2

0 −2

]
and D0 = −1, D1 = 1

For these input parameters we get the system characteristics as given in
Table 1. The behaviour of the performance characteristics is on expected lines.
Let E denote Expected Idle time, SD, standard deviation of Idle time, CV,
Coefficient of Variation of Idle time.

Table 1. Mean/Standard deviation/Coefficient of variation of idle time of the server

L ↓ N → 2 3 4

E SD CV E SD CV E SD CV

2 0.90 1.20 1.33 1.47 1.52 1.03 2.00 1.79 0.90

3 0.63 1.07 1.71 1.15 1.43 1.25 1.78 1.77 1.00

4 0.42 0.92 2.19 0.86 1.31 1.52 1.44 1.68 1.17

5 0.27 0.76 2.80 0.63 1.16 1.86 1.12 1.56 1.39

5 Conclusion

In this paper, we considered a MAP/PH/1 queue with processing of service
items under Vacation and N-policy. We analysed the distribution of time till the
number of customers hit N or the inventory level reaches L, distribution of idle
time, the distribution of time until the number of customers hit N and also the
distribution of number of inventory processed before the arrival of first customer.
Also we provided the distribution of a busy cycle, LSTs of busy cycles in which
no item is left in the inventory and atleast one item is left in the inventory.
We performed some numerical experiments to evaluate the expected idle time,
standard deviation and coefficient of varaiation of idle time of the server. We
propose to extend the model to the case in which the customers are impatient.
Also we will find individual optimal strategy, server’s maximum revenue and
social optimal strategy by numerical experiments in a future study.
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Abstract. The article presents an approach to the organization of a
flying network among mobile communication subscribers based on WiFi
(VoWiFi) technology in a disaster area where telecommunication infras-
tructure is completely or partially destroyed. The flying network is orga-
nized on the basis of unmanned aerial vehicles (UAVs), which interact
with each other based on IEEE 802.11p wireless technology and with
mobile subscribers based on IEEE 802.11n/ac wireless technologies. The
interaction process between subscribers and UAVs is presented as a queu-
ing system. Based on the developed model were measured and obtained
network delay parameters and its value did not exceed 100 ms. The fulfill-
ment of this condition was achieved by varying the number of UAVs and
the channel load parameters. A series of numerical experiments showed
the permissible number of UAVs to provide an acceptable quality of voice
transmission between subscribers that are in the UAV coverage area.

Keywords: Flying network · UAVs · VoWi-Fi · IEEE 802.11p

1 Introduction

In the last years, global climate change has led to an increase in the frequency
and severity of natural disasters, such earthquakes, wildfire, tsunamis, etc. Con-
sequently, these natural disasters result in the complete or partial destruction of
telecommunication infrastructure. In this regard, the implementation of rescue
operations is very difficult due to the lack of communication between emergency
services, as well as the connection between emergency services and the sufferers.
Considering that the deployment of a wireless communication network between
emergency services becomes a priority, a connection needs to be quickly imple-
mented by using advanced technologies.

The research of flying networks has been devoted to many research works,
which deal with UAVs interaction without connection to the base station of the
communication operator [1–4]. To solve this problem, a concept of a rapidly
deployable flying network for emergencies was introduced [5–8]. According to
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 58–70, 2018.
https://doi.org/10.1007/978-3-319-99447-5_6
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the proposed concept, to ensure UAVs interaction in order to provide maximum
coverage of the destroyed area it is necessary to organize a flying network that
support network mesh topology. In this network, each UAV can be considered
as a mobile heterogeneous gateway [9,10]. A mobile heterogeneous gateway is a
network device or relay system designed to provide interoperability between two
information networks that have different characteristics, use different protocol
sets, and support various data transmission technologies. Thus, each UAV is
supposed to set a heterogeneous gateway that allows encapsulating data from/to
mobile phones (IEEE 802.11n/ac) into the data transferred between the UAVs
(IEEE 802.11p).

2 Related Work

During the last few years, a number of approaches and contributions about
communication and networking in the flying network are proposed.

In this paper [11], the authors announced that in the near future, flying net-
work will play an important role in everyday life. They found that it is really dif-
ficult to operate and manage the air traffic due to the great number of unmanned
aerial vehicles (UAVs). Reliable communication links is necessary to support the
operators and the unmanned traffic management system. It also depends on the
unmanned traffic management system structure and the number of UAVs. The
paper mentioned that there are two types of flying network architectures, which
are cellular and ad-hoc; UAV-to-UAV direct links are needed to allow real-time
information exchange and suggested IEEE 802.11p standard is a real possible
choice for UAVs communication in flying network.

The comparison of different communication network architectures for flying
network was considered in the paper [12]. The authors discussed advantages and
disadvantages of each one. They made a review of legacy and next-generation
data link systems for communications between the ground station and a UAV,
between UAVs. Additionally, the authors mentioned that next-generation data
link systems will be used for decentralized communications for UAV networks.
They concluded that a UAV ad-hoc network is suitable to network groups of
UAV and a multi-layer UAV ad-hoc network is more suitable to multiple groups
of heterogeneous UAV.

The communication requirements for applications in micro UAV networks
are discussed in the paper [13]. The authors mentioned that a set of candidate
wireless technologies can be exploited for micro UAV networks such as IEEE
802.15.4, IEEE 802.11, 3G/LTE, and infrared. They considered a combination
of IEEE 802.11 and XBee-Pro is suggested as a communication link for small
networks but it cannot provide reliable, time-critical communication for large
networks.

In [14] the role of meshed airborne communication networks in the opera-
tional performance of small UAV was proposed. The authors mentioned that only
meshed ad-hoc networking, where nodes in the network are able to self-organize
to act as relays, can meet the communication demands for the large number
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of small UA expected to be deployed in future. They presented experimental
results to show the feasibility of meshed airborne communication using the het-
erogeneous unmanned aircraft system and a net-centric operation of multiple
cooperating UAV over mesh network is possible.

The authors in [15] developed a framework called UAVNet for the
autonomous deployment of a flying Wireless Mesh Network using small
quadrocopter-based UAVs as a flying node. They assumed that the flying wireless
mesh nodes can be interconnected to each other and building an IEEE 802.11s
wireless mesh network. In order to communicate with ground stations, i.e. note-
books, the flying wireless mesh nodes use IEEE 802.11b/g wireless standard. The
authors aim at interconnecting two end systems by setting up an airborne relay,
consisting of one or several flying wireless mesh nodes. At the end, they men-
tioned that UAVNet can be used to deploy a complete communication network
in emergency and disaster recovery scenarios.

The authors in [16] considered the use of LTE for transferring data from and
to UAV in a suburban environment. By means of measurements and simulations,
the article analyzed the impact of interference and path loss when transmitting
data to and from the UAV. They archived results that interference is a major
limiting factor and that LTE might not be used effectively in the flying network.

A research on long range data transmission on flying sensor network was
considered in [10]. The authors analyzed the problem of data delivery with the
terrestrial segment of the flying sensor network over long distances using UAVs
such as repeater chain. In the terrestrial segment IEEE 802.15.4 (6LoWPAN pro-
tocol) was used for interaction nodes and in the flying segment IEEE 802.15.4g
(LoRaWAN protocol) is used for UAV interaction. At the end, they found delay
and packet loss, occurring in the all stations of transmission network at different
data rates and also the optimal data rate of network was found.

In summary, the articles reviewed above show that the use of UAV as a gate-
way in connection to ground stations is feasible and necessary. However, when
natural disasters occur, telecommunication infrastructure in the disaster area is
completely or partially destroyed, how emergency services can contact the vic-
tim is not mentioned. In this paper, we propose an approach to the organization
of a flying network among mobile communication subscribers based on WiFi
(VoWiFi) technology in a disaster area where telecommunication infrastructure
is completely or partially destroyed, which will be discussed in the next sections.

3 Data Transmission Technologies for Flying Networks

Currently, with the transition to five generation communication networks
5G/IMT-2020, a number of technologies will play an important role in sup-
porting of emergency services. One of the fundamental and widely used radio
technologies at network access layer is wireless local area networks Wi-Fi.

As mentioned above, we assume that all telecommunication infrastructure
in the disaster area is destroyed. Traditional GSM networks, which are used
for voice communication, proposed the use of base stations whose weights and
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dimensions do not allow their implementation on UAVs. In addition, the deliv-
ery of new base stations to the disaster area, is a logistical task. Thus, the
organization of communication among mobile subscribers cannot be solved on
the basis of GSM technology. Today, one of the most effective solutions is the
organization of interaction with mobile subscribers of GSM networks via Wi-Fi
based on voice over Wi-Fi (VoWi-Fi) applications [17–19]. To implement this
approach, it is necessary that the entire disaster area be fully covered with a
Wi-Fi radio signal. In order to achieve this goal, we propose the use of a fly-
ing network that consists of UAVs, which are mobile access points and relaying
the received/transmitted data to a base station that operates in normal mode
[9,20,21]. This approach allows organizing a hierarchical wireless ad-hoc network
with mobile nodes. The role of the base station for subscribers will be performed
by a Wi-Fi access point on board of a UAV that supports IEEE 802.11n or IEEE
802.11ac. Due to fact that VoWi-Fi technology has spread in a large number of
different mobile phones models, it can be assumed that this approach will allow
making calls over Wi-Fi in the organization of a flying network supporting this
technology. It is also worth noting that all calls are made through the operator
with the numbering and identification of mobile network subscribers.

Figure 1 shows the architecture of the flying network for emergencies, in which
one or more UAVs are assumed to be used in the flying segment. This figure
reflects the organization concept of communication and interaction of all ele-
ments of the system.

Fig. 1. The architecture of the flying network for emergencies

According to Fig. 1, the architecture of the voice service over WiFi is repre-
sented by the following segments:
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– Terrestrial segment: This segment includes subscriber terminals (telephones)
that have some network interfaces, such as Bluetooth, WiFi, GSM, LTE/4G,
etc. At an acceptable distance, subscriber terminals can interact directly with
each other, such as device-to-device communication (D2D Communication).
Currently, some wireless technologies are known, such as Bluetooth, WiFi
Direct, WiFi Hotspot, which allow data exchange between two devices as D2D
communication. When using such technologies, the communication distance
is limited. Therefore, for providing communication between two subscribers,
which are at a large distance, active communication between several relays is
proposed, in our case relays are UAVs with various wireless interfaces. In this
case, subscriber terminals with the supporting IEEE 802.11n/ac technologies
are WiFi-stations. Thus, IEEE 802.11n/ac technologies provide connection of
subscriber terminals to the flying segment.

– Flying segment: This segment is built on the basis of UAV networks, which
also support several network interfaces, such as IEEE 802.11p, IEEE 802.11n,
IEEE 802.11ac, and wireless telemetry. In this architecture, the flying segment
must provide the communication with the terrestrial segment, the connection
between the UAV, and the connection with the Operator Center. Figure 1
shows that the terrestrial segment and the flying segment are connected by
using the IEEE 802.11n/ac technology, and the connection of UAVs uses
IEEE 802.11p technology.

– Operator segment: In this segment, there is a connection between the UAV
group and the Operator Center, which determines the access of subscriber
terminals to the service, i.e. whether there is a possibility of communication
with another subscriber. Each subscriber terminal must be identified in the
Operator Center. One of the UAV group is accessible to the base station via
wireless technology IEEE 802.11p, as shown in Fig. 1.

4 Emergency Flying Network Queuing Model

Assume that in the disaster area subscriber 1 wants to call subscriber 2 via VoWi-
Fi using the UAV group. An example of such a call may be the connection of
an emergency service officer with subscribers in the disaster zone. According to
mobile phones functioning algorithms, in the absence of communication with the
base station, the phones switch to scanning mode of available networks. Scanning
in the area of a natural disaster will help discover subscribers who potentially
can be under the rubble waiting for help.

At the beginning, the call connection process between two subscribers is car-
ried out by an operator, i.e. each UAV is connected to a mobile network opera-
tor, which allows the collection of subscriber data. According to the interworking
scheme, a call can be made only after the operator sent a connection confirma-
tion. After that, a call between two subscribers will be performed through a chain
of UAVs interacting with each other. In this paper, we consider the process of
voice traffic transmission from subscriber 1 to subscriber 2 after the connection
is established. In order to make a call with an acceptable quality of perception,
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it is necessary to ensure the voice transmission delay is not more than 100 ms
[22].

Hence, the proposed service model requires the delivery time of voice traffic
not more than 100 ms, as one of the basic parameter of quality of service. When
considering the proposed architecture (Fig. 1), obviously, that the delivery delay
of a packet from the first subscriber to the second subscriber is the total time that
passes through the terrestrial segment and the flying segment in the condition
of the established connection. When implementing a specific communication
network in each segment, their effects on the delivery delay in more detail are
discussed. With this architecture, obviously, that the delivery time depends on
the conditions of the terrestrial segment, such as subscriber terminals, network
interfaces at terminals, the degree of breaking in place, and etc. And the delivery
time depends on the conditions of the flying segment, such as the method of
UAV networks organization, the data transmission technologies. In this paper,
we consider the requirement of the number of UAVs for voice delivery from the
first subscriber to the second subscriber. We describe the processing of voice
delivery by a multiphase queuing system model. In the connection between two
subscribers, each UAV is presented by a single-phase queuing system.

A flying network consisting of UAVs is represented as a multiphase queuing
system [6,7,10,23], which is shown in Fig. 2. Each UAV receives, processes and
sends subscriber data and voice traffic to the next UAV node based on the
service message exchange. The voice traffic, which is generated by the subscriber
terminals, go into every UAV node. Because each UAV node is a single-phase
queuing system, voice traffic is waited in queues in the path of departure to the
subscriber terminal of destination. Therefore, the choice of the queuing models,
which is used in each UAV node, significantly affects the delay in the transmission
of voice between two subscribers.

It is assumed that the incoming streams to each UAV have the same prop-
erties. Accordingly, it is possible to compute the average delivery time for each
subsystem of the multiphase queuing system for the models under considera-
tion. For simplicity, we consider 2 types of queuing system models M/M/1 and
G/G/1. The multiphase queuing system model with n queuing phases is shown
in Fig. 3. The multiphase queuing system is understood that each UAV receives
processes and sends subscriber’s information and voice to the next UAV node.

Figure 3 shows that the voice transmission delay from subscriber 1 to sub-
scriber 2 is represented by the sum of all average interarrival times in all phases,
which is represented by formula (1).

T = T1 +
n∑

j=1

Tj + Tn (1)

where:

– T – the sum of average interarrival time in all phases,
– T1 – the average interarrival time in the first phase (between subscriber 1 and

UAV 1) (ms),
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– Tj – the average interarrival time between UAVs (ms),
– Tn – the average interarrival time in the last phase (between UAV n and

subscriber 2) (ms),
– n – the number of UAVs.

Fig. 2. Multiphase queuing model of a flying network for voice transmission

Fig. 3. Multiphase queuing model

According to the formula (1), the number of UAVs, which provide the trans-
mission time of voice traffic between two subscribers with a delay not exceeding
100 ms, can be found. It means that T = T1+

∑n
j=1 Tj+Tn ≤ 100 ms. We assume

that the average interarrival time between subscribers and UAVs are the same
(T1 = Tn) and the average interarrival time between UAVs are also the same.
Consequently, the number of UAVs can be found by expression (2):

2 ∗ T1 + (n − 1)Tj ≤ 100 ⇒ n ≤ 100 − 2 ∗ T1

Tj

+ 1 (2)

System load intensity can be found by formula (3):

ρi =
λi

μi
(Erlang) (3)

where:
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– λi – The average arrival rate (packet/ms),
– μi – The average service rate (packet/ms),
– ti = 1

µi
– The average service time (ms).

When considering the two types of queuing systems M/M/1 and G/G/1, we
will use formulas to calculate the packet processing time [17]. Formulas (2) and
(3) show the average time of delivery, passing through the multiphase queuing
system i for the models M/M/1 and G/G/1. For the M/M/1 system, the average
delivery time can be calculated using formula (4):

Ti = wi + ti =
ti

1 − ρi
(4)

where:

– Ti – the average interarrival time in phase i (ms),
– wi – the average time spent waiting in the queue (ms),
– ti – the average service time (ms).

For the G/G/1 system, the average delivery time can be calculated using
formula (5):

T = wi + ti =
ti ∗ ρi
1 − ρi

∗
(

σa
2 ∗ σb

2

ti
2

)
∗

(
ti
2 ∗ σb

2

a2 + σb
2

)
(5)

where:

– Ti – the average interarrival time in different phases (ms),
– wi – the average time spent waiting in the queue (ms),
– ti – the average service time (ms),
– σa

2 – the variance of the time interval between arrivals,
– σb

2 – the variance of service time,
– a – the average time interval size between arrivals.

As mentioned above, the voice transmission between subscribers and UAVs
can be achieved by IEEE 802.11n data transmission standard (with data rate
bn = 300 Mbps) or IEEE 802.11ac (with data rate bac = 650 Mbps) and for the
voice transmission between UAVs, IEEE 802.11p data transmission standard
(with data rate bp = 12 Mbps). The data rates are given as the average values
after deduction of the exchange of service messages. Consider the average packet
size L = 1000 bytes (8000 bits). As is known, the average service time is still
considered using formula (6):

ti =
L

bi
(ms) (6)

where:

– L – the average packet size (bit),
– bi – data rate (bit/ms).
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5 Numerical Results Based on Mathematical Models

Using the formulas (1), (4), (5) and the parameters presented in Table 1, we get
the voice delivery time with a change in the number of UAVs. The variation
of the number of UAVs is carried out until the voice transmission time exceeds
100 ms, this is represented as an unacceptable quality of service for the voice
transmission.

Table 1. Parameters for model G/G/1

Communication
between subscribers
and UAVs (IEEE
802.11n)

Communication
between subscribers
and UAVs (IEEE
802.11ac)

Communication
between UAVs (IEEE
802.11p)

σa
2 0.2844 0.01 1.778

σb
2 0.2 0.1 0.5

ti (ms) 0.0267 0.0123 0.6667

a 0.053 0.025 1.333

The results of calculating the voice transmission time in this case are pre-
sented in Table 2.

As well as with the change in the load factor according to formulas (1), (2),
(4), (5) and the parameters presented in Table 1, we get the voice transmission
time between subscribers and the number of UAVs that can provide communi-
cation between them. The results in this case are presented in Tables 3 and 4.

6 Analysis of Results

Table 2 shows the voice transmission time between subscribers with the change
of the number of UAVs for the two models when the load factor of the whole
system is 0.5. Accordingly, the number of UAVs necessary to cover the disaster
area, is found. When considering the two models M/M/1 and G/G/1, there is a
big difference in the maximum number of UAVs necessary to provide the voice
transmission delay less than 100 ms. Using M/M/1 model, we got the number
of UAVs (50 pcs), which is twice number of UAVs (24 pcs) when using the
G/G/1 model. Therefore, the service area with the increase in the number of
UAVs also expands. With the same number of UAVs, the voice transmission
delay using the M/M/1 model is less than using the G/G/1 model. Tables 3 and
4 show the maximum required number of UAVs with increasing system load
factor. From these results we can see that there is a difference in the delay when
using IEEE 802.11n and IEEE 802.11ac technologies, which provide the commu-
nication between subscribers and UAVs. The number of UAVs decreases with
increasing system load factor. Consequently, the service area for two subscribers
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Table 2. The voice transmission time between two subscribers, using different data
transmission standards and multiphase queuing models

Number of UAVs, n Voice transmission time
between subscribers and
UAV using IEEE 802.11n
between the UAV using
IEEE 802.11p

Voice transmission time
between subscribers and
UAV using IEEE 802.11ac
between the UAV using
IEEE 802.11p

M/M/1 G/G/1 M/M/1 G/G/1

1 0.16 2.286 0.074 1.578

2 2.16 6.421 2.074 5.713

3 4.16 10.556 4.074 9.848

4 6.16 14.691 6.074 13.983

5 8.16 18.826 8.074 18.118

... ... ... ... ..

23 44.16 93.256 44.074 92.548

24 46.16 97.391 46.074 96.683

25 48.16 101.526 48.074 100.818

... ... ... ... ...

48 94.16 196.631 94.074 195.923

49 96.16 200.766 96.074 200.058

50 98.16 204.901 98.074 204.193

51 100.16 209.036 100.074 208.328

Table 3. Results of the voice transmission time and number of UAVs, using IEEE
802.11n for communication between subscribers and UAVs and IEEE 802.11p for com-
munication between UAVs

Load factor, ρ M/M/1 G/G/1

Voice
transmission time
T (ms)

Number of UAVs Voice
transmission time
T (ms)

Number of
UAVs

0.1 1.52 71 1.422 95

0.2 1.62 67 2.3 65

0.3 1.75 62 3.429 46

0.4 1.92 57 4.935 33

0.5 2.16 50 7.041 24

0.6 2.52 43 10.201 17

0.7 3.12 35 15.469 11

0.8 4.32 25 26.005 7

0.9 15.12 8 57.609 3
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Table 4. Results of the voice transmission time and number of UAVs, using IEEE
802.11ac for communication between subscribers and UAVs and IEEE 802.11p for
communication between UAVs

Load factor, ρ M/M/1 G/G/1

Voice
transmission time
T (ms)

Number of
UAVs

Voice
transmission time
T (ms)

Number of
UAVs

0.1 1.46 72 1.25 95

0.2 1.56 67 1.946 65

0.3 1.68 62 2.843 47

0.4 1.84 57 4.039 34

0.5 2.07 50 5.713 24

0.6 2.42 43 8.223 17

0.7 2.99 35 12.41 12

0.8 4.15 25 20.77 7

0.9 14.52 8 45.88 3

becomes narrower or the distance between them is extremely short. According to
the data in the tables, we can see that when using the M/M/1 model, 25 UAVs
are required with the load factor equals to 0.8 while when using the G/G/1
model requires 24 UAVs with the load factor equals to 0.5.

7 Conclusion

The article considered the architecture of a network model for connecting mobile
subscribers in the disaster area when telecommunications infrastructure are
destructed. The network model is organized on the basis of a flying network,
in which IEEE 802.11p technology is used for UAVs communication, and IEEE
802.11n/ac technology for communication between UAVs and mobile phones.
The article analyzed the models of multiphase queuing system type M/M/1 and
G/G/1, which are considered for UAVs communication, as well as for commu-
nication between mobile phones and UAVs. For each model, we calculated the
voice transmission delay and the number of UAVs, at which permissible quality
of service of calls in the disaster zone can be guaranteed. The results show that
it is possible to establish the number of UAVs needed to cover the disaster zone
in various cases. This can be of considerable assistance in the search and rescue
of victims of a natural disaster.
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Abstract. We propose the new EI-clustering method for random net-
works. Regarding the underlying graph of a random network, EI-
clustering is an advanced statistical tool for community detection and
based on the estimation of the extremal index (EI) associated with each
node. The EI metric is estimated by samples of indices of the node influ-
ences. The latter quantities are determined by the PageRank and a Max-
Linear Model. The EI values of both models are estimated by a blocks
estimator for each node which is considered as the root of a Thorny
Branching Tree. Generations of descendant nodes related to the root
node of the tree are used as blocks. The reciprocal of the EI value indi-
cates the average number of influential nodes per generation containing
at least one influential node. In the context of random graphs the EI
metric indicates the ability of a randomly selected node to attract highly
ranked nodes in its orbit. Looking at the changing shape of a plot of the
EI metric versus the node number, the node communities are detected.
The EI-clustering method is compared with the conductance measure
regarding the data set of a real Web graph.

Keywords: Clustering · Node influence · PageRank
Max-Linear Model · Extremal index · Web graph

1 Introduction

Random graphs are accepted as realistic models of real world networks such as
technological networks, e.g. Internet, P2P, and transportation networks, social
and information networks, [6,7,15]. Given the massive amount of data about
real networks, the determination of the importance of nodes, a fast finding of the
most influential nodes in a graph and the efficient detection of communities, i.e.
clustering of nodes that are similar in some sense, constitute important research
problems.

Clustering tools for random graphs such as the “null model” or the “configu-
ration model” (see [6,15] for a survey) do not take into account the distributions
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of extremes regarding the influence indices of nodes and their dependency. The
intuition of those clustering methods is mostly based on the idea that nodes
which are interconnected by a large number of edges are likely belonging to
the same community. Then one has to find sets of nodes with a high internal
connectivity that are highly disconnected between each other by calculating the
number of edges of all the vertices in the network. Such approaches avoid the
consideration of random graphs as “locally tree-like” structures due to loops and
possible edges between vertices belonging to the same generation of a root node.
A random graph with such a tree structure is called Thorny Branching Tree
(TBT), [4].

These sketched clustering methods are based on an a-posteriori state of the
network and do not allow to take into account random changes of links within
the network and an on-line detection of structures. Moreover, a sudden explosion
of edges of a node caused by local or temporary rare events like catastrophes in
markets or sport events in social networks, that may generate new giant clusters,
cannot be predicted by such tools. Those features require a new methodology
concerning extremes of nodes in random graphs. It was theoretically derived in
[11] that the tail index and extremal index of the PageRank (PR) and the Max-
Linear Model (MLM) that are used as influence indices of the nodes in random
graphs coincide. In [13] we have checked this property by means of real data of
a Web graph.

In this paper it is our first objective to develop a clustering algorithm for
the detection of communities of similar nodes in a random network. To partition
a random network into (weakly dependent) communities around highly ranked
nodes, we propose to use the extremal index (EI). The latter is a measure of
dependence of extremes, [2,8]. The reciprocal of the EI approximates the mean
cluster size of a structure. In this context a cluster is determined as a block of
data with at least one exceedance over a given threshold. In a random graph
the EI metric indicates the ability of a node u to perform clustering or, in other
words, to attract influential nodes following u in its orbit.

In [1] semi-supervised learning methods are proposed for weighted similarity
graphs. Two sets of nodes are determined as similar if they are connected by
an edge and the weight of the edge indicates the strength of the similarity. We
determine a community as a galaxy or a cluster of nodes related to a node with a
large influence index, i.e. we detect extremes of the network and node followers
of an extremal node as its community. Our approach is somewhat similar to
[1], where local learning sets of similar nodes are used to build classifiers. We
estimate the EI value of each node considering this entity as the root of a TBT,
i.e. a branching tree with possible loops.

Our second objective is to compare the clustering approach that is based on
the change of the conductance of a graph proposed in [10] by our EI-clustering
based on the EI indices of the nodes.

The paper is organized as follows. In Sect. 2 basic results related to the detec-
tion of node communities and EI-estimation methods are sketched. Section 3
presents the EI-clustering algorithm and its comparison with the clustering based
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on the conductance measure proposed in [10] by means of a real Web data set.
The exposition is finalized by some conclusions.

2 Fundamental Properties of Random Networks

2.1 Community Detection by Clustering Methods

Surveys about graph partitioning techniques are presented in [6,10]. They reveal
that the conductance metric and the clustering coefficient are important char-
acteristics of random graphs.

The conductance measure of a set S of nodes in a random graph is calculated
as

φ = s/v, or φ = s/(s + 2e). (1)

Here s is the number of edges with one endpoint in S and one endpoint in S,
where S denotes the complement of S. v is the sum of degrees of nodes in S,
and e is the number of edges with both endpoints is S, [10]. Small conductance
of the set means that it is densely linked inside itself. It is remarkable that
shape changes of the plot of φ against the number of nodes, called the Network
Community Profile plot, indicate disconnected clusters.

The clustering coefficient C of a random network [15] is determined as

C =
3 · number of triangles in the network

number of connected triples
,

where a connected triple implies a single vertex connected by edges to two others.
The triangle of nodes is considered as a basic social community. C = 0 means the
lack of triangles. Then a part of the network associated with some node can be
represented as a branching tree (see Fig. 1(a)). Descendants of each generation
of the node taken as the root of a TBT are not linked and thus, independent. In
reality, due to links between descendants within and between generations (see
Fig. 1(b)), the dependence is determined in [15] by means of triangles.

Our approach is to estimate the extremal index (EI) of each node influence
in the random network. The EI value shows the ability of a node to create a
cluster. It reveals the community built around the underlying node as a part of
the Thorny Branching Tree associated with this node as its root.

2.2 Influence Indices of a Node

In fact, the in- and out-degrees of nodes are the only statistics gathered about
a random network, [10]. The influence of a node may be determined by its in-
degree, its PageRank (PR) and the Max-Linear Model (MLM), [12,13]. Both
latter statistics are calculated by the in-degree and out-degree of a node and the
PR values of those nodes that point to it. The PR of a node, e.g. a Web page,
grows with the PRs of those nodes pointing to it and with the in-degree of the
node. It can be calculated by different methods, see for instance [3,4,14].
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Fig. 1. Branching tree corresponding to a cluster coefficient C = 0 (a); Branching tree
with short loops containing triangles and single edges corresponding to 0 < C < 1 (b);
Generations of nodes following the root node are shown by grey ellipses.
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2.3 The Extremal Index

Definition 1. ([8, p. 53])
The stationary sequence {Rn, n ≥ 1} is said to have extremal index θ ∈ [0, 1] if
for each 0 < τ < ∞ there is a sequence of real numbers un = un(τ), n ∈ N, such
that it holds

lim
n→∞ nF (un) = lim

n→∞ n(1 − F (un)) = τ, lim
n→∞ P{Mn ≤ un} = e−τθ, (2)

where Mn = max{R1, ..., Rn} =
∨n

j=1 Rj holds.

Conditions (2) determine the thresholds un in such a way that the probability
to exceed it are very small. This feature corresponds to high quantiles of {Rn}.
For independent r.v.s θ = 1 holds, but the converse is not true. θ ≈ 0 implies a
strong dependence. θ = 0 implies that the maximum Mn likely does not exceed
a sufficiently high threshold u ∈ R. As it holds [2]

θ = lim
n→∞

P{Mrn
> un}

rn(1 − F (un))
,

where rn = o(n) as n → ∞, P{Mrn
> un} implies the probability that a data

block of size rn contains at least one exceedance over the threshold un (such
block is called a cluster) and rn(1−F (un)) shows the fraction of exceedances in
the sample. Hence,

1/θ ≈ number of exceedances
number of clusters

(3)

approximates the mean cluster size.
With regard to a random graph the EI value of a node influence implies that

each generation of descendants of the node that are accepted as blocks has on
average [1/θ] nodes with high influence values. As the influence of a root node
decreases over generations, one can use a truncated TBT such that its leaves do
not impact significantly on the PR of the root. Such a truncation rule is specified
in [13].

θ = 1 or θ ≈ 1 mean that followers of a node which have links to a root
node have independent or approximately independent influence characteristics.
θ ≈ 0 implies a condensed cluster with regard to dependent influence values of
followers.

2.4 Bias-Reduced Estimation of the Extremal Index

Nonparametric estimators of the extremal index (EI), like the blocks, runs,
or intervals estimator, [2], are calculated by sequences of an underlying node
characteristic. These estimators are usually calculated by random sequences or
time series. They are distinguished by the definitions of the cluster. In this
respect their application to random graphs constitutes further problems. The
EI-estimators require one or two parameters. To apply the blocks estimator, for
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instance, one can split the sample {X1, ...,Xn} of size n into mn = �n/rn	 ∈ N

blocks of length rn ∈ N. Then the blocks estimator is determined by

θ̂n =

∑mn

j=1 1I{max(j−1)rn<i≤jrn
Xi > un}

∑mn

j=1

∑jrn

i=(j−1)rn+1 1I{Xi > un} (4)

for a sequence of thresholds un ∈ R satisfying rnF (un) → 0, but nF (un) → ∞.
Dealing with graphs and to create a sequence, we can only use the blocks

estimator and its modifications to avoid the numeration of nodes in the graph.
The blocks estimator requires the block size r ∈ N and the threshold u ∈ R as
its parameters.

There are bias-reduced estimators of the EI which avoid a selection of u,
[5,16]. These estimators have the advantage that their plots θ̂n against u are
stable. The stable plateau that is close to a constant indicates the estimated
EI-value. Hence, one has to select only an appropriate parameter r.

Let {Xi, 1 ≤ i ≤ n ∈ N} be an univariate stationary time series with dis-
tribution function F and extremal index θ ∈ (0, 1]. One may use the following
bias-reduced estimator [5]

θ̂n,t =

∑mn

j=1 1I{max(j−1)rn<i≤jrn
Xi > Xn−�nvnt�,n}

∑mn

j=1

∑jrn

i=(j−1)rn+1 1I{Xi > Xn−�nvnt�,n} , t ∈ (0, 1], (5)

where the sequence {vn, n ∈ N} is such that rnvn → 0, nvn → ∞ as n → ∞.
In [12,13] generations of descendants of the TBT root node (see Fig. 1(b))

were proposed as blocks. Due to loops these blocks can be overlapping since the
same node can be assigned to different generations. Such node may appear in one
of the blocks or in all blocks which contain it. One can consider sets of nodes
located on a path with m links (edges) from the root as the mth generation.
To find the block size automatically and to build confidence intervals of the
EI-estimate we use the bootstrap method described in [13].

3 The EI-Clustering Method

3.1 The EI-Clustering Algorithm

We study the clustering of n nodes in a random network using the extremal
index of an influence characteristic of the nodes.

Algorithm 31

1. Estimate the PR and the MLM values of each node by one of the recurrent
methods in [13].

2. Estimate the EI values using samples of the PRs and MLMs of the lengths
k ∈ {1, . . . , n} by means of the blocks estimator (4) or by its bias-reduced
modification (5). Find a threshold u by the bootstrap method [13] for a given
block size r in the case (4). In the case (5) r can be found by the bootstrap
method for a given parameter 0 < t ≤ 1 (u is not required).
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3. Given the EIs of the samples and enlarging the lengths k, k + 1, . . . , n, one
calculates the average EI among the nodes of each of those samples.

4. Partition the nodes into clusters according to changes of the shape regarding
the curves (node number, PR) or (node number, MLM).

3.2 The Bootstrap Algorithm

Let us further interpret k and k1 as the total numbers of exceedances over the
threshold u ∈ R in the sample {Xi, 1 ≤ i ≤ n ∈ N} and in the bootstrap
re-sample {Xi

∗, 1 ≤ i ≤ n1 ∈ N} of a smaller size n1 < n, respectively, i.e.

k =
n∑

i=1

1I(Xi > u), k1 =
n1∑

i=1

1I(Xi
∗ > u). (6)

Then one can find u corresponding to the selected k and find the estimate of the
extremal index θ̂(u).

Algorithm 32

1. Generate B re-samples {X∗
1 , . . . , X∗

n1
} of size n1 < n with replacement from

the original observations {Xi, i = 1, . . . , n}, where n1 is defined as

n1 = nβb , 0 < βb < 1.

The number of the largest order statistics k1 ∈ {1, ..., n1 − 1} corresponding
to any re-sample relates to k and n by

k = k1

(
n

n1

)αb

, 0 < αb < 1. (7)

2. Estimate B values θ̂n1 using the blocks estimator (4) by each of B re-samples.
3. Calculate the mean squared error (MSE) by the re-samples,

MSE (n1, k1) = (bias (n1, k1))
2 + var (n1, k1) , (8)

where the bias and variance are the following quantities

bias (n1, k1) =
1
B

B∑

b=1

θ̂n1 − θ̂n,

var (n1, k1) =
1

B − 1

B∑

b=1

(
1
B

B∑

b=1

θ̂n1 − θ̂n1

)2

,

and find a minimal MSE (n1, k1) among different k1 ∈ {1, ..., n1 − 1}.
4. Using the obtained k1 find the optimal k by (7) and then the corresponding

estimate θ̂n by (4).

In this case the values αb and βb are not precisely known due to the lack of theory
and we may take αb = 2/3 and βb = 1/2 similar to the tail index estimation
[13].
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3.3 Comparison of Clustering Approaches

Similar to [13] we study a Web graph of the Berkeley-Stanford dataset [10].
Therein, nodes represent Web pages and edges represent hyperlinks between
those pages, [9]. The selected graph contains 685230 nodes and 7600595 edges.

Figures 2 and 3 visualize the clustering of the 10000 most influential nodes
regarding their influence indices based on PR and the MLM as well as the
EI metrics that are estimated by the MLM values of each node by the blocks
estimator (4) combined with the bootstrap method.

Fig. 2. Clustering of the sub-graph of the 10000 most influential nodes with regard
to PR and the MLM from the Berkeley-Stanford dataset: the more intensive colour
reflects the larger value of PR and, the bigger the circle is the larger is the MLM.

We apply Algorithm 31 to partition the network nodes into clusters both by
the EI-values and conductance metrics for all nodes of the considered sub-graph.
Figures 4 and 5 show that the changing shape of the conductance metrics (1)
is close to those ones arising from the EI plots of the PR and the MLM of
corresponding nodes. The EI-plot of PR is more sensitive than that one of the
MLM regarding the community detection. The EI-values of PR and MLM tend
to be similar for larger values of k which is in the agreement with the theoretical
conclusions [11].
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Fig. 3. Clustering of the same graph as in Fig. 2 with regard to EI values of the MLM:
the more and the less intensive colours imply the EIs that are close to 1 and to 0,
respectively.

Fig. 4. Conductance (lower line at k = 300), the blocks estimates of the EI values of
PR (upper line at k = 300) and the MLM (middle line at k = 300) of nodes with their
95% bootstrap confidence intervals against the numbers of nodes k.
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Fig. 5. Clusters of nodes corresponding to conductance steps (a) and to steps of the
EI-plot of the PR (b); Grey circles at left-hand side on top correspond to the smallest
conductance values and EIs equal to 0.7.
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4 Conclusions

We have proposed the EI-clustering algorithm for random networks. It is a new
tool for community detection in random graphs based on the estimation of the
extremal index (EI) of each node from an underlying vertex set. In contrast
to known approaches, the EI index provides the dependence of extremes in the
graph and shows the ability of a randomly selected node to attract highly ranked
nodes in its orbit.

The EI-plots built by the PageRanks and the Max-Linear Model of nodes are
compared with the conductance plot for a real data set. Finally, communities of
nodes are partitioned corresponding to the changes of the shapes regarding the
latter plots.

Our future study will elaborate on an on-line clustering algorithm for random
networks.
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Abstract. In this paper, we propose and discuss one approach to a data
sharing among mobile subscribers. Our idea is to use the identification of
wireless networks to simulate some analogue for a peer-to-peer network
that will work in the absence of telecommunications infrastructure. A sin-
gle mobile phone (smartphone) will be sufficient both for creating a node
of such telecommunications network and for publishing (disseminating)
information. Our proposal is the further development of ideas related to
context-aware systems based on network proximity principles. The pro-
posed model allows mobile users to create information hubs directly at
the location of the mobile phone of the publisher, which will distribute
information for mobile subscribers in the immediate vicinity of it.

Keywords: Bluetooth · Network proximity · BLE · Services

1 Introduction

Mobile networks that can function without telecommunications operators (with-
out their infrastructure) are attracting increasing attention. One of the most
famous examples is FireChat messenger [1]. Our early work [2] contains several
other examples of such applications. It describes so-called mesh networks. Mesh
networking is a network topology in which a device (a network node) transmits
its own data and at the same time serves as a gateway for data transfer of
other nodes. In other words, all nodes of the network interact during the mes-
sage transfer process. The word “mobile” in the name of this type of network
indicates the mobility of its nodes [3].

As per the classification of such systems (see, for example, our paper [2]),
the following classes were distinguished: Mobile Ad-hoc NETworks (MANET),
Wireless Mesh Networks (WMN), and Social Mesh Networks (SMN).

MANET is a self-configuring network of mobile devices. The term ‘ad-hoc’
for networks usually refers to a network connection established for one session.
For example, the standards of wireless networks (Bluetooth, Wi-Fi, etc.) allow
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direct connections of devices (at an achievable range). In MANET, neighboring
devices interact with each other in ad-hoc mode, not only to exchange their
own data, but also to transfer data from other nodes that cannot communicate
directly [4].

VANET (Vehicular Ad hoc NETwork) uses cars as mobile nodes in MANET
[5]. Wireless mesh network (WMN) is a mesh network of static routers that
directly serve their customers. In other words, there is no direct connection
between customers.

Social Mesh Networks (SMN) use existing equipment (mobile phones) to
transfer data in the absence of network infrastructure. This is not about trans-
ferring data in point-to-point mode (or not only about it), but about so-called
multi-hop connections, where data can be transmitted through several interme-
diate nodes.

Another interesting term (abbreviation) that is used in this connection is
Mobile Networking in Proximity - MNP, which denotes the exchange of data
between devices without available Internet connections. We would like to note
in this regard an interesting patent from Facebook [6]. It describes a system that
allows individuals and advertisers to connect directly to physically close users
(devices) that have similar interests or are open to receiving certain advertise-
ments.

The areas of application for the described networks differ. MANET is referred
often to as military communications. Also, ad hoc networks are often used in
emergency situations. In the field of personal communications, there are some
communities created on the fly, groups for discussion, etc. For SMN, a typical
application is the delivery of any personalized messages (e.g., it is a delivery of
coupons with discounts to mobile subscribers who found themselves in physical
proximity to a particular store, restaurant, etc. [6]).

The rest of the article is structured as follows. In Sect. 2, we describe similar
works. Section 3 is devoted to the actual proposed system of data dissemination
(publication). In Sect. 4, we discuss the technical details.

2 On Related Works

In this section, we want to focus on works and projects relevant to this topic. In
its most general form, the idea is to use the identification of wireless networks
for the dissemination of information.

Technically, network proximity could be defined with Wi-Fi, Core Bluetooth
or Bluetooth Low Energy (BLE). All protocols are supported by the modern
smartphones [7]. For Wi-Fi proximity (Bluetooth proximity), we can detect
addresses (mac-address) and signal strength (RSSI) for access points (wireless
nodes). Note, that it could be an existing wireless node and/or access point espe-
cially created for proximity measurements. Comparing with Bluetooth proximity,
Wi-Fi based network proximity could be used on the bigger distance (so-called
Wi-Fi distance versus so-called Bluetooth distance). The biggest disadvantage
for Wi-Fi proximity is the lack of possibility to create Wi-Fi access point pro-
grammatically. In other words, the special node for proximity measurement could
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not be created dynamically in case of Wi-Fi. Alternatively, Bluetooth proximity
works on the smaller distance (Bluetooth distance) but it is possible to create
Bluetooth objects (tags) programmatically.

For Core Bluetooth, we need to switch a Bluetooth device in so-called dis-
coverable mode. In this mode, other devices can see device name and address,
as well as obtain RSSI (the signal strength). Note that network proximity in
general (and Bluetooth proximity too) has nothing to do with the connectivity
[7].

In general, this topic refers to the so-called context-dependent programming
(Context-Aware programming [8]) and mobile intelligence systems (Ambient
mobile intelligence [9]). These articles are typical works in which the idea of
network proximity is promoted. Based on network proximity, the location infor-
mation (geo-location) is replaced by the availability (“visibility”) of wireless
networks.

Of course, iBeacon from Apple can be mentioned among other technologies.
The basic element here is a tag based on Bluetooth Low Energy technology
[10]. Each such tag translates (for a limited distance - the so-called Bluetooth
distance) some unique identifier (UUID) and two integer values (this is config-
urable). This data is made available to mobile devices in the vicinity of the tag.
Accordingly, these values can be used as keys to search for information. In this
way, we can organize, for example, a local distribution of news information.

In our opinion, the biggest limitation for iBeacons (at least, in its original
form) is the need to pre-configure tags for a particular application. The mobile
application should statically declare UUIDs for the tags in questions. In the same
time, Android OS is free from this limitation, and applications on Android can
scan translated data from all nearby tags. A similar to iBeacons solution from
Google directly distributes (translates) some URL instead of an abstract digital
identifier.

Google Physical Web project is an example of integration Web technologies
and physical world. As per Google’s vision, the Physical Web is an example of
discovery service. In this model, a smart Physical Object broadcasts relevant
URLs that any nearby device can receive. It is very important also that user’s
phone can obtain advertised URL without connecting to the tag [8]. If this URL
refers, for example, to an HTML5 web application, then it potentially can work
using its cache without a network. Eddystone-URL is an URL in a compressed
encoding format. Once decoded, the URL can be used by any client with access
to the Internet. Google Eddystone can also be used as an engine for local news
distribution [11].

In our previous paper [7], we have mentioned the biggest limitation (in our
opinion, of course) for tag’s based solutions (Apple and Google). The generic
model for data delivery is based on push notifications. A mobile application
(mobile user) will be notified if a tag with a given ID comes within range (or
goes out of range) of the device. By our experience, push notification could be a
quite disruptive delivery method: too often, these messages are delivered at the
wrong time in terms of a model of user’s behavior. In our opinion, the browsing
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model is preferred here. In the case of a pull model, a mobile user should directly
demonstrate the intention to get (request) some information. It is up to him to
decide when and where to receive data (Fig. 1).

Fig. 1. The Physical Web: how it works.

The next idea that influenced our work is the beacon stuffing approach [12].
This is a low-bandwidth communication protocol for IEEE 802.11 networks that
allows mobile customers to communicate with Wi-Fi access points without estab-
lishing Wi-Fi connections. Beacon stuffing allows customers to receive informa-
tion from the nearest access points even if they are disconnected or when they
connect to another access point. The authors proposed a scheme that supple-
ments the 802.11 standards and works by overloading the control frames of the
802.11 protocol without violating the standard. The idea is that according to
the Wi-Fi specifications, the mobile device and the access point exchange service
packets (the so-called Probe Request). In the original form, it broadcasts infor-
mation about the possible connection parameters. The use of this service infor-
mation, in particular, is based on passive monitoring of Wi-Fi devices. Beacon
stuffing reuses these service frames for data transmission. An obvious drawback
is that we need to change the software that manages the access points. Never-
theless, this approach is used in a fairly large number of works. For example, in
[13], the authors offer an Open Source solution for beacon stuffing. In the paper
[14], authors use data coding in the access point identifier (SSID) to transmit
information about moving objects. Override SSID (most often - in manual mode)
is a widely used approach for sharing any information to mobile device owners
in the immediate environment of the access point. In the paper [15], numerous
examples of the use of political slogans (expressions of support for a certain can-
didate) in US political companies are given. In the note [16], this approach is
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illustrated by advertising and marketing. Other examples are provided in web
resources [17,18]. In the paper [19], the authors propose to use SSID as a key
for forming an URL with contact information. SSID acts as the digital business
card of the owner of the access point. In the paper [20], authors encode location
information within SSID (Fig. 2).

Fig. 2. Encoding location info [21].

All SSIDs follow the predefined format: “WIFIBEACON XXX YYY ZZZ”.
The prefix to look for is WIFIBEACON, XXX– is the system ID, YYY– the
location ID, and ZZZ is the one–time password.

3 On Blueshare Services

In our work on designing a local information distribution system, we proceeded
from the following basic assumptions (requirements):

– the proposed model should work with the basic software, without modifying
the software in the nodes of the potential network;

– the process of creating (publishing) information, its distribution, and receipt
must allow completely software processing (without the direct participation
of the mobile subscriber).

The general, our idea is the following: we propose a system that allows mobile
users to programmatically describe (set) the identification of wireless nodes by
encoding the necessary information in the device name (SSID). For the dis-
semination of this information (making it available/visible to surrounding users
or programs), we use the standard mechanisms for announcing the identity of
wireless nodes. For all data processing stages (publishing data, receiving data),
mobile phone (application) on the Android platform is the only required equip-
ment. The proposed approach is a further development of the ideas described
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earlier in our papers [21,22]. Because the Android platform cannot programmat-
ically create a Wi-Fi access point (there is no corresponding API), Bluetooth
was used as the basic wireless network.

On the Android platform (with the user’s permission, of course), Bluetooth
can be enabled programmatically:
BluetoothAdapter mBluetoothAdapter = BluetoothAdapter.getDefaultAdapter ();
MBluetoothAdapter.enable ();
And the Bluetooth device can be switched to visibility mode (Android: discov-
erable)
Intent myIntent = new Intent (ACTION REQUEST DISCOVERABLE); My-
Intent. putExtra (BluetoothAdapter. EXTRA DISCOVERABLE DURATION,
0); StartActivity (myIntent);

The second call’s parameter specifies the time that this Bluetooth node will
be available (visible) to another. Parameter 0 corresponds to unlimited time. We
should note that in our experiments, we did not register high energy consumption
due to Bluetooth node existence. Actually, energy consumption is associated with
the connectivity (pairing) and data transfer via Bluetooth. Because network
proximity does not assume connectivity and data transfer it is an energy-safe
operation. Our experiments with different models of Android devices show that
without connection and real data transmission, the energy consumption remains
low. Once a node is declared to be discoverable, its identification (SSID) is
available for viewing (scanning) by other devices. This scan can be performed
both directly by the user in manual mode using the standard tools of Android
OS, or it could be done programmatically, by a special application. Of course,
the value of the SSID (it is a message now) can be set both in manual and
automatic (programmatically) mode.

The typical model of the whole process is as follows. The author of the
message (publisher) types the message text in the mobile application on his
phone. The application creates a public Bluetooth node on the phone, using the
message text as SSID (node’s identity). If such a Bluetooth node already exists,
it simply changes its identification. The reader (the recipient of the message)
uses the mobile application, scans the available (visible) Bluetooth nodes and
extracts the text of the message from their identification. Obviously, receiving
(and processing messages) can be performed completely programmatically.

4 On Technical Details

The SSID is a 32-byte string. In the current version, the first three bytes are
reserved for the standard prefix (it is BDP). Accordingly, when scanning, only
Bluetooth nodes with such prefixes are selected. Also, a scanner automatically
deletes duplicate names (SSIDs). As the next step, the scanner can preprocess
obtained messages. At this stage, the scanner extracts from the message (from
the identifier) some standard objects that can be described using regular expres-
sions. In this version, these include:
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– phone number
– URL
– Links to Twitter accounts (@ name)
– Email address

Accordingly, the mobile application displays it as a clickable link when displayed
(so, it is possible to call the phone, follow the hyperlink, etc.)

If the message size exceeds 29 bytes, then it is divided into parts. Each part
ends with a special sign (=). The scanner when receiving such a message will
“glue” it with previously received data (data from the Bluetooth node with
the same MAC address). The time during which a separate part will act as an
identifier is specified in the program settings (options).

Also, any node on the phone can work in relay mode. In this mode, obtained
messages will be retranslated. As soon as a scanner application receives a message
that ends with the plus sign (+), it publishes the message on its own behalf.
Accordingly, it becomes available to another group of mobile users (users, who
are nearby a receiver excluding an originator). Relay modes could be described
in the application settings: to allow relaying messages from all publishers (from
all MAC addresses), to allow relaying only from the specified MAC addresses,
to forbid relaying. If there are multiple relay requests, the scanner organizes the
queue. For example, Phone 1 declares Bluetooth node with own name (SSID,
messages). Phone 2 obtains visible SSID (message) from Phone 1 and declares
own Bluetooth node with the same SSID (translates a message to the own nearby
devices). Note that the Phone 1 will also “see” the message from Phone 2, but
it can simply ignore it, because it coincides with the previously “sent” message.

If we consider this as the transmission of data on the network, the following
figures can be cited. Changing the name of the Bluetooth node and recognizing
the new name by surrounding devices takes 500–1000 ms. Accordingly, from the
point of view of information transfer, this corresponds to a transmission rate of
32 bytes per second. This can be called the main drawback of this approach. But
such a low speed is a payment for practically 100% compatibility with different
models of mobile devices.

As the typical use cases, we can present the following examples.
Client to Client (C2C) - the user announces his Facebook ID to those who are
nearby. It could be a badge at the conference, for example.
Business to Clients (B2C) - the announcement of a free taxi, for example.
Another real example is a trader on the street, who sent out (to the nearby
mobile users) the code for a discount.
Business to Business (B2B) - Bluetooth node is in the car (e.g., multimedia pan-
els there are Bluetooth nodes). The MAC address could be used to identify the
car (customer). And the SSID could be used to identify the cargo, for example.

Of course, the scanning and its processing could be wrapped into some appli-
cation programming interfaces (API) and this model could be used in business-
to-business transactions too. It is a part of the future development.

The next type of services is context-aware communications. The idea is
to provide a chat (messenger, discussion board) for the mobile users in the
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proximity. Thus, Bluetooth tag (including any dynamically created tag on
the mobile phone) defines own communication point (communication channel).
Speaking about the possible extensions, we would like to draw attention to the
fact that the proposed model could help develop a system of customized check-
ins [22]. A check-in record in a social network is some message (post, status,
etc.) linked to the particular location (to the particular geographical place). In
other words, it is some geo-located message, presented on a social network. Tra-
ditionally, “places” in the social networks are described via classical geo-location
info (latitude and longitude pair). Of course, it is already problematic for indoor
applications, for example, when many places within a building could be in the
same geo position. With BlueShare model, we can remove “places” from the
social networks and make them completely dynamic. A new “place” could be
just a network fingerprint (in our case, it is a set of “visible” Bluetooth nodes).
A mobile application can ask a user about his identity in the social network (for
example, it could be a Facebook login) and record (outside of the social network,
in the own database) the proximity information with user’s ID. As soon as we
will get a new check-in with the similar fingerprint, we can show the participants
their IDs. Such application can show all IDs for users in the proximity. Of course,
this kind of check-ins could be customized too. Some business, for example, can
show (deliver) special offerings for mobile visitors in exchange for check-in, etc.

5 On Device Discovery

In fact, what is described above suggests using the device recognition process in a
wireless network to transmit useful information. The approaches described above
offer some maximally portable solution that will work on most mobile systems.
However, if we provide a deeper “intrusion” in the process of recognizing devices
in wireless networks, we can get more interesting results. The idea remains the
same - to ensure a simple distribution of information in a local area for mobile
devices (mobile subscribers) located in this very area. At the same time, there is
no talk about transferring (fast transferring) large amounts of data (e.g., similar
to D2D in 5G networks). The key point here is just a simple detection (discovery)
of nearby devices (mobile users), without the need for users to perform any
special actions. That is why the process of searching (discovering) for devices is
an ideal candidate.

Here we can consider the following technologies: Bluetooth 4.0, Bluetooth
5.0, Proximity based Services (ProSe) for LTE, and D2D in 5G networks.

A Bluetooth 4.0 device may operate in three different modes depending on
required functionality: advertising, scanning and initiating. It is illustrated in
Fig. 3. A device in advertising mode, named advertiser, periodically transmits
advertising information in three channels [23].

So, there is a a special Packet Data Units (PDUs) ADV IND, which could
be used (overloaded) with custom data. The packet length is defined by the
length of the payload, ranging from 0 to 37 bytes. Note, that Android source
code contains time related constants for Bluetooth 4.0 advertising (It is from
Android source code base for version 6.0):
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Fig. 3. On advertising (a) and scanning (b) in Bluetooth 4.0 [24]

/**
Scan params corresponding to regular scan setting
**/
private static final int SCAN MODE LOW POWER WINDOW MS = 500;
private static final int SCAN MODE LOW POWER INTERVAL MS = 5000;
private static final int SCAN MODE BALANCED WINDOW MS = 2000;
private static final int SCAN MODE BALANCED INTERVAL MS = 5000;
private static final int SCAN MODE LOW LATENCY WINDOW MS = 5000;
private static final int SCAN MODE LOW LATENCY INTERVAL MS =
5000;

But for Bluetooth 4.0 we should keep in mind the following architectural
change. Since Android 5.0 (it is API Level 23), we can only get a randomized
MAC address of external devices via Bluetooth Low Energy scan, and this MAC
changed in each advertising packet. So, we can not use MAC addresses to iden-
tify data chunks from the same user like we did in Classic Bluetooth. So, we
should add, for example, a randomized user-related UUIDs in advertising pack-
ets instead of MAC address.

Bluetooth 5.0 offers customizable device discovery process [25]. In Bluetooth
4.0 there is no way for the advertiser to notify the host that it had been dis-
covered. In Bluetooth 5.0 this possibility has been introduced. As per Bluetooth
5.0 specification, the advertising channels is presented with two types: primary
advertising channel and secondary advertising channel.
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(1) The primary advertising channel is used to transmit the Advertising Event
such as in Bluetooth 4.0.

(2) The secondary advertising channel reuses the 37 fixed channels pre-
viously reserved for data in order to transmit Extended Advertising
Event. The advertising data payload in Extended Advertising packet
(ADV EXT IND PDU) is 254 bytes. If we want to advertise data, which is
more than 254 bytes, we can chain Extended Advertising packets (so-called
AUX CHAIN IND PDUs). It offers the way to advertise non-text data too.

The Release 12 of the 3GPP specifications introduced ProSe (Proximity Ser-
vices). It is a D2D (Device-to-Device) technology that allows LTE devices to
detect each other and to communicate directly. It relies on multiple enhance-
ments to existing LTE standards including new functional elements and a
“sidelink” air interface for direct connectivity between devices [26]. Peer dis-
covery has a similar functionality as that of cell search in LTE by which the
mobile device determines the time and frequency parameters that are necessary
to communicate with the network. The modes in this process are divided between
whether the network core is involved in device discovery or not.

Here it is necessary to note the following. The purpose of this paper is not to
establish a connection between two devices. As for the transfer of information,
the connection (in fact) will be established between two of some similar applica-
tions. And our main goal is to avoid the need for these applications. The goal is
to use the identification information, which is inherent in the search for devices,
for the transfer of user data. It can be said that this point has not yet been
considered for LTE. The current documents talk about ProSe enabled devices
that should be subscribed to an operator service in order to be authorized to
run ProSe enabled applications on it. The registration of the device occurs in
the Home Public Land Mobile Network (HPLMN) where the subscriber’s pro-
file is held in a logical function, named ProSe Function [27]. And after that a
mobile user can download a ProSe application (it is an application offering ser-
vices to other ProSe-enabled devices) and activate the ProSe features on that
application. As per the model, the user should also authenticate and authorize
it through the ProSe Function that caches a list of all the IDs of the applica-
tions allowed to use ProSe features along with their corresponding authorized
range class [27]. In other words, this model completely opposes to the dynamic
nature of the above-described approach with user data incorporated into identi-
fication packages. In our opinion, there are prospects here in works on so-called
proximity-aware networking models.

The situation with identification for D2D interactions in 5G networks is in
many respects similar. The basic models consider, first of all, the search models
of neighboring devices involving the network. The issues of customization of
identification information are not considered, and this, in our opinion, is a very
promising direction.
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6 Conclusion

In this paper, we propose a system for local information delivery. The system is
based on programmatically created Bluetooth wireless network nodes and uses
standard mechanisms for announcing network nodes for information dissemina-
tion. In our opinion, the proposed approach is one of the simplest ways, in the
sense of its implementation and its compatibility with various devices, mobile
messages could be distributed between mobile devices without any telecommu-
nication infrastructure. The possible use cases include personal communications
(C2C model), business to consumers (B2C), and business to business (B2B)
applications. The proposed model is based on the use of the process of discov-
ering devices in a wireless network for the transfer of user data. In this regard,
in addition to the Classical Bluetooth, we discuss the use of the proposed model
on Bluetooth 4.0, Bluetooth 5.0, LTE, and 5G.
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Abstract. Machine-to-Machine (M2M) traffic is growing fast on the
Internet, this trend is manifested in the congestion of networks at differ-
ent levels. The edge cloud unit is used for reducing number of intermedi-
ate nodes involved in the communication process and for offloading. The
offloading can be seen as three parts. The first is the base station (BS)
offloading, as the cloud unit helps the BS in some tasks related to call
imitation such as resource allocations. The second is the workload passed
from sensor nodes which represents the M2M traffic offloading and the
third part is the cellular data offloading. In this paper, we propose an
algorithm for offloading the core network using mobile edge computing,
which allow devices to exchange traffic with the nearest mobile edge
computing for improving QoS and offload channels in the core of the
network.

Keywords: M2M · Traffic · SDN · Offloading · MEC

1 Introduction

Currently the infocommunication system development is characterized by an
intensive growth of automatic devices connected to the communication network.
Such devices can be various sensors, control devices, alarm devices, monitoring
devices, etc. These devices generate traffic, which are not directly dependent on
human behavior and are determined by the algorithms of the automation oper-
ation. The class of communications between such devices is called the Machine-
to-Machine (M2M). This class of communications attracts more attention due to
the wide spread of M2M technologies. This fact is confirmed by the publications
of ITU-T [1], the leading manufacturers of telecommunications equipment [3]
and the results of some studies [2]. An essential part of these devices is devices
for monitoring various processes: production, changes in the state of the environ-
ment, condition of buildings, technical engineering systems, possibly the state of
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vital signs of the human body, etc. The intensive dissemination of M2M systems
and the growth of their traffic leads to researches, aimed at understanding the
structure of the system for offloading this type of traffic.

Mobile edge computing (MEC) is a new communication paradigm introduces
for the fifth generation of cellular system (5G) and next generation of communi-
cation systems [14]. MEC provides the computing resources and capabilities at
the edge of the radio access network (RAN) of the cellular system. This achieves
various benefits to the cellular network and other integrated systems, especially
for latency sensitive systems. With the dramatic increase of sensor devices and
the urgent demand of introducing reliable systems for M2M communication,
MEC represents a vital solution. MEC provides an offloading way to the M2M
traffic instead of forwarding this massive traffic to the core network. A summary
of valuable benefits introduced by the MEC based systems can be founded in
[12], and a frame work for the IoT devices are presented in [13,16,17].

Using MEC means moving away from centralized large data centers to dis-
tributed small data centers with limited capabilities compared to centralized
units. Thus, you can achieve great success and benefit. Mobile cloud computing
is undoubtedly a trend in the sphere of cloud computing because all calculations
are transferred to the mobile portable device.

Software defined networking (SDN) is another communication paradigm that
enables the separation of data plane and control plane of the SDN enabled
networks [15]. The network part responsible for the traffic handling is the control
plane, which consists of a control scheme. The control scheme is either centralized
by deploying a single centralized controller or distributed scheme by deploying
distributed controllers. The centralized scheme may be efficient for small scale
networks with limited number of traffic. The distributed scheme is an efficient
paradigm for large scale networks with massive traffic.

The data plane is the part responsible for traffic forwarding. SDN achieves
various benefits to the SDN enabled networks and enables the introduction of
new services. Network operators are able to configure, manage and control the
whole network through special purposes customized software referred to as appli-
cation programming interfaces (APIs). SDN provides networks with the required
level of flexibility and simplifies the network hardware.

With the dramatic increase of wireless devices and the number traffic, next
generation networks should deploy new technologies such as the MEC and SDN.
The new paradigms enable the integration of these devices with the existing
systems and facilitate the control and management of this enormous number of
traffic. In this article, an SDN based algorithm with MEC enabled is proposed
for M2M traffic offloading. The proposed algorithm employs the edge computing
in multi-levels. In (Sect. 2) the background and related works to the proposed
algorithm are introduced. Section 3 provides the proposed offloading algorithm
and Sect. 4 provides the experimental results.
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2 Related Work

Deploying SDN and MEC for M2M communication based networks is a vital
solution to enable the massive number of devices and achieves various benefits.
MEC provides an offloading way for M2M traffic and thus, introducing a reliable
and efficient offloading algorithm is urgent. There are many studies introduced
for developing offloading algorithms for MEC and SDN based networks. One
main issue that is more considered for the MEC based M2M networks is the
load balancing of MEC servers. In this part we consider the most related works
to the proposed algorithm.

In [4], a dynamic and integrated resource scheduling algorithm (DAIRS)
is introduced for load balancing of cloud datacenters. DAIRS considers many
factors for balancing load among cloud datacenters, which differs from the past
works that consider the traditional load balancing by considering only one factor
dedicated with the physical machines of datacenters. These factors are the net-
work bandwidth and memory dedicated with both virtual machines and physical
machines of datacenters. The work provides four different scheduling algorithms,
which are simulated and compared. Simulation results show that the algorithm is
inefficient in time, as it sorts the machines of their use during resource allocation.

In [5], a real-time load balancing method for cost efficient hosting of Massively
Multiplayer Online Games (MMOG) was developed. Simulation results show
that the introduced method reduces the hosting costs by factor between two
and five. The proposed method is experimentally tested for a fast-paced game
and the proposed algorithm is able to reduce the number of game servers and
achieve load distribution with the required quality of service (QoS).

In [6], authors introduced an automatic control algorithm for achieving load
balancing and load leveling of M2M networks. The proposed system deploys the
network without medium servers. The algorithm is simulated for different opera-
tion parameters, and results showed that the algorithm effectively achieves both
load balancing and load leveling for different values of operating parameters.

The SDN approach demonstrates the possibility of improving the technique
of load balancing [7,8]. In [9], authors propose an M2M improved architecture
using SDN for dynamic flexible network management. The introduced architec-
ture is validated via a simulation process; simulation results showed that SDN
represents a powerful solution for the M2M networks.

In this work, an offloading algorithm is developed for load balancing of M2M
traffic. The algorithm considers the deployment of SDN and MEC in multi-levels.

3 System Structure

This paper proposes a system for offloading M2M traffic using cloud computing
[10,18]. The main task of mobile cloud computing is to provide a user interface
for using these applications. Cloud computing in a mobile device can be classified
into four types of service model [11]: service customer, service provider, broker
service, and as a service representative. Each user in the cell can be considered
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as one of these types. As a consumer, the mobile device does not perform any
tasks, and the storage and use of all calculations occurs directly in the cloud or
on other devices. This type is the most common. In the event that the device has
the ability to separate the processing and storage of data itself, the mobile device
belongs to the suppliers. In this example, the device collects information from
its built-in sensors (camera or GPS function), and then transfers the data to
other users. The broker-service works in much the same way as the supplier, the
difference is only in the ability to organize networks and redirects. This means
that mobile devices as a broker service can play the role of a gateway for other
devices.

An entire network can be represented as a core network and distributed
cells. Figure 1 illustrates the end-to-end structure of the proposed system. The
structure of our system consists of user devices (the M2M traffic generator),
RAN, cloud blocks, access switches, switches based on OpenFlow, Middleboxes,
and finally, the SDN controller. Each base station is connected to the network
through access switches that perform packet classification for traffic from user
devices. Access switches are software switches, such as OpenvSwitch.

The entire network is connected through OpenFlow switches that manage
data packets and forward traffic based on the thread tables. Middleboxes is
an equipment that allows network operators to add additional functions, such
as a firewall and network address translation. The main requirements for the
functions and services implemented by these Middleboxes are the effective use
of resources and the protection of the system from attacks. All these elements
represent the plane of the network data.

Fig. 1. End-to-end system structure
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The cloud module is used to reduce the number of transitional nodes involved
in the communication process and to offload the system. The offloading can be
divided into three parts, as shown in Fig. 2. The first is the offloading of the base
station, since the cloud module helps the base stations in some tasks related to
allocating resources. The second is the workload transmitted from sensor nodes,
which is the offloading of M2M traffic, and the third part is the offloading of
cellular data.

Fig. 2. Network offloading using the cloud module

In the other hand, the proposed system provides three main levels of offload-
ing to the end user traffic and M2M data. Figure 3 illustrates the main offload-
ing levels provided by the proposed structure. The first offloading level is the
cloudlet offloading, which is represented by high computing capabilities user
devices. These devises can offer computing resources to nearby devices and per-
form computing tasks. This introduced level can handle tasks that need limited
computing resources, and thus reduce the number of data traffic offloaded to the
cellular base station and hence to the core network.

The second offloading level is represented by Micro-cloud edge units, which
is a small data center with limited computing capabilities. Micro-cloud units
offer computing resources to tasks that can’t be handled by the cloudlet. This
represents an offloading way to end user data and offer resources to base station.
The third offloading level is represented by Mini-cloud units, which handle tasks
that can’t be handled by Micro-cloud units. Mini-cloud unit is an edge server
with higher computing capabilities than that of Micro-cloud unit. Each group of
Micro-cloud units is connected to a Mini-cloud unit, which manage and control
them.

Diagram below shows the logical scheme for uploading a channel from the
remote cloud segment to the local access network. From the point of view of
economic and technical indicators, this principle of network operation is optimal
for use by operators. It can be seen that the width of the segment A is reduced
due to the localization of the application to the communication node.
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Fig. 3. The main offloading levels provided by the proposed structure

Obviously, in this structure, the traffic intensity at point A is less or equal to
the traffic intensity at point B. If the probability that the traffic will be served by
the MEC is p and the traffic intensity at point B is λB , then the traffic intensity
at point A:

λA = (1 − p)λB (1)

The probability of servicing in MEC p determines the effect of its application.
Suppose that there is some conditional cost of servicing the traffic unit CA at
the point and the cost of the MEC CM organization per unit of serviced traffic
(Fig. 4).

Fig. 4. The efficiency scheme of NFV-MEC

In view of the above, the positive effect of using MEC is achieved when:

pλBCM < λACA (2)

Taking (1) into account, we obtain condition:

pCM < (1 − P )CA (3)
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The above expressions (1)–(3) should take into account the conditional cost,
which is related to the procedure for creating or removing the MEC. Of course,
this component exists, it is caused by the need to perform a certain amount of
work by network elements, it can be included in the value of CM .

It should be noticed that any management decision, in particular, the decision
to create the MEC, is taken from the calculation for the future. This means that
the values of λB and p are values that will take place in the perspective, i.e. this
is the predicted value.

λB , p = f(λB , p, t) (4)

where f(λB , p, t) – a model for predicting traffic values and the probability of
its local maintenance, λB , p – statistical data for the previous period.

4 The Proposed algorithm

When transferring M2M traffic, the orchestrator monitors statistics and starts
to predict. The monitoring criteria is as follows (Fig. 5):

– State of the CPU,
– RAM,
– Functional capacity of interface,
– Statistics of traffic flows Based on the data, orchestrator decides to create

or not a platform for MEC. The orchestrator creates the MEC if it needs,
and then loads the processing application into this network node. Next, the
devices (node) begin to exchange data with the network node on which the
MEC is located.

M2M traffic is growing rapidly on the Internet. This trend is manifested in the
congestion of networks at different levels. In our work, we propose an algorithm
for offloading the core of the network using MEC.

When devices start exchanging M2M traffic with a remote server, the orches-
trator monitors traffic and predicts further network congestion.

In case the m2m traffic exceeds the conditional volume of the network allo-
cated for it, the orchestrator creates the MEC space and loads the M2M traffic
processing application into it. Then devices can exchange traffic with the nearest
MEC, which will give better QoS and offload channels in the core of the network.

In this paper, traffic generators were used as M2M traffic.
The experiment testbed (Table 1):
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Fig. 5. The algorithm for offloading traffic M2M

Table 1. Experiment testbed parameters

Humansense Timeconstant

AppCloud CPU E5-2650 v4 @ 2.20 GHz

AppCloud Core 32,

AppCloud RAM 48 GB

Orchestrator/Brain4Net ServicePlatform

OF Switch CPU E5-2650 v4 @ 2.20 GHz

OF Switch Core 12

OF Switch RAM 40 GB

Node Raspberrypi 3 (30 devices)
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5 Results

At the end of the experiment, we obtained the following results (Figs. 6 and 7).
The load of 30 nodes to the server decreased to an average of 3. That allowed
to reduce the workload of the network, and to reduce delays. Also, the average
time of applications for a remote server is reduced by 10 times distributing
applications between localized MEC.

Fig. 6. Requests for loading a conditional application update

Fig. 7. M2M traffic request/offloading time

6 Conclusion

Proposed system can efficiently manage and establish an efficient and flexible
routing path between any two end points. Thus it can reduce the number of
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intermediate nodes involved in communication process. The proposed structure
uses SDN in the core of the network, which means it is helpful and effective for
offloading M2M traffic.
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Abstract. The objective of the paper is to analyzed QoS metric of cloud
computing with large-scale of web server from queue management per-
spective. We propose a new method in order to effectively calculate the
steady-state probabilities of cloud system with a large number of web
servers. Numerical results showed that the proposed algorithms have
higher accuracy and negligible computation time. Taking into account
that in the cloud computing repair of server is taking some hours and
response time is handling within some seconds, we can correctly apply
space-merging algorithm.

Keywords: Queuing system · Cloud computing · Cloud technology

1 Introduction

Last decades, the optimization of applications and backend processing in the
computing and virtualization technologies is becoming the integral part of the
nowadays Internet applications. The main indicators of these technologies are
still remaining the same: (1) high service rate and (2) cost-effectiveness. The main
paradigm of the cloud technologies is to share computing resources among appli-
cation within internal network or in the global network (the Internet) by provid-
ing the main two indicators mentioned above. All public cloud environments IaaS
(Infrastructure-as-a-Service), PaaS (Platform-as-a-Service), and SaaS (Software-
as-a-Service) should be arranged that any computation should be serviced with
low resources [1,2].

Technically, cloud computing is set of servers with different specification,
switches and routers. And servers are mainly considered as set of the hardware,
software, environment, and human factors.

In cloud computing main servers that accepts the request from the users are
called web servers. Web servers are one of the main factors that affect QoS metric
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of the each request coming from users. From general point of view, decrease in
latency and response times can be caused by client’s attitude, network, and
server side in the transaction in the client/server paradigm.

As we see, cloud computing has been deeply investigated by many scholars
within the last decade from different perspective, such as network optimiza-
tion, server utilization, QoS metric optimization, software architecture and etc.
Among these directions, QoS metric of the servers (mainly web servers) is also
studied by many scholar taking into account different QoS metric parameters.

Investigation shows that end-users are patient for the maximum delay in
each request up to eight-ten seconds. That’s way most of the researches are
concentrating on providing service rate up to maximum eight-ten seconds, in
ideal case one-three seconds [3].

Network services and system architecture planning are heavily dependent
on the prediction of demand of the requested services. Nowadays, enormous
increase of data size (video, picture, sound files and streaming) make scholars
to find optimal solution for the serving them in short time within the minimum
computation, that is the main constraint of the internet and cloud computing.
In that case Poissonian properties of the arrival packets are little bit challenge
to be modeled taking into account many attributes. Because of its tremendous
analytical qualities, Poisson processes are widely used in network and system
architecture planning and analysis. By implementation that kind of solution
may result in non-negligible ramifications for the QoS offered, such as network
optimization, queue management, platform optimization and etc.

In this paper, we will consider queuing management with feedback in cloud
computing centers with large numbers of web servers. Our contribution in this kind
research is feasibility of implementation of state merging algorithm because of unit
difference in the server repair time and interarrival times of jobs. Namely, server
repair time is calculated in hours, where interarrival times of jobs is with seconds.

The rest of the paper is organized as follows. In Sect. 1 detailed literature
review about implementation of queuing system in the cloud computing is ana-
lyzed. In the Sect. 2 physical model of the proposed queue management in the
cloud system is given, and both exact and approximate methods are detailed
explained. Sections 3 and 4 are about the numerical results, and conclusion and
future works, respectively.

2 Related Work

Modern web servers are extremely distinguished from small server to the giant
computing system depending on services they’re performing and number of users
[4]. Because of network capabilities some arrival packet may be dropped because
of no idle place in the processing queue, even though the server is under fairly
light load [5]. Erramilli et al. [6] investigated dependence of traffics that required
long time of service on queue management system, and found positive correlation
between feasibility and practical impact on them. Authors showed that the key
parameters of the cloud computing: buffer sizing, admission control and rate
control have significant affect on the number of arrival and reserving packets.
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In [7] author modeled software for apache web server where it can manage
several parallel threads at the same time working independently or dependently
with each other. They mentioned that implementation of static queue manage-
ment system, such as FCFS is not proper for the web servers, further more
simple queuing models don’t satisfy modern web servers requirement. Today’s
cloud computing implementation diverse significantly depending on the their
application area. Thus web servers should management the queue and serving
mechanism so that minimum computation is done. Processes running at once,
several threads running once, or with a combination. They also showed that nei-
ther service nor arrival processes is necessarily Poissonian. They implemented
the M/G/1/K/PS queue management model in their research. The objectives of
this study was to investigate the probability of blocking of the server within the
given model. They have simulated arrival packets similar to the HTTP packets
with Poisson and General distribution function. Congestion in the network and
the probability of blocking in the web server side extremely affect the entire per-
formance of the cloud computing. Because the web server as assumed as gateway
to the cloud system. Mei et al. [5] deeply analyzed the effects of congestion in
networks for response time and the probability of blocking in the web server side
and found positive correlation between them.

In [8–13] some other parameters (such as response time, throughput and
network utilization) of QoS metric in cloud computing were investigated. In
[8], the authors applied a classic M/M/m model in order to get the response
time distribution of a cloud system. Inter-arrival and service time were taken by
exponential distribution function. In [12], Karlapudi’s developed performance
tool in order to predict web server demand on different response scenarios. In
[13], Mei analyzes QoS metric in VoIP services within the cloud system.

In [14] the authors showed that the servers within the cloud system that
utilize 60% of their resources in the peak power, can run on 20–30% utilization.
They found PowerNap solution that save the energy about 23% by optimization
queue in the system.

In [15], authors touched the same problem mentioned in [14]. They found that
in the cloud systems with thousand of servers there is a 7–16% gap between real
utilization of resources and suggested by the manufacturer. They also mentioned
that each data center within the cloud system must have their own queue and
resource management system based the real requirements. QoS metric perfor-
mance evaluation of cloud technology through the simulation sometimes doesn’t
give precise result as we expected [16,17].

A cloud computing with multi-server system models many times faces with
the server failures. The main reason of these failures comes from the inaccurate
and imprecise queueing management model. This factor severely affect the entire
performance of the cloud computing [18–27].

Enver [28] analyzed the ability to deliver acceptable levels of QoS for the
cloud systems, and requirements for the performance of the system. Author pro-
posed the analytical solution approach in order to solve QoS metric calculation
problem within the large-scale systems in cloud computing with the presence
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of failures and repairs. It is mentioned that there’re significant difference in the
final simulation results. Author’s solution mainly focused on level decomposition
approach.

As we see different models of queuing management system were implemented
in order to analyze cloud computing, mainly web servers performance. However,
to the best of our knowledge, so far feedback queuing model didn’t applied to
the cloud system. Similar approach is done by Chakka [29] for large-scale of
networks.

In this paper we analyzed QoS metric of cloud computing with large-scale
of web server from queue management perspective. Unlike [28] we take into
account of being impatient of call when there isn’t any operative server in the
system. Moreover, we propose a new method in order to effectively calculate the
steady-state probabilities of cloud system with a large number of web servers.
By implementation of these steady-state probabilities, it’s possible to calcu-
late desired QoS metrics with low computation. Numerical results showed that
the proposed algorithms have higher accuracy and negligible computation time.
Taking into account that in the cloud computing repair of server is taking some
hours and response time is handling within some seconds, we can correctly apply
space-merging algorithm [30].

3 Exact and Approximate Methods of the Proposed
Model

The physical model of the proposed queue management system in the cloud
computing is given in Fig. 1. Clients are simultaneously sending requests. When
the requests arrive to the web server, they have to wait for a while in the queue.
The main point here is that a number of active thread in the web server. By
default web server are generation one thread per request, and it results in increase
in utilization and memory. Web servers must optimally handle the number of
thread and buffer management, so that, CPU utilization and RAM usage should
be below some thresholds. In our model request in any case (failure, not accepted,
not validated and etc.) should return the client.

Jobs arrive to the servers from different users independently according to
Poisson distribution with rate of λ. The service times for each job are indepen-
dent and identically distributed (i.i.d.) random variable (r.v.) with exponential
distribution with the rate μ. There are N number of servers in the cloud system
and the total capacity of the system is R, i.e. the buffer size for waiting of jobs
is equal to R − N . The queue is handled by arbitrary conservative discipline
which means that if there are jobs in system then server does not idle. In other
words, when a user has a job from the cloud system, in case at least one of the
servers are idle, the job will be handled by one of the idle servers; otherwise, if
all the servers are busy and the queue is sufficient to accept the incoming job,
it will join the queue. Unlike the [14] here it is assumed that jobs in queue are
impatient, i.e. every jobs in queue independently other ones waits in the queue
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Fig. 1. The physical model of proposed queue management in cloud system

during random time, which has exponential distribution with mean α−1. If the
queue is full, the incoming job will be lost (rejected).

The servers considered are prone to failures where operative periods (i.e.
period of good works) are exponentially distributed with a mean ε−1. We consider
two schemas: in schema I it is assumed that server might be failure in both cases,
i.e. when server in working status and when server is idle; in schema II it is
assumed that server might be failure only in case when server is idle. In both
schemas, when server fails, it requires an exponentially distributed repair time
with mean η−1.

As in [28] it is assumed that services that are interrupted by failures are
eventually resumed from the point of interruption or repeated with re-sampling.
All inter-arrival, service, operative periods and repair times are independent of
each other.

The main objectives of the paper is to develop efficient computational algo-
rithm for calculation of the steady-state probabilities of the cloud system. By
solving this problem, we can also easily obtain QoS metrics of the cloud system
that are an average values of following quantities: number of servers in working
status, number of jobs in system, throughput and response time. Probability of
loss of jobs due to buffer overflow is represent interest in given study as well.

4 Generation of Q-Matrix

Firstly we consider Schema I. State of the system is defined by the two-
dimensional vector (i, j), where i is the number of operative servers and j is the
number of jobs in the system, respectively. Based on the distribution function
of the random variables involved in the formation of the model, we determine
that the two-dimensional Markov chain (2-D MC) describes the studied system.
The set of all possible states of the system, i.e., state space of given 2-D MC is
defined as lattice S = {0, 1, ..., N} × {0, 1, ..., R} (see Fig. 2).

The transition intensity from the state (i1, j1) to the state (i2, j2) is denoted
as q((i1, j1), (i2, j2)). The combination of these values involves Q-matrix of given
2-D MC and are determined from the following relations (see. Figure 2):
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Fig. 2. State diagram of the proposed model

For the case i1 = 0:

q((0, j1), (i2, j2)) =

⎧
⎪⎪⎨

⎪⎪⎩

λ, if (i2, j2) = (0, j1 + 1),
η, if (i2, j2) = (1, j1),

j1α, if (i2, j2) = (0, j1 − 1),
0, in other cases

(1)

For the case i1 > 0:

q((i1, j1), (i2, j2)) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λ, if (i2, j2) = (i1, j1 + 1),
η, if (i2, j2) = (i1 + 1, j1),

i1ξ, if (i2, j2) = (i1 − 1, j1),
min(i1, j1)μ, if (i2, j2) = (i1, j1 − 1),

0, in other cases

(2)

Note that the given finite 2-D MC is an irreducible, so there exists a sta-
tionary mode. Let p(i, j) means the stationary probability of state (i, j) ∈ S.
These probabilities are determined by solving the system of equilibrium equa-
tions (SEE) together the normalizing condition. SEE is compiled on the basis of
(1) and (2) and due to their evidence, explicit form of this SEE does not given
here.

5 Exact Formulas for QoS Metrics

After the solving SEE, characteristics of the studied system are defined as the
marginal distributions of the 2-D MC. Thus, indicated above performance mea-
sures of the system are defined as follows:
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average number of servers in working status Nw is

Nw =
N∑

i=1

i

R∑

j=0

p(i, j) (3)

average number of jobs in system Ls is

Ls =
R∑

j=1

j

N∑

i=0

p(i, j) (4)

probability of loss of jobs Pb is

Pb =
N∑

i=0

p(i, R) (5)

Average throughput TH and average response time RT are calculated as
follows:

Γav = μNw (6)

RT = Ls/Γav (7)

The dimension of indicated SEE determined by the dimension of the state
space S, which is defined as (N + 1) (R + 1). Unfortunately, it is difficult to find
the analytical solution of this system of equations. Matrix-geometric [31] and
spectral expansion [29] methods can be employed for the numerical solution of
the given problem. However implementation of these methods require additional
conditions on the transition rates. First, it’s mandatory that transitions rates
due to impatience of jobs are independent on number of jobs in queue. However
from (1) it’s obvious that transitions rates due to impatience of jobs are linear
function of number of jobs in queue but not constant one. Secondly, in cloud
computing systems numbers of servers and buffer size are in orders of hundreds
to thousands. So these methods becomes inefficient due to large dimension of the
state space S since their applying causes problems related to ill conditionality of
high-dimensional matrices used at different stage of appropriate algorithms.

Therefore, to eliminate computational difficulties, we use the space merging
method (SMM) [30] for approximate calculation of the stationary distribution
of 2-D MC. This method can be applied here correctly, because, in cloud system
servers are reliable in terms of hardware and software configuration. Namely,
drop of incoming packet are rarely observed due to high sustainability of the
servers. Furthermore, the repair time of the server are measured in hours. How-
ever arrival intensity and service intensity of packets much higher than drop
intensity or repair intensity of the server [28].

6 Approximate Method

In accordance to the above mentioned comments we concluded that the tran-
sitions intensity between the states within the columns in the state diagram is
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much higher than the lateral transitions intensity between them (see Fig. 2).
Then considering the following splitting of state space S

S = ∪N
i=0Si (8)

where Si = {(i, j) ∈ S : j = 0, 1, ..., R}, i = 0, 1, ..., N . In other words, it is
investigated splitting transition diagram by column (see Fig. 2).

Merging function given in state space S is determined based on the splitting
(8) as follows:

U((i, j)) = <i> (9)

where <i> is a merging state, which includes all the states of the class Si. Let
Ω = {<i>: i = 0, 1, ..., N} According to the space merging method (SMM)
algorithms [30], we find that the state probability of the initial model is defined
as follows:

p(i, j) ≈ ρi(j)π(<i>), (10)

where ρi(j) denotes the state probability of (i, j) within the splitting model with
state space Si, and π(<i>) is the probability of the merging state <i> ∈ Ω

From splitting scheme (8) it is clear that all the splitting models are one-
dimensional birth and death processes (1-D BDP), so that in the class of states
Si the first component is constant. Therefore, in the study of the splitting model
with state space Si microstate (i, j) ∈ S of given model can be represent by
scalar j, j = 0, 1, ..., R. From (2) and (3) we get that these parameters for the
splitting model with state space Si are defined as follows (see Fig. 2):

For the case i = 0 :

ρ0(j) =
νj
1

j!
∑R

i=0
νi
1

i!

, j = 0, 1, ..., R,where ν1 = λ/α; . (11)

For the case i = 1, ..., N

ρi(j) =

⎧
⎨

⎩

νj
2

j! ρi(0), if 0 ≤ j ≤ i,
νj
2

j!ij−i ρi(0), if i + 1 ≤ j ≤ R,
(12)

where ν2 = λ/μ and ρi(0) is calculated from normalizing condition, i.e.
∑R

j=0 ρi(j) = 1.
The transition intensity from the merging state <i1> to other merging state

i2 is denoted q(<i1>,<i2>), <i1>,<i2> ∈ Ω Then after certain algebras on the
bases of (1), (2), (11) and (12) we obtain:

q(<i1>,<i2>) =

⎧
⎨

⎩

η, if i2 = i1 + 1,
i1ξ, if i2 = i1 + 1
0, in other cases.

(13)

From (13) we obtain that the merging state probabilities π(<j>), <j> ∈ Ω
are calculated as the state probabilities of classical Erlang’s model M/M/N/N
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with load σ = η/ξ erl, i.e.

π1(< j >) =
σj

j!
∑N

i=0
σi

i!

, j = 0, 1, ..., N (14)

Therefore, taking into account the relations (10)-(14) we obtain steady-state
probabilities p(i, j), (i, j) ∈ S.

After certain algebras we obtain the following simple approximate formulas
for calculating the desired QoS metrics of the cloud system:

Nw ≈ σ(1 − EB(σ,N)) (15)

where EB =
σN

N!∑N
i=0

σi

i!

is Erlang’s B-formula

Ls =
R∑

j=1

j

N∑

i=0

ρi(j)π1(<i>) (16)

Pb =
N∑

i=0

ρi(R)π1(<i>) (17)

From (15)–(17) by using (6) and (7) performance measures TH and RT
might be calculated.

Note 1. Formula (15) indicated that an average number of servers in working
status does not dependent on load parameters of incoming jobs λ and μ and it
is determined by failure and repair rates ξ and η. This result was expected one
since in Schema I the events failure and repair of servers does not depend on
number of jobs in cloud system. In other words, by using approximate approach
we have find exact result for one of performance measure. This is undirected
proof of high accuracy of proposed approach.

Now consider Schema II. Since the state diagram of the Schema II is very
similar to the diagram of Schema I, we didn’t included the diagram of Schema
II. In this schema elements of Q-matrix for the case i1 = 0 are calculated by the
formula (1) as well. However in this schema elements of Q-matrix for the case
are calculated as follows:

q((i1, j1), (i2, j2)) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

λ, if (i2, j2) = (i1, j1 + 1),
η, if (i2, j2) = (i1 + 1, j1),

(i1 − j1)+ξ, if (i2, j2) = (i1 − 1, j1),
min(i1, j1)μ, if (i2, j2) = (i1, j1 − 1),

0, in other cases.

(18)

From (1) and (18) we can obtain SEE for the Schema II. In order to solve
computational difficulties of the steady-state probabilities of this Schema, we
can apply proposed above approximate method. No repeating above procedures
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note that in this case steady-state probabilities within splitting models are cal-
culated by (11) and (12) also. However in this case merging state probabilities
π2(<j>), <j> ∈ Ω are calculated as follows:

π2(<j>) =
σj

∏j
i=1 θ(i)

π2(<0>), j = 1, ..., N (19)

where π2(<0>) is calculated from normalizing condition, i.e.

π2(<0>) =
(
1 +

∑N
j=1

σj

∏j
i=1 θ(i)

)−1

and θ(i) =
∑i

j=1 jρi(i − j).

QoS metrics Ls and Pb are calculated similar to (16) and (17) where π1(<j>)
are substituted by π2(<j>) but Nw is calculated as follows:

Nw ≈
N∑

i=1

iπ2(<i>) (20)

As we seen from formula (20) in this schema an average number of servers
in working status depend on load parameters of incoming jobs λ and μ as well
as on failure and repair rates ξ and η.

7 Numerical Results

As numerical results we have calculated exact and approximate solution and
compared them. From (1) and (2) we get exact values of the system at the given
values of the parameters R = 100, N = 50, λ = 50, α = 0.005, μ = 1, ξ =
0.008, η = 0.0001. Exact values were driven from Matlab 9.0 running on the
personal computer with Intel i7 processor and 16 GB of RAM. Since size of
matrix is equal to (N + 1)(R + 1), it is too difficult to calculate exact values by
using SEE at higher value of N and R.

In order to compare an exact and approximate values, first of all, we took
comparison of p(i, j) (steady-state probabilities) as an absolute and cosine values
(see Table 1). As we mentioned above, for lower values it is possible to calculate
exact values of the steady-state probabilities, but for big number it is impossible.
Our approximate methods calculate these probabilities at higher values of N and
R. In real cloud computing system always involves many server. This means, in
real practice we always have to take into consideration a large amount of servers.

Accuracy of the approximate method to calculation of steady-state prob-
abilities is estimated by two norms: (1) Absolute value of maximum of differ-
ences between values of steady-state probabilities (Norm 1); (2) cosine similarity
(Norm 2) (see Table 1).

High arrival intensity of requests shouldn’t dramatically affect the general
performance of the cloud system with N servers. For a certain number of server,
the higher arrival intensity means that request will wait in the queue, but after
all they will be served.

The same behavior can be seen in the nature of the Schema II. However, in
comparison with the Schema I, we get more optimal QoS metric in the same
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Table 1. Values of various norms for Schema I

R 50 50 50 50 100 100 100 100 200 200 200 200 500 500 500 500
N 10 20 30 40 10 20 30 40 20 40 60 80 20 40 60 80
Norm 1 0.00545 0.00645 0.01246 0.01046 0.09345 0.09011 0.08351 0.09022 0.09055 0.08625 0.08254 0.08952 0.07854 0.0825 0.08625 0.07905
Norm 2 0.9108 0.9276 0.9404 0.9003 0.9035 0.9034 9.062 0.9118 0.9331 0.9099 0.9078 0.9045 0.9339 0.9782 0.9325 0.9225

initial values. Although, there isn’t a big difference in QoS metrics between
Schema I and II, this differences make huge values in real practice in terms of
cost efficiency.

Tables 2 and 3 gives exact and approximate values of QoS metrics for Schema
I and Schema II, respectively. Because of multiplication operation in the QoS
metrics formulas we have a little bit distinguish, that can be assumed as the
calculation error. Probability of blocking for almost the same. The bigger number
of server in the cloud system, the lower the loss of the requests. It doesn’t mean
that we should have a number of server in the cloud system. The point here is
that we should utilize the servers as much as optimal in order to reduce the loss
of request. The same scenario can be said for the Schema II.

Table 2. Exact and approximate value of QoS metrics for Schema I, R = 100, *– Exact
Values, **– Approximate Values

N N∗
w N∗∗

w L∗
s L∗∗

s Γ ∗
av Γ ∗∗

av RT ∗ RT ∗∗ PB∗ PB∗∗

6 5.513083 5.921185 8.523196 9.15412 5.513083 5.921185 1.439441 1.545994 0.00015 1.61E−04

11 10.07285 10.84566 10.36 11.15485 10.07285 10.84566 0.95522 1.028508 3.09E−05 3.32E−05

16 14.59946 15.75917 14.41439 15.55939 14.59946 15.75917 0.914667 0.987323 2.08E−05 2.24E−05

21 19.09073 20.65924 18.61579 20.14527 19.09073 20.65924 0.901088 0.975122 7.21E−06 7.79E−06

26 24.32102 25.54262 23.52669 24.70838 24.32102 25.54262 0.921076 0.96734 4.95E−07 5.36E−07

31 30.87354 30.40499 29.6279 29.17826 30.87354 30.40499 0.974442 0.959653 1.13E−07 1.18E−07

36 35.80708 35.24053 34.02942 33.491 35.80708 35.24053 0.965633 0.950354 6.82E−08 6.71E−08

41 40.71159 40.04118 38.18912 37.56024 40.71159 40.04118 0.953746 0.93804 5.45E−08 5.36E−08

Table 3. Exact and approximate value of QoS metrics for Schema II, R = 100,*–
Exact Values, **– approximate values

N N∗
w N∗∗

w L∗
s L∗∗

s Γ ∗
av Γ ∗∗

av RT ∗ RT ∗∗ PB∗ PB∗∗

6 5.576369 5.989155 8.447154 9.072448 5.576369 5.989155 1.41041 1.514813 0.000167335 1.80E−04

11 10.12505 10.90187 10.40127 11.19928 10.12505 10.90187 0.95408 1.02728 6.50718E−05 7.01E−05

16 14.64189 15.80497 14.45358 15.6017 14.64189 15.80497 0.9145 0.987138 2.92429E−05 3.16E−05

21 19.13031 20.70207 18.65292 20.18546 19.13031 20.70207 0.90102 0.975045 1.08088E−06 1.17E−06

26 24.3647 25.58849 23.56736 24.7511 24.3647 25.58849 0.92101 0.967275 1.62671E−06 1.71E−06

31 30.93018 30.46078 29.6796 29.22917 30.93018 30.46078 0.97435 0.959568 7.03302E−07 6.93E−07

36 35.88418 35.31641 34.09742 33.55792 35.88418 35.31641 0.96548 0.950208 6.40072E−08 6.30E−08

41 40.82667 40.15436 38.28501 37.65455 40.82667 40.15436 0.95345 0.937745 1.12406E−08 1.11E−08

High arrival intensity of requests shouldn’t dramatically affect the general
performance of the cloud system with N servers. For a certain number of server,
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the higher arrival intensity means that request will wait in the queue, but after
all they will be served. Total response time is acceptable. The same behavior can
be seen in the nature of the Schema II. However, in comparison with the Schema
I, we get more optimal QoS metric in the same initial values. Although, there
isn’t a big difference in QoS metrics between Schema I and II, this differences
make huge values in real practice in terms of cost efficiency. For example, at the
given initial values we have around 10 server difference in the values of Nav. This
10 servers implies extra budget for the cloud system.

8 Conclusion and Future Works

As we mentioned above modern web servers are extremely distinguished from
small server to the giant computing system depending on services they’re per-
forming and number of users, because of network capabilities some arrival packet
may be dropped because of no idle place in the processing queue, even though
the server is under fairly light load. Here we considered queuing management in
cloud computing centers with large numbers of web servers. Our contribution
in this kind research is feasibility of implementation of state merging algorithm
because of unit difference in the server repair time and interarrival times of jobs.
Namely, server repair time is calculated in hours, where interarrival times of
jobs is with seconds. Our result is applicable in the real cloud system in order
to calculate the QoS metrics depending of application area.
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Abstract. The model of asynchronous control procedure of virtual con-
nection of the transport Protocol in the mode of selective failure in the
form of a two-dimensional Markov chain with discrete time, taking into
account the influence of Protocol parameters window size and the length
of the timeout of waiting for end-to-end acknowledgement, the probabil-
ity of packets distortion in individual links of the data path and queue
lengths in transit nodes from the “external” flows onto the bandwidth of
the virtual connection. The analysis of the dependence of the throughput
of the control procedure on the protocol parameters, the error level in
the communication channels, the length of the data transmission path,
and the distribution of the queue sizes at the transit nodes.

Keywords: Transport protocol · Loaded data path
Mathematical model · Markov chain · Speed of virtual connection
Window size · Duration of end-to-end time-out
Distribution of queue lengths

1 Introduction

In modern networks that transmit computer data and multimedia subscribers
traffic through a single network infrastructure, the requirements are significantly
increased for the availability of accessible bandwidth and as a consequence to
improve the efficiency of its use. The most important operational characteris-
tic of a virtual connection managed by the transport protocol of a computer
network is its bandwidth. This indicator is determined not only by the speed
and reliability of data transmission in the information channels of the trans-
port connection, but also by the intensity of external flows in relation to this
connection, which have a part of the common route with it. A natural model
of a multilink transport connection is a network of queuing systems. However,
obtaining a meaningful analytical solution is possible only in special cases. At
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the same time, the main indicator of the “external” load on the path in which
the transport connection is researched is the queue sizes in front of the protocol
data blocks of the connection in transit nodes. It is obvious that monitoring
of such indicator allows estimating the distribution of queue lengths in transit
nodes from external network flows relative to the connection being analyzed and
used in calculating the operational characteristics of the connection and selecting
protocol parameters for the communication session time between given pair of
subscribers. The known models of asynchronous control procedures of a separate
data link and transport protocol [4–10] do not allow to take into account the
load on shared network resources (bandwidth of separate inter-node channels)
provided by the proximity to other virtual connections aggregated on different
sections of the path in separate links of the route of given interpersonal connec-
tion and manifested in the form of “external” queues in transit nodes. In this
paper, we propose a mathematical model of a virtual connection controlled by a
transport protocol in the selective failure mode, taking into account, in addition
to the distortion factor in forward and reverse data transmission paths and the
retransmission mechanisms, due to distortions and the expiration of timeout of
unread response from the recipient of the information stream, from “external”
interpersonal connections, developing the results obtained in [2,3]. The process
of competition for all admissible values of waiting time for end-to-end acknowl-
edgment has been studied.

2 Mathematical Model of Transport Protocol

Let us consider the exchange of data between subscribers connected by a mul-
tilink data transmission path. Suppose that the following assumptions are true.
The nodes of the path are connected by duplex communication channels hav-
ing the same bandwidth in both directions. The length of the data transmission
path, expressed in the number of retransmission areas, is equal to Dn. The
reverse channel, through which the confirmation is sent to the sender about the
correct reception of sequence of data segments, has a length Do. The sum of
distance of the forward and reverse paths is interpreted as the round-trip delay
time D = Dn+Do. The probabilities of distortion of the segment in the commu-
nication channel for the forward Rn(d), d = 1,Dn and reverse Ro(d), d = 1,Do

directions of transmission of each retransmission section is given. Then the relia-
bility of the transmission of data segments along the path from the source to the
destination and back will be Fn =

∏Dn

d=1(1−Rn(d)); Fo =
∏Do

d=1(1−Ro(d)). The
processing time of segments in the nodes of the path is the same. Interactive sub-
scribers have an unlimited flow of segments for transmission, and the exchange
is performed by segments of the same length. The recipients acknowledgment of
the correct reception of the received data is carried in the counter-flow segments.
We believe that the retransmission of segments is organized in accordance with
the selective failure procedure [1]. We believe that the loss of segments due to
the absence of buffer memory in the nodes of the path does not occur. The prob-
ability function is specified bn, n = 0, N that each segment from the flow of the
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analyzed connection in the transit node will meet a queue of size n ≤ N , where
N—is the maximum queue size determined by the capacity of the buffer pools
of the transit nodes. The timeout of duration S is triggered before the start of
the transmission of the first segment of the sequence and is fixed for all segments
within the width of the window. We will assume that the size of the window of
the controlled protocol is determined by the value of W , and S > W—specifies
the duration of the timeout for the confirmation of the correctness of the data
delivery. After the next segment is transferred, the protocol copies it to the
transferred but not confirmed data queue and starts the timeout. As soon as
the queue size becomes equal to the width of window W , the control protocol
suspends the transmission pending for acknowledgement or when the timeout is
over S for confirmation. Upon receiving of confirmation, the segments that have
reached the addressee without distortion are deleted from the queue. When the
timeout S is over, the corresponding segment is retransmitted and the timeout
is restarted. We will call the clock period the time t, required to output the
segment in a line. The clock period is determined by the sum of the segment
output time in-line, the propagation time of the signal in the communication
channel and the processing time of the segment by the receiving node. Then the
time for the sender to receive the pass-through acknowledgement is distributed
according to the geometric law with the parameter Fo and the duration of the
sampling clock period t.

The dynamics of the queued, but not confirmed, segments on the sending
node for different modes of operation of the control protocol due to the Markov-
like of the discrete receipt process can be described by a two-dimensional Markov
chain with discrete time and number of states in one dimension equal to the
duration of the end-to-end time-out S, and by another—increased by one unit
maximum length of the queue: N + 1. It is obvious that the duration of the
timeout must be sufficient to ensure that the packet segment data on the direct
channel has reached the recipient and confirmation by the recipient on the reverse
channel was accepted by the originator of the stream. It follows that the size of
the timeout, expressed in duration of clock periods t, is advisable to choose not
less than the sum of the path length and the size of the encountered queue in
the transit node S ≥ D + n. However, the size of the timeout may be less than
the duration of the round-trip delay. The acknowledgement for the first segment
of the sequence can be received by the sender after the time s ≥ D of the
intervals of duration t, necessary to achieve the first segment of the addressee
and return to the sender confirmation of the correctness of its reception. If a
packet with a segment in the forward path (or a confirmation in the reverse
direction) encountered a queue of size n, in the transmission of the sequence
of by the sender or the transfer of the confirmation, the time for confirmation
of acknowledgement is increases by the size of the encountered queue n and
amounts to s ≥ D + n.

The process of transferring the information flow/stream by a transport pro-
tocol in a single-link virtual channel is modeled by the Markov chain [4]. A
generalization of this model for an empty multi-tier data transmission path was
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carried out in [1]. The functioning of a virtual connection managed by a trans-
port protocol in a loaded multi-link data transmission path with segment queues
before sending data or confirmations can be described by a Markovized process
in which the queue size in front of the forward or reverse data stream/flow of
the test connection is an additional variable of the Markovs process. In the state
of the Markov chain (i, n), the source sent a sequence of sizes of i − n segments,
which during the transfer process in one of the links met a queue of length n seg-
ments. The values of the state coordinates i = 0, W+n, n = 0, N of Markov chain
correspond to the number of transmitted segments, but they are not acknowl-
edged by the recipient and the time from the beginning of the transmission of
the sequence and to the values i = W + n + 1, S − 1, n = 0, N the time during
which the sender is not active and expects to receive an acknowledgement for
the correct reception of the transmitted sequence from W segments. We denote
by P (i, n), i = 0, S − 1, n = 0, N—the probabilities of states of Markovs chain.
Then the sequence of transmitted, but not confirmed, data segments of the vir-
tual connection under consideration for a zero-length queue grows to the state
of Markov chain with coordinates (D − 1, 0) with probability b0. Further growth
in the size of this sequence occurs with probability b0(1 − Fo). In states (i, n),
i = D − 1 + n, S − 1, n = 0, N it is possible for the sender to receive an acknowl-
edgement and depending on the results of the delivery, the sender transmits new
segments (when acknowledgement is positive) or resends again—distorted ones.
Since the sent sequence of segments of the studied virtual connection can meet
the queue of non-zero length at any time of the transfer process (on the path
of the sequence to the addressee or when transferring the confirmation to the
sender of the information flow), the transition from state (i, 0), i = 0, S − 2 to
state (i, n), i = 0, S − 2, n = 1, N occurs with probability bn.

Let us denote πjm
in the transition probabilities of Markov chain, where (i, n)—

coordinates of the initial source and (j,m)—altered states of the chain. Then
the dynamics of the process of information flow in the selective failure mode can
be set by the following values of transition probabilities:

πjm
in =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b0, j = i + 1,m = 0; i = 0,D − 2, n = 0;
b0(1 − Fo), j = i + 1,m = 0; i = D − 1, S − 2, n = 0;
bm, j = i,m = 1, N ; i = 0, S − 2, n = 0;
b0Fo, j = D − 1,m = 0; i = D − 1,W − 1, n = 0;
b0Fo, j = W + D − 2 − i,m = 0; i = W,W + D − 2, n = 0;
b0Fo, j = 0,m = 0; i = W + D − 1, S − 2, n = 0;
1, j = 0,m = 0; i = S − 1, n = 0, N ;
1, j = i + 1,m = n; i = 0,D − 2 + n, n = 1, N ;
1 − Fo, j = i + 1,m = n; i = D − 1 + n, S − 2, n = 1, N ;
Fo, j = D − 1,m = 0; i = D − 1 + n,W − 1 + n, n = 1, N ;
Fo, j = W + n + D − 2 − i,m = 0;

i = W + n,W + n + D − 2, n = 1, N ;
Fo, j = 0,m = 0; i = W + n + D − 1, S − 2, n = 1, N.
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The bandwidth of a virtual connection managed by a transport protocol is
defined as the relation of the average amount of data transmitted between two
consecutive confirmations of acknowledgement to the average receipt time [1].
The contribution to the speed of the virtual connection is given by those states
of the Markov chain, for which acknowledgement is possible. The normalized
bandwidth of a virtual connection in a busy path is determined by the ratio of
the average number of data segments transmitted by the sender between the
recipients of two consecutive acknowledgements to the average time between
confirmation of acknowledgement expressed in the number of intervals of dura-
tion t: Z(W,S) = V /T . Since acknowledgements are transferred in each segment
independently and arrive to the sender every clock period t provided that they
are not distorted in the path of length D from the receiver to the sender of
information flow, the average time between confirmation acknowledgement is
distributed geometrically with the parameter Fo and will be: T = 1/Fo. The
average volume of data transmitted between confirmation of acknowledgement
taking into account the fact that each segment of studied connection with prob-
ability bn, n = 0, N meets the queue of the size n and contributes to the volume
of transmitted information inversely proportional to the value n + 1, is given by
generalization of the relation given in [4]:

V =
N∑

n=0

1
n + 1

[
W+D−2+n∑

l=D−1+n

l̄P (l, n) +
S−1∑

l=W+D−1+n

W̄P (l, n)

]

.

The values l̄ and W̄ are determined by the average number of segments that
reached the addressee with a selective procedure for organizing retransmissions of
the distorted segments: l̄ = (l−D−n+2)Fn, W̄ = WFn. Finally, the dependence
of the bandwidth of the virtual connection on the protocol parameters of the
window width W and the duration of end-to-end timeout S will take the form:

Z(W,S) = FnFo

N∑

n=0

1
n + 1

[W+D−2+n∑

l=D−1+n

(l − D + 2 − n)P (l, n)

+ W

S−1∑

l=W+D−1+n

P (l, n)
]

(1)

3 Analysis of the Transmission Process in the Single-Link
Path

In general, the system of local equilibrium equations for state probabilities is
sensitive to the relationships between the protocol parameters W and S, the
duration of the circular delay in the unloaded data transmission path D and
the maximum queue size of the competitive protocol data units in the transit
nodes n = 0, N . The main parameter that determines the variety of solutions for
the probability of states of Markov chain is the duration of the timeout, limited
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from below in the general case only by the value of the circular delay D and the
window size W . In stationary conditions, the system of equilibrium equations
describing the process of data transfer in the virtual channel for the length path
D = 2, at connections between loading characteristics, parameters of a path of
data transmission and a transport protocol of the form

W ≥ 1, S ≥ W + N + 1 (2)

according to the transition probabilities has the following form:

P (0, 0) = Fo

[

b0

S−2∑

i=W

P (i, 0) +
N∑

n=1

S−2∑

i=W+n

P (i, n)

]

+
N∑

n=0

P (S − 1, n); (3)

P (1, 0) = b0P (0, 0) + Fo

[

b0

W−1∑

i=1

P (i, 0) +
N∑

n=1

W−1+n∑

i=n+1

P (i, n)

]

; (4)

P (i, 0) = b0(1 − Fo)P (i − 1, 0), i = 2, S − 1; (5)

P (0, n) = bnP (0, 0), n = 1, N ; (6)

P (i, n) = bnP (i, 0) + P (i − 1, n), i = 1, n + 1, n = 1, N ; (7)

P (i, n) = bnP (i, 0) + (1 − Fo)P (i − 1, n), i = n + 2, S − 2, n = 1, N ; (8)

P (S − 1, n) = (1 − Fo)P (S − 2, n), n = 1, N. (9)

Let us find the solution of this system of equations. From Eq. (5) we obtain:

P (i, 0) = P (1, 0)
[
b0(1 − Fo)

]i−1
, i = 1, S − 1.

According to (6), (7) and the obtained expression for we have:

P (i, n) = bn

[

P (0, 0) + P (1, 0)
1 − b0(1 − Fo)i

1 − b0(1 − Fo)

]

, i = 0, n + 1, n = 1, N.

Taking into account this relation of (8) and (9) for arbitrary we find:

P (i, n) = bn(1 − Fo)i−1

{
P (0, 0)

(1 − Fo)n
+ P (1, 0)

[
1

[1 − b0(1 − Fo)](1 − Fo)n

− bi0
1 − b0

+
Fob

n+1
0

(1 − b0)[1 − b0(1 − Fo)]

]}

, i = n + 1, S − 2;

P (S − 1, n) = bn(1 − Fo)S−2

{
P (0, 0)

(1 − Fo)n
+ P (1, 0)

×
[

1
[1 − b0(1 − Fo)](1 − Fo)n

− bS−2
0

1 − b0
+

Fob
n+1
0

(1 − b0)[1 − b0(1 − Fo)]

]}

.

Substituting the relations found in (4) we obtain an expression for:

P (1, 0) =
P (0, 0)E

(1 − Fo)W−1
,where

E =
(1 − b0)[1 − b0(1 − Fo)][1 − (1 − b0)(1 − Fo)W−1]

(1 − b0)[1 − b0 + FobW0 ] + b0Fo(1 − bW−1
0 )

∑N
n=1 bn(b0(1 − Fo))n

.
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From the normalization condition, we find the probability of the initial
state (0, 0):

P (0, 0) = (1 − Fo)W−1

{

(1 − Fo)W−1

[
3 − 2(1 + b0 − Fo) + b0(1 − Fo)

Fo

+
N∑

n=1

bn

(

n − (1 − Fo)S−n−1

Fo

)]

+E

[
2 − (1 + b0 − Fo)[1 − 2b0(1 − Fo)] − b0(1 − Fo)[3 + b0(1 − Fo)]

Fo[1 − b0(1 − Fo)]2

− [b0(1 − Fo)]S−2(1 − b0)
1 − b0(1 − Fo)

+
N∑

n=1

bn

[
n

1 − b0(1 − Fo)
− (1 − Fo)S−n−1

Fo[1 − b0(1 − Fo)]

+
[b0(1 − Fo)]n+1

[1 − b0(1 − Fo)]2
− bn+1

0 (1 − Fo)S−1

(1 − b0)[1 − b0(1 − Fo)]

]]}−1

.

For interval constraints on the transport connection parameters of the form
W ≥ 2, N ≤ W − 2, W + 1 ≤ S ≤ W + N + 1 Eqs. (3), (4) are transformed to

P (0, 0) = Fo

[

b0

S−2∑

i=W

P (i, 0) +
S−W−1∑

n=1

S−2∑

i=W+n

P (i, n)

]

+
N∑

n=0

P (S − 1, n);

P (1, 0) = b0P (0, 0) + Fo

[

b0

W−1∑

i=1

P (i, 0) +
S−W−1∑

n=1

W−1+n∑

i=n+1

P (i, n)

+
N∑

n=S−W

S−2∑

i=n+1

P (i, n)
]

.

In this case, the form of the solution of the system of equilibrium equations
coincides with the previous case to within a coefficient E, which is determined
by the relation:

E = (1 − b0)[1 − b0(1 − Fo)]

[
1 − (1 − Fo)

W−1
S−W−1∑

n=1

bn

−
S−W−1∑

n=1

bn(1 − Fo)
S−n−2

]/{
(1 − b0)

[
Fob

W
0 +

S−W−1∑
n=1

bn +

N∑
n=S−W

bn(1 − Fo)
S−W−n−1

]

+b0Fo

[(
1 − b

W−1
0

) S−W−1∑
n=1

bn[b0(1 − Fo)]
n
+ (1 − Fo)

S−W−1
(S−W−1∑

n=1

bnb
n
0

−
N∑

n=S−W

bnb
S−2
0

)]}
.

Restrictions on the duration of the timeout, leading to the possibility of not
receiving end-to-end acknowledgments due to too large queue sizes are described
as follows:

W ≥ 2, N ≥ W − 2, W + 1 ≤ S ≤ N + 3. (10)
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Then Eq. (4) can be rewritten in the form:

P (1, 0) = b0P (0, 0)+Fo

[
b0

W−1∑
i=1

P (i, 0)+

S−W−1∑
n=1

W−1+n∑
i=n+1

P (i, n)+

S−3∑
n=S−W

S−2∑
i=n+1

P (i, n)

]
,

and Eqs. (7) and (8) are valid for states i = 1, n + 1, n = 1, S − 3; i = 1, S + 2,
n = S − 2, N and i = n + 2, S − 2, n = 1, S − 4 respectively. Equation (9) is
transformed to the following:

P (S − 1, n) = (1 − Fo)P (S − 2, n), n = 1, S − 3;

P (S − 1, n) = P (S − 2, n), n = S − 2, N.

The probability of the states retains the form of the dependencies correspond-
ing to the constraints (2) with the following relation for the coefficient E:

E = (1 − b0)[1 − b0(1 − Fo)]

[S−3∑
n=0

bn − (1 − Fo)
W−1

S−W−1∑
n=1

bn

−
S−3∑

n=S−W

bn(1 − Fo)
S−n−2

]/{
(1 − b0)

[
(1 − Fo)

1−W

(
1 −

S−3∑
n=0

bn

)
+ Fob

W
0 +

S−W−1∑
n=1

bn

+

S−3∑
n=S−W

bn(1 − Fo)
S−W−n−1

]
+ b0Fo

[(
1 − b

W−1
0

) S−W−1∑
n=1

bn[b0(1 − Fo)]
n

+(1 − Fo)
S−W−1

( S−3∑
n=S−W

bnb
n
0 − b

S−2
0

S−3∑
n=S−W

bn

)]}
.

The probability of the initial state P (0, 0), found from the normalization condi-
tion, is not given here because of its crocktitude nature.

In the case of a start-stop protocol and exceeding the waiting time in queues
of transit nodes over the duration of the time-out

W = 1, N ≥ 0, 2 ≤ S ≤ N + 2 (11)

the probability of states (0, 0) and (1, 0) Markov chain are transformed to
P (1, 0) = b0P (0, 0) and

P (0, 0) =

{
1 + b0Fo

1 − b0(1 − Fo)

[
1 + (S − 1)

N∑
n=S−2

bn

]
− b0[b0(1 − Fo)]

S−1

1 − b0(1 − Fo)

−
b0

[
1 − [b0(1 − Fo)]

S−1
]

[1 − b0(1 − Fo)]2

N∑
n=S−2

bn +

S−3∑
n=1

bn

[
(n + 2)(1 + b0Fo)

1 − b0(1 − Fo)
− b0

1 − [b0(1 − Fo)]
n+2

[1 − b0(1 − Fo)]2

]

+
N∑

n=S−2

bn
1 + b0Fo − b0[b0(1 − Fo)]

S−2

1 − b0(1 − Fo)
+

S−4∑
n=1

bn

[ (1 + b0Fo)
[
1 − Fo − (1 − Fo)

S−n−2
]

Fo[1 − b0(1 − Fo)]

+
b0(1 − b0)[b0(1 − Fo)]

n+1 − (1 − Fo)
S−2

(
bn+2
0 − bS0

)
(1 − b0)[1 − b0(1 − Fo)]

]

+

S−3∑
n=1

bn

[
(1 + b0Fo)(1 − Fo)

S−n−2

1 − b0(1 − Fo)
+

Fob
n+2
0 (1 − Fo)

S−2

(1 − b0)[1 − b0(1 − Fo)]
− b0[b0(1 − Fo)]

S−2

1 − b0

]}−1

.
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Let us analyze the solution obtained in a number of special cases. We note
that the solutions of the systems of equilibrium equations are “joined” at the
boundaries of the domain of variation of the protocol (W,S) and load (N) param-
eters. Suppose that constraints (2) are satisfied and there is no external queue
at nodes (b0 = 1). Then we obtain the well-known result [1]:

P (0, 0) =
Fo(1 − Fo)W−1

1 + (1 − Fo)W−1
[
Fo − (1 − Fo)S−W

] ;

P (i, 0) =
Fo(1 − Fo)i−1

1 + (1 − Fo)W−1
[
Fo − (1 − Fo)S−W

] , i = 1, S − 1;

P (i, n) = 0, i = 0, S − 1, n = 1, N.

Assume that the flow of studied virtual connections is always met by a queue of
non-zero length (b0 = 0). Then the probability of the initial state and the state
(1, 0) of Markov chain under equity (2) takes the form:

P (0, 0) =
Fo(1 − Fo)W−1

1 + Fo

[
1 + N̄

]
+ (1 − Fo)W−1

[
Fo − ∑N

n=1 bn(1 − Fo)S−W−n
] ;

P (1, 0) =
P (0, 0)

[
(1 − Fo)W−1

]

(1 − Fo)W−1
, (12)

where N̄ =
∑N

n=1 nbn. In the case of a queue of deterministic length (bn = 1,
n ≥ 1) for the initial state, we obtain:

P (0, 0) =
Fo(1 − Fo)W−1

1 + Fo(n + 1) + (1 − Fo)W−1 [Fo − (1 − Fo)S−W−n]
.

If the window width is unlimited (W → ∞), and therefore the timeout duration
S, the initial state is irrevocable (P (0, 0) = 0), and the probability of the state
(1, 0) takes the form

P (1, 0) = Fo[1 − b0(1 − Fo)]2
/{

2 − (1 + b0 − Fo)[1 − 2b0(1 − Fo)]

−b0(1 − Fo)[3 + b0(1 − Fo)] + N̄Fo[1 − b0(1 − Fo)] + Fo

N∑

n=1

bn[b0(1 − Fo)]n+1

}

.

If this connection always competes for bandwidth with competitors (b0 = 0),
then the probability of this state is converted to

P (1, 0) =
Fo

1 + Fo(1 + N̄)
.

For absolutely reliable reverse link (Fo = 1), the timeout duration exceeding the
maximum queue size by twice the path length (S ≥ N + 2), and the start-stop
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control procedure (W = 1), the set of likely states (i, n) is determined by the
index values i = 0, n + 1, n = 0, N and looks like:

P (0, 0) =
1

3 − b20 + (1 + b0)N̄
, P (i, n) = bnP (0, 0).

Under the same conditions W ≥ 2 with and fairness (2), only meaningful states
will be (i, n), i = 1, n + 1, n = 0, N :

P (0, 0) = 0, P (1, 0) =
1

2 − b0 + N̄
, P (i, n) = bnP (1, 0), i = 1, n + 1, n = 1, N.

If (11) is satisfied, the probability of the initial state is

P (0, 0) =
1

3 − b20 + (1 + b0)
[∑S−3

n=1 nbn + (S − 2)
∑N

n=S−2 bn

] .

4 A Study of the Available Bandwidth

The analysis of the information flow transfer process in the virtual channel con-
trolled by the transport protocol shows that the index of the virtual connection
performance at absolutely reliable communication channels in separate links of
the reverse path (Fo = 1) and sufficient time-out duration according to (1) and
found probabilities of Markov chain States (11) for a single-link path at W = 1
determined by the relation

Z(1, S) =
Fn

[
b0 + (1 + b0)

∑N
n=1

bn
n+1

]

3 − b20 + (1 + b0)N̄
,

and W ≥ 2 in accordance with (12) will be:

Z(W,S) =
Fn

2 − b0 + N̄

[

1 +
N∑

n=1

bn
n + 1

]

.

For the case when the flow of the studied single-link virtual connection always
meets the queue of nonzero length (b0 = 0), its speed according to (1) and (8)
will be determined by the expression:

Z(W,S) = Fn

F 2
o [1 − (1 − Fo)

W−1] +
N∑

n=1

bn
n+1

[1 − (1 − Fo)
W −WFo(1 − Fo)

S−n−1]

1 + Fo(1 + N̄) + (1 − Fo)W−1 − (1 − Fo)W −
N∑

n=1

bn(1 − Fo)S−n−1

.

When b0 = 0, S = W + 1 and W ≥ N + 2 in accordance with the found
probabilities of states of Markov chain from (1), we obtain:
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Z(W,W + 1) = Fn

{
F 2
o

[
1 −

N∑
n=1

bn(1 − Fo)
W−n−1

]
+

N∑
n=1

bn
n + 1

[
1 − (1 − Fo)

W−n

×
(
1 − Fo(W − n)

)]}/{
1 + Fo(1 + N̄) + (2Fo − 1)

N∑
n=1

bn(1 − Fo)
W−n−1

}
.

With the correctness of (2), W ≥ 2, Fo = 1, and the deterministic queue
length (bn = 1, n > 0), the share of the bandwidth of the path (1) available to
the virtual connection will be

Z(W,S) =
Fn

n + 1
.

In the case W = 1, D = 1, b0 = 1 we arrive at the well-known result [2,3]:

Z(1, S) =
Fn

2
.

With an unlimited growth of the window size consequently, the timeout available
to the subscriber connection, the share of the bandwidth of the path (1) has the
form

Z(∞,∞) =
Fn[1 + (n + 1)F 2

o ]
(n + 1)[1 + (n + 1)Fo]

.

As the competition between subscribers increases for the bandwidth of the data
transmission path, the queue size increases, and the information transfer speed
decreases rapidly.

5 Conclusions

The analysis is aimed at studying the available bandwidth of the virtual connec-
tion in the data path shared by competing subscribers. A mathematical model
of the loaded path is proposed for the given distribution of queue lengths of
protocol data blocks of competitive subscribers in the form of Markov chain
describing the dynamics of the volume of transmitted but not confirmed data
of the studied virtual connection. The distributions of Markov chain states are
found for different relations between protocol parameters and path characteris-
tics. Analytical dependencies of the speed of the virtual connection for various
conditions of its functioning are obtained. Numerical studies of the speed of a
virtual channel in a selective retransmission mode have shown that the transmis-
sion speed in a virtual connection is largely determined by the intensity of data
loss, the distribution of the queue size in transit nodes, and the relation between
the path length and the window size. It is obvious that in order to achieve high
speed of the transport connection, the duration of the end-to-end timeout should
exceed the sum of the circular delay of a separate segment in the unloaded path
and the total length of the queues before the information flow of the interact-
ing subscribers of the virtual connection. The obtained results allow to assert
that the virtual connection bandwidth index increases with the increase of the
end-to-end confirmation timeout duration and practically reaches the theoretical
limit at saturation by the protocol parameter W for the values S, exceeding the
sum of the window width and the maximum queue size.
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Abstract. Integrating information and communication systems into dif-
ferent industries enables storage, management and processing of data and
then transforming it into useful information and knowledge. The grad-
ual integration of information technology into beekeeping may provide
remarkable results in control over care for bee hives and increase prof-
itability. The aim of this paper is to provide ICT-based means to predict
the survival of bee families when the winter season is over. The proce-
dures of collecting and processing of the data from beehives is examined.
Several machine learning algorithms are applied and tested. The perfor-
mance of classification models used for the prediction is estimated. The
experimental results are presented.

Keywords: IoT · Sensor data · Beekeeping · Data processing
Machine learning algorithms

1 Introduction

Information and communications technologies (ICT) are the infrastructure and
elements that enable modern computing. The term is generally accepted to mean
all devices, networking components, applications and systems that combined
allow people and organizations to interact in the digital world. ICT also covers
the implementation of various components: software, hardware, transactions,
communications technology, data, internet access and cloud computing. The
combination of these components has been successfully applied in a number
of sectors such as education, health, transport, agriculture and many others.
Successful implementation of ICT in different industries brings many benefits in
the decision-making and managing various processes.

The integration of information technologies in beekeeping can help taking
better decisions by the beekeeper in different situations, better adapting to newly
occurring conditions and providing better quality of bee products. The ICT
components will provide an opportunity to enrich the knowledge of the bees life
cycle and the various processes occurring in hives under climate changes.
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2 Problem Description

Beekeeping as an agricultural sub-sector needs support through the deployment
of information technology in the overall processes management. By building a
good architecture and using the right combination of ICT components, serious
problems affecting bees can be overcome and occurrence of some of them can be
even decreased.

Bees are a very important part of mankind’s existence. Bees pollinate 1/6
of the blooming plants and over 400 types of crops. The disappearance of bees
will lead to the need for artificial pollination of various crops. Experts in that
field estimate that artificial pollination worldwide will worth at about 155 bil-
lion dollars a year. On the other hand, there has been a 300% increase in crops
that need bee pollination in the world over the last years. This high percentage
predicts the occurrence of a “pollination crisis” - a situation where bee polli-
nation services are limited and this can lead to a decline in final crop quantity
and quality [1]. Besides this, the number of dying bee colonies grows each year
and reaching 44% over the past 10 years [2]. Many factors, independent of each
other, lead to the death of the bee families, but a number of more significant
reasons standout such as:

1. Varroa mite - a parasite that is attacking bees;
2. The use of pesticides on agricultural crops located close to apiaries;
3. The professional set of skills of the beekeeper, as well as the time and resources

invested in growing bee colonies.

The regular inspection of each beehive is of a particular importance for proper
bee growing. Inspections are sometimes hampered by bad infrastructure, poor
meteorology, etc. During these inspections, beekeepers get to know the status
of the bee families. Unfortunately, it can happen that the inspection is late
and the bee family is already lost. For this reason, it is necessary to introduce
such elements of ICT as IoT devices, wireless connection [3,4] and sophisticated
algorithms [5–7] in beekeeping. By building ICT-based system, beekeepers will
be able to carry out remote monitoring of the micro climate in the beehive,
which will improve the knowledge of the life style of bee families.

Reducing human errors and increasing the work efficiency are key goals for
every industry. By introducing the usage of ICT these goals could be successfully
achieved. The integration of new technologies must be carried out gradually and
should be also considered according the needs and capabilities of the user. It is
essential that the technology chosen also does not disturb the natural rhythm
of work. The process of transforming collected data into useful information and
knowledge is essential in accomplishing this set of goals.

3 Research Approach

Getting knowledge about bee families is a long and difficult process. In order
to meet the goals, it is necessary to use an information based communication
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system through which all steps are taken to produce useful, accurate and timely
information.

The “Smart Bee Hives” [8] IoT-based system combines the main compo-
nents that ICT includes (data, information, procedures, hardware, software and
people). By combining these components, the system performs a complete pro-
cess (Fig. 1) with collecting, processing, analyzing and visualizing data with the
ability to predict events.

Fig. 1. “Smart Bee Hives” workflow

The gathering, transmission, intelligent processing and visualization of the
collected data from the intelligent beehive monitoring system are carried out
through several stages:

– collecting data from physical devices;
– organizing and grouping data according to predefined rules and user needs;
– data processing and analysis with appropriate models;
– the results obtained are rendered as visualization logical blocks of data in the

different user interfaces.

Data gathering is carried out via IoT sensors devices that collect information
about the micro climate in the hive and the outside weather conditions. The
devices push the collected data to an intermediate module where primary filter-
ing and data processing is performed. The data is then pushed to the central
module.
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A standardized process of operation - OSEMN - is applied to the collected
data. The use of the OSEMN process provides a clear order of activities - Obtain,
Scrub, Explore, Model the data and iNterpret the data. After complete data
processing, machine learning algorithms are applied to the data-driven predic-
tions or decisions, through building classification models from sample inputs.
This way, the occurrence of future events in the beehive can be predicted accord-
ing to the correlation between the analyzed data and situation in the beehive.

Analyzed data is visualized on a dedicated software platform [9] - “Smart
Bee Hives”: www.smartbeehives.eu.

The platform combines the latest UX concepts using the modern technology.
For building the “Smart Bee Hives” platform, technologies such as ASP.NET
Core, Angular 5, Bootstrap 4, CSS 3, Python, and others are used. As it can be
seen from the site architecture map (Fig. 2), the user interface is divided into two
parts - a landing page and a control panel. The presentation part introduces to
the user various features, specifics, functionality, innovativeness and objectives
of the project. There is a dedicated part with answers to the most frequently
asked questions about the implementation and usage of the system.

Fig. 2. “Smart Bee Hives” sitemap

The control panel is also divided into two parts - descriptive and control.
The different admin/control panel sections allow users to freely create, input,
edit, and delete information about their hives and apiaries. In the “Hive Diary”
page there is a beekeeping electronic diary. It contains tables filling the data
tracking the queen bee changes, date and type of treatment of the hive, diseases
if any, frequency of feeding the hive, extracted honey quantity and many more.
The state changes of each individual hive over the years can be easily tracked
through this log. To-do-list and event-calendar capabilities provide the ability
to track/guide and organize various beekeeping activities.

All pages in the “Admin panel” sections are related with each other. The
dashboards are available to beekeepers that have installed “Smart Bee Hives”
IoT-based sensor systems in their apiaries. These users have the ability to per-

www.smartbeehives.eu
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form real-time monitoring of their hives and to have a full set of statistics visu-
alized through charts.

The notable part of the dashboards is the area showing the prediction of pos-
sible events in bee hives. Events like hive rooting, sickness, presence or absence
of a pile, and many other events typical for bee families can be predicted.

Predictive patterns are being created. When abnormal deviations are
detected in the beehive, the beekeeper is immediately being notified with the
description of the problem type.

The content is organized in order to improve the usability of the platform and
its easy perception. The schema of the platform can be defined as “subjective”
[10]. Subjective organization schemes categorize information in a way that may
be specific to or defined by the field. This type of categorization helps users
understand and draw links between the parts. The subjective schemes of the
“Smart Bee Hives” platform include:

– Schemes on topics - Organize content based on the specific subject;
– Task Schemes - Organize content, taking into account the needs, actions,

questions and processes users bring from this content.

The organizational schema defines the general characteristics of the content ele-
ments and affects the logical grouping of these elements. In addition to build-
ing an organizational schema, it is also important to build an organizational
structure. The organizational structure defines the relationships between con-
tent elements and groups. The organizational structure of “Smart Bee Hives”
is hierarchical top-down structure. This is a well-known and easy-to-navigate
intuitive structure. A balance is created between the width and depth of the
platform relative to its specificity. This approach allows content to be added
to one of the two main parts of the platform without significant restructuring,
which is important for achieving the goals.

In addition to the well-built platform architecture, it is also important to
ensure high security of the data acquisition and data persistence. The web plat-
form security measures include the usage of root certificates issued by Certifi-
cate Authorities, HTTPS protocol and authentication for the user access. In the
server and in the interface there is a number of measures implemented aiming
at SEO optimization with the purpose to increase application easy searchability
using various search engines.

4 Applying Data Science Against Bee Set

The workflow of the ICT-based “Smart Bee Hives” system is well-developed and
organized, consisting of several logical consecutive activities through which the
set goals are achieved. During the process of exploring the data collected by the
IoT sensors and the observations that are made on site for checking the survival
of bee families after the winter season, a correlation is established between 4
variables: inside hive temperature, outside hive temperature, humidity in the
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hive and humidity outside the hive. The classification model in the paper is
constructed using these four variables and also the results of the observations.

OSEMN taxonomy of tasks of working with data has been selected. This
is standardized and widely accepted process model. It consists of several steps:
Obtain, Scrub, Explore, Model the data and iNterpret the data.

Fig. 3. Data obtained from the “Smart Bee Hives” system

Firstly the data received from IoT sensor devices (Fig. 3) need to be merged
into a single table. Each column of this table represents a variable. This kind of
data obtained from real observations often contains lots of invalid values - null,
NaN or NA. Due to large amount of data and their specific type, such values
are removed from the table because they may cause the continuation of data
processing to stop and to threat the proper flow of the predicting algorithms.

Extreme values (outliers) are another factor influencing the correctness of
the results. A RANSAC algorithm [11] is used to clear the dataset from outliers.
It picks up a random number of all records in the database and performs linear
regression against them. Input data may include noisy samples. This algorithm
provides a statistical estimation of the probability of obtaining reliable forecasts,
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i.e., probability within a predetermined number of standard deviations from the
true values (1):

Ymeasured(x) = Ynoise−free(x) + N, (1)

where Ynoise−free(x) is the expected activity in a noise-free environment and N
is a random internal noise which obeys the homoscedasticity assumption – that
it has a constant distribution across all activity values.

For obtaining the best results [12] it is necessary to normalize the data after
proper dataset cleaning of missing and extreme values is being performed. The
type of normalization used is Min-max. Min-max normalization performs a linear
transformation of the initial data, where mina and maxa are the minimum and
maximum values for the attribute a. Min-max normalization maps v values of
the range [mina, maxa] by computing:

v′ =
(v −mina)

(maxa −mina)
. (2)

The Min-max normalize linearly re-scales every feature to the [0, 1] interval.
This type of normalization reduces the correlation between column values and
leads to improving the performance of the algorithms.

The correct and consistent data preparation (Fig. 4) helps the work of algo-
rithms and significantly increases the reliability of the obtained results.

5 Selecting the Proper Machine Learning Algorithms

The most important step in the entire process is to define the correct algorithm.
This is a tricky process requiring the usage of different algorithms and comparing
the obtained results.

The machine learning algorithms can be divided into different types of cate-
gories [13] according to their purpose:

– Supervised learning - make predictions based on a set of examples. A super-
vised learning algorithm looks for patterns in the value labels.

– Unsupervised learning - data points have no labels associated with them. The
goal of an unsupervised learning algorithm is to organize the data in some
way or to describe its structure.

– Semi-Supervised learning - input data is a mixture of labelled and unlabelled
examples. There is a desired prediction problem but the model must learn
the structures to organize the data as well as make predictions.

– Reinforcement learning - gets to choose an action in response to each data
point. The learning algorithm also receives a reward signal a short time later
indicating how good the decision was. Based on this, the algorithm modifies
its strategy in order to achieve the highest reward.

The purpose of this study is to predict the survival of bee families after the
winter season is over. These estimates will be based on a set of examples. In this
case, we apply supervised learning.
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Fig. 4. Cleaned and normalized dataset

The test data will be classified using two classes: 0 - perished and 1 - survivors.
That is why we use a two-class classification model. Four types of algorithms in
Machine Learning Azure Studio (Fig. 5) have been examined, applied and tested:
Two-class Boosted Decision Tree, Two-Class Bayes Point Machine, Two-Class
Logistic Regression and Two-Class Support Vector Machine.

Each of the applied algorithms defines a modeling function that determines
how the algorithm works and how the results are predicted. The surest way to
properly choose the most appropriate machine learning algorithm for a particular
task is to run training and testing on the processed dataset with each of the
selected algorithms.

6 Cross Validation Testing

During cross validation testing, the original dataset is randomly distributed in
k-sub-units of the same size. The samples k maintain a sub-sample used as vali-
dation data for the model testing. The remaining k− 1 sub-samples are used as
training data. The cross validation process is then repeated k times, with each k
being used only once as validation data. The result k can be averaged (or other-
wise combined) to obtain a single estimate. The advantage of this method is that
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Fig. 5. Machine Learning data and workflow

all observations are used for both training and validation and each observation
is used for validation just once.

The purpose of cross validation is to verify the model ability to predict new
data that was not used in its assessment to highlight a problem like over fitting
and to give an idea of how the model will be adapted to an independent set of
data [14].

For classification problems, cross-validation testing is most appropriate. This
experiment benefits from using 4-fold cross-validation.

7 Experimental Results

Table 1 presents comparative results obtained after applying the four types of
classification algorithms. It can be noticed that the best results after the training
were obtained by using the Boosted Decision Tree. The metrics obtained from
this algorithm indicate that its precision is above 80%, the sensitivity is nearly
69%, and its precision for predicting values is almost 88%. The harmonic mean
of precision and recall is 74%.

Figure 6 shows the comparison between the Boosted decision tree (in blue)
and the Bayes Point Machine (in red). The results are visualized as lift curves,
which are calculated by the Eq. (3):

lift =
a/(a + b)

a + c/(a + b + c + d)
, (3)

where a = True Positive (TP), b = False Negative (FN), c = False Positive (FP)
and d = True Negative (TN).
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Table 1. Comparative results

Classification
algorithms

Boosted
Decision Tree

Bayes Point
Machine

Logistic
Regression

Support Vector
Machine

Accuracy 0.879 0.762 0.770 0.733

Precision 0.807 0.583 0.625 0.440

Recall 0.688 0.229 0.245 0.180

F1Score 0.743 0.329 0.352 0.255

The closer the curve is to the upper left corner, the better the classifier’s
efficiency (this is maximizing the true positive rate while minimizing the false
positive rate).

Fig. 6. Lift curves

The accuracy of the algorithm can easily be calculated through the confusion
matrix (Table 2).

As it is shown in the metrics of the applied and tested algorithms, it was
found that the Boosted decision tree algorithm outperforms significantly other
three competitors (Bayes Point Machine, Logistic Regression and Support Vector
Machine).
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Table 2. Confusion matrix

Predicted 1 Predicted 0

True 1 TP=467 FN=212

True 0 FP=78 TN=1643

8 Conclusion

The innovative “Smart Bee Hives” information and communication modular
system provides collecting of real-time data, as well analyzing, visualizing and
predicting the probability of occurrences of future events in beehives.

The most accurate predictive algorithm has been chosen after testing the
performance of several different algorithms. Following the experiment in this
investigation, the results show the superiority of the Boosted decision tree over
the rest algorithms used in the test. From the metrics obtained, Boosted deci-
sion tree precision in prediction of events can be clearly seen - 88%. This high
percentage of accuracy gives a significant advantage to beekeepers who have
implemented “Smart Bee Hive” system into their apiaries. Using it beekeepers
increase their knowledge of the processes occurring in the bee families, which
helps them to better plan their actions. The gradual integration of information
technology into bee-keeping [15] provides remarkable results such as control over
honey extraction processes and increased profitability. The use of new technolo-
gies in beekeeping allows improvements to be done in the overall state of the
industry, which will lead to a number of benefits for agriculture as a whole.
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Abstract. This paper considers a single server retrial queueing system
with search, abandonment and flush out of customers from the system
(system clearance) periodically with exponentially distributed duration.
A customer on arrival, enters for service, if the server is found to be
idle and enter into an orbit of infinite capacity if the server is busy.
Orbital customers receive service either by successful retrials or by an
orbital search. At the epoch of completion of a service, sever goes for
search with probability p as long as the orbit size is atmost L-1. Search
stops the moment there are L or more customers in the orbit. Further
orbital customers are assumed to renege with certain probability on an
unsuccessful retrial. In addition, clearance of system takes place each
time a random duration following exponential distribution, expires. The
customers arrive to the system according to Markovian arrival Process,
inter-retrial times are exponentially distributed and service time follows
phase type distribution. We analyze the resulting GI/M/1 Type queue.
Steady-state analysis of the model is performed. Some performance mea-
sures are evaluated.

Keywords: Retrial queues · Search mechanism · Abandonment
Flush out

1 Introduction

Queue is a manifestation of congestion in flow of objects through a system or a
network consisting of many systems. Queueing theory was developed to provide
models to predict the behaviour of systems that attempt to provide service for
randomly arising demands. Practically, some important queueing models fails
to answer queueing losses and so a new class called retrial queueing systems
arise. This class of queues is characterized by the following feature: a customer
on arrival, when all servers are busy leaves the service area but after some ran-
dom time repeat his demand. Also retrial queues can be regarded as networks
with re servicing after blocking. This field have many applications in computer
and communication networking, aircraft landing and take-off, and in several
c© Springer Nature Switzerland AG 2018
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other areas. The first mathematical result about retrial queues were published
in 1950s and applications in teletraffic theory were presented in the monograph
of L. Kosten. About single-server and multi-server queues and their methods and
results are described in [9,10,20]. The bibliographical information about retrial
queues are in [1–3]. In the retrial queueing system customers arriving to a busy
system join a group of blocked customers called orbit and try to capture a free
server after a random amount of time. Neuts and Ramalhoto in [16] introduces
the idea of search for customers in classical queue. In the retrial set up, each
service is preceded and followed by the server(s) idle time because of the igno-
rance about the status of the server(s) and orbital customers by each other. We
are interested in designing retrial queues that reduces the server(s) idle time
and achieve this by the introduction of search of orbital customers immediately
after a service completion. This is introduced by [6] in retrial queues. This is
very much useful in reducing idle time and thereby reducing the waiting time
of the customers. Inventory and repair services are some examples of search of
orbital customers. Chakravarthy et al. [7] consider a multi-server retrial queue
with orbital search in which primary customers arrive according to Markovian
Arrival Process (MAP). Artalejo et al. in [5] describes M/G/1 retrial queue with
search of customers in the orbit a single server queue with linear retrial policy
where the server can go for search of customers immediately after each service
completion with probability pj when there are j customers in the orbit. M/G/1
retrial queue with non persistant customers and orbital search is analyzed in
[12]. In [4] there are two objectives one is to introduce retrial queue with orbital
search as an appropriate stochastic model for some practical repair models and
the other is to provide a link between M/G/1 retrial queue and the standard
M/G/1 queue. This is possible by choosing the recovery factor pj = r as 0 and 1.
Dudin et al. in [8] generalizes the above result by assuming the arrival process
to be BMAP. A back and forth movement between classical and retrial queue
by taking search probability p = 1 until orbit size reaches a preassigned number
and p = 0 when orbit size exceeds that number have been studied in [11]. Exten-
sion of this work is discussed in [14] by taking search probability p (0 < p < 1)
and with probabilistic abandonment when orbit size is greater than or equal to
that preassigned number, since retrial rate (linear) increases when orbit size is
atleast that number. In this paper we discussed the same with constant retrial
rate by considering flush out of customers by the realization of an exponential
clock. Krishnamoorthy et al. in [13] discussed two GI/M/1 Type single server
queueing inventory models in which items in the inventory have a common life
time. Neuts in [17] developed the theory of phase type (PH)- distributions and
related point processes. In stochastic modelling, PH- distributions lend them-
selves naturally to algorithmic implementation and have nice closure properties
with a related matrix formalism that makes them attractive for practical use.
Steady state probabilities are computed using Matrix Geometric methods by
Neuts. The rate matrix is computed using Ramaswami’s Logarithmic reduc-
tion Algorithm by [15]. In this paper steady-state analysis of the GI/M/1 Type
model is performed by the method in [18]. Markov chains of the GI/M/1 Type is
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first considered by Neuts in [19]. Matrix analytic methods have been extensively
applied to more elaborate systems than QBD in which one-step transitions are
allowed. Markov chains of M/G/1 Type (skip-free to the left) and GI/M/1- Type
(skip-free to the right) can be brought under the unifying umbrella of QBD’s. In
this model we consider a GI/M/1 Type retrial queue with search of customers
from the orbit with probabilistic abandonment and derive several system state
characteristics.

In Sect. 2 we described the model. Steady-state analysis have done in Sect. 3,
system performance measures are evaluated in Sect. 4 .

2 Mathematical Formulation of the Model

We consider a single server retrial queueing model with search of customers from
the orbit when orbit size reaches below a pre assigned number say L. An arriving
customer enters for service, if the server is found to be idle and enter into an
orbit of infinite capacity when the server is found to be busy. Orbital customers
receive service either by successful retrials or by an orbital search. On every ser-
vice completion epoch, the server searches a customer in the orbit with a known
probability p, 0 ≤ p ≤ 1 until the orbit size exceeds a pre-assigned number L.
The search time is assumed to be negligible. The server remains idle with proba-
bility 1−p until a new customer or a retrial customer gets into service. When the
orbit size reaches L, the sever drops search. As a result, customers accumulate
in the orbit and retries for service. After unsuccessful retrial customers in the
orbit reneged from the system with a probability q. We also assumed that the
system vanishes completely on realization of an exponential clock. So the model
reduces to a particular case of GI/M/1 Type queue. Customers arrive accord-
ing to Markovian Arrival Process (MAP). The service time assumed as phase
type distributed amount of time with an irreducible representation PH(β, S) of
order m where the vector S0 is given by S0 = −Se. The customers in the orbit
make retrial attempts which are exponentially distributed with parameter ‘μ’. As
L → ∞, the server is always busy either with primary customer or with orbital
customer through search. As a result, the model partially remains as classical
queue when orbit size reaching L − 1 and remains as retrial queue when orbit
size is atleast L. As long as search is sure, this model acts as classical queue and
acts as retrial queue when the search is dropped on the orbit size reaching L.
But when L becomes larger and larger, i.e. L → ∞ server idle time decreases.
So by taking L larger and larger, we can reduce customer abandonment. In this
paper we consider flush out of all customers in the system periodically with
exponentially distributed duration clock with parameter θ.

The MAP, a special class of tractable Markov renewal process, is a rich class
of point processes that includes many well-known processes such as Poisson, PH-
renewal processes, and Markov-Modulated Poisson process (MMPP). One of the
most significant features of the MAP is the underlying Markovian structure
and fits ideally in the context of matrix-analytic solutions to stochastic models.
Matrix analytic methods were first introduced and studied by Neuts. Poisson
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processes are the simplest and most tractable ones used extensively in stochastic
modelling. The idea of the MAP is to significantly generalize the Poisson pro-
cesses and still keep the tractability for modelling purposes. In many practical
applications, mainly in communications engineering, production and manufac-
turing engineering, the arrivals do not usually form a renewal process. So, MAP
is a convenient tool to model both renewal and non-renewal arrivals.

The customers arrive to the system with a stochastic process {νt, t ≥ 0}
with a state space {1,2,...n}. The sojourn time of the chain in the state i is
exponentially distributed with the positive finite parameter λi. When the sojourn
time in the state i expires, with probability p0(i, j) the process νt jumps to
the state j without generation of customers where i, j = {1, 2, ...n}; i �= j and
with probability p1(i, j) the process νt jumps to the state j with generation of
customers where i, j = {1, 2, ...n}.

The MAP process is completely characterized by the matrices D0 and D1

defined by (D0)i,i = −λi, i = 1, 2, ...n

(D0)i,j = λip0(i, j); i, j = 1, 2, ...n, i �= j
(D1)i,j = λip1(i, j); i, j = 1, 2, ...n.

The point process described by the MAP is a special class of semi-Markov
processes with transition probability matrix given by

∫ x

0

e(D0t)dtD1

By assuming D0 to be a non-singular matrix, the inter arrival times will be
finite with probability one and the arrival process does not terminate. Hence,
we see that D0 is a stable matrix. The matrix D(1) = D0 + D1 represents
the generator of the process {νt, t ≥ 0}. The average arrival rate λ is given by
λ =θD1e where θ is the invariant vector of the stationary distribution of the
Markov chain {νt, t ≥ 0} . The vector θ is the unique solution to the system

θD(1)e = 0,θe = 1. (1)

Here e is a column vector of appropriate size consisting of 1’ s and 0 is a row vec-
tor of appropriate size consisting of zeros. The squared integral coefficient of vari-
ation of intervals between successive arrivals is given by cvar = 2λθ(−D0)−1e−1.

3 Analysis of the System

In this section we perform the steady-state analysis of the model by establishing
the stability condition. The model described in the previous section is a GI/M/1
Type model. Analysis of the model is done by using the method described in
[18].
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Some Notations
Let

• In - an identity matrix of dimension n
• ⊗ - Kronecker product of two matrices
• If A is a matrix of order p × q and if B is a matrix of order r × s, then A ⊗ B

will denote a matrix of order pr × qs whose (i, j)th block matrix is given by
aijB

• N(t) be the number of customers in the orbit at time t
• C(t) be the status of the server

C(t) =

{
0, if the server is idle
1, if the server is busy

• S1(t) be the phase of the service process
• S2(t) be the phase of the markovian arrival process.

The above model can be represented by the Markov process
χ = {X(t)/t ≥ 0} = {N(t), C(t), S1(t), S2(t); t ≥ 0}
The state space is Ω = l∗ ∪ l(n) where

l∗ = {(i, 0, 0, s2) : s2 = 1, 2, ...n} and for i ≥ 0,
l(i) = {(i, j, s1, s2), i ≥ 0, 0 ≤ j = 0, 1,≤ s1 ≤ m, 1 ≤ s2 ≤ n}.

Enumerating the states of a continuous time Markov chain in lexicographic
order, the infinitesimal generator of the Markov chain is of the form:

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

A10 A0

A21
1 A1

1 A0

C A1
2 A1

1 A0

C A1
2 A1

1 A0

... . . . . . . . . .

... . . . . . . . . .

... A1
1 A0

A1
2 A1

1 A0

A2 A1 A0

A2 A1 A0

... . . . . . . . . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

where A10, A0, A21
1, A1

1, A1
2, A1, A2 and C are square matrices of order

n(m+1).

– A10 represents the transition matrix corresponding to level 0 to level 0.
– A0 represents the transition matrix corresponding to an arrival of primary

customer to the orbit.
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– A21
1 represents the level down of transition matrix by one either by realization

of an exponential clock, successful retrial of or by corresponding to level 1.
– A1

1 represents the transition matrix corresponding to level i to level i when
i ≤ L − 1.

– A1
2 represents the transition matrix corresponding to departure of customers

either by service completion or abandonment of customers in level i when
i ≤ L − 1.

– A1 represents the transition matrix corresponding to level i to level i.
– A2 represents the transition matrix corresponding to departure of customers

either by service completion or abandonment of customers in level i.
– C represents the transition matrix of flush out of customers in the system.

The transitions can be described by the following matrices

A10 =

⎛
⎝ D0 β ⊗ D1

S0 ⊗ In S ⊕ D0

⎞
⎠

A0 =

⎛
⎝O O

O Im ⊗ D1

⎞
⎠

A21
1 =

⎛
⎝ θIn iμβ ⊗ In

em ⊗ θIn pS0β ⊗ In

⎞
⎠

C =

⎛
⎝ θIn O

em ⊗ θIn O

⎞
⎠

A1
1 =

⎛
⎝D0 − (μ + θ)In β ⊗ D1

(1 − p)S0 ⊗ In (S − θIn) ⊕ D0

⎞
⎠

A1
2 =

⎛
⎝O μβ ⊗ In

O pS0β ⊗ In

⎞
⎠

for i ≥ L,

A1 =

⎛
⎝D0 − (μ + θ)In β ⊗ D1

S0 ⊗ In (S − (μq + θ)In) ⊕ D0

⎞
⎠

A2 =

⎛
⎝O μβ ⊗ In

O μq ⊗ In

⎞
⎠
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3.1 Stability Condition

Theorem. The irreducible Markov process Q is positive recurrent if and only if
the minimal non negative solution R of the equation

∞∑
k=0

RkAk = 0

has
sp(R) < 1

and if there exists a positive vector x0 such that

x0B[R] = 0

The matrix

B[R] =
∞∑

k=0

RkBk

is a generator.
The stationary probability vector x, satisfying

xQ = 0

and
xe = 1

is then given by xk = x0R
k, for k ≥ 0, and x0 is normalized by

x0(I − R)−1e = 1

.

The matrix R has a positive maximal eigenvalue ζ. If the generator A is
irreducible, the left eigen vector u∗ of R, corresponding to ζ, is determined up to
a multiplicative constant and may be chosen to be positive. The matrix R then
satisfies

sp(R) < 1

if and only if

πA0e <

∞∑
k=2

(k − 1)πAke.

where π is given by
πA = 0

and
πe = 1

whenever
ζ = sp(R) < 1
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the equality

A0e =
∞∑

k=1

Rk
∞∑

ν=k+1

Aνe.

Let π denote the steady-state probability vector of the generator A = A0 +A1 +
A2. Then A can be written as

A =
(

C00 C01

C10 C11

)

where the matrices C00, C01, C10 and C11 are as follows:

C00 = D0 − (μ + θ)In

C01 = β ⊗ D1 + μβ ⊗ In

C10 = S0 ⊗ In

C11 = (S − θIn) ⊕ D

We see that A is an irreducible infinitesimal generator matrix and so there exists
the stationary vector π of A such that

πA = 0

and
πe = 1

where
π = (π0,π1)

The vector π, partitioned as π = (π0,π1) is computed by solving the equations

π0(D0 − (μ + θ)In) + π1(S0 ⊗ In) = 0

π0(β ⊗ D1 + μβ ⊗ In) + π1((S − θIn) ⊕ D) = 0

subject to
π0 + π1 = 1

The system X∗ is stable if and only if

πA0e < πA2e

ie.
π1(Im ⊗ D1) < π0(μβ ⊗ In) + π1(μq ⊗ In)
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4 Computation of the Steady-State Vector

Let x be the steady-state probability vector of Q.
Partition this vector as: x = (x0,x1,x2, . . . . . . )̇ where xi = (xi0,xi1)

xij = (xij1,xij2,xij3, . . .xijm)

for
j = 0, 1

whereas for
s1 = 1, 2 . . . m

the vectors
xijs1 = (xijs11,xijs12 . . . . . . . . . ,xijs1k)

xijs1s2 is the probability of being in state (ijs1s2) for i ≥ 0; s1 =
1, 2, . . . m; j = 0, 1; s2 = 1, 2, . . . . . . n.

Under the stability condition the steady-state probability vector is obtained
as

xi+L−1 = x(L−1)R
i, i ≥ 0

where R is the minimal non negative solution to the matrix quadratic equation

M∑
k=0

RkAk = 0 (2)

and the vectors x0, ....xL−1 are obtained by solving

xi−1A0 + xiA
1
1 + x(i+1)A

1
2 = 0, 1 ≤ i ≤ L − 2

xL−2A0 + xL−1

[
A1

1 + A2R
]

= 0

x0A10 + x1A
1
21 + (x3 + x4 + ... + xL−2)C + xL−1C(I − R)−1e = 0

subject to the normalizing condition

(L−2)∑
i=0

xie + x(L−1)(I − R)−1e = 1.

5 Performance Measures of the System

1. Expected Number of customers in the orbit before realization of clock

E[N ] =
∞∑

i=0

ix(i)e
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2. Probability that the server is idle

P0 =
∞∑

i=0

xi(0)e

3. Probability that the server is busy

P1 =
∞∑

i=0

xi(1)e

4. The overall rate of retrials at which the orbiting customers request service

μ∗ =
∞∑

i=0

μ

1∑
j=0

xije

5. The successful rate of retrials

μ∗∗ =
∞∑

i=0

μxi(0)e = μE[N ]

6. Probability that an arriving customer will enter into service immediately

Ps =
1
λ

∞∑
i=0

xi(0)D1e

7. Probability that an arriving customer will enter into service with atleast one
customer waiting in the orbit

Psw =
1
λ

∞∑
i=1

xi(0)D1e

8. The rate at which a customer abandoned the system

η = qμ

∞∑
i=L

xi(1)e

9. The rate at which the orbiting customers flushed out from the sytem

η∗ = θ

∞∑
i=0

1∑
j=0

xi(j)e

6 Cost Function

We construct a cost function in L by assigning a fixed cost for search, switching,
abandonment and flush out/system clearance. We define the cost function as

C(p, L) = E[SR]Csr + E[SW ]Csw + E[AB]Cab + E[SC]Csc + E[N ]Ch

where
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• E[SR] = Expected number of searches during a particular period of time
• E[SW ] = Expected number of switchings during a particular period of time
• E[AB] = Expected number of customers abandoned from the orbit during a

particular period of time
• E[SC] = Expected number of customers flushed out after realization of an

exponential clock
• Csr = cost for one search
• Csw = cost for one switching
• Cab = cost for abandonment of one customer from the system
• Csc = cost for flush out off one customer from the system
• Ch = holding cost of one customer in the orbit.

7 Numerical Results

In this section, we present some numerical examples that describe some per-
formance measures of the system under study. In Fig. 1 we plot the probability
of abandonment versus mean number of customers in the orbit before realiza-
tion of exponential clock for the M/M/1 case with specific parameters N = 10,
λ = 2, θ = .2, ν = 5, μ = 4 and p = .1. From Fig. 1, it is clear that E[N ] decreases
as q increases.

Fig. 1. q vs E[N ]

By fixing the parameters N= 10, λ = 2, ν = 5, μ = 4, p = .1 and q = .1, Fig. 2
shows that E[N ] decreases as θ increases.
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Fig. 2. θ vs E[N ]

8 Conclusion

In this paper we analyzed a retrial queueing model with search, abandonment
and flush out of customers on realization of an exponential clock. The extension
of the paper to dependent model with phase type distributed realization clock
is possible.
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Abstract. For some safety-critical applications, the risk indicator is rep-
resented as a time series of estimation errors in the case of a linear
model. The safety of the system is compromised if the probability that
this risk indicator leaves a given confidence zone at least once during a
certain period becomes too important. Sometimes, we are also interested
in the calculation of the instantaneous risk probability. The main diffi-
culty is that the Cumulative Distribution Functions (CDFs) (with infi-
nite support) of measurement noise in the above-mentioned linear model
are unknown and only their upper and lower bounds are available. The
present paper continues the study of previously developed conservative
bounds for the above-mentioned risk probabilities as functions of the
bounds for the measurement noise CDFs. The original contribution of
the present paper consists in the generalization of the previously obtained
results to the case of a linear model.

Keywords: Risk overbounding · Autoregressive process · Linear model

1 Introduction, Motivation and Original Contribution

For some safety-critical applications, it is important to calculate the probability
that a discrete time vector autoregressive (AR) process {Qn}n≥1 leaves the open
ball ‖X‖2 < h during a certain period of time T . For example, such AR process
can be interpreted as an autocorrelated risk indicator and the ball ‖X‖2 < h as
a target zone of the process. The safety of the observed system is compromised
if the above-mentioned probability becomes too important. It is assumed that
the AR process is represented by the following equation:

Qn = (1 − λ)Qn−1 + λyn, n = 1, 2, 3, . . . , (1)

where Qn ∈ R
k, 0 < λ < 1 is the autoregressive coefficient and the independent

random vectors yn ∈ R
k obey a certain distribution Fy, i.e., yn ∼ Fy, as well as

the initial state Q0 obeys FQ0 .
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The key hypothesis in such safety-critical applications is the assumption that
the CDFs Fy of yn and FQ0 of Q0 (both with infinite support) are unknown
and only their upper and lower bounds are available (sometimes it is called
“overbounding”).

Let us define the stopping time N :

N = inf {n ≥ 1 : ‖Qn‖2 ≥ h} . (2)

Under assumption that Q0 ∼ FQ0 , we are usually interested in the calculation
of the following conditional probability:

pr = P (N ≤ T |‖Q0‖2 < h) . (3)

The very first results on conservative bounds for the conditional probability
given by (3) as functions of bounds for Fy and FQ0 have been obtained in [1–4]
provided that the components of AR process (1) are independent. A conservative
bound for the instantaneous risk probability, interpreted as a particular case of
(1) and (3), where λ = 1 and T = 1, respectively, has been also proposed in
[2–4].

The present paper continues the study of conservative bounds for the above-
mentioned probabilities. The original contribution of this paper is a new case
where the AR model describes the least squares (LS) estimation errors in a linear
regression model.

2 Linear Model and Risk Indicator

Let us consider a linear regression model

Z = HX + Ξ, (4)

where Z ∈ R
m is the vector of observations, X ∈ R

k is the vector of unknown
(and non-random) regression coefficients, m > k, H is a full column rank matrix
and Ξ = (ξ1, . . . , ξm)T ∈ R

m is a random noise with the independent components
ξ1, . . . , ξm. If E(Ξ) = 0 and the diagonal variance-covariance matrix cov(Ξ) =
Σ = diag

{
σ2
1 , . . . , σ

2
m

}
of Ξ is known then the optimal LS estimation of X is

given by the following equation

X̂ = AZ, A = (HT Σ−1H)−1HT Σ−1. (5)

Starting from now, the risk indicator is the estimation error Q = X̂ − X. It is
defined as a function of Ξ by the following equation

Q = X̂ − X = AΞ. (6)

If the distribution of Ξ is Gaussian N (0, Σ) and the variance-covariance matrix
Σ is known, the estimation X̂ realizes the smallest possible ellipsoid of errors
X̂ −X. Hence, the risk probability per a given period of time T (defined by (3))
and the instantaneous risk probability P (‖Q‖2 ≥ h) are minimum.
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Unfortunately, the LS estimation given by (5) is optimal only under the
above-mentioned conditions. We are interested what happens in practice, if
E(Ξ) �= 0, the variance-covariance matrix Σ is only partially known and, more-
over, the CDFs Fξ,i(x) of ξi, i = 1, . . . , m, are unknown and only their upper
F ξ,i(x) and lower F ξ,i(x) bounds (overbounds) are available.

Let us assume now that the time series Z1, Z2, . . . of outputs is sequen-
tially generated by regression model (4) with arbitrary vectors of coefficients
X1,X2, . . .. The estimation X̂n of Xn is calculated at each step n. It is also
assumed that the autocorrelated noise Ξ1, Ξ2, . . . is defined by the AR model

Ξn = (1 − λ)Ξn−1 + λζn, n = 1, 2, 3, . . . , (7)

where the components of the m dimensional innovation process {ζn}n≥1 are
independent. Hence, we get a new AR model for the risk indicator Qn = X̂n−Xn

(see (6))
Qn = (1 − λ)Qn−1 + λAζn, n = 1, 2, 3, . . . . (8)

The question is how to get the conservative bounds for the conditional risk
probability pr defined by (3) if the AR model is given by (8). The difference
between the AR models given by (1) and (8) is the presence of the matrix A
of size k × m, which induces the dependence between the components of the
innovation Aζn. A solution to this new problem will be presented in the sequel.

3 Case of AR Model with Independent Components

Let us first consider the AR model defined by (1). The following results have
been considered in [1–4] for a special case of independent components of the
innovation process {yn}n≥1. For the sake of simplicity, we consider the case of
k = 2 in the rest of the paper.

Assumption 1. Let us assume that the CDF Fy(X) = Fy,1(x1)Fy,2(x2) of the
i.i.d. random vectors {yn}n≥1 and the CDF FQ0(X) = FQ0,1(x1)FQ0,2(x2) of the
initial state Q0 obey the following inequalities F y,i(x) ≤ Fy,i(x) ≤ F y,i(x) and
FQ0,i

(x) ≤ FQ0,i(x) ≤ FQ0,i(x) for x ∈ R, where i = 1, 2.

Lemma 1. Let us consider that Assumption 1 is satisfied. Then the upper bound
pn(U) for the probability pn(U) = P(N = n|Q0 = U) is given by

pn(U) = − ∫ h

−h
F y,1

(
z1−(1−λ)u1

λ

)
I{I

′
(z1,u2)≥0}I

′
(z1, u2)dz1

− ∫ h

−h
F y,1

(
z1−(1−λ)u1

λ

)
I{I

′
(z1,u2)<0}I

′
(z1, u2)dz1, (9)
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for ‖U‖2 ≤ h, where I{A} =
{

1 if A is true
0 if A is false is the indicator function of A,

n = 2, 3, . . . , T, and the function I(z1, u2) is defined as follows

I(z1, u2) = pn−1

(
z1,

√
h2 − z21

)
F y,2

(√
h2 − z21 − (1 − λ)u2

λ

)

−pn−1

(
z1,−

√
h2 − z21

)
F y,2

(
−

√
h2 − z21 − (1 − λ)u2

λ

)

−
∫ √

h2−z2
1

−
√

h2−z2
1

F y,2

(
z2 − (1 − λ)u2

λ

)
I{p′

n−1(Z)≥0}p′
n−1(Z)dz2

−
∫ √

h2−z2
1

−
√

h2−z2
1

F y,2

(
z2 − (1 − λ)u2

λ

)
I{p′

n−1(Z)<0}p′
n−1(Z)dz2 (10)

for −h ≤ z1 ≤ h, −h ≤ u2 ≤ h, where I(−h, u2) = I(h, u2) = 0 and

p′
n−1(z1, z2) =

∂pn−1(z1, z2)
∂z2

. The upper bound p1(U) for the probability p1(U)

is given by

p1(U) = 1 +
∫ h

−h

F y,1

(
z1 − (1 − λ)u1

λ

)
I{I′

1(z1,u2)≥0}I
′
1(z1, u2)dz1

+
∫ h

−h

F y,1

(
z1 − (1 − λ)u1

λ

)
I{I′

1(z1,u2)<0}I
′
1(z1, u2)dz1, (11)

for ‖U‖2 ≤ h, where I ′
1(z1, u2) =

∂I1(z1, u2)
∂z1

and

I1(z1, u2) = max

⎧
⎪⎨

⎪⎩
F y,2

⎛

⎜
⎝

√

h2 − z21 − (1 − λ)u2

λ

⎞

⎟
⎠ − F y,2

⎛

⎜
⎝

−
√

h2 − z21 − (1 − λ)u2

λ

⎞

⎟
⎠ , 0

⎫
⎪⎬

⎪⎭

for −h ≤ z1 ≤ h, −h ≤ u2 ≤ h.

Proposition 1. Let us consider that Assumption 1 is satisfied. Then the upper
bound pr for the conditional probability pr defined in (3) is given by

pr ≤ pr =
1

a

[

J(h)FQ0,1(h) − J(−h)FQ0,1
(−h) −

∫ h

−h
FQ0,1

(x1)I{J′
(x1)≥0}J

′
(x1)dx1

−
∫ h

−h
FQ0,1 (x1)I{J′

(x1)<0}J
′
(x1)dx1

]

, (12)
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where J
′
(x1) =

dJ(x1)
dx1

,

J(x1) = pT

(
x1,

√
h2 − x2

1

)
FQ0,2

(√
h2 − x2

1

)

−pT

(
x1,−

√
h2 − x2

1

)
FQ0,2

(
−

√
h2 − x2

1

)

−
∫ √

h2−x2
1

−
√

h2−x2
1

FQ0,2
(x2)I{p′

T (x1,x2)≥0}p′
T (x1, x2)dx2

−
∫ √

h2−x2
1

−
√

h2−x2
1

FQ0,2(x2)I{p′
T (x1,x2)<0}p′

T (x1, x2)dx2 (13)

for −h ≤ x1 ≤ h, where pT (X) =
∑T

n=1 pn(X), p′
T (x1, x2) =

∂pT (x1, x2)
∂x2

. The

constant a is given by

a = −
∫ h

−h

FQ0,1(x1)I{K′(x1)≥0}K
′(x1)dx1−

∫ h

−h

FQ0,1
(x1)I{K′(x1)<0}K

′(x1)dx1,

(14)

where K ′(x1) =
dK(x1)

dx1
and

K(x1) = max
{

FQ0,2

(√
h2 − x2

1

)
− FQ0,2

(
−

√
h2 − x2

1

)
, 0

}
.

4 AR Model Which Describes the LS Estimation Errors

Let us consider the risk probability pr per a given period of time T defined in (3)
for the AR model describing the LS estimation errors. The instantaneous risk
probability is considered as a particular case of (3) and (8), where T = 1 and λ =
1, respectively. As it follows from Assumption 1, the conservative bound given
by Lemma 1 and Proposition 1 is applicable if the joint CDF of the innovation
{yn}n≥1 (the initial state Q0, respectively) is equal to the product of marginal
CDFs Fy(X) = Fy,1(x1)Fy,2(x2) (FQ0(X) = FQ0,1(x1)FQ0,2(x2), respectively).

The goal is to find the conservative (upper) bound for the probability
P (‖Q‖2 ≥ h) by using the paired Gaussian CDF overbounding (see [5,6]) for
the components ξ1, . . . , ξm of the regression noise Ξ. Let us recall equation (6) :
Q = (x̂ − x, ŷ − y)T , where x̂ − x = aT

1 Ξ, ŷ − y = aT
2 Ξ, a1 and a2 are the first

and second rows of the matrix A defined in (5).
Let us define the unit vector δ = (cos θ, sin θ)T , θ ∈ [0, 2π] in the orthogonal

coordinate system (x̂ − x, ŷ − y). The projection of the error vector Q on the
direction δ is given by the inner product QT δ. Hence,

P (‖Q‖2 ≥ h) = 1 − P (‖Q‖2 ≤ h) = 1 − P
(∣∣QT δ(θ)

∣
∣ ≤ h ∀θ ∈ [0, 2π]

)

= 1 − P

(∣
∣
∣
∣
∣

m∑

i=1

(a1,i cos θ + a2,i sin θ) ξi

∣
∣
∣
∣
∣
≤ h ∀θ ∈ [0, 2π]

)

.(15)
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In the case of paired Gaussian symmetric CDF overbounding for the components
ξ1, . . . , ξm of the regression noise Ξ

F ξ,i(x) = N (bi, σ
2
i ) ≤ Fξ,i(x) ≤ F ξ,i(x) = N (−bi, σ

2
i ), i = 1, . . . , m, ∀x ∈ R,

(16)
the overbounding of the term τ = QT δ(θ) is defined by the mean and variance
as functions of θ ∈ [0, 2π]:

F τ (x) = N (m(θ), σ2(θ)) ≤ Fτ (x) ≤ F τ (x) = N (−m(θ), σ2(θ)), ∀θ ∈ [0, 2π],
(17)

where

m(θ) =
m∑

i=1

|a1,i cos θ + a2,i sin θ)| bi

and

σ2(θ) =
m∑

i=1

σ2
i (a1,i cos θ + a2,i sin θ)2.

Let us now define another random vector Q̃ = (ζ, η), where ζ and η are
independent random variables distributed following Fζ(x) and Fη(x). This new
vector Q̃ substitutes the vector Q for the calculation of the conservative bound
for the risk probabilities (instantaneous and per a given period of time).

Let us re-write Eq. (15) for the random vector Q̃ with independent compo-
nents:

P

(
‖Q̃‖2 ≥ h

)
= 1 − P

(∣
∣
∣Q̃T δ(θ)

∣
∣
∣ ≤ h ∀θ ∈ [0, 2π]

)

= 1 − P (|ζ cos θ + η sin θ| ≤ h ∀θ ∈ [0, 2π]) . (18)

To simplify the notation and without loss of generality, let us assume that the
random variables ζ and η are overbounded by using the same Gaussian bounds
(a more general case of different Gaussian bounds can be also easily considered)

F ζ(x) = N (mζ,η, σ2
ζ,η) ≤ Fζ(x) ≤ F ζ(x) = N (−mζ,η, σ2

ζ,η) (19)

and
F η(x) = N (mζ,η, σ2

ζ,η) ≤ Fη(x) ≤ F η(x) = N (−mζ,η, σ2
ζ,η). (20)

The overbounding of the term τ̃ = Q̃T δ(θ) is defined by the mean and variance
as functions of θ ∈ [0, 2π]:

F τ̃ (x) = N (m̃(θ), σ2
ζ,η) ≤ Fτ (x) ≤ F τ (x) = N (−m̃(θ), σ2

ζ,η), ∀θ ∈ [0, 2π],
(21)

where m̃(θ) = (| cos θ| + | sin θ|)mζ,η.
Let us define the maximum variance of the random variable τ which coin-

cides with the maximum eigenvalue �max of the variance-covariance matrix
Σ = cov(Q) of the estimation error Q:

�max = max
θ∈[0,2π]

σ2(θ) = max
θ∈[0,2π]

m∑

i=1

σ2
i (a1,i cos θ + a2,i sin θ)2. (22)
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We are looking for an upper bound for the probability P (‖Q‖2 ≥ h). This is
equivalent to find a lower bound for P

(∣∣QT δ(θ)
∣
∣ ≤ h ∀θ ∈ [0, 2π]

)
. As it fol-

lows from the properties of the Gaussian distribution, to find a lower bound for
P

(∣∣QT δ(θ)
∣
∣ ≤ h ∀θ ∈ [0, 2π]

)
we need to choose the parameters of the substitute

vector Q̃ overbounding defined in (19)–(20) such that σ2
ζ,η = �max and the value

of mζ,η as follows

mζ,η = max
θ∈[0,2π]

{∑m
i=1 |a1,i cos θ + a2,i sin θ)| bi

σ(θ) (| cos θ| + | sin θ|)

}

�max. (23)

Instantaneous Risk Probability. It follows from (11) (with λ = 1) that the instan-
taneous risk probability is upper bounded in the following manner:

P (‖Q‖2 ≥ h) ≤ p1 = 1 +
∫ h

−h

FQ1(z1)I{I′
1(z1)≥0}I

′
1(z1)dz1

+
∫ h

−h

FQ1
(z1)I{I′

1(z1)<0}I
′
1(z1)dz1, (24)

where I1(z1) = max
{

FQ2

(√
h2 − z21

)
− FQ2

(
−

√
h2 − z21

)
, 0

}
for −h ≤ z1 ≤

h, I ′
1(z1) = dI1(z1)

dz1
, FQ1

(x) = FQ2
(x) = N (mζ,η, σ2

ζ,η) and FQ1(x) = FQ2(x) =
N (−mζ,η, σ2

ζ,η).

Risk Probability Per a Given Period of Time. To calculate the conservative
bound for the risk probability pr per a given period of time (see Proposition 1),
it is necessary to define the parameters of the Gaussian marginal bounds for Q0

from (19)–(23) and the bounds F y,i(x) and F y,i(x) for the i.i.d. random vectors
{yn}n≥1:

F y,1(x) = F y,2(x) = N (
μy, σ2

y

) ≤ Fy(x) ≤ F y,1(x) = F y,1(x) = N (−μy, σ2
y

)
,

where μy = mζ,η and σ2
y,i =

1 − (1 − λ)2

λ2
�max.

5 Numerical Examples

Instantaneous Risk Probability. Let us consider the linear regression model (4)–
(5). The matrix A is given as follows

A =
(−0.124 −0.201 0.243 −0.190 −0.061 0.320 0.036 0.112 −0.135

−0.080 0.164 0.139 −0.258 0.161 −0.344 0.531 −0.025 −0.289

)
.

(25)
The paired Gaussian symmetric CDF overbounding for the components
ξ1, . . . , ξm of the regression noise Ξ is given by

F ξ,i(x) = N (bi, σ
2
i ) ≤ Fξ,i(x) ≤ F ξ,i(x) = N (−bi, σ

2
i ), i = 1, . . . , m, ∀x ∈ R,

(26)
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Fig. 1. The paired Gaussian symmetric CDF overbounding for ξ1, . . . , ξm.

where m = 9, bi = 0.477 and σ2
i = 1.6. The upper and lower bounds for

the cumulative distribution function of the components ξ1, . . . , ξm are shown
in Fig. 1. The boundary h of the stopping time (2) is chosen such that h = 4.

Let us first compute the expectation and the variance of the substitute vector:
mζ,η = 1, σ2

ζ,η = �max = 1. Now we can compute the expectations

m̃(θ) = (| cos θ| + | sin θ|) mζ,η

and

m(θ) =
�maxm(θ)

σ(θ)
=

�max

∑m
i=1 |a1,i cos θ + a2,i sin θ)| bi

σ(θ)

as functions of θ ∈ [0, 2π]. These functions are shown in Fig. 2. The expectation
m̃(θ) is shown in solid line and the expectation m(θ) in dotted line. To compute
the upper bound for the instantaneous risk given by (24), we have to compute
the lower bound I1(z1) as a function of z1 ∈ [−h;h] This lower bound is shown
in Fig. 3. Finally, we have to compute the derivative I ′

1(z1) = dI1(z1)
dz1

of the lower
bound. It is shown in Fig. 4 as a function of z1 ∈ [−h;h].

Let us compare this upper bound (overbound) p1 with the risk probabilities
computed for two particular models of the components ξ1, . . . , ξm.

The first model represents the worst case Gaussian distribution (see
details in [2]). First, we replace the covariance matrix Σ = cov Q by Σ =
diag {�max, �max}, where �max is the maximum eigenvalue of Σ. Next, we define
the following hyperrectangle B =

{
X ∈ R

m|xi ∈ [−bi, bi], i = 1, . . . , m
}

and a
linear mapping (defined by the matrix A) of the set B onto the set P. The
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Fig. 2. The expectations m̃(θ) and m(θ) as functions of θ ∈ [0, 2π].

set P is a convex polygon. Finally, we compute the worst case mean vector
B = ABj , j = arg max

i=1,...,2m
{‖ABi‖2}, where Bi is a vertex of the hyperrectan-

gle B, i = 1, . . . , 2m, and compute an upper bound for the instantaneous risk
probability P (‖Q‖2 ≥ h) by numerical method (see details in [2]).

The second model represents the following non-Gaussian distribution

Fξ,i(x) =

⎧
⎨

⎩

F ξ,i(x) if x ≤ −bi

1/2 if −bi < x < bi

F ξ,i(x) if x ≥ bi

. (27)

This CDF is shown in Fig. 5. The idea of such a CDF is to redistribute the
“probabilistic mass” from the central part to the periphery, close to the bounds
F ξi

(x) and F ξ,i(x). The instantaneous risk probability P (‖Q‖2 ≥ h) is estimated
by a 105-repetition Monte Carlo simulation.

The conservative bound p1 and the risk probabilities for the two above-
mentioned models are given in the following table:
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Fig. 5. The non-Gaussian distribution.
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Overbound p1 First model Second model (27)

2.943 · 10−2 2.624 · 10−3 1.750 · 10−3

[1.500 · 10−3, 2.029 · 10−3]

The 95% confidence interval for the second model risk probability is shown in
the third column of the table.

Risk Probability Per a Given Period of Time. Let us consider again the linear
regression model (4)–(5). The matrix A is given by (25) and the paired Gaussian
symmetric CDF overbounding for the components ξ1, . . . , ξm of the regression
noise Ξ is defined by (26). The previously defined vector Q̃ which substitutes the
vector Q for the computation of the conservative bound for the risk probabilities.
Our goal is to compute the conservative bound pr for the risk probability pr per
a given period of time T = 20 (see Proposition 1) based on the properties of the
substitute vector Q̃.

This example is devoted to the comparison of the conservative bounds pr

with the risk probability pr per a given period of time induced by the Gaussian
AR(1) process with the worst case mean. The risk probability for the AR model
and its conservative overbounds as functions of the AR-coefficient α = 1−λ are
presented in Fig. 6. Two conservative bounds are calculated by using Proposi-
tion 1. The first conservative bound is calculated by using the paired Gaussian
CDF overbounding for the i.i.d. random vectors {yn}n≥1 and the initial condition
Q0. The second one is calculated by using the paired Gaussian CDF overbound-
ing only for the i.i.d. random vectors {yn}n≥1. The initial condition Q0 follows
the worst case Gaussian distribution FQ0,i(x). It is assumed that the substi-

tute AR(1) vector process
{

Q̃n

}

n≥1
with the CDF Fy(X) = Fy,1(x1)Fy,2(x2) of

{yn}n≥1 and the CDF FQ0(X) = FQ0,1(x1)FQ0,2(x2) of Q0 overbounded in the
following manner:

F y,i(x) = N (
mζ,η, σ2

y

) ≤ Fy,i(x) ≤ F y,i(x) = N (−mζ,η, σ2
y

)
,

FQ0,i(x) = N (mζ,η, σ2
Q0

) ≤ FQ0,i(x) ≤ FQ0,i(x) = N (−mζ,η, σ2
Q0

). (28)

where i = 1, 2, σ2
Q0

= σ2
ζ,η = 1, mζ,η = 1, σ2

y = 1−(1−λ)2

λ2 σ2
Q0

and α = 1 − λ ∈
[0, 0.95].

6 Conclusion

The present paper considers the calculation of conservative bounds for the risk
probability per a given period of time and for the instantaneous risk probability
in the case where the risk indicator is defined by the estimation errors in a lin-
ear model. The original contribution of the paper consists in the generalization
of the previously obtained results to the case of a linear model. In this linear
model, the measurement noise CDFs are unknown and only upper and lower



Risk Overbounding for a Linear Model 169

bounds for these CDFs are available. The new twist consists in the definition of
a specially chosen substitute random vector which allows us to adapt the previ-
ously obtained conservative bounds to the new case of a linear model. Finally,
the risk probabilities are defined as functions of the upper and lower bounds for
the measurement noise CDFs. The risk probabilities are defined as functions of
the upper and lower bounds for the measurement noise CDFs.

References

1. Nikiforov, I.: Bounding the risk probability. In: Vishnevskiy, V.M., Samouylov, K.E.,
Kozyrev, D.V. (eds.) DCCN 2017. CCIS, vol. 700, pp. 135–145. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-66836-9 12

2. Nikiforov, I.: From the pseudo-range overbounding to the integrity risk overbound-
ing. In: Proceedings of the International Technical Symposium on Navigation and
Timing, Toulouse, France, pp. 1–12 (2017)

3. Nikiforov, I.: Pseudo-range errors and the integrity risk overbounding. In: Pro-
ceedings of 6th International Colloquium Scientific and Fundamental Aspects of
the Galileo Programme, Technical University of Valencia, Valencia, Spain, pp. 1–8
(2017)

4. Nikiforov, I.: From the pseudo-range overbounding to the integrity risk overbound-
ing. J. Inst. Navig. (2018, submitted)

5. Rife, J., Pullen, S., Pervan, B., Enge, P.: Paired overbounding and application to
GPS augmentation. In: Proceedings of The Position Location and Navigation Sym-
posium, PLANS, USA, pp. 439–446 (2004)

6. Rife, J., Pullen, S., Enge, P., Pervan, B.: Paired overbounding for nonideal LAAS
and WAAS error distributions. IEEE Trans. Aerosp. Electron. Syst. 42(4), 1386–
1395 (2006)

https://doi.org/10.1007/978-3-319-66836-9_12


Analysis of Resource Sharing Between
MBB and MTC Sessions with Data
Aggregation Using Matrix-Analytic

Methods and Simulation

Natalia Yarkina1(B), Konstantin Samouylov1, and Vladimir Vishnevskiy2

1 Department of Applied Probability and Informatics,
RUDN University, Moscow, Russia

{natyarkina,ksam}@sci.pfu.edu.ru
2 V.A. Trapeznikov Institute of Control Sciences of the Russian Academy of Sciences,

Moscow, Russia
vishn@inbox.ru

Abstract. Mobile broadband (MBB) and ubiquitous machine type
communications (MTC) appear essential in future 5G networks, how-
ever their requirements in terms of data rate, expected number of users,
latency and reliability are largely contradictory, which constitutes a
major challenge for 5G architecture design. MTC data aggregation via
device clustering may prevent signaling congestion due to a massive
number of MTC devices in the cell. Resource sharing between MBB
and MTC sessions with MTC data aggregation can be modeled using a
multi-service loss system, however its numerical analysis is impeded due
to the considerable difference in scales of MBB and MTC parameters. In
the paper, we use simulation to assess the performance measures of the
loss system and its more realistic modification. Cases of light, moderate
and heavy MTC loading and various parameters of the MMPP of MTC
arrivals are considered.

Keywords: Queueing system · MMPP · Simulation · OMNeT++
5G · Internet of Things (IoT) · Machine-type communications (MTC)
Device clustering · Device grouping · Data aggregation

1 Introduction

Fifth generation mobile networks, 5G, aim at increasing further the broadband
capabilities already present in existing systems but also at providing extensive
support for ubiquitous machine-to-machine (M2M) or machine-type communica-
tions (MTC) for both consumer and business needs, thus enabling the full-fledged
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Internet of Things (IoT) [1]. For this reason, the following three types of commu-
nication are expected to be predominant in 5G networks: extreme or enhanced
mobile broadband (eMBB), massive machine type communication (mMTC or
massive IoT) and critical machine type communication (cMTC or critical IoT)
[2,3]. eMBB, mMTC and cMTC are also referred to as the generic 5G services,
while a 5G system can be defined as “one common network that can provide all
generic 5G services and is flexible enough to change the service mix dynamically”
[3, p. 34].

eMBB is characterised by extremely high data rates (from at least 50–
100 Mbps to several Gbps per user), enhanced coverage, but also low latency
to support interactive applications. Massive MTC is intended to provide delay-
tolerant connectivity to a very large number of relatively simple, energy-efficient
devices transmitting small payloads. Moreover, due to the stringent requirements
for low device complexity, the recommended peak data rate for mMTC is lim-
ited to about 2 Mbps [4]. Finally, cMTC is destined for ultra-reliable low-latency
MTC connectivity, e.g. for such applications as autonomous vehicle or remote
health care.

The requirements of eMBB, mMTC and cMTC in terms of data rate,
expected number of users, latency and reliability are largely contradictory, which
constitutes a major challenge for 5G architecture design [5]. In particular, a seri-
ous difficulty when combining MTC and MBB traffic in LTE networks consists
in random access channel congestion and overloading due to the massive num-
ber of MTC devices in the cell [6–8]. One of the possible solutions to the access
congestion is MTC data aggregation via device grouping or clustering, where a
few network nodes – aggregators or cluster heads – relay data from numerous
MTC devices to the base station [7,9,10].

A Markov model of a network cell providing radio connectivity for a combina-
tion of broadband and MTC services with MTC device grouping was proposed in
[11] and extended for MAP arrivals in [12], where explicit expressions for impor-
tant performance measures of the system were obtained using matrix-analytic
methods along with an efficient computational algorithm. However, considerable
discrepancy in traffic characteristics between MBB and MTC impedes the direct
application of the algorithms in certain ranges of parameter values thus hinder-
ing numerical analysis. In the present paper, we build on the work presented in
[12] and further explore the service system by means of simulation. Furthermore,
the system is simulated in two variants: as it was devised in [12], but also with
certain simplifying assumptions discarded. We compare the numerical results
for the two systems under light, moderate and heavy MTC loading and examine
both performance measures’ behavior and simulation issues.

The remainder of the paper is structured as follows. In Sect. 2, we briefly
outline the service system under study. Section 3 presents the simulation model
developed for the analysis. In Sect. 4, selected numerical results are presented
and discussed. Finally, Sect. 5 provides some concluding remarks.
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2 Service System Description

The network cell is modeled as a multi-service, multi-server loss system with two
classes of jobs: streaming jobs corresponding to MBB sessions and elastic jobs
representing MTC transmissions. When dealing with wireless data transmission,
we work on a number of simplifying assumptions as in [11,13,14], in particular,
we do not take into account interference between devices. Interarrival and service
times of streaming jobs are exponentially distributed and each streaming job
occupies exactly dS servers during its service time. Elastic jobs arrive according
to a Markovian arrival process (MAP) [15–17], have exponentially distributed
lengths (service time when served by exactly one server) and are served according
to the egalitarian processor sharing (EPS) discipline. In order to reflect MTC
device clustering, resources to elastic jobs are allocated in batches of c servers
in such a way that each batch can simultaneously serve no more than M jobs.
Also, we assume that at each elastic arrival and departure, servers’ capacity is
reallocated in such a way that all l elastic jobs in service equally share c(l) =
c · �l/M� = c · min {y∈ N : y ≥ l/M} servers. The system consists of C servers
corresponding to the resource units (RU) of the cell, and R of C servers are
available to streaming jobs only. There is no queue, so a job that does not find
enough free resources upon its arrival is lost (blocked).

Table 1. Model notation.

Notation Definition

C Number of servers in the system (cell resource units)

R < C Number of servers available to streaming jobs only

CE = C − R Number of servers available to both job classes

c ≤ C Cluster (batch) size

M Cluster capacity

dS Number of servers taken by one streaming job

K Number of transient states of the MAP Markov chain

Q0 = (q
(0)
ij ) Matrix governing MAP MC transitions with no arrivals

Q1 = (q
(1)
ij ) Matrix governing MAP MC transitions with arrivals

λ Mean arrival rate of elastic jobs

μ−1 Mean elastic job length (service time on one server)

α Mean arrival rate of streaming jobs

β−1 Mean service time of streaming jobs

BE Blocking probability of elastic jobs

BS Blocking probability of streaming jobs

TE Mean service time of elastic jobs

U System utilization

cavgE Mean number of servers occupied by elastic jobs

NE Mean number of elastic jobs in service
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Model parameters are listed in Table 1. We refer the reader to [12] for the
detailed description of the system under analysis and for the derivation of the
stationary probability distribution of the corresponding Markov process.

3 Simulation Model

We simulate the service system under study using OMNeT++ simulation frame-
work [18]. The resulting model is depicted in Fig. 1. It largely relies on modules
from OMNeT++ queueing library org.omnetpp.queueing (modules Source, Sink,
Allocate, Deallocate and Delay), however three additional modules have been
developed in C++ in order to implement EPS service discipline (modules Elas-
ticDelay and ElasticResourcePool) and MAP (module MAPSource). It is worth
noting that an OMNeT++ module implementing arrivals generation according
to MAP along with other stochastic processes was also proposed in [19], where
the problem of simulating correlated arrival streams was addressed in a broader
context. The algorithm for modeling MAP arrivals is rather straightforward and
is based upon simulating transitions of the underlying continuous-time Markov
chain (MC) using matrices Q0 and Q1 (for details, see e.g. [17]).

Fig. 1. System model in OMNeT++.

The simulation model can operate in two modes. The first mode (labeled
Resh) simulates the service discipline for elastic jobs as described in Sect. 2.
The second mode (labeled NonResh) corresponds to a more realistic service
discipline for MTC sessions, where the service rate of elastic jobs in a cluster
depends only on the number of jobs in this cluster. Moreover, jobs in clusters
are not “reshuffled” upon each elastic departure: if a job departs from a cluster
the remaining jobs in this cluster keep being served in it and share equally its
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capacity; cluster resources are vacated only when all jobs leave the cluster. If an
arriving elastic job finds a cluster with less than M jobs in service it is accepted
to this cluster. If all active clusters are fully busy (serve M jobs each), resources
for additional cluster are requested.

The modules of the simulation model depicted in Fig. 1 are C++ objects and
operate as follows:

– MAPSource generates elastic jobs according to a MAP with any given param-
eters values and sends them out to module allocateE.

– allocateE requests resources for the job from module elasticResourcePool and
if the resources are allocated successfully sends the job further to elasticDelay.
If resources are denied the job is dropped.

– elasticDelay sets an initial delay to an arriving job based upon two parame-
ters: the given distribution of elastic jobs lengths and the current service rate
for this job. In mode Resh, the service rate is determined from the number of
elastic jobs currently in service and the number of servers allocated to elastic
jobs; in mode NonResh it is computed from the number of jobs currently
served by the cluster that has been assigned to the arrived job and from the
cluster size. Moreover, upon every elastic arrival or departure the delay of
all elastic jobs in service (Resh) or of the jobs served in the affected cluster
(NonResh) is reset in accordance to the new service rate. Delay adjustment
is implemented in a method invoked from module elasticResourcePool. When
the service delay of a job is over, the job is send to module deallocateE. Total
delay time of the job is recorded.

– deallocateE requests resource deallocation from elasticResourcePool and
sends the job to sink.

– elasticResourcePool manages resource allocation to jobs from multiple sources
based upon the preset total amount of resources, the cluster size and the
number of jobs in service. If the requested amount of resources is -1 then the
job is treated as elastic, otherwise it is considered streaming and the requested
amount is allocated if available. Also, in NonResh mode, the number of the
cluster to which the job has been assigned is returned to be saved in a job
object attribute for the use of elasticDelay and deallocateE.

– sourceS generate jobs according to a given distribution and sends them to
module allocateS.

– allocateS requests the preset amount of resources from elasticResourcePool
and sends the job further if resources are allocated. Otherwise, the job is
dropped.

– delayS assigns to the incoming job a delay according to the preset distribu-
tion. When the delay is over, the job is sent further.

– deallocateS requests elasticResourcePool to free the preset amount of
resources.

– sink destroys the jobs.

The simulator gathers data that permits estimating various characteristics of
the system. In particular, we consider three estimators for blocking probabilities:
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natural, simple and indirect [20], given respectively by

̂Bntrl
E (t) =

LE(t)
AE(t)

, (1)

̂Bsmpl
E (t) =

LE(t)
λt

, (2)

̂Bind
E (t) = 1 − n̂E(t)

λ ̂TE(t)
(3)

for elastic jobs, and by
̂Bntrl

S (t) =
LS(t)
AS(t)

, (4)

̂Bsmpl
S (t) =

LS(t)
αt

, (5)

̂Bind
S (t) = 1 − n̂S(t)β

α
(6)

for streaming jobs. Here, L{E,S}(t) denotes the number of lost elastic or stream-
ing jobs and A{E,S}(t) is the number of total elastic or streaming arrivals in
[0, t]. n̂{E,S}(t) is a time-average estimator of the steady-state mean number of
elastic or streaming jobs in the system, and ̂TE(t) is an estimator of the average
elastic service time based upon data over [0, t].

4 Numerical Results

For our numerical example, we consider a network cell having the peak data rate
of 750 Mbps, 100 Mbps of which are reserved for MBB traffic only. Let 50 Mbps
be the minimum required data rate for MBB connections. We set the resource
unit (RU) equal to 1 Mbps. Now, the structural parameters of the model are
C = 750, R = 100, CE = 650 and dS = 50. Also, we assume M = c, which limits
the minimum data rate for MTC traffic to 1 RU. Let α = 0.04 and β = 0.0055,
which corresponds to the mean MBB session duration of about three minutes.
Note that the resulting MBB offered load is dS

α
β = 363.64.

As for the load parameters of MTC traffic, in order to make the example more
intuitively comprehensible we assume that MTC sessions arrive according to a
two-state (K = 2) Markov-modulated Poisson process (MMPP) [16,17]. Thus,
there are alternating low-rate and high-rate regimes with exponential holding
times having means 1/q

(0)
1,2 and 1/q

(0)
2,1, which we set to 200 and 25 respectively

(8:1 ratio). The arrival rates in these regimes, q
(1)
1,1 and q

(1)
2,2, will be determined in

each case from the ratio r = q
(1)
2,2/q

(1)
1,1 and the average MTC arrival rate, which

equals

λ =
q
(1)
1,1/q

(0)
1,2 + q

(1)
2,2/q

(0)
2,1

1/q
(0)
1,2 + 1/q

(0)
2,1

. (7)



176 N. Yarkina et al.

In our first example, we assume μ = 100, which corresponds to the average
MTC packet length of 1.25 kB, and λ = 200, thus λ

μ = 2. In what follows we
refer to this case as light MTC loading. For r = 10, the model’s MAP parameters
are Q0 =

[ −100.005 0.005
0.04 −1000.04

]

and Q1 = [ 100 0
0 1000 ].

Figures 2 and 3 show selected performance measures of the system obtained
analytically from the stationary distribution derived in [12] and through simula-
tion in mode NonResh. Here, the cluster size c is plotted on the x-axis. Simula-
tion results are plotted only for r = 10, however, in order to reveal the influence
of MMPP structure on the system’s behavior, we also present exact values for
cases r = 1000 and r = 1 (Poisson arrivals). Incidentally, the structure of Q0

did not affect the stationary characteristics under study: a modification of the
holding times ratio or their multiplication by the same constant did not affect
the performance measures values as long a the MMPP average rate remained
unchanged.

Fig. 2. Blocking probabilities BE and BS of MTC and MBB sessions respectively
(black, right y-axis) and mean MTC session duration TE (gray, left y-axis) as functions
of the cluster size c. Circles show corresponding NonResh simulation results.

The graphs give insight into the order of the values and their behavior with
the growth of the cluster size. In Fig. 2, the average MTC session duration TE

is calculated using Little’s law and is graphed against the left y-axis, whereas
the blocking probabilities BE and BS are plotted against the right y-axis. We
note that MTC blocking probability increases gradually for small c and in steps
of width dS = 50 after approx. c = 40. Parameter r affects the shape of the
session duration curve for c < 50. The influence of r on blocking probabilities is
rather insignificant and therefore not shown on the plot (BE is slightly lower for
larger r).



Analysis of Resource Sharing Between MBB and MTC Sessions 177

The plotted simulation blocking probability values are obtained using the
natural estimator, however the simple estimator yields very close values. The
indirect estimator, on the other hand, appears unsuitable for the case under
study. For instance, for c = 10 we have ̂Bntrl

E = 0.0027 ± 0.0013, ̂Bsmpl
E =

0.0027±0.0014, ̂Bind
E = −0.0055±0.0222 and ̂Bntrl

S = 0.0054±0.0018, ̂Bsmpl
S =

0.0054 ± 0.0017, ̂Bind
S = 0.0071 ± 0.0180.

Fig. 3. The mean number NE of active MTC sessions (dashed line) and the mean
number cavgE of RU allocated to MTC (solid line) as functions of the cluster size c.
Circles and diamonds show corresponding NonResh simulation results.

Figure 3 shows the mean number of active MTC sessions NE and the mean
number cavg

E of RU allocated to them. We see that the graph of the number of
sessions (elastic jobs in service) behaves similarly to the average session duration,
whereas the number of allocated RU remains close to λ/μ for smaller c and
slowly decreases in steps thereafter. Incidentally, the standard deviation of NE

(not plotted) comes down from over 5 to 3.6 between c = 1 and c = 10 and then
decreases to 0.5 for large c. The standard deviation of cavg

E , on the contrary,
remains close to 5 for c ≤ 10 and equals approx. c/2 for larger c. The total
system utilization U (not shown) increases slightly (by about 10−3) for small c
and then decreases in steps but by no more than 2 × 10−4 in total within the
considered range. Parameter r affects only the first portion of the curve, which
is flatter for larger r.

Overall, NonResh simulation results are within the margin of error from
the exact values for a “reshuffled”system. We ran our simulation model dur-
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ing 200,000 s simulation time in five replications. The precision vary from one
performance measure to another. For instance, for c = 10, the values of other
characteristics under study with the half widths of the 95% confidence intervals
calculated from the replications are NE = 0.682 ± 0.026, cavg

E = 5.273 ± 0.013,
U = 0.4844 ± 0.0087 and T avg

E = 0.0034 ± 0.0001.
In Tables 2, 3 and 4 we present simulation results for moderate MTC loading

λ/μ = 20 (cases (r, μ)=(10,100), (10,1) and (1000,100) respectively) and com-
pare Resh and NonResh simulation modes. Half widths of the 95% confidence
intervals over five repetitions are given along the values. The exact values are
not provided for comparison because the chosen range of parameters produces
an ill-conditioned generator matrix impeding the direct application of the algo-
rithm. The length of the simulation is 25,000 s for μ = 100 and 200,000 s for
μ = 1.

Table 2. Simulation results for moderate MTC loading, case r = 10, μ = 100, run
length 2.5 × 104 s.

c= 10 c = 40 c = 70

Resh ̂Bntrl
E 0.0019 ± 0.0018 0.0041 ± 0.0019 0.0061 ± 0.0048

̂Bsmpl
E 0.0019 ± 0.0018 0.0042 ± 0.0019 0.0061 ± 0.0049

̂Bind
E 0.0072 ± 0.0872 −0.0207 ± 0.076 0.0052 ± 0.0679

̂Bntrl
S 0.0124 ± 0.0049 0.0115 ± 0.0081 0.0080 ± 0.0076

̂Bsmpl
S 0.0128 ± 0.0051 0.0118 ± 0.0083 0.0078 ± 0.0075

̂Bind
S −0.012 ± 0.021 0.0675 ± 0.017 0.0248 ± 0.0414

TE 0.0078 ± 0.0002 0.0048 ± 0.0003 0.0040 ± 0.0003

NE 15.44 ± 1.74 9.72 ± 1.35 7.95 ± 1.06

cavgE 19.86 ± 1.75 20.41 ± 1.52 19.90 ± 1.36

U 0.517 ± 0.024 0.523 ± 0.031 0.500 ± 0.022

NonResh ̂Bntrl
E 0.0013 ± 0.0018 0.0090 ± 0.0147 0.0141 ± 0.0046

̂Bsmpl
E 0.0013 ± 0.0017 0.0094 ± 0.0156 0.0142 ± 0.0052

̂Bind
E 0.0349 ± 0.0628 −0.0068 ± 0.0620 0.0111 ± 0.0897

̂Bntrl
S 0.0083 ± 0.0058 0.0098 ± 0.0084 0.0062 ± 0.0038

̂Bsmpl
S 0.0084 ± 0.0057 0.0100 ± 0.0086 0.0062 ± 0.0040

̂Bind
S 0.0063 ± 0.0387 0.0130 ± 0.0437 0.0131 ± 0.0303

TE 0.0072 ± 0.0001 0.0046 ± 0.0003 0.0039 ± 0.0003

NE 13.91 ± 1.18 9.27 ± 1.12 7.79 ± 1.38

cavgE 19.3 ± 1.26 20.14 ± 1.24 19.78 ± 1.80

U 0.508 ± 0.019 0.506 ± 0.021 0.506 ± 0.016

We note that the precision of the indirect estimator for blocking probabilities
remains insufficient compared to the other two estimators yielding, yet again,
very close values. However, if we compare values in Tables 2 and 3, we can see
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Table 3. Simulation results for moderate MTC loading, case r = 10, μ = 1, run length
2 × 105 s.

c = 10 c = 40 c = 70

Resh ̂Bntrl
E 0.0018 ± 0.0011 0.0060 ± 0.0023 0.0100 ± 0.0025

̂Bind
E 0.0091 ± 0.0610 −0.025 ± 0.0295 0.0212 ± 0.0270

̂Bntrl
S 0.0097 ± 0.0019 0.0099 ± 0.0020 0.0086 ± 0.0023

̂Bind
S 0.0051 ± 0.0093 0.0036 ± 0.0206 0.0028 ± 0.0189

TE 0.7768 ± 0.0139 0.4726 ± 0.0120 0.3843 ± 0.0110

NE 15.40 ± 1.22 9.69 ± 0.52 7.53 ± 0.42

cavgE 19.81 ± 1.23 20.49 ± 0.59 19.58 ± 0.54

U 0.509 ± 0.005 0.511 ± 0.010 0.510 ± 0.010

NonResh ̂Bntrl
E 0.0014 ± 0.0005 0.0036 ± 0.0009 0.0089 ± 0.0021

̂Bind
E 0.0311 ± 0.0251 0.0138 ± 0.0043 0.0292 ± 0.0214

̂Bntrl
S 0.0097 ± 0.0024 0.0085 ± 0.0020 0.0085 ± 0.0024

̂Bind
S 0.0138 ± 0.0267 0.0156 ± 0.0218 0.0153 ± 0.0247

TE 0.7169 ± 0.0054 0.4424 ± 0.0022 0.3757 ± 0.0084

NE 13.89 ± 0.46 8.73 ± 0.08 7.30 ± 0.33

cavgE 19.38 ± 0.50 19.72 ± 0.08 19.41 ± 0.41

U 0.504 ± 0.013 0.504 ± 0.011 0.504 ± 0.012

Table 4. Simulation results for moderate MTC loading, case r = 1000, μ = 100, run
length 2.5 × 104 s.

c = 10 c = 40 c = 70

Resh BE 0.0086 ± 0.0096 0.0103 ± 0.0117 0.0330 ± 0.0107

BS 0.0124 ± 0.0045 0.0138 ± 0.0084 0.0169 ± 0.0027

TE 0.0097 ± 0.0000 0.0089 ± 0.0000 0.0080 ± 0.0000

NE 18.81 ± 3.04 19.02 ± 3.14 16.54 ± 2.04

cavgE 19.44 ± 3.11 21.39 ± 3.52 20.65 ± 2.54

U 0.512 ± 0.038 0.501 ± 0.021 0.515 ± 0.027

NonResh BE 0.0129 ± 0.0138 0.0090 ± 0.0067 0.0253 ± 0.0145

BS 0.0143 ± 0.0148 0.0117 ± 0.0047 0.0150 ± 0.0086

TE 0.0092 ± 0.0000 0.0087 ± 0.0000 0.0079 ± 0.0001

NE 17.58 ± 1.83 18.30 ± 0.52 16.98 ± 2.55

cavgE 19.13 ± 2.00 21.10 ± 0.60 21.44 ± 3.01

U 0.500 ± 0.065 0.506 ± 0.021 0.512 ± 0.039

its precision growing with the simulation length. The difference between Resh
and NonResh values is negligible compared to the statistical precision for most
performance measures, although we notice that service times and the number of
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Table 5. Simulation results for heavy MTC loading, case r = 10, μ = 100, run length
2.5 × 104 s.

c = 10 c = 40 c=70

Resh ̂Bntrl
E 0.3034 ± 0.0245 0.3138 ± 0.0334 0.3179 ± 0.0145

̂Bsmpl
E 0.2685 ± 0.0796 0.2446 ± 0.0558 0.2025 ± 0.0665

̂Bind
E 0.3019 ± 0.0422 0.2909 ± 0.0646 0.3302 ± 0.0364

̂Bntrl
S 0.1219 ± 0.0197 0.1365 ± 0.0282 0.0894 ± 0.0220

̂Bsmpl
S 0.1128 ± 0.0209 0.1030 ± 0.0275 0.0505 ± 0.0186

̂Bind
S 0.0721 ± 0.0513 0.1319 ± 0.0508 0.1079 ± 0.0312

TE 0.0097 ± 0.0000 0.0088 ± 0.0001 0.0080 ± 0.0001

NE 135.58 ± 8.53 125.05 ± 13.45 107.43 ± 7.64

cavgE 139.63 ± 8.45 141.83 ± 12.93 133.95 ± 7.26

U 0.634 ± 0.024 0.610 ± 0.021 0.612 ± 0.005

NonResh ̂Bntrl
E 0.2861 ± 0.0176 0.2921 ± 0.0121 0.3141 ± 0.0310

̂Bsmpl
E 0.2063 ± 0.0245 0.2121 ± 0.0268 0.2406 ± 0.0498

̂Bind
E 0.3065 ± 0.0290 0.3063 ± 0.0344 0.3107 ± 0.0661

̂Bntrl
S 0.1092 ± 0.0223 0.1273 ± 0.0184 0.1057 ± 0.0231

̂Bsmpl
S 0.0792 ± 0.0193 0.0916 ± 0.0137 0.0834 ± 0.0172

̂Bind
S 0.1579 ± 0.0391 0.1155 ± 0.0763 0.1012 ± 0.0561

TE 0.0093 ± 0.0000 0.0086 ± 0.0001 0.0080 ± 0.0003

NE 129.28 ± 5.90 119.96 ± 7.21 110.66 ± 13.95

cavgE 138.69 ± 5.80 138.74 ± 6.89 137.86 ± 13.22

U 0.593 ± 0.013 0.614 ± 0.032 0.620 ± 0.016

elastic jobs are smaller for NonResh, as one could expect, the difference being
particularly visible for μ = 1, c = 10. Also, we notice that the value of μ does not
appear to affect considerably the performance measures under study (obviously
apart from TE) as long as λ/μ remains unchanged.

Overall, the nature of the dependence from c of all the performance measures
under study is similar to the light MTC loading considered previously. For r = 10,
TE and NE decrease rapidly between c = 10 and c = 40 and slower between
c = 40 and c = 70. For r = 1000, the drop seams shifted to the right on the x-axis.
U and cavg

E remain roughly constant with cavg
E ≈ λ

μ , and BE increases slowly. The
precision of blocking probabilities estimation appears generally higher for r = 10
compared to r = 1000, which could be explained by higher model variability in
the latter case [20]. Also, interestingly, as it can be seen from the half widths,
the precision is generally slightly higher in mode NonResh, especially for MTC-
related measures.

Tables 5 and 6 present results under heavy MTC loading λ/μ = 200 for cases
(r, μ)=(10,100) and (10,0.1) respectively. We ran the simulation for 25,000 s for
μ = 100 and for 100,000 s for μ = 0.1 in five replications. The simulation in
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Table 6. Simulation results for heavy MTC loading, case r = 10, μ = 0.1, run length
105 s.

c= 10 c = 40 c = 70

Resh ̂Bntrl
E 0.2477 ± 0.0105 0.2525 ± 0.0068 0.2690 ± 0.0162

̂Bsmpl
E 0.2437 ± 0.0196 0.2491 ± 0.0154 0.2669 ± 0.0238

̂Bind
E 0.2513 ± 0.0207 0.2541 ± 0.0164 0.2621 ± 0.0160

̂Bntrl
S 0.1117 ± 0.0074 0.1123 ± 0.0050 0.0987 ± 0.0066

̂Bsmpl
S 0.1096 ± 0.0084 0.1109 ± 0.0049 0.0955 ± 0.0060

̂Bind
S 0.1141 ± 0.0201 0.1208 ± 0.0058 0.1036 ± 0.0469

TE 9.7303 ± 0.0117 8.8386 ± 0.0393 8.1244 ± 0.0524

NE 145.70 ± 4.16 131.85 ± 3.48 119.91 ± 3.33

cavgE 149.84 ± 4.14 149.16 ± 3.34 147.50 ± 3.22

U 0.630 ± 0.011 0.625 ± 0.003 0.632 ± 0.022

NonResh ̂Bntrl
E 0.2493 ± 0.0118 0.2496 ± 0.0064 0.2485 ± 0.0204

̂Bsmpl
E 0.2477 ± 0.0152 0.2431 ± 0.0130 0.2380 ± 0.0349

̂Bind
E 0.2447 ± 0.0089 0.2571 ± 0.0246 0.2730 ± 0.0264

̂Bntrl
S 0.1289 ± 0.0064 0.1310 ± 0.0127 0.1058 ± 0.0099

̂Bsmpl
S 0.1294 ± 0.0078 0.1284 ± 0.0135 0.1035 ± 0.0098

̂Bind
S 0.1132 ± 0.0221 0.1369 ± 0.0244 0.1164 ± 0.0242

TE 8.9720 ± 0.0181 8.3054 ± 0.0354 7.6644 ± 0.0881

NE 135.53 ± 1.86 123.41 ± 4.53 111.46 ± 5.31

cavgE 151.10 ± 1.92 148.55 ± 4.86 145.36 ± 5.23

U 0.632 ± 0.009 0.617 ± 0.009 0.622 ± 0.012

case of μ = 100 was particularly time consuming: in average over 10 hours a
replication compared to under 2 min for μ = 0.1.

We can observe a substantial decrease in precision for heavy MTC load cases,
which corresponds to findings of [20]. For MTC blocking probability, the indirect
estimator is more adequate compared to lighter loading and sometimes outper-
forms the simple estimator; for MBB blocking probability, however, we do not
observe any major amelioration.

Yet again, Resh and NonResh modes yield rather close results, with some-
what higher TE and NE in Resh. MTC blocking probabilities appear consistently
higher for μ = 100, although BE , NE and U have relatively close values. As for
the relation to the cluster size, the behavior of the performance measures appears
similar to the cases considered previously (with cavg

E ≈ (1 − BE)λ
μ ), although

BE does not grow significantly within the studied range.

5 Concluding Remarks

A major difficulty in analyzing a combination of MBB and MTC communica-
tions consists in substantial difference in scales between the two types of traffic.
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Indeed, a longer simulation time is needed for system events related to MBB and
(in the case of our model) MAP transitions, whereas a very small timescale of
events related to MTC considerably lengthen CPU time. Our numerical results
show that for lower loading a longer MTC session duration and, accordingly, a
smaller arrival rate can be used for a quicker estimation of blocking probabilities
and system utilization, however, under heavier loading the effect on blocking
probabilities becomes noticeable. Also, according to the simulation results, the
loss system with cluster “reshuffling” proposed in [12] appears suitable for anal-
ysis of MTC clustering and performs particularly well for small MTC session
durations typical for MTC traffic.

References

1. Ericsson: 5G systems: enabling the transformation of industry and society. Erics-
son White paper (2017). https://www.ericsson.com/en/white-papers/5g-systems-
enabling-the-transformation-of-industry-and-society

2. Tullberg, H.M., et al.: The METIS 5G system concept: meeting the 5G require-
ments. IEEE Commun. Mag. 54, 132–139 (2016)

3. Tullberg, H., Fallgren, M., Kusume, K., Höglund, A.: 5G use cases and system con-
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Abstract. The article presents the results of the analysis of the need
for unification of tethered telecommunication high-altitude platforms
(HAP). Possible ways of unification and standardization of HAP, as well
as criteria and methods of their structural optimization are considered. It
is shown that one of the methods for increasing the efficiency of telecom-
munication networks is the unification of requirements, component parts
and their composite systems. The requirements that should be laid at
the stage of setting a technical task for product development are given
and it is shown that such parameters as the repeatability factor, the
applicability factor, the inter-project unification coefficient are used to
assess the level of unification. It is shown that to solve the problems
of hardware-software unification and ensure information compatibility,
it is necessary to develop appropriate models that take into account
the specifics of modern information transmission systems in HAP. The
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unification problems is proved, and their joint use with network models
allows to formalize the information necessary for solving the problems
of hardware-software unification of HAP and ensuring their information
compatibility.

Keywords: Telecommunication systems
Tethered high-altitude platforms · Unmanned aerial vehicles
Hardware-software unification
Structural optimization · Unification efficiency · Graph apparatus

This work has been financially supported by the Russian Science Foundation and
the Department of Science and Technology (India) via grant 16-49-02021 for the
joint research project by the V.A. Trapeznikov Institute of Control Sciences and the
CMS College Kottayam.

c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 184–200, 2018.
https://doi.org/10.1007/978-3-319-99447-5_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99447-5_16&domain=pdf


Efficiency Enhancement of Tethered HAPs 185

1 Introduction

Despite the rapid development of land-based telecommunications in cities and
densely populated areas, and satellite telecommunications, there is a need to use
tethered communication high-altitude platforms (TCHAP), since in remote and
underdeveloped areas they are one of the main means of providing information
interaction with mobile networks and the Internet [1–4].

The tethered telecommunication high-altitude platform consists of the
ground terminal’s equipment, communication channels, power supply lines, and
equipment of the multi-copter that can hang at a height of several hundred
meters above the ground [5] (Fig. 1a).

State agencies, first of all, are interested in the development of TCHAP,
for example, as a means of providing communication in emergency situations.
The development of this field of science and technology will allow the rapid
deployment of network coverage of some territory with mobile communication,
Internet, radio and television broadcasting. Thus, the increase in the pace of
implementation and development of TCHAP leads to the need for enhancement
of its utilization efficiency [9–11].

One of the methods to enhance their efficiency is the unification of require-
ments, components and composite systems of TCHAP, so the issue of bringing
to a certain single line of requirements and components is a very urgent task
that would simplify and significantly reduce the cost of their development and
exploitation, and thereby increase the efficiency. In this regard, there is a need
to consider possible approaches and ways of unification or standardization of the
TCHAP under development and in operation [12].

2 TCHAP Enhancement by the Means of Unification

Unification is the establishment of the optimal number of sizes or types of prod-
ucts, processes or services needed to meet basic needs [6]. From the point of view
of the standardization theory, we can talk about several methods, which allow
for unification. These are: the basic unit method, the method of compounding,
the method of modification, the modularity principle. Thus, unification turns
out to be beforehand rooted in the process of product development and in the
process of its creation.

Considering the possibilities of unification it is necessary to determine, first of
all, the goal it is aimed at, because unification can concern both the development
processes and the processes of application of the product to its intended purpose,
while one can speak both about the unification of a sample or a complex as a
whole, and about the unification of the component parts of this product. Since
the target function of the effectiveness of TCHAP is still its intended usage,
and not its development process, it is necessary to consider unification from
the point of view of applying the results obtained during the operation of the
product, i.e. the objective function of unification in this case is to simplify the
process of using the product for the intended purpose. Thus, it is assumed that,
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Fig. 1. TCHAP network field deployment (a) and structure of its equipment (b).

in order to achieve the required level of unification at the operational stage, the
requirements should be laid even at the stage of setting the terms of reference
for the product development.
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Such requirements include the requirements for:

– ensuring the inter-project unification, which will indicate which specific prod-
ucts or units should firstly be unified in the new product being developed;

– application of basic structures and elements of the base;
– the development of the product as a basic one, using the basic unit method,

and at that, there should be specified the requirements for the product being
developed, the implementation of which provides the possibility of its use as a
basic unit in the process of modification as well, which will allow the creation
of new modified products based on one and the same basic unit;

– ensuring compatibility conditions;
– the use of restrictive lists, i.e. the composition of hardware components that

can be used;
– the application of technological processes, equipment rigging, tools that can

be used for making samples;
– use of methods and means of testing and control, necessary for putting prod-

ucts into operation;
– the use of parametric and standard series indicating the nomenclature of the

component parts of the product;
– connectivity with elements and characteristics used for operation.

Note, that the effectiveness of unification is characterized by its level. In the
classical version, parameters such as the repeatability factor, the applicability
factor, the coefficient of inter-project unification are used to estimate the level
of unification.

The repeatability coefficient kr of component parts in the total number of
constituent parts of this product characterizes the level of unification and inter-
changeability of component parts of products of a certain type and is calculated
by the formula:

kr =
N − n

N − 1
· 100[%], (1)

where N is a total number of components in the product; n is a total number of
typical sizes in the product.

The average repeatability of constituent parts in a product is characterized
by the coefficient:

kmean
r = N/n [in fractions of]. (2)

The coefficient kmean
r characterizes the level of in-project unification of the

product and the interchangeability of the component parts within the product.
The numerical value of kmean

r is determined on the basis of statistical data on the
average repeatability of the component parts in a group of previously developed
products with a similar functional purpose. The mean value of kn is determined
by the following formula:

kmean
r =

1
h

h∑

i=1

kr,i, (3)

where h is a total number of products in the group; kr,i is a repeatability coeffi-
cient of an i-th product in the group; kr ≥ kmean

r . If N is known, then kr can be
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determined based on the correlation dependence of kr = f(N). But it is neces-
sary to have statistics (a fairly large group of previously developed products). To
build this dependence for each product of the selected group, kr is determined
and the total number of component parts is calculated. These data are ordered
by value and approximated by a relationship of the form:

kr = 1 + dNa, (4)

The values of coefficients d and a are determined using the least squares
technique. In the absence of the sufficient volume of statistical data, the kr for a
projected product can be obtained approximately based on the data on the value
of kr and the prototype of the projected product, using the following formula:

kr = kn
r

√
N ′

Nn
, (5)

where kr is the repeatability coefficient of the prototype; Nn is the total number
of component parts in the prototype product; N ′ is the expected number of parts
of the product being developed.

The applicability coefficient kapp, respectively, indicates the level of applica-
bility of the components, i.e. the level of use in the newly developed designs of
the nodes and mechanisms of the components, previously used in similar former
products. This coefficient is determined by the formula:

kapp =
n − n0

n
· 100[%], (6)

kapp =
n − n0

n
[in fractions of], (7)

where n is the total number of typical sizes in the sample; n0 is the number of
original typical sizes.

The coefficient kapp can also be calculated by the constituent parts and by
their cost by the formulas:

kapp =
N − N0

N
[in fractions of], (8)

where N is the total number of component parts in the sample; N0 is the number
of original component parts;

kapp =
C − C0

C
· 100[%], (9)

where C is the cost of all components in the sample; C0 is the cost of the original
components.

As can be seen from formulas (6) and (7), kapp can be calculated if n and n0

or N and N0 are known. Most commonly, these values are known when it comes
to dealing with the modernization of an already existing product. Although at
the final stage of development of design documentation for a new product, one
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can also find these values and calculate the applicability factor using formulas
(8) and (9).

The coefficient of inter-project unification kiu shows the level of unification
of the final product, in relation to other similar, already existing ones and used
for the intended purpose, and is calculated by the formula:

kiu =
∑H

i=1 ni − Q
∑H

i=1 ni − nmax

· 100, (10)

where H is the total number of considered projects (products); ni is the number
of typical sizes (component parts) in the i-th project (product); Q is the total
number of original typical sizes (component parts) used in a group of H projects
(products); nmax is the maximum number of typical sizes (component parts) in
a single project (product).

Numerical values of kiu are determined on the basis of the analysis of the
state of mutual unification of previously developed products, with regard to the
possibility and expediency of further increasing of the level of inter-project uni-
fication by reduction of the heterogeneity of the components of jointly operated
or manufactured products.

Calculation of kiu can be carried out by a simplified formula:

kiu = n′
2/n′, (11)

where n′ is the expected total number of typical sizes in the product under
development at the selected level of structural complexity; n′

2 is the number of
typical sizes that can be borrowed from the selected product group [7].

However, when developing unification approaches, it is necessary to take into
account the complex component of this process, and it is necessary to determine
the main goals of unification. Unification is a complex issue which should concern
all stages of the life cycle of products. At that, the unification should be carried
out in two interconnected ways—the unification of systems and the unification
of components and materials.

3 Directions of Unification

Unification of Structural Elements. Implies the creation of standard (mod-
ular) structures, the dimensions of the sides of which can vary according to the
metric ratio applied to all or only to certain dimensions. Under metric ratio,
the value of an n-th dimension is defined as an = a0 + nm, where a0 is the ini-
tial value of the dimension (width, height, depth), n is the integer or fractional
number underlying the dimension-parametric series, m is the increment in the
metric ratio.

Unification of Electronic Equipment and Controllers. A uniform soft-
ware is created, consisting of separate unified modules. At the same time, a
unified platform is being developed and manufactured in the form of some kind
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of electronic device. Depending on how the program module is loaded into it,
the output is a controller that performs various functions of the systems.

Unification of Interfaces. The task of combining various on-board computa-
tional aviation units, storage and display devices, peripheral equipment into one
complex is solved with the help of unified connectivity systems—interfaces. The
main purpose of an interface is the unification of intrasystem and intersystem
connections and devices. Unification of the interaction rules is aimed at pro-
viding information, electrical and structural compatibility; it is unification and
standardization that underlies the construction of interfaces:

– information compatibility is achieved due to unified requirements imposed
on the structure and composition of interface lines, interaction algorithms,
coding methods and data formats, control and address information, timings
between signals;

– electrical compatibility means the consistency of the parameters of electrical
or optical signals transmitted by the interface environment, the correspon-
dence of logical states to signal levels; electrical compatibility determines the
requirements for the load capacity of components and the characteristics of
the transmission lines used (length, permissible active and reactive load, the
order of connection of matching circuits, etc.);

– constructive compatibility means the possibility of mechanical connections of
electrical circuits, and sometimes the replacement of some blocks; this kind
of compatibility is ensured by the standardization of connectors (connectors,
plugs, etc.), cables, board designs, etc.

A uniform standard interface would not be able to provide efficient operation
of a variety of devices, were they used at different levels of the hierarchy. This
explains the existence of a system of interfaces of different ranks, differing in
characteristics and the degree of unification. Depending on the requirements of
unification, the following are distinguished:

– physical implementation of the interface, i.e. the composition and charac-
teristics of transmission lines, the design of their connection (for example,
connector type), the type and characteristics of the signals;

– logical implementation of the interface, i.e. protocols of interaction, or algo-
rithms for the forming of communications signals.

Unification of communication channels:

– use of a common set of frequency resources;
– compatibility of the signal coding;
– use of compatible modems;
– use of compatible signal coding methods;
– software compatibility of on-board and ground equipment;
– compatibility of communication channels of the on-board airborne complex

and the ground communication facilities.
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Unification of the display means and the software:

– unification of the on-board data acquisition means and the ground-based data
display means assumes the use of systems with compatible software and the
use of compatible characteristics of storage devices;

– software unification for systems with functional binding;
– unification of ground-based means of manual control over TCHAP, aerody-

namic circuits by replacing on-board and ground-based software;
– unification of the automatic flight management software.

4 Methods of Structural Optimization of TCHAP

When solving the problem of hardware unification and providing information
interaction, it should be taken into consideration that the configuration of the
system (processes) of information interaction is constantly changing. There-
fore,after the analysis of various types of graphs [15,16], the AND-OR graphs
seem preferred. With the help of these graphs, the description of variable struc-
tures is most natural. Besides, in the process of solving this problem, it becomes
necessary to compare the alternatives. Using the AND-OR graphs, this is also
possible. At that, graphs need to be supplemented with a mechanism for esti-
mating the cost of decisions.

Thus, to describe the structures of the complex TCHAP and information
exchange, taking into account the dynamics of their changes and interactions,
we use the apparatus of AND-OR graphs. However, in solving problems of unifi-
cation, along with a description of the structure, it is necessary to have a number
of models that allow to solve these problems in full. In order to select the suit-
able modeling methods, we consider existing approaches to modeling complex
systems. Among the available models of systems, Petri nets and models of logic-
dynamic systems are the closest to the problems of describing the information
interaction.

Logical-dynamic model in a fairly general form can be described by the fol-
lowing vector equation:

x =
s∑

i=1

P f
i fi

(
t,x,

g∑

j=1

Pu
j uj

)
, (12)

where P f
i and Pu

j are the predicates which are written in expanded form as
follows:

Predicates P f
i and Pu

j can be subject to certain additional conditions. For
example, the uniqueness and completeness conditions can be imposed on the
logical values of the predicates:

∀(t)
(
P f
i ∧ P f

h = 0 (i �= k), Pu
j ∧ Pu

k = 0 (j �= k),
s∧

i=1

P f
i = 1,

g∧

j=1

Pu
j = 1

)
. (13)
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In order for these conditions to be fulfilled, the predicate functions must, of
course, be matched appropriately. The introduction of the conditions means that
one and only one of the predicates P f

i and one and only one of the predicates Pu
j

take values equal to 1. The latter, in turn, means that the considered dynamical
system at each moment of time is described by one of the possible variants of
its local representations:

x = fi
(
t,x, uj

)
. (14)

The considered models are used to solve various problems, for example, prob-
lems of ensuring the stability of a multi-copter, the management of electrical
equipment, and also in the tasks of controlling the structures of computational
complexes.

The apparatus of logic-dynamic models allows to take into account the
parameters of information exchange after the information transformation by
circuit elements in the chosen configuration, and to choose the most rational
way of transformation and transmission from the available.

The Petri nets apparatus allows to adequately describe the processes occur-
ring during data transmission and create a model of information interaction
between the on-board equipment and the ground control complex, able to take
into account the change in the state of the equipment, the requirements for the
transformation parameters of the transmitted information, and allow to carry
out the unification of information junctions and interaction protocols between
various elements. It should be noted that Petri nets in the form presented above
have a number of drawbacks that make it difficult to describe the strictly hierar-
chical structures to which the TCHAP structure relates. In this regard, various
amplifications have been applied to the construction of Petri nets. One of these
constructions is called the E-network, which can be used to describe the processes
of information exchange of TCHAP.

The E-net is a graph consisting, like the Petri net, of two types of vertices-
positions and transitions connected to each other by oriented edges or arcs, each
arc connecting only a transition with a position or vice versa. Consequently, the
E-net, like the Petri net, is structurally equivalent to a bipartite oriented graph,
in which one set of vertices contains positions and the other contains transitions.
However, unlike Petri nets, in E-nets there are several types of positions: sim-
ple, position-queues and allowing. Dynamics of an E-net is determined by the
movement of objects (or chips) from one network position to another as a result
of triggering transitions.

From a formal point of view, movement of objects is equivalent to chang-
ing the marking of the net. At the same time, it is possible to move objects in
many elementary networks. Thus, providing the possibility of representing par-
allel processes in the modeled system, i.e. a particular process or operation can
be associated with each movement of objects. The duration of the state change
is determined by the time delay procedure τ .

Thus, the E-nets apparatus allows to fully describe the structure of the
TCHAP taking into account the cause-effect changes in the information exchange
process.
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Fig. 2. Graph-signal model of TCHAP
(Color figure online)

Table 1. Adjacency matrix of the general-
ized graph-signal model of TCHAP

Table 2. Incidence matrix
of the generalized graph-signal
model of TCHAP

Figure 2 shows the generalized graph-signal model of TCHAP, which reflects
the system-level structural composition of the considered complex. In addition,
intersystem connections within the complex are reflected. For display purposes,
the intersystem links represented by the “edges” of the graph are marked with
different colors.

There are several levels of inter-system links:

– level of physical connections of elements,
– level of electrical connections,
– level of information connections.

Information connections are divided into digital and analog ones. The digital
ones, in turn, are divided into high-speed and low-speed. On the basis of the
obtained graphs, we composed the adjacency matrix (Table 1), and incidence
matrix (Table 2) that allow to analyze the mutual influence of systems with
their connections.

In particular, the adjacency matrix unambiguously identifies the systems that
determine the shape of the entire complex, i.e. those systems that are for sure
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subject to unification. At that, the unification of the elements of these systems
as basic units will definitely lead to the automatic unification of the systems
connected with them.

On the obtained graph, the base systems are defined by the vertices: 1; 2; 6;
7. 1—multi-copter control system; 2—TCHAP stabilizer; 6—data transmission
system; 7—power supply system. Analysis of the composition of these systems
allows us to identify specific elements that affect the external appearance of the
system, i.e. specify which elements should be recognized as basic units.

The incidence matrix characterizes the level of connections that require stan-
dardization in order to obtain a unified system. Such connections include: E;
D; H; K, where E—command control lines; D—physical connection of the ele-
ments of the systems with the stabilizer TCHAP; H—power supply lines; K—
information transmission lines.

Let’s consider further the basic system of data transmission. Figure 3a shows
the graph-signal model of the on-board information transfer system, where: P1—
omnidirectional C-band antenna; P2—C-band directional antenna system; P3—
UHF antenna; P4—coaxial switch; P5—UHF receiver-controller; P6—power
indicator and diplexer; P7—power amplifier; P8—TM/TV transmitter; P9—
radio frequency head and communication controller processor; P10—quartz
generator; V1—streaming video and digital multiplexer; W1—modular CPU;
U1—advanced miniature avionics module; Q1—electro-optical transducer; D1—
payload; N—terrestrial data transmission terminal.

We perform the modeling of the structure and interconnection of the elements
of the TCHAP’s on-board and ground-based data transmission system. When
constructing the model, we associate the vertices of a graph with the elements
of the structure of the data transmission system and their states. Arcs of the
graph will be associated with the directions of information transfer and the form
of information transfer. In this case, we unambiguously display the structure
of the system and clearly formulate directions and changes in the formats of
information.

Since the purpose of the model construction is to determine the main direc-
tions for unification and to ensure information compatibility, then we define the
rules, as in the previous case. Figure 3b presents a graph-signal model of the
information transmission system, which reflects the structural composition of
the system at the element level. In addition, inter-element links in the system
are reflected. For convenience of perception, the inter-element links represented
by the “edges” of the graph are also marked in various colors.

There are several levels of inter-element links:

– level of radio communications;
– level of command information (low-speed);
– level of user information communications.

Based on the obtained graphs, the adjacency and incidence matrices are
constructed, which allow to analyze the mutual influence of systems with their
connections. Thus, in particular, the adjacency matrix (Table 3) unambiguously
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Fig. 3. Graph-signal model of the on-board (a) and ground-based (b) data transmission
system (Color figure online)

shows the elements determining the image of the whole complex, i.e. those ele-
ments that should be recognized as basic aggregates. Moreover, the unification,
or rather the standardization of elements as basic aggregates, will unambigu-
ously lead to automatic unification of the systems associated with them. On the
resulting graph, the base systems are the following vertices: P9—processor of
the communication controller with a radio-frequency head; V1—digital multi-
plexer of streaming video; W1—modular CPU; U1—advanced miniature avion-
ics module; N4—power amplifier; N9—ground communication controller hub;
N11—ground multiplexer of streaming video and digital data.

Analysis of the composition of these systems allows to identify specific ele-
ments that affect the external appearance of the system, i.e. to specify which
elements should be recognized as basic units. The incidence matrix (Table 4),
characterizes the level of links that require standardization in order to obtain
a unified system. These links include: A—radio communications (carrier fre-
quency, signal-code construction); B—high-speed information lines; (protocol,
data format); C—low-speed command lines (protocol, data format).

Where: P—on-board data transmission system; N1—omnidirectional C-
band antenna; N2—C-band directional antenna system; N3—UHF antenna;
N4—power amplifier; N5—radio frequency (RF) board and TM / TV RF
head; N6—UHF transmitter-controller; N7—spread spectrum transmitter; N8—
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Table 3. Adjacency matrix for the on-board data transmission system

intermediate-frequency (IF) modem; N9—ground communication controller hub;
N10—receiver of video and telemetry data; N11—ground multiplexer of stream-
ing video and digital data; N12—ground unified control station.

Thus, the analysis of the obtained generalized graph-signal models of the
TCHAP, the on-board and ground data transmission systems, and the corre-
sponding adjacency matrices allowed us to determine the image of the whole
complex, i.e. subsystems that are definitely subject to unification, and the inci-
dence matrices that characterize the level of links that require standardization
in order to obtain a unified system.

Figure 4 shows the results of the efficiency evaluation of the intended use of
TCHAP (Tables 5 and 6).

Fig. 4. Efficiency evaluation of the intended use of TCHAP

Analysis of the graph-signal models of the systems of the TCHAP allows to
identify specific critical elements that affect the connectivity of the complex as
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Table 4. Incidence matrix for the on-board data transmission system

a whole, i.e. specify which elements of the systems must be recognized as basic
and are subject to unification. The increase in the effectiveness of the intended
use is estimated as follows:

Aeff.incr. = f(A), (15)

where A is the availability factor of the object, which is determined through the
mean time between failures (TF ) of the systems included in its structure and
their mean recovery time (TR) of their failure, i.e.:

A =
TF

TF + TR
, (16)
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Table 5. Adjacency matrix for the ground data transmission system

Table 6. Incidence matrix for the ground data transmission system

where TF = f(Funif), TR = f(Funif). The unification factor is defined as Funif =
f(nunif), where nunif is the number of unified elements.

The obtained numerical results are: TF1 = 15000 h (unified case), TF2 =
10000 h (non-unified case).
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5 Conclusions

The problems of unification of TCHAP are of high priority in the process of
creating the promising means of telecommunications. Analysis of the process
of hardware unification of airborne and ground equipment of TCHAP and the
process of establishing their information compatibility, allowed to establish that
the tasks of determining the current state of an object and choosing the control
action are the main ones and are the decision-finding problems whose properties
allow to treat them as difficult problems, requiring automation.

To obtain the automated solution of the problems of unification and infor-
mation interaction, it is necessary to have tools for modeling the structure of
the TCHAP, the data transmission system and the dynamics of information
interaction. The selected modeling tools allow to describe changes in the net-
work structure. The system of products (the coordinated system of rules) can
be used as a tool that combines the capabilities of network and logical-dynamic
models for modeling the structure and data transmission processes. Analysis
of the known modeling approaches allowed us to determine that the apparatus
of Petri nets should be used to describe the structure of the TCHAP and the
information transmission system, and the E-network apparatus - should be used
to describe the structure of information interaction. When solving problems of
unification, along with the structure description, it is necessary to have means of
describing its changes. For this purpose, the apparatus of logical-dynamic mod-
els is effective. The joint use of logical-dynamic models with network models
allows to formalize the information necessary for solving the problems of hard-
ware unification of the components of TCHAP and ensuring their information
compatibility.
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Abstract. In this paper, we discuss cyber-security issues for a digi-
tal economy. In particular, this paper targets the complexity of soft-
ware development for information systems and related problems. This
article provides the review of development-related problems for the
biggest information systems in the world. We discuss Global Services
Management-Operations, DISN, MFSS, and JRSS. This article concen-
trates on the creation (description) of the system architecture. In our
opinion, this is the main issue for large systems. In this connection, the
paper discusses the concept of “enterprise architecture” and the frame-
work (model) for Information Systems Architecture proposed by A. Zach-
man. The main idea of the model is to provide the possibility of the
sequential description of each individual aspect of the system in coor-
dination with all the others. Also, we discuss DoDAF metamodel. Any
model of enterprise architectures should cover, of course, cyber-security
aspects.

Keywords: Internet of Things · Search · Services

1 Introduction

This work is a continuation of our proposals for the digital economy of Russia
[1] and is related to the discussion of the complexities of software development
for information systems.

Let’s start with an example that is very typical for complex information
systems that have been built in the world for more than 30 years, mainly based
on the Zachman model [2], which, in turn, goes back to IBM. According to
Zachman’s model, many attempts have been made in the world to create complex
information systems - from the largest corporations to the so-called electronic
governments.

As an example, we have chosen a project to modernize the management of
Cyber-Security of the DISN network (Defense Information System Network) of
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the US Department of Defense (DOD). Chosen due to the fact, that this project
is built at the expense of taxpayers and therefore has a lot of open information.
In addition, it is under control by the US Government Accountability Office
(GAO), whose reports are also publicly available.

We give a brief history of the question.
June 2012. Lockheed Martin won the largest tender for the development of

IT services for managing the DISN (Global Services Management-Operations,
GSM-O). The essence of the GSM-O contract is the modernization of the DISN
management system for cyber security requirements. The cost of work is a huge
amount - 4.6 billion dollars for 7 years.

In 2013, the GSM-O team began to study the status of the four GIG network
management centers, which are responsible for the maintenance and uninter-
rupted operation of all Pentagon computer networks - 8,100 computer systems
in more than 460 locations in the world, which in turn are connected by 46,000
cables. The first step was to upgrade the computer network management. It was
decided to consolidate the operating centers - from four to two. The centers are
expanding at the air bases Scott (Illinois) and Hickam in Hawaii, but the centers
in Bahrain and Germany are being closed.

2015. Two years later, the telecommunications world shook the news: Lock-
heed Martin does not cope with the upgrade of DISN management, that is,
with the implementation of a multi-billion dollar GSM-O contract, and sells its
LM Information and Global Solutions division to the competing Leidos com-
pany. The failure of the work was, most likely, due to the inability to recruit
developers.

July 2016. A report GAO-16-593 [4] has appeared, which requires more con-
trol overspending of funds for the creation of the Joint Information Environment
(JIE) of Pentagon.

November 2016. Defense Department Chief Information Officer Terry
Halvorsen is attacking the GAO [5], they do not understand what the Joint
Information Environment is: “What we tried to say to the GAO is that in this
case do not measure JIE - you should measure its components.” JIE, he said, is
the conceptual term, used to describe the modernized infrastructure of the DOD
IT infrastructure, rather than one program. JIE consists of various programs,
such as JRSS security stacks and partner country environments.

February 2017. Nonetheless, DOD’s response in the GAO audit indicates it
will take steps to address all GAO’s recommendations regarding JIE.

January 2018. In January, the Pentagon’s chief weapons tester said the
Department of Defense should stop deploying its new network security platform,
known as Joint Regional Security Stacks until the JRSS demonstrates that it
is capable of helping network defenders to detect and respond to operationally
realistic cyber-attacks.

February 2018. Pentagon leadership does not give up [6]. The Defense Depart-
ment’s Joint Regional Security Stacks initiative to increase information network
security is more than halfway complete.
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Once again, the tremendous scope of JIE’s activities was emphasized [7]. The
huge scale of the JIE undertaking incorporates the U.S. military’s 65,000 servers,
and 7 million endpoints – all connected to 15,000 different networks – used by
DOD’s 1.3 million military active duty and 742,000 civilian personnel, who are
based at more than 555,000 facilities scattered across the globe.
So, the Pentagon continues to spend its multi-billion dollar budget on the devel-
opment of IT infrastructure.

Further, in Sect. 2 we explain the essence of the Zachman model, and in
Sect. 3 - what is Joint Information Environment (JIE). Sections 4 and 5 describe
the DISN network: the target architecture and the MFSS softswitch, as the
basis for switching to the packet switched network. The JRSS equipment and
its implementation difficulties are described in Sect. 6.

2 What Is Joint Information Environment (JIE)

In 1987 there was an article by J.A. Zachman “A Framework for Information Sys-
tems Architecture” and for the first time introduced the concept of “enterprise
architecture” [1]. John Zachman for many years engaged in the implementation
of IBM information systems and rethought their architecture. He became the
“father” of the enterprise architecture.

The main idea of the model is to provide the possibility of a sequential
description of each individual aspect of the system in coordination with all the
others [8]. For any sufficiently complex system, the total number of links, condi-
tions, and rules usually exceeds the possibilities for simultaneous consideration.
At the same time, separate, in isolation from others, consideration of each aspect
of the system often leads to suboptimal decisions - in terms of productivity and
the cost of implementation.

J. Zachman defined the architecture of the enterprise as a set of descriptive
ideas (models) that are applicable to the description of the Enterprise in accor-
dance with the requirements of management personnel (quality) and which can
develop over a certain period (dynamism). The term “architecture” is not acci-
dental here, it emphasizes the existing analogy between the internal structure
of an abstract object - an enterprise and a complex artificial object, such as a
building or an orbiting international space station (ISS).

Actually, the model is represented in the form of a table having five rows and
six columns. Note that there were five lines in the original Zachman model. The
sixth line appeared later, it goes beyond the description of the architecture, but
describes the operating system or the enterprise as a whole.

So, Zachman’s model contains six levels. At each of these levels, participants
look at the same questions, corresponding to the columns in the table, but with
different levels of abstraction and detail.

The first line corresponds to the level of business planning in whole (business
model). At this level, fairly general basic concepts that define the very essence of
business (products, services, customers) are introduced, and a business strategy
is formulated. In fact, this line defines the context of all subsequent lines.
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The second line (the conceptual model) is designed to define (in terms of
managers) the structure of the organization, key and auxiliary business processes.

The third level (logical model) corresponds to consideration from the point
of view of the system architect. Here, business processes are described already
in terms of information systems, including different types of data, the rules for
their transformation and processing to perform certain at the level of business
functions.

Levels from the fourth and further describe details that are of interest to IT
managers and designers, but the leading role is played by developers.

At the fourth level - the technological (physical) model, the data and oper-
ations over them are linked to the selected implementation technologies. For
example, here you can define the choice of a relational DBMS, or tools for work-
ing with unstructured data, or an object-oriented environment.

The fifth level corresponds to the detailed implementation of the system,
including specific hardware models, network topology, the manufacturer and
version of the DBMS, development tools and the actual program code itself.
Many of the works at this level are often performed by subcontractors.

The sixth level describes the operating system. In Zachman’s original work,
the content of this level is not detailed. At this level, you can enter objects such
as instructions for working with the system, the actual databases, the operation
of the HelpDesk service, and so on.

Following Zachman’s model, the Joint Information Environment (JIE) of
DISN is represented as a seven-level model (Fig. 1) [9]. To date, it is only par-
tially standardized. A decision has been made regarding unified communication
networks (lower level): it is a wide area IP backbone network and MPLS proto-
col (multiprotocol label switching protocol). The Unified Capabilities Reference
Architecture is fixed, which refers to the level of the Information Distribution
Service. The most important and laborious work in creating the Single Informa-
tion Environment is the standardization of the application layer (Enterprise and

Fig. 1. The target architecture of the JIE.
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COI applications, Community-of-Interest). Levels 2 through 4 are provided by
CES (Core Enterprise Services).

Based on the Zachman model, the NIST Institute has developed a FEAF
(Federal Enterprise Architecture Framework) e-government model for the US
federal government. From the Zachman model, only the first three columns were
taken and the developers focused on the first three lines of the model.

The architecture of the federal organization is an attempt to bring countless
agencies (ministries) of the US federal government to a single and widely used
architecture. From the point of view of FEA, the enterprise architecture consists
of separate segments. Segment is one of the main aspects of business, for example,
labor resources. Segments are divided into two types: basic and service.

Fig. 2. The FEA reference model.

The core segment is a key aspect of the enterprise’s activities within the
boundaries of political-administrative division. For example, for the US Depart-
ment of Health and Human Services, the basic segment is health.

The service segment is a segment that is fundamental, if not for everyone,
then for most political organizations. For example, financial management is an
official segment, mandatory for all federal agencies.

Another type of assets in the enterprise architecture are the services of the
enterprise. The enterprise service is a clearly defined function within the bound-
aries of a political-administrative division. As an example of the service of an
enterprise, we can see the management of security. This is a service that is uni-
formly implemented throughout the enterprise.

The difference between services and business segments, especially service seg-
ments, is not obvious. Both services and segments cover the entire enterprise.
The difference lies in the fact that the scope of service segments extends only



206 M. Sneps-Sneppe et al.

to one political organization. The scope of the enterprise services is extended to
the whole enterprise.

For example, both in the Ministry of Health and Social Services and in the
Environmental Protection Agency of the US Federal Government, the workforce
is used in the service segment. However, the labor resources for the Ministry
of Health and Social Services differ from the workforce for the Environmental
Protection Agency. The same goes for the security management service: it is
essentially the same and Ministry of Health and Social Services, and the Agency
for Environmental Protection uses this. Effective account management for secure
access is provided only if it is carried out at the enterprise level.

Unfortunately, the results of the development of the FEA program were not
encouraging. In the official report of the Federal Accounts Chamber for the US
Congress on the status of the FEA program in 2002, it was concluded that “in
general, the FEA system is not sufficiently developed to make informed invest-
ment decisions in the IT field”. In addition, the FEA program was extremely
expensive. For example, “by the end of 2010, the federal government spent more
than a billion dollars on corporate architecture, and much, if not most, of it was
wasted”.

Following Zachman’s model, the DoDAF metamodel (Department of Defense
Meta-Model) [10] is being built. It has been developed since 1990. In Fig. 2
is given version 2.0 (is being developed since 2009). The Fig. 3 illustrates the
relationship between the basic concepts of the DoDAF metamodel.

Fig. 3. The DoDAF metamodel

The model contains six descriptions, which are united by the key concept
Activity:

1. Description of data (Data Description) - answers the question What;
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2. Function Description - answers the question How (also contains the descrip-
tion of Performer);

3. Network Description – Where;
4. Description of participants (People Description) - Who (which includes Orga-

nizations);
5. Time Description – When;
6. Motivation Description - Why (with an extension that includes a description

of Capability requirements).

The JIE documentation consists of 52 volumes and is presented from eight
Viewpoints [11]:

– All Viewpoints – 2 volumes,
– Capability Viewpoint – 7 volumes,
– Data and Information Viewpoint – 3,
– Operational Viewpoint – 9,
– Project Viewpoint – 3,
– Services Viewpoint – 13,
– System Viewpoint – 13,
– Standard Viewpoint – 2.

The development of DoDAF has been going on for more than 25 years, but
it can not be completed. The conclusion is that the very idea of creating a
single information system for such a complex enterprise as the US Department
of Defense is today an impossible task or the Zachman’s model development
method itself is erroneous.

3 The New DISN Architecture

Currently, a new DISN network is under construction. This is a packet switching
network (over IP protocols). Its target architecture contains two levels: Tier 0
and Tier 1. The Tier 0 cluster is responsible for the invulnerability of the entire
DISN network. Each Tier 0 cluster contains three softswitches (routers). Tier
0 level communicates by ICCS Protocol (Intra-Cluster Communication Signal-
ing), which is automatically updated databases. A cluster is essential as one dis-
tributed softswitch. It is required that the latency in the exchange of database
contents does not exceed 40 ms. Since the signal transmission takes 6 ms per
1 km, the distance between softswiches cannot exceed 6,600 km. On the below
level, two types of local network are: the protected ASLAN (protocol AS-SIP
based) and traditional LAN for H.323 protocol. Thus, the protected hybrid net-
work DISN provides voice and video transmission (Voice and Video over Internet
protocol, CVVoIP).

The peculiar “birthmark” of the DISN network, built on a single AS-SIP pro-
tocol, is the top-secret government link DRSN (Defense RED Switch Network),
which preserves the technology of switching channels, more precisely, ISDN chan-
nels and ISDN PRI and CAS signaling protocols (Channel Associated Signaling).
The DISN training materials [12] do not provide for the transfer of the DRSN
network to packet switching.



208 M. Sneps-Sneppe et al.

Fig. 4. The target architecture of the DISN communication network.

4 MFSS - The Basis for Transition to the Packet
Switching Network

The switch from the circuit switched network, where the SS7 protocol now rules,
to packet switching and SIP (or to its secured version AS-SIP) requires the
installation of SoftSwitch gateways [13]. Software switches (routers) become the
main element of the architecture of the DISN.

The company CISCO - the largest contractor of the Pentagon - installed
22 large Softswitches at military bases around the world. There are two
types of top-level softswitches: WAN SS = Wide Area Network SoftSwitch and
MFSS = MultiFunction SoftSwitch. Figure 4 also shows the four Global Network
Support Center (GNSC) - two in the US (at the Scott and Hawaii airbases), in
Germany and Bahrain, which was discussed at the beginning of the article.

5 The Equipment of Cyber Defense JRSS

The main task of the Pentagon’s Cyber Command is to ensure the cybersecurity
of the JIE, and the regional security stacks (JRSS) play a key role in this.
JRSS equipment, in fact, are IP-routers with a complex set of cyberprotection
programs.



On Cyber-Security of Information Systems 209

Fig. 5. Plans to install 22 large programmable switches (Softswitch) [14].

Fig. 6. JRSS stack installation map [17].

Currently, JRSS stacks are installed for the NIPRNet (Non-classified Internet
Protocol Router Network) network. This is a network used to exchange unclas-
sified but important service information between “internal” users. It is planned
also to install the stacks for the SIPRNet (Secret Internet Protocol Router Net-
work) network. This is a system of interconnected computer networks used by
DOD to transmit sensitive information over TCP/IP protocols. The first JRSS
stack was installed and successfully operated at the military base of San Anto-
nio, Texas. In 2014, 11 JRSS stacks were installed in the United States, 3 stacks
in the Middle East and one in Germany. The state of affairs under the GSM-O
contract for 2014 is well described in the article [15].

The total amount of works includes the installation of 24 JRSS stacks on the
NIPRNet service network and 25 JRSS stacks on the secret SIPRNet network
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(Fig. 5). By 2019, it is planned to transfer to these stacks cybersecurity programs,
which are now deployed in more than 400 locations.

Several versions of the JRSS software have already been developed. The
complexity of cyberprotection software is shown in Figs. 6 and 7.

Fig. 7. Cyber defense in the SIPRNet network in accordance with a unified security
architecture [18].

Will the Pentagon’s grandiose plans be fulfilled? The complexity of the task,
in particular, characterizes the set of requirements for potential JRSS developers,
named in the invitations to work for Leidos [19]. Requires work experience of
12–14 years and knowledge of at least two or more products from ArcSight,
TippingPoint, Sourcefire, Argus, Bro, Fidelis XPS, Niksun FPCAP, Lancope,
NetCool, InfoVista, and Riverbed. We note that each of these companies provides
its complex software of cyber defense. How to combine them?

6 Summary

American communications technology for the needs of the military passed three
generations of transformation: from signaling SS7 and intelligent networks (Joint
Vision 2010) to IP protocol (Joint Vision 2020) and, finally, to the extremely
ambitious plans of cybersecurity of networks. Cybersecurity targets are the Pen-
tagon’s top priority, but the lack of necessary standards hampers the implemen-
tation of the cybersecurity program. The failure was most likely also due to the
inability to recruit developers capable of combining the “old” circuit switching
equipment with the latest packet switching systems.

We recall the GAO claims to the state of affairs for JIE and JRSS (from the
report GAO-16-593 mentioned above). Without a strategy that identifies the
resources needed to implement the JIE strategy and the timetable for complet-
ing the evaluation, the GAO does not have the confidence that the necessary
assessments will be completed.
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Abstract. The paper presents mathematical model of multi-period
inventory management system with stochastic demands and two-switch
synchronous control with two thresholds. The control is realized as chang-
ing the intensities of the input and output product flows depending on the
amount of the accumulated resource in the system. An explicit expres-
sion for probability density function of inventory level is found for this
system. Also, an example of applying the inventory management models
to analysis of cloud computer service is suggested in the paper. Finally,
some numerical examples are given to illustrate the obtained results.

Keywords: Inventory management · Switch control
Cloud computing

1 Introduction

The inventory management theory is usually used to solve various problems of
economics, management, business, logistics, etc. But mathematical methods of
the theory may be also applied to solve many problems in computer science, e.g.,
in cloud computing. The problems of optimization of task queues and execution,
virtual machines allocation, power saving are very important for cloud computing
[1–4]. The solutions to this problems are mainly presented in the form of heuristic
recommendations or are based on the results of simulations [5–7]. There are also
few works devoted to analytical research in this field [8,9]. A detailed overview
of the issues can be found in [10].

The main difficulty of analyzing such systems is the fact that the cloud service
is a complex network of servers with a complicate internal organization including
both topology and software. If we consider a single server of a cloud service,
then the problem may be simplified and analytical methods of analysis, such as
inventory management theory, may be applied to its solution. This is discussed
in details in Sect. 2 of the paper. Using inventory management approach we may
not only analyze the system evolution but obtain appropriate control parameters
for handling of the system workload.

In this paper we consider multi-period inventory management model with
Poisson input and output product flows. Multi-period systems were considered
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in [11–17]. Models with On/Off control and constant or piecewise-constant rate
of input flow were discussed in [12–16]. Models of queuing system with hysteretic
overload control were discussed in [18,19]. The main difference from these works
is the input and output flows that occur according to Poisson process with
piecewise-constant intensity. Switching of intensity is performed synchronously
both for input and output flows. Using two thresholds for regulating intensity of
input and output we can reach the desired stock level of resource.

The goal of the study is to obtain explicit expression for probability density
function of stock level process in inventory management system with two-switch
synchronous control.

2 Mathematical Model

Consider the following problem. Tasks arrive at a single server of a cloud service
(resource arrivals in the mathematical model). In the server, they are queued
and have to be executed. The completion of task execution is corresponds to
a demand occurring in the mathematical model. Each arriving resource brings
some volume into the system. This volume may be interpreted as a job which
should be done or as a number of parallel processes that should be executed on
cloud service processor devices.

When the critical load level of the server is reached, the cloud service redis-
tributes the workload of its servers in such a way as to unload this server. So,
the arrival rate of incoming tasks became lower for this server. On the contrary,
when there are few executing tasks in this server, the cloud service redistributes
the workload of its servers in such a way as to load this server more. We call the
load level of the server as a stock level in the mathematical model.

So, let us consider the following mathematical model in the form of inventory
management system with two-switch synchronous of input and output flows
(Fig. 1).

Fig. 1. Resource management model

We denote the stock level accumulated in the system at the time t as s(t). S1

and S2 are fixed threshold values of resource. Lets resource arrive in the system
according to a Poisson process with piecewise-constant intensity ν(s), where s
is a value of the process s(t). We assume that the process s(t) can take negative



214 A. Nazarov et al.

values, i.e. the customer waits for the arrival the required amount of resource. If
the stock level s(t) accumulated in the system is below threshold value S1, then
intensity of input flow is equal to ν1. If the inventory level is above threshold
value S1 but below S2, then we switch intensity of input flow to ν2. In the other
case, when s > S2, intensity is equal to ν3:

ν(s) =

⎧
⎨

⎩

ν1, s < S1,
ν2, S1 < s < S2,
ν3, s > S2.

(1)

Demands occur according to a Poisson process with intensity λ(s) which also
has different values determined by the thresholds S1 and S2

λ(s) =

⎧
⎨

⎩

λ1,−∞ < s < S1,
λ2, S1 < s < S2,
λ3, s > S2.

(2)

The batch sizes of input and output flows are independent, identically dis-
tributed random variables. In this paper we consider exponential distribution
A(x) and B(x) of batch sizes

A(x) = 1 − e−αx, B(x) = 1 − e−βx. (3)

The condition of existence of steady-state regime is determined by inequali-
ties

βν1 > αλ1, βν3 < αλ3. (4)

In the paper we allow some simplifications to the model of real cloud service.
For example, we do not consider changes in the intensity of total task flow to
the service, features of its topology and software. In addition, for theoretical
derivations we assume that process s(t) may have negative values. This allows
us to obtain analytical results. In practice, we can apply derived expressions as
an approximation for workload parameters by setting such values of ν1, S1, and
λ1 that make the probability of states s(t) < 0 be nearby zero (e.g., λ1 = 0).

3 Main Results

According to the mathematical model, process s(t) is Markovian in continuous
time t and has a continuous set of values −∞ < s < ∞. Denoting

P (s) =
∂P {s(t) < s}

∂s
,

we can write the following Kolmogorov equation:

(ν(s) + λ(s)) P (s) =
∞∫

0

ν(s − x)P (s − x)dA(x)

+
∞∫

0

λ(s + x)P (s + x)dB(x),
(5)
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which solution P (s) satisfies boundary conditions

P (−∞) = P (∞) = 0. (6)

Let us prove the following statement.

Theorem 1. If A(x) and B(x) are exponential distributions (3) and βν2 �= αλ2,
then solution P (s) of Eq. (5) has the form

P (s) =

⎧
⎨

⎩

P1(s) = C1e
γ1s,

P2(s) = C2e
γ2s,

P3(s) = C3e
γ3s,

−∞ < s < S1,
S1 < s < S2,
S2 < s < ∞,

(7)

where
γi =

βνi − αλi

λi + νi
, i = 1, 2, 3, (8)

C2 =
[

eγ2S1

{
ν2 + λ2

γ1 (ν1 + λ1)
− 1

γ2

}

+ eγ2S2

{
1
γ2

− ν2 + λ2

γ3 (ν3 + λ3)

}]−1

,

C1 = C2
ν2 + λ2

ν1 + λ1
e(γ2−γ1)S1 , C3 = C2

ν2 + λ2

ν3 + λ3
e(γ2−γ3)S2 .

(9)

Proof. Considering case of exponential distributions A(x) and B(x), Eq. (5) can
be transformed into the form

(ν(s) + λ(s)) P (s) = αe−αs
s∫

−∞
ν(z)P (z)eαzdz + βeβs

∞∫

s

λ(z)P (z)e−βzdz. (10)

Multiplying Eq. (10) by eαs and differentiating, we derive

(ν(s) + λ(s)) P ′(s) + (α + β)λ(s)P (s) = β(α + β)eβs

∞∫

s

λ(z)P (z)e−βzdz,

Similarly, multiplying equation by e−βs and differentiating, we obtain

(ν(s) + λ(s)) P ′′(s) + (αλ(s) − βν(s))P ′(s) = 0.

One may obtain a solution of this equation as follows

P (s) =

⎧
⎨

⎩

P1(s) = C1e
γ1s,

P2(s) = C0 + C2e
γ2s,

P3(s) = C3e
γ3s,

−∞ < s < S1,
S1 < s < S2,
S2 < s < ∞,

(11)

where
γi =

βνi − αλi

λi + νi
,

i = 1, 2, 3, and P1(−∞) = P3(∞) = 0.
To determine the constants C0, C1, C2, C3, we substitute expression (11) into

Eq. (5) and consider obtained equation on the intervals s < S1, S1 < s < S2,
and s > S2:



216 A. Nazarov et al.

– Case S1 < s < S2:
We obtain

(ν2 + λ2) P2(s) = αe−αs

[
S1∫

−∞
ν1P1(z)eαzdz

+
s∫

S1

ν2P2(z)eαzdz

]

+ βeβs

[
S2∫

s

λ2P2(z)e−βzdz +
∞∫

S2

λ3P3(z)e−βzdz

]

.

Substituting (11) into this equation, we derive

C2e
γ2s

[

ν2 + λ2 − ν2α

γ2 + α
+

λ2β

γ2 − β

]

= αe−αs

[
ν1C1

γ1 + α
eγ1S1 − ν2C0

α
− ν2C2

γ2 + α
eγ1S1

]

eαS1

+βeβs

[

−λ2C0

β
+

λ2C2

γ2 − β
eγ2S2 − λ3C3

γ3 − β
eγ3S2

]

e−βS2 .

Equating coefficients of linear combinations of exponents eγ2s, e−αs and eβs

to zero, we obtain system of equations for C0, C1, C2, C3:
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ν2 + λ2 − ν2α

γ2 + α
+

λ2β

γ2 − β
= 0,

ν1C1

γ1 + α
eγ1S1 − ν2C0

α
− ν2C2

γ2 + α
eγ1S1 = 0,

−λ2C0

β
+

λ2C2

γ2 − β
eγ2S2 − λ3C3

γ3 − β
eγ3S2 = 0.

(12)

Taking into account expression (8) for γ2, we conclude that the first expression
of the system (12) is true for all values of C0, C1, C2, C3.

– Case s < S1:
From the first equation of system (12)

λ1C1

γ1 − β
eγ1S1 +

λ2C0

β
− λ2C2

γ2 − β
eγ2S1 = 0.

– Case s > S2:
It can be shown that

ν2C0

α
+

ν2C2

γ2 + α
eγ2S2 +

ν3C3

γ3 + α
eγ3S2 = 0.

Thereby we have following system of four equations
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν1C1

γ1 + α
eγ1S1 − ν2C0

α
− ν2C2

γ2 + α
eγ2S1 = 0,

−λ2C0

β
+

λ2C2

γ2 − β
eγ2S2 − λ3C3

γ3 − β
eγ3S2 = 0,

λ1C1

γ1 − β
eγ1S1 +

λ2C0

β
− λ2C2

γ2 − β
eγ2S1 = 0,

ν2C0

α
+

ν2C2

γ2 + α
eγ2S2 +

ν3C3

γ3 + α
eγ3S2 = 0.

(13)



Inventory Management System with Two-Switch Synchronous Control 217

In order to simplify the system of equations we use expressions (8), then
system (13) have form

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C1(ν1 + λ1)
α + β

eγ1S1 − ν2C0

α
− C2(ν2 + λ2)

α + β
eγ2S1 = 0,

−λ2C0

β
+

C2(ν2 + λ2)
α + β

eγ2S2 − C3(ν3 + λ3)
α + β

eγ3S2 = 0,

−C1(ν1 + λ1)
α + β

eγ1S1 +
λ2C0

β
+

C2(ν2 + λ2)
α + β

eγ2S1 = 0,

ν2C0

α
+

C2(ν2 + λ2)
α + β

eγ2S2 − C3(ν3 + λ3)
α + β

eγ3S2 = 0.

(14)

Summing up the first and the third equations of the system (14), we obtain

C0

(
λ2

β
− ν2

α

)

= 0. (15)

On other hand, summing up the second and the fourth equations, we also obtain
Eq. (15). So, analyzing it, we may conclude that the following two cases are
possible:

1. βν2 − αλ2 �= 0 and C0 = 0, or
2. βν2 − αλ2 = 0 and γ2 = 0.

In first case P2(s) = C2e
γ2s, and P2(s) = C0 + C2 in the second one.

Considering βν2 �= αλ2 and C0 = 0, we obtain
{

C1(ν1 + λ1)eγ1S1 − C2(ν2 + λ2)eγ2S1 = 0,
C2(ν2 + λ2)eγ2S2 − C3(ν3 + λ3)eγ3S2 = 0.

(16)

Now constants C1 and C2 can be expressed as follows

C1 = C2
ν2 + λ2

ν1 + λ1
e(γ2−γ1)S1 ,

C3 = C2
ν2 + λ2

ν3 + λ3
e(γ2−γ3)S2 .

From

∞∫

−∞
P (s)ds = 1 follows that:

1 =
C1e

γ1S1

γ1
+

C2

(
eγ2S2 − eγ2S1

)

γ2
− C3e

γ3S2

γ3
,

hence, we obtain

C2 =
[

eγ2S1

{
ν2 + λ2

γ1 (ν1 + λ1)
− 1

γ2

}

+ eγ2S2

{
1
γ2

− ν2 + λ2

γ3 (ν3 + λ3)

}]−1

.

Thus, we have proved that in the case of parameters βν2 �= αλ2 the solution
of Eq. (5) has the form (7), which parameters are determined by expressions (8)
and (9).

The theorem is proved.
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The following theorem can be proved by a similar way.

Theorem 2. If A(x) and B(x) are exponential distributions (3) and βν2 = αλ2,
then solution P (s) of Eq. (5) has the form

P (s) =

⎧
⎨

⎩

P1(s) = C1e
γ1s,

P2(s) = C2,
P3(s) = C3e

γ3s,

−∞ < s < S1,
S1 < s < S2,
S2 < s < ∞,

(17)

where
γi =

βνi − αλi

λi + νi
, i = 1, 3, (18)

C2 =
[

ν2 + λ2

βν1 + αλ1
+ S2 − S1 +

ν2 + λ2

βν3 + αλ3

]−1

,

C1 = C2
ν2 + λ2

ν1 + λ1
e−γ1S1 , C3 = C2

ν2 + λ2

ν3 + λ3
e−γ3S2 .

(19)

Proof. In the proof of Theorem 1 it was shown that the solution of Eq. (5) has
the form (11). Taking into account βν2 − αλ2 = 0, we conclude that γ2 = 0 and
the solution of Eq. (5) has the form (17), where γ1 and γ2 are expressed as (18).

To determine the constants C1, C2, C3, we solve system (14) under the con-
ditions γ2 = 0 and C0 + C2 = C2. We obtain

C1 = C2
ν2 + λ2

ν1 + λ1
e−γ1S1 ,

C3 = C2
ν2 + λ2

ν3 + λ3
e−γ3S2 .

From

∞∫

−∞
P (s)ds = 1 it follows that:

1 =
C1e

γ1S1

γ1
+

C2 (S2 − S1)
γ2

−C3e
γ3S2

γ3
= C2

[
1
γ1

ν2 + λ2

ν1 + λ1
+ S2 + S1 − 1

γ3

ν2 + λ2

ν3 + λ3

]

=
[

ν2 + λ2

βν1 + αλ1
+ S2 − S1 +

ν2 + λ2

βν3 + αλ3

]

.

Hence, we derive that

C2 =
[

ν2 + λ2

βν1 + αλ1
+ S2 − S1 +

ν2 + λ2

βν3 + αλ3

]−1

.

Thus, in the case of βν2 = αλ2 we obtain parameters γ1, γ2 and constants
C1, C2, C3 of the solution P (s) of Eq. (5) in the form (18)–(19).

The theorem is proved.

Theorems proved in this section allow us to find the probabilistic character-
istics of the process s(t) such as its mean, variance, probability of stockout and
others.
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4 Numerical Results

In this section, we discuss the numerical results about considering model.
Let us use the following values of the system parameters:

intensities of input product flow ν1 = 5, ν2 = 10, ν3 = 3;
intensities of output flow λ1 = 3, λ2 = 9, λ3 = 5;
threshold values S1 = 5, S2 = 7;α = 1, β = 1.

So, we obtain the following values of function P (s) parameters from expressions
(7) and (8):

γ1 = 0.25, C1 = 0.024,

γ2 = 0.53, C0 = 0, C2 = 0.035,

γ3 = −0.25, C3 = 0.474.

The numerical results are illustrated by the left part of Fig. 2.

Fig. 2. Inventory management model

It is worth noting, that there are no conditions on the parameters ν2 and λ2,
so it is interesting to consider the different relation between these parameters.
If we change the value of the parameter ν2 to be equal to 5, then the slope of
the function P2(s) graph will change. Results are illustrated by the right part of
Fig. 2.

Although only one parameter of the system has changed, this may affect
the behavior of the whole inventory management system. The same effect is
presented at Fig. 3. Here we can see changes both in range of values and in the
shape of probability density curve.

Let us consider an example close to a cloud computing server functioning
when values of parameters affect the probability density function. We consider
the system with the following characteristics:

ν2 = 1, ν3 = 0.1,
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λ1 = 0, λ2 = λ3,

α = β = 1, S1 = 2ν2, S2 = 5ν2.

Values of parameters ν1 and λ2 = λ3 will be varied to obtain a common picture
of their influence on the workload of the system. Using such values we control
input intensity both to avoid overloading of the system (ν3 = 0.1) and to start
accept additional tasks when the system is close to be empty (ν1 = 5 or 20).
Also using λ1 = 0 we try to avoid mock completions of task executing when we
have no tasks to be executed (s(t) ≤ 0).

Results of numerical experiments for the considering model is presented on
Fig. 4. We may see big changes in the workload distribution when we vary inten-
sity ν1 from 1 to 5 but the changes are rather small when we vary this parameter
from 5 to 20 (left graphs of the figure). From the right graphs of this figure, we
can see that the system workload is very sensitive to its processors performance
(parameters λ2 and λ3). When we increase these parameters, workload of the
system became more controllable - we avoid both an overload of the system and
its weak load.

Fig. 3. Changes of the probability density function of process s(t) for various values
of parameters ν1 and λ3 (here ν2 = 1, ν3 = 0.1, λ1 = 0.2, λ2 = 2, α = β = 1, S1 =
2ν2, S2 = 5ν2)
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Fig. 4. Changes of the probability density function of process s(t) for the cloud server
example
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Using such results, we may choose values of the system parameters that
provide us an appropriate regime of the server workload.

5 Conclusions

The paper presents a study of the inventory management system with two switch
synchronous control. We have found explicit expression for the stationary prob-
ability distribution of the stock level accumulated in the system in the case of
exponential distributions of batch sizes in the input and output flows. Numerical
analysis of the solution shows that small changes in even one parameter of the
model can lead us to serious changes in the characteristics of the entire system
functioning.

An example of applying the inventory management models to analysis of
cloud computer service is suggested in the paper. At the current stage of the
research we may only analyze workload of a single server in the service but the
approach may be used as a base for future studies.

In the future research, we also would like to consider the inventory man-
agement models with two switch synchronous control for the cases of arbitrary
probability functions of resource/demand batches and for the multi-threshold
switching.
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Abstract. We consider a MAP/PH/1 retrial queueing model with
orbital search, consisting of a finite number of orbits which are hierar-
chially ordered. The model consists of an initial orbit of infinite capacity
and a finite number, say M finite capacity orbits, each of which is hierar-
chially numbered according to the number of unsuccessful retrials made
by the customers present in them. Each of the M orbits can hold both
individually and collectively a maximum of N customers where N ≥ M
and this results in the loss of customers from the system after each unsuc-
cessful retrial. The server searches for those customers who failed to get
service even after making a maximum number, say N retrials. At the
end of each service completion epoch, the server searches for customers
in orbitM with probability p where 0 ≤ p ≤ 1 and with its complemen-
tary probability (1 − p) the server remains idle. Search time is assumed
to be negligible. Steady state analysis of the system is performed. Some
performance measures of the system are evaluated.

Keywords: Retrial queue · Hierarchial orbits · Orbital search

1 Introduction

The theory of retrial queues serve as an effective tool in the modelling of queueing
networks which are more realistic as well as practically important. An introduc-
tion to the theory of retrial queues can be found in the monograph by Falin and
Templeton [7]. Detailed and classified bibliography of articles on retrial queues
can be found in [1,2]. In most of the retrial queueing models the retrying cus-
tomers are unaware of the status of the server and only the retrials made at the
epoch when the server is idle will result in a success. So there is a possibility
that the server may become idle even if there are customers in the orbit waiting
for being served. While dealing with such situations, orbital search by the server
helps to reduce the idle time of the server. The concept of search of customers in
the classical queueing models was introduced by Neuts and Ramalhoto [14]. In
[3] Artalejo et al. introduced the idea of search of orbital customers in a retrial
set up. Krishnamoorthy et al. [8] extended the search mechanism to a queueing
model in which the blocked customers leave the system for ever. More literatures
on retrials queue with orbital search can be found in [4,5,9].
c© Springer Nature Switzerland AG 2018
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In most of the retrial queueing models all retrying customers are treated
alike in the process of getting in to service and no preference shall be given
for the number of unsuccessful attempts made by them while in the system. In
such queueing models usually a retrying customer is either taken for service if
the server is free or returns to the same orbit if the server is busy. In such a
situation no preference shall be given for the number of retrials made by such
a customer. In the present paper we investigate a single server retrial queueing
model which takes in to account the number of retrials made by each retrying
customer and hierarchially allot separate orbits for them based on the number
of retrials made by them. So the model consists of the primary orbit and a finite
number say N of hierarchial orbits. Any Customer who has completed i retrials
is placed in orbit - i where i = 1, 2, ..., N . Each of the N orbits can hold both
individually and collectively a maximum of M customers where M ≥ N and
this results in the loss of customers in the system. In order to reduce loss of
customers due to the finiteness of the holding capacity, to reduce the idle time
of the server and to give a preference to those customers who have made N
unsuccessful retrials we introduce search for those customers in orbitN . At the
end of each service completion epoch the server searches for customers in orbitN
with probability p and it remains idle with probability (1−p). Customers arrive to
the system according to a Markovian Arrival Process (MAP) with representation
(D0,D1). MAP is an important modelling tool in the theory of point processes.
It was introduced by Neuts [12] as versatile markovian process. But later it
was redefined as MAP [13]. The service times are assumed to follow Phase type
distribution.

In the next section a description of the model under consideration is given.
In Sect. 3 stability condition is established and the steady state analysis of the
model is performed using matrix analytic Methods. In Sect. 4 some performance
measures are evaluated.

2 Model Description

We consider a single server retrial queueing system with a primary orbit and a
finite number, say M hierarchial orbits. Customers arrive directly to the server
according to a Markovian Arrival Process (MAP) and those customers are named
as primary customers. If the server is free at the time of arrival of a primary
customer, they are immediately taken for service and they leave the service
area after being served. If the server is busy at the time of arrival of a primary
customer, they enter an orbit named as the primary orbit from where they can
make retrials for entering in to service. We assume that the primary orbit can
hold an infinite number of customers. Customers in the primary orbit retries
for getting in to the service facility at time intervals which are exponentially
distributed with rate npμ where np is the number of customers present in the
primary orbit at the time of the retrial. If the retrial attempt was successful, a
customer from the primary orbit enters the service facility and leaves the system
after being served. If it was not successful then instead of returning to the same
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orbit as in the case of ordinary retrial queues, a customer moves to another
orbit, say orbit − 1 of finite capacity and retries for service from that orbit. If
a retrial from orbit − 1 is unsuccessful, a customer is placed in another orbit,
say orbit − 2 and retries for service from there and if retrials from orbit − 2
is not successful it is placed in orbit − 3 and so on. In such a situation there
multiple orbits each of which is numbered hierarchially based on the number
of unsuccessful retrials made by the customers present in them and all of them
are of finite capacity. Suppose that there are M hierarchial orbits. In this case,
despite from the ordinary retrial queue we can identify the number of customers
in the system who have made i unsuccessful retrials. A competition for getting
in to the service facility occurs among a customer who arrives directly in to the
system, retrying customer from the primary orbit and retrying customers from
each of the hierarchial orbits.

Let ni denote the number of customers present in orbit − i where i =
1, 2, . . . ,M and time between successive retrials from orbit − i is assumed to
follow exponential distribution with rate niμi. We assume that each of the finite
capacity hierarchial orbits can hold both individually and collectively a finite
number, say N customers where N ≥ M . So loss of customers in this system
can occur from any of the M hierarchial orbits and the maximum capacity of
the orbit − i depends on the total number of customers present in the preceding
orbits in this hierarchy. That is, the maximum number of customers in orbit−i is
restricted to N −∑i−1

r=1 nr. At each service completion epoch the server searches
for customers in orbit−M and this provides some sort of preference to those cus-
tomers who have made a maximum of M retrials which in turn helps to reduce
the idle time of the server as well the number of customers lost from the system
due to the capacity restriction. Let p be the probability with which the server
searches for customers from orbit − M where 0 ≤ p ≤ 1.

We assume that the arrival process in the model under consideration is
Markovian Arrival Process (MAP) which takes in to account the correlation
between the inter arrival times. MAP may be considered as a generalized ver-
sion of the Poisson process. For the construction of a MAP, let {(A(t), P (t)}
be a Markov process on the state space (i, j) where i ≥ 0; 1 ≤ j ≤ m with an
infinitesimal generator ⎛

⎜
⎜
⎜
⎜
⎝

D0 D1

D0 D1

. . . . . .
. . . . . .

⎞

⎟
⎟
⎟
⎟
⎠

where D0 = (Dij(0)) has negative diagonal components and non negative off
diagonal components. The matrix D1 = (Dij(1)) has non negative components.

If A(t) represents the number of arrivals during [0, t] and P (t) indicate the
auxiliary state representing the phase of the arrival, then the above Markov
process defines a MAP where (Dij(0)), i �= j is the transition rate from state i
to state j in the underlying Markov chain without an arrival and (Dij(1)) is the
state transition rate with an arrival. D = D0 +D1 is an irreducible infinitesimal
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generator for underlying Markov chain {A(t)} with 1×m stationary probability
vector θ such that θDe = 0; θe = 1 where e is a column vector of ones having
dimension m. The fundamental arrival rate λ is given by λ = θDe. The squared
integral coefficient of variation of intervals between successive arrivals is given
by Cvar = 2λθ(−D0)−1e − 1.

The service times in this model is assumed to follow Phase Type distribution
with irreducible representation PH(β, S) with n phases. This means that the
service of each customer continues for a time untill the Continuous time Markov
Chain {ψ(t), t ≥ 0} with state space {0, 1, 2, . . . , n} reaches the single absorbing
phase 0. Transitions of the chain within the state space {1, 2, . . . , n} is given by
the matrix S and the intensities of transitions in to the absorbing state S0 is
given by S0 = −Se where e is a column vector of dimension n consisting of all
1’s.

In the sequel we use the following notations:
Let

– e be a column vector all one’s of appropriate order
– O be a zero matrix of appropriate order
– Il be an identity matrix of dimension l
– ⊗ be the Kronecker product of two matrices.

The Kronecker product of two matrices is defined as follows: If A is a matrix
of order m × n and if B is a matrix of order p × q, then A ⊗ B will denote a
matrix of order mp × nq whose (i, j)th block matrix is given by aijB.

3 Matrix Analytic Solution

This above queueing model can be analyzed by considering it as a Level
dependent Quasi-Birth-Death (LDQBD) process and a steady state solution is
obtained by Matrix Analytic Method.

3.1 Process of the System States

We introduce the necessary random variables as follows:
Let

– Np(t) be the number of customers in the primary orbit at time t
– Ni(t) be the number of customers in the orbit i at time t for i = 1, 2, . . . ,M
– C(t) be the status of the server

C(t) =

{
0, if the server is idle
1, if the server is busy

– S(t) be the phase of the service process at time t
– A(t) be the phase of the arrival process at time t.
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Then φ(t) =
{
Np(t), NM (t), N(M−1)(t), . . . , N1(t), C(t), S(t), A(t)} is a an

irreducible Continuous time Markov chain and it describes the process under
consideration. This model can be considered as a Level dependent Quasi Birth
Death (LDQBD) process.

We define the state space of the QBD under consideration and analyze the
structure of its infinitesimal generator.

The state space Ω consists of all elements of the form (i, jM , j(M−1),
. . . ,j1, r, s, t) where i is designated as the level and i ≥ 0. We also have

0 ≤
M∑

k=1

jk ≤ N

r =

{
0, if the server is idle
1, if the server is busy

s = 1, 2, . . . , n

t = 1, 2, 3 . . . ,m

Let the ordering of the elements of Ω be lexicographical. We form the so
called macro states (i, jM , j(M−1), . . . , j1, r) from the corresponding states of the
Markov chain φ(t).

We analyze the transitions of the Markov chain φ(t) during an interval having
an infinitesimal duration we can define the matrices defining the transition rates
of this chain. The infinitesimal generator Q of the LDQBD describing the model
under consideration is of the form

Q =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A1 A0

A1
2 A1 A

A2
2 A1 A0

A3
2 A1 A0

. . . . . . . . .
. . . . . . . . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

where A0, A1, A
i
2 are all square matrices whose entries are block matrices of

appropriate dimensions.

A0 represents the rate matrix corresponding to the arrival of a customer to
the primary orbit, that is transition from level i → i + 1 where i ≥ 0 and it
is independent of i.
Ai

2 represents the rate matrix corresponding to the loss of a customer from the
primary orbit as a result of the retrial, that is transitions from level i → i−1;
for i = 1, 2, . . . , and
A1 describes all transitions in which the level does not change (transitions
within levels i) and it is independent of i.
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The structure of the A1, A0, A
i
2 for i ≥ 0 can all be defined in terms of

transition matrices corresponding to the transitions of the macro states given in
the following Table 1.

The first column defines the macro state from which a transition can occur,
the second column defines a macro state to which a transition can occur, the third
column describes the condition when this transition occurs and the last column
contains the block matrix defining the rate of the corresponding transition.

Table 1. Intensities of transitions.

From To Description Transition rate

(i, jM , .., j1, 0) (i, jM , .., j1, 1) Arrival of a primary customer

directly in to an idle server

β ⊗ D1

(i, jM , .., j1, 1) (i + 1, jM , .., j1, 1) Arrival of a customer to the

primary orbit

In ⊗ D1

(i, jM , .., j1, 0) (i − 1, jM , .., j1, 1) Successful retrial from the

primary orbit

β ⊗ npμpIm

(i, jM , .., ji, .., j1, 0) (i − 1, jM , .., ji − 1, .., j1, 1) Successful retrial from

orbit − i

β ⊗ niμiIm

(i, jM , .., ji, .., j1, 1) (i, jM , .., ji, .., j1 + 1, 1) Entry in to the orbit − 1 from

the primary orbit

npμpImn

(i, .., ji, .., j1, 1) (i, .., ji+1 + 1, .., j1, 1) Entry in to the orbit − (i + 1)

from orbit − i if i �= Ma
niμiImn

(i, jM , .., j1, 1) (i, jM − 1, .., j1, 1) Search of a customer from

orbit − M if NM �= 0

pS0 ⊗ β ⊗ Im

(i, jM , .., j1, 1) (i, jM , .., j1, 0) Service completion of a

customer if NM �= 0

(1 − p)S0 ⊗ Im

(i, jM , .., j1, 1) (i, jM , .., j1, 0) Service completion of a

customer if NM = 0

S0 ⊗ Im

(i, jM , .., j1, 1) (i, jM , .., j1, 1) No changes in levels and

phases of busy server

S ⊕ [D0 − (np +
∑M

k=1 nk)Im]

(i, jM , .., j1, 0) (i, jM , .., j1, 0) No changes in levels and

phases of idle server

[D0 − (np +
∑M

k=1 nk)Im]
a Subject to capacity restriction

The matrices Ai
2, representing the rates at which customers leave the primary

orbit is
Ai

2 = iμpI

where I is an identity matrix of appropriate order.
The matrix A0 is given by I ⊗ D1.

3.2 Stability Condition

The present model is a level dependent QBD and we apply Neuts-Rao truncation
for the analysis of the model. We assume that when the number of customers
in the primary orbit exceeds a certain limit, say K, retrial from primary orbit
occurs at constant rates Kμp. In that situation the matrices Ai

2 becomes AK
2 for

i ≥ K. The infinitesimal generator Q1 of the modified model becomes
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Q1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A0
1 A0

A1
2 A1 A0

A2
2 A1 A0

. . . . . . . . .
A2 A1 A0

A2 A1 A0

. . . . . . . . .
. . . . . . . . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

where A2 = Ai
2 where i ≥ K

Let the matrix A be defined as A = A0 + A1 + A2. We can see that A is an
irreducible infinitesimal generator matrix of the underlying process and so there
exists the stationary vector π of A such that

πA = 0

and
πe = 1.

The Markov chain with generator Q1 is positive recurrent if and only if

πA0e < πA2e

that is, the Markov chain is positive recurrent if and only if

λ < Kμp

where μp is the rate of retrials per customer from the primary orbit and λ is the
fundamental arrival rate.

3.3 Steady State Distribution

The stationary distribution of the Markov process under consideration is
obtained by solving the set of equations

xQ1= 0,xe = 1.

Let x be the steady-state probability vector of Q1.
Partition this vector in conformity with Q1 as follows:

x = (x(0),x(1),x(2), . . . , )

x(i) = x(i, jM ) and so on. Continuing like this finally we get

x(i) = x(i, jM , j(M−1), . . . , j1, r, s, t); i ≥ 0

Here x(i, jM , j(M−1), . . . , j1, r, s, t) is the probability of being in state
(i, jM , j(M−1), . . . , j1, r, s, t) We have

i ≥ 0



Retrial Queue with Multiple Hierarchial Orbits 231

0 ≤
M∑

k=1

jk ≤ N

r =

{
0, if the server is idle
1, if the server is busy

s = 1, 2, . . . , n

t = 1, 2, 3 . . . ,m

Under the stability condition the steady-state probability vector is obtained
as

x(K − 1) + i = x(K − 1)Ri, i ≥ 0

where R is the minimal non negative solution to the matrix quadratic equation

R2A2 + RA1 + A0 = 0

and the vectors x0, . . . ,x(K − 1) are obtained by solving

x(0)A1 + x(1)1A
1
2 = 0

x(i − 1)A0 + x(i)iA1 + x(i + 1)A(i+1)
2 = 0; 1 ≤ i ≤ (K − 2)

x(K − 2)A0 + x(K − 1) [A1 + A2R] = 0

subject to the normalizing condition

(K−2)∑

i=0

x(i) + x(K − 1)(I − R)−1e = 1.

4 Some Performance Measures of the System

Some measures of performance, which helps the operators of the system to make
decisions concerning the optimal values of the number M of hierarchial orbits to
be maintained and the total number N of customers to be allowed in those hier-
archial orbits are evaluated. Loss of customers can happen due to these capacity
restrictions. The effect of this loss on the system can be can be minimized by
means of orbital search.

Following are some performance measures which helps us to make a detailed
study about the problem under consideration.

1. Expected number of customers in the primary orbit

E[PO] =
∞∑

i=0

ixie

where e is a column vector of appropriate order consisting of all ones.
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2. Expected number of customers in the ith hierarchial orbit

E[HO(i)] =
∑

ip,JM ,..,Ji+1

Li∑

ji=0

nix(ip, jM , j(M−1), . . . , ji)e

where Li = min[K,K − (
∑(i−1)

k=1 nk)]
3. Expected number of customers in the system

E[sys] = E[PO] +
M∑

i=1

E[HO(i)]

4. Probability that a customer is lost from the system

P [Loss] =
∞∑

i=0

xie

where the summation is restricted by the condition that the number of cus-
tomers in the hierarchial orbits are individually and collectively should not
exceed K.

5. Probability that a customer enters the service facility as a result of orbital
search

P [OS] =
∞∑

i=0

LM∑

JM=1

px(i, jM )e

where LM is defined as above
6. Expected number of customers enter the service facility as a result of orbital

search
E[OS] = P [OS] ∗ p ∗ nM ∗ μM .

5 Conclusion

The results in this paper may be extended by proposing an optimization problem
which determines the optimum value of K, the number of customers that the
hierarchial orbits can hold individually and collectively. To construct an objective
function we may assume that the service of each customer provides an additional
revenue if it enters the system by means of orbital search. A holding cost is
associated with each of the hierarchial orbits. There is a search cost associated
with each customer entering the main station by means of orbital search. The
search cost is an expenditure encountered by the system. So we can find an
optimal value for the total capacity of the orbits. We plan to analyze this problem
numerically for finding the optimal value of search probability P .

Acknowledgement. A. Krishnamoorthy and V. C. Joshua thanks the Department
of Science and Technology, Government of India, for the support given under the Indo-
Russian Project INT/RUS/RSF/P − 15. A. Krishnamoorthy also thanks the UGC



Retrial Queue with Multiple Hierarchial Orbits 233

India for the Award of Emeritus Fellowship No.F6 − 6/2017/ − 18/EMERITUS −
2017 − 18 − GEN − 10822/(SA − II). Ambily P. Mathew thanks the UGC-India
for the teacher fellowship sanctioned under the Faculty Development Programme
[F.No.FIP/12thplan/KLMG002TF06].

References

1. Artalejo, J.R.: Accessible bibliography on retrial queues: progress in 2000–2009.
Math. Comput. Model. 51, 1071–1081 (2010)

2. Artalejo, J.R.: A classified bibliography of research on retrial queues: progress in
1990–1999. Top 7, 187–211 (1999)

3. Artalejo, J.R., Joshua, V.C., Krishnamoorthy, A.: An M/G/1 retrial queue with
orbital search by server. In: Advances in Stochastic Modelling, pp. 41–54. Notable
Publications, New Jersey (2002)

4. Dudin, A.N., Krishnamoorthy, A., Joshua, V.C., Tsarenkov, G.: Analysis of
BMAP/G/1 retrial system with search of customers from the orbit. Eur. J. Oper.
Res. 157, 169–179 (2004)

5. Dudin, A., Deepak, T.G., Joshua, V.C., Krishnamoorthy, A., Vishnevsky, V.: On
a BMAP/G/1 retrial system with two types of search of customers from the orbit.
In: Dudin, A., Nazarov, A., Kirpichnikov, A. (eds.) ITMM 2017. CCIS, vol. 800,
pp. 1–12. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-68069-9 1

6. Falin, G.I.: A survey of retrial queues. Queueing Syst. 7, 127–167 (1990)
7. Falin, G.I., Templeton, J.G.C.: Retrial Queues. Chapman and Hall, London (1997)
8. Krishnamoorthy, A., Deepak, T.G., Joshua, V.C.: An M/G/1 retrial queue with

non persistent customers and orbital search. Stoch. Anal. Appl. 23, 975–997 (2005)
9. Krishnamoorthy, A., Joshua, V.C., Mathew, A.P.: A retrial queueing system with

abandonment and search for priority customers. In: Vishnevskiy, V.M., Samouylov,
K.E., Kozyrev, D.V. (eds.) DCCN 2017. CCIS, vol. 700, pp. 98–107. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-66836-9 9

10. Latouche, G., Neuts, M.F.: Efficient algorithmic solutions to exponential tandem
queues with blocking. SIAM J. Algebr. Discret. Meth. 1, 93–106 (1980)

11. Latouche, G., Ramaswami, V.: Introduction to Matrix Analytic Methods in
Stochastic Modeling, vol. 5. Siam, Philadelphia (1999)

12. Neuts, M.F., Lucantoni, D.M.: A Markovian queue with n servers subject to break-
downs and repairs. Manag. Sci. 25, 849–861 (1979)

13. Lucantoni, D.M., Hellstern, K.S., Neuts, M.F.: A single server queue with server
vacation and a class of non renewal arrival process. Adv. Appl. Probab. 22, 676–705
(1990)

14. Neuts, M.F., Ramalhoto, M.F.: A service model in which the server is required to
search for customers. J. Appl. Probab. 21, 57–166 (1984)

15. Neuts, M.F.: Matrix-Geometric Solutions in Stochastic Models: An Algorithmic
Approach. Courier Corporation, North Chelmsford (1981)

16. Neuts, M.F., Rao, B.M.: Numerical investigation of a multiserver retrial model.
Queueing syst. 7, 169–189 (1990)

https://doi.org/10.1007/978-3-319-68069-9_1
https://doi.org/10.1007/978-3-319-66836-9_9


On Sensitivity Analysis of Steady State
Probabilities of Double Redundant

Renewable System with Marshall-Olkin
Failure Model

Vladimir Rykov1,2, Elvira Zaripova1(B), Nika Ivanova1, and Sergey Shorgin3

1 Peoples’ Friendship University of Russia (RUDN University),
6 Miklukho-Maklaya St., Moscow 117198, Russian Federation

vladimir rykov@mail.ru, zaripova er@pfur.ru, ivanovanika1995@gmail.com
2 Gubkin Russian State University of Oil and Gas, 65 Leninsky Prospekt,

Moscow 119991, Russian Federation
3 Institute of Informatics Problems, Federal Research Center “Computer Science and

Control” of the Russian Academy of Sciences, 44-2 Vavilov Str., Moscow 119333,
Russian Federation
sshorgin@ipiran.ru

Abstract. A heterogeneous double redundant hot standby renewable
system with Marshall-Olkin failure model is considered. In one of pre-
vious papers the stationary characteristics for such system for the case
of exponential lifetime distributions has been found and its asymptotic
insensitivity to the shape of its components repair time distributions has
been studied. In this paper the problem of asymptotic insensitivity of
such system for both life- and repair time general distributions with the
help of simulation method is studied.
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1 Introduction and Motivation

Stability of different systems’ characteristics to the changes in initial states or
exterior factors are the key problems in all natural sciences. For stochastic sys-
tems stability often means insensitivity or low sensitivity of their output char-
acteristics to the shapes of some input distributions.

One of the earliest results concerning insensitivity of systems’ characteristics
to the shape of service time distribution has been obtained in 1957 by Sev-
ast’yanov [1], who proved the insensitivity of Erlang formulas to the shape of
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service time distribution with fixed mean value for loss queueing systems with
Poisson input flow. In 1976 Kovalenko [2] found the necessary and sufficient
conditions for insensitivity of stationary reliability characteristics of redundant
renewable system with exponential life time and general repair time distribu-
tions of its components to the shape of the latter. These conditions consist in
sufficient amount of repairing facilities, i.e. in possibility of immediate start to
repair any of failed element. The sufficiency of this condition for the case of gen-
eral life and repair time distributions has been found in 2013 by Rykov [3] with
the help of multi-dimensional alternative processes theory. However, in the case
of limited possibilities for restoration these results do not hold, as it was shown,
for example, in [4] with the help of additional variable method.

On the other hand in series of work of Gnedenko, Solov’ev [5–7] it was shown
that under “quick” restoration the reliability function of a cold standby double
redundant heterogeneous system tends to the exponential one for any life and
repair time distributions of its elements. This result also means the asymptotic
insensitivity of the reliability characteristics of such system to the shapes of their
elements life and repair times distributions. The problem of the convergence rate
does not enough investigated. In the paper of Kalashnikov [8] the evaluation of
the convergence rate has been done in terms of moments of appropriate distri-
butions. At that the numerical investigations, proposed in [9–11] demonstrate
enough quick appearance of practical insensitivity of the time dependent as well
as stationary reliability characteristics to the shapes of life and repair time dis-
tributions with fixed their mean values.

In the papers [12,13,15,16] the problem of systems’ steady state reliability
characteristics sensitivity to the shape of life and repair time distributions of
its components for the same type of systems has been considered, for the case,
when one of the input distributions (either of life or repair time lengths) is
exponential. For these models explicit expressions for stationary probabilities
have been obtained which show their evident dependence on the non-exponential
distributions in the form of their Laplace-Stiltjes transforms.

Most of these investigations deal with system which components fail inde-
pendently. In 1967 Marshall and Olkin [14] proposed bivariate distribution with
depend components governing by independent Poisson processes that can be
used as a failure model for two-components reliability system.

Many textbooks give a special attention to the bivariate lack of memory prop-
erty of this distribution and related bivariate exponential distribution exhibit-
ing singularity along the main diagonal in R2

+, see Barlow and Proschan [17],
Singpurwalla [18], Balakrishnan and Lai [19], Gupta et al. [20], McNeil et al. [21]
among others. Many articles complement and extend Marshall-Olkin’s bivariate
exponential distribution, justifying advantages in analysis of various data sets
from engineering, medicine, insurance, finance, biology, etc. For example, Li and
Pellerey [22] launched the generalized MO model considering non-exponential
independent components. In 2014 the model is extended to the multidimen-
sional case by Lin and Li [23]. As a further step, in 2015 Kolev and Pinto [24]
introduced the extended MO model assuming dependence between components.
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Most of these investigations deal with bivariate distributions and their proper-
ties, use the MO model only for the first failure and does not include it into the
reliability model.

In the present paper MO model will be used for renewable heterogeneous
double redundant standby renewable systems, which elements failure satisfies
to the MO model. The reliability function in terms of its Laplace transforms
for this model in [26] has been considered. The stationary probabilities for the
case of components’ lifetime exponential distributions in the paper [25] has been
proposed. In this paper the simulation method will be used for the same model
study with general distributions both the life- and the repair time distributions.

In this case the renovation procedure after the system components failures is
very important and it will be included into the model.

The paper is organized as follows. In the next section the problem setting
and some notations will be introduced. In Sect. 3 analytical results for stationary
distribution and their sensitivity analysis of the model for the case of exponential
life time distributions will be done without proofs from [25], and the next 4-th
section devoted to the sensitivity analysis of the model in general case with the
help of simulation method. The paper ends with conclusion and some problems
description.

2 The Problem Setting and Notations

Consider a heterogeneous hot double redundant repairable system [26], the fail-
ure of which components satisfies to the MO model. This means that there exists
three type of shocks, which leads to the system failure. The first shock act only
to the first component, the second one act only to the second one, while the
third one act to both components and leads to the system failure (Fig. 1).

repair facility

2-unit hot-standby system

2

1

Fig. 1. 2-unit hot-standby repairable system with one repair facility.

Thus accordingly to the MO failure model the vector random variable (r.v.)
of the system and its components failure has a form

(T1, T2) = (min(A1, A3),min(A2, A3)), (1)
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where A1, A2, A3 are representatives of the sequences of independent r.v.’s, which
represent times to the different shocks. Its cumulative distribution functions
(c.d.f.) are denoted by Ai(x) (i = 1, 2, 3). Dealing with the renewable model
we need to consider some procedure of the system restoration after the par-
tial and/or full failure. In this paper it is supposed that after partial failure
(when only one, say i-th component, fails) the partial repair of random time
Bi (i = 1, 2) begins, which means that the system prolong to work and the
failed component begins to repair. But after the system failure the renewal of
whole system begins that demand some random time, say B3, and after this
time the system became as a new one and goes to the state 0. In any case the
repair times Bk (k = 1, 2, 3) that are representatives of sequences independent
repair times of components and the whole system has absolute continuous distri-
butions with c.d.f. Bk(x) (k = 1, 2, 3) and probability density functions (p.d.f.)
bk(x) (k = 1, 2, 3) correspondingly. All repair times are independent.

The system state space can be represented as E = {0, 1, 2, 3}, which means:

0 — both components are working,
1 — the first component is repaired, and the second one is working,
2 — the second component is repaired, and the first one is working,
3 — both components are in down states, system is failed and repaired.

For the system behavior description introduce a random process J =
{J(t), t ≥ 0} with values into system set of states E : J(t) = j, if in the
time t the system is in the state j ∈ E.

This paper deals with s.s.p.’s of the system, πj = lim
t→∞P{J(t) = j}, and

properties of their asymptotic insensitivity to the shapes of life- and repair times
of its components.

3 Steady State Probabilities for Poisson Shocks

In the case of Poisson shocks the r.v’s. Ai (i = 1, 2, 3) have exponential distribu-
tions with parameters, say αi (i = 1, 2, 3). For s.s.p. calculation in this case the
method of additional variables introduction is used in the paper [25]. For our
case as additional variables we use elapsed time of the failed component. Thus,
consider two-dimensional process Z = {Z(t), t ≥ 0}, with Z(t) = (J(t),X(t))
where J(t) is the system state in the time t, and X(t) represents elapsed time of
the failed component. Due to additional components the process Z is a Markov
one with states space is E = {0, (1, x), (2, x), (3, x)}, and transition graph repre-
sented in the Fig. 2.

Here and further we will use the following notations.

– α = α1 + α2 + α3 – the summary intensity of the system failure;
– ᾱk = αk + α3 – the intensity of joint k-th and third shock;
– bk =

∫ ∞
0

(1 − Bk(x))dx (k = 1, 2, 3) – k-th component repair time expecta-
tions;

– ρk = bkαk;
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– βk(x) = (1−Bk(x))−1bk(x) (k = 1, 2, 3) – k-th component conditional repair
intensity given elapsed repair time is x;

– b̃k(s) =
∫ ∞
0

e−sxbk(x)dx (k = 1, 2, 3) – Laplace transform (LT) of the k-th
component repair time distribution.

Fig. 2. Transition graph of the system with full repair.

Using the Markov process Z for its first component s.s.p’s πi = lim
t→∞P{J(t) =

i}, i ∈ {0, 1, 2, 3} the following theorem has been proved.

Theorem 1. The stationary micro-state probabilities of the system under con-
sideration has the form

π1(x) = α1e
−ᾱ2x(1 − B1(x))π0,

π2(x) = α2e
−ᾱ1x(1 − B2(x))π0,

π3(x) = [α1(1 − b̃1(ᾱ2)) + α2(1 − b̃2(ᾱ1)) + α3](1 − B3(x))π0 (2)

with appropriate macro-states probabilities

π1 =
α1

ᾱ2
(1 − b̃1(ᾱ2))π0,

π2 =
α2

ᾱ1
(1 − b̃2(ᾱ1))π0,

π3 = [α1(1 − b̃1(ᾱ2)) + α2(1 − b̃2(ᾱ1)) + α3]b3π0 (3)

where π0 is given by

π0 =
[
1+α1(1− b̃1(ᾱ2))

(

b3 +
1
ᾱ2

)

+α2(1− b̃2(ᾱ1))
(

b3 +
1
ᾱ1

)

+α3b3

]−1

. (4)
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Proof. Using the transition graph, represented at the Fig. 2, analogously to the
case of Markov processes with discrete states space one can write down the
following system of balance equations for s.s.p. of the process

απ0 =

∞∫

0

π1(x)β1(x)dx +

∞∫

0

π2(x)β1(x)dx +

∞∫

0

π3(x)β3(x)dx,

π̇1(x) = −(ᾱ2 + β1(x))π1(x),
π̇2(x) = −(ᾱ1 + β2(x))π2(x),
π̇3(x) = −β3(x)π3(x). (5)

with boundary conditions

π1(0) = α1π0,

π2(0) = α2π0,

π3(0) = α3π0 + ᾱ1

∞∫

0

π2(x)dx + ᾱ2

∞∫

0

π1(x)dx. (6)

Solutions of the last three of equations (5) are

π1(x) = C1e
−ᾱ2x(1 − B1(x)),

π2(x) = C2e
−ᾱ1x(1 − B2(x)),

π3(x) = C3(1 − B3(x)). (7)

Using boundary conditions (6) to find unknown constants Ci gives

C1 = π1(0) = α1π0,

C2 = π2(0) = α2π0,

C3 = π3(0) = [α1(1 − b̃1(ᾱ2)) + α2(1 − b̃2(ᾱ1)) + α3]π0.

The simple integration of the formulas (7) with respect to x allows to find appro-
priate stationary macro-state probabilities

π1 =
α1

ᾱ2
(1 − b̃1(ᾱ2))π0,

π2 =
α2

ᾱ1
(1 − b̃2(ᾱ1))π0,

π3 = [α1(1 − b̃1(ᾱ2)) + α2(1 − b̃1(ᾱ2)) + α3]b3π0, (8)

The normalizing conditions gives

1 = π0 + π1 + π2 + π3 =

=
[
1 +

α1

ᾱ2
(1 − b̃1(ᾱ2)) +

α2

ᾱ1
(1 − b̃2(ᾱ1))

+ (α1(1 − b̃1(ᾱ2)) + α2(1 − b̃2(ᾱ1)) + α3)b3
]
π0,

from which the formula (4) follows that proves the theorem.
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The above results show the evident sensitivity of the considered systems
s.s.p’s. to the shape of their components repair time distribution.

Theorem 2. Under the rare components’ failures, when q = max[α1, α2, α3] →
0 the s.s.p. of the considered system take the form

π0 ≈ [1 + ρ1 + ρ2 + ρ3 + b3(ᾱ2ρ1 + ᾱ1ρ2)]
−1

,

πi ≈ ρiπ0 (i = 1, 2),
π3 ≈ [ρ3 + b3(ᾱ2ρ1 + ᾱ1ρ2)]π0. (9)

Proof. Applying Teilor expansion up to the second order of q, and tasking into
account that when q → 0

1 − b̃i(ᾱi∗) ≈ biαi∗

one can find from (8)

πi =
αi

ᾱi∗
(1 − b̃i(ᾱi∗))π0 =

αi

ᾱi ∗
biαi∗π0 = ρiπ0 (i = 1, 2),

π3 = [α1(1 − b̃1(ᾱ2)) + α2(1 − b̃2(ᾱ1)) + α3]b3π0

= [(ρ1ᾱ2 + ρ2ᾱ1)b3 + ρ3]π0,

while for π0 it follows

π0 =
[
1 + α1b1ᾱ2

(

b3 +
1
ᾱ2

)

+ α2b2ᾱ1

(

b3 +
1
ᾱ1

)

+ α3b3

]−1

= [1 + ρ1 + ρ2 + ρ3 + (ρ1ᾱ2 + ρ2ᾱ1)b3]−1.

Thus from here the theorem result follows.

Remark 1. Taking into account that the expression b3(ᾱ1ρ1 + ᾱ2ρ2) in probabil-
ities π0 and π3 has the second order with respect to q, and therefore using only
the first order of this value the above formulas can be rewrite as follows

π0 ≈ [1 + ρ1 + ρ2 + ρ3]
−1

,

πi ≈ ρiπ0 (i = 1, 2, 3).

The results of the theorem show asymptotic insensitivity of the s.s.p’s. to the
shapes of their components’ repair time distributions, but only on their mean
values and the components failure intensities.

4 Simulation Results

The above results gives the closed form representation for s.s.p’s. of the consid-
ered system for the case of Poisson failures flows, and shows their asymptotic for
rare failures insensitivity to the shape of repair time distributions. In this section
the asymptotic insensitivity of the s.s.p.’s is shown with the help of simulation
method also for general life- and repair time distributions. For system simulation
we used multi-method modeling environment AnyLogic.

In the first numerical example we compare the availability of the system
1 − π3 for two cases:
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(1) Exponential distribution for the lifetime and Gamma distribution for the
repair time;

(2) both life- and repair time have Gamma distribution.

For the next numerical example we used also Pareto, Gnedenko-Weibull and
Uniform distributions. The following notations are used for r.v’s. and their dis-
tributions.

– A r.v. X that has Exponential distribution with parameter α0 is denoted as
X ∼ Exp(α0) and its p.d.f. is fX(x) = α0e

−α0x, x ≥ 0.
– A r.v. X with gamma-distribution of a shape parameter k and a scale parame-

ter θ is denoted X ∼ Γ (k,θ) with the corresponding p.d.f. fX(x) = xk−1e−x/θ

θkΓ (k)

for x > 0 and k, θ > 0.
– A r.v. X with a Pareto distribution of a scale parameter xm and a shape

parameter k denoted X ∼ P (k, xm), its p.d.f. is fX(x) = kxk
m

xk+1 , x ≥ xm, and
k, xm > 0.

– A r.v. X that has Gnedenko-Weibull distribution with a scale parameter λ
and a shape parameter k, k, λ > 0, (denoted by X ∼ GW(k, λ)), its p.d.f. is
fX(x) = k

λ (x
λ )k−1

e−( x
λ )k

, x ≥ 0.
– A r.v. X with Uniform distribution on interval [a, b] has p.d.f. fX(x) = 1

b−a
for a ≤ x ≤ b, and 0 ≤ a < b (denoted by X ∼ Unif(a, b)).

The following data were chosen for simulation:

– bi = b = 1 (i = 1, 2, 3) is the mean repair time of all components and the
whole system;

– αi = α0 (i = 1, 2, 3) is the intensity of all types of shocks;
– T = 1000000 b is the total simulation time;
– the parameters of all distributions are chosen in such a way that the coefficient

of variation (the ratio of the standard deviation σ to the mean μ) c = σ
μ takes

fixed value and mean life time a = 1
α0

increases.

The system availability 1 − π3 with exponential lifetime can be find by ana-
lytical approach, whereas for the second case (when both life- and repair time
have gamma distribution with coefficient of variation c = 10) we used simula-
tion. As you see on Fig. 3 the system availability for these cases are very close
to each other, and from a = 6 the difference between values are less than 1%,
from a = 20 – less than 0.1%. Our example shows asymptotic insensitivity with
rare failures.

The second numerical experiment represented on Fig. 4. Here system avail-
ability 1−π3 versus to mean elements lifetime a in interval from 1 up to 100 are
represented for lifetime distributed as gamma, and different repair time distri-
butions: (1) Γ (k,θ), (2) P(k, xm), (3) GW(k, λ). The coefficient of variation for
all distributions is equal to c = 10.

The next numerical experiments with Uniform distribution is represented on
Figs. 5 and 6. We compare the system availability 1 − π3 for (1) Uniform and
(2) exponential lifetime a in interval from 1 up to 100 on Fig. 5 and from 100 to
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Fig. 3. The system availability 1− π3: (1) lifetime ∼Exp, repair time ∼ Γ ; (2) lifetime
∼ Γ , repair time ∼ Γ .

Fig. 4. The system availability 1 − π3 for lifetime X ∼ Γ (k, θ).

1000 on Fig. 6. In this cases a repair time has Uniform distibution with a mean
value 1. As you see on Figs. 5 and 6 the system availability for these cases are
also very close to each other, and from a = 6 the difference between values are
less than 5%, from a = 50 – less than 1%. The asymptotic insensitivity with rare
failures are shown on our examples.

The analysis of the system availability 1 − π3 shows that the type of distri-
bution does not matter when a → ∞, and it approaches to the values given by
analytical formulas for different distributions with different parameters.
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Fig. 5. The system availability 1−π3 for repair time X ∼ Unif , (1) lifetime X ∼ Unif ,
(2) lifetime X ∼ Exp.

Fig. 6. The system availability 1−π3 for repair time X ∼ Unif , (1) lifetime X ∼ Unif ,
(2) lifetime X ∼ Exp.

5 Conclusion

Simulation method is used for heterogeneous double redundant hot standby
renewable system s.s.p. analysis. It was shown that under rare failures the s.s.p.
asymptotically insensitive to the shape of the components life- and repair time
distributions. Investigation of more complex systems with dependent failures of
their components is the subject of our further research.
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Abstract. The structure of a multidimensional data cube is determined
by the aspects of analysis that are used. It is considered as static. If the
observed phenomenon changes, the structure of the cube must also be
changed. The structure also changes if it is necessary to analyze the
data in accordance with the new requirements. In this paper we consider
the problem of data reclassification of a multidimensional information
system, the results of which should be presented in a cluster form. Cluster
description of the structure of a multidimensional data cube is based on
identification of groups of members which are connected with groups of
members of other dimensions. The use of cluster description allows to
identify the semantics of a multidimensional data cube.

Keywords: Multidimensional data model · OLAP
Data reclassification · Sparse data cube
Set of possible members combinations
Cluster of members combinations

1 Introduction

The appearance of new information about the observed phenomenon or a change
in the method of data analysis necessitates a change in the way the data is pre-
sented. In the case of multidimensional information systems, the data are repre-
sented by the values of measures and members that are the values of the mul-
tidimensional cube dimensions [1]. The transformations of this data change the
structure of the multidimensional cube. The corresponding procedure is called
“reclassification”. If we use a large amount of semantically heterogeneous data
for the description of the observed phenomenon the multidimensional cube is
characterized by high sparseness [2–6]. A way to describe the structure of a
sparse multidimensional cube is provided by the cluster method. It is based on
the detection of semantically related groups of members. This paper considers a
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reclassification method in which the resulting multidimensional cube is described
in the form of a set of clusters. Such description allows to reveal semantics of
the data received as a result of reclassification.

2 Multidimensional Data Model

The structure of multidimensional data model should reflect the aspects of sub-
ject domain which are used in the data analysis process. Each aspect corresponds
to one dimension of a multidimensional cube H. A full set of dimensions forms
a set D(H) =

{
D1,D2, ..,Dn

}
, there Di is i–dimension, and n = dim(H)—

dimensionality of multidimensional cube [7]. Each dimension is characterized by
a set of members Di =

{
di1, d

i
2, .., d

i
ki

}
, there i is a number of dimension, ki—

the quantity of members. Members of Di are drawn from a set of positions of
the basic classifier which corresponds to an aspect of the observed phenomenon
associated with Di [8,9].

The multidimensional data cube is a structured set of cells. Each cell c is
defined by a combination of members c = (d1i1 , d

2
i2
, .., dnin). The combination

includes one member for each of the dimensions. If the analysis of the observed
phenomenon is performed using a large set of diverse aspects, not all member
combinations define the possible cells of multidimensional cube, i.e. the cells
corresponding to a certain fact. This effect occurs due to semantic inconsisten-
cies of some members from different dimensions to each other and generates a
sparseness in the cube.

The complex structure of the compatibility of members may lead to a sit-
uation where a certain dimension becomes semantically uncertain if combined
with a set of members from other dimensions. In this situation, while describing
the possible cell of multidimensional cube the special value “Not in use” can be
used to set the member of semantically unspecified dimension. The structure of
the multidimensional data cube in the information system can be described as
the set of possible member combinations. Different values from the classifiers,
which comply with the dimensions, and the special value “Not in use” can be
applied in the combinations of this set. To refer to the set of possible member
combinations we will use the abbreviation “SPMC”.

The subject domain is characterized by the measure values defined in possible
cells of the multidimensional cube. The full set of measures composes the set
V (H) = {v1, v2, .., vp}, where vj is j-measure, p—the quantity of measures in the
hypercube. Not all the measures from the V (H) can be defined in the possible
cell. This situation can appear in case of semantic inconsistency between the
members defining the cell and some measures. While describing multidimensional
data cube structure for every possible sell it is necessary to define its own set
V (c) = {v1, v, .., vpc

}, which consists of certain measures for this cell, 1 ≤ pc ≤ p.
We can use the special value “Not in use” for the description of c measures, which
are not included in the set V (c).

The description of the SPMC can be obtained with the help of the cluster
method based on the analysis of links between members [14]. The cluster method
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allows identifying the groups of members. The group Gi
j =

{
di1, d

i
2, ..., d

i
mj

}
of

members in i-dimension includes mj members (1 ≤ mj ≤ kj), where j is a group
number and contains members, which equally coincide in the SPMC with the
members from some groups of members of other dimensions.

It is possible to define connected groups of member in different dimen-
sions with the help of the semantic analysis. The cluster of member combi-
nations K is the set of member combinations, which can be obtained with the
help of Cartesian product where operands are groups of members or special
value “Not in use”; one operand stands for every dimension used in the cluster
SPMC(K) = G1 ×G2 × ...×Gn. Clusters of member combinations can be used
for the description of the SPMC.

3 Data Reclassification of Multidimensional Information
System

Metadata of a multidimensional information system is usually a fairly stable
structure. However, if the way the data is analyzed changes, or if changes occur
in the structure of the data domain, the corresponding changes should be made
to the metadata. Changes can occur in a set of dimensions of a multidimensional
data cube, in the structure of one or more dimensions, in a set of members, in a
set of valid members combinations. In accordance with these changes, the data
of the multidimensional cube should be reclassified.

Reclassification of a multidimensional data cube is a transformation, in which
information about the facts, the description of which is presented in the cells of
the cube, transformed and transferred to the cells of other multidimensional
cube. In this case, the transformed data of the facts become presented in the
aspects of new characteristics of the observed phenomenon related to the dimen-
sions of the new cube.

There are two options for reclassification. In the first case, the set of multidi-
mensional cube dimensions does not change. Transformations change the set of
members and the structure of hierarchy of members [10–13]. In the second case,
changes occur in the set of dimensions. We will consider the second option. In
this case, the following transformations should be specified in the information
system:

1. The set of dimensions must be converted to a new set of dimensions in the
resulting cube: D(H) =

{
D1,D2, ..,Dn

} → D′(H) =
{
D′1,D′2, ..,D′l

}
,

there l = dim(H ′) is the dimension of the resulting cube;
2. The set of members must be converted to a new set of members for each

reclassified dimension: Di =
{
di1, d

i
2, .., d

i
ki

} → D′i =
{
d′i

1, d
′i
2, .., d

′i
k′

i

}
, there

i is a number of dimension, ki—the quantity of members;
3. The set of measures must be converted to a new set of measures: V (H) =

{v1, v2, .., vp} → V ′(H) =
{
v′
1, v

′
2, .., v

′
p′

}
, there p is a number of measures;

4. The set of possible members combinations must be converted to a new set of
possible members combinations in reclassified multidimensional data cube.
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In order to transform the original multidimensional data cube into a reclas-
sified data cube, the following transformation rules must be formulated:

1. The correspondence of members d′i ∈ D′i of the reclassified dimension
D′i in the resulting multidimensional cube to the members combinations(
d1i1 , d

2
i2
, .., dnin

)
, which describe the cell c in the original multidimensional

cube, must be set;
2. The correspondence of the measure values v′

i, specified in cells c′ of the result-
ing multidimensional data cube to measure values vi, located in the cells c,
which are the prototypes of cells c′ upon the reclassification, must be set. Or
the formula calculation v′

i depending on vi must be specified. The correspon-
dence can be established by specifying a formula of calculation v′

i. Often the
a calculation formula for the measure value v′

i in the cells c′ is the aggregation
function of this measure.

The described rules of reclassification allow to build the resulting multidi-
mensional data cube, to identify possible cells in it and to form a set of possible
members combinations, to calculate the measures values in possible cells. To
build members combinations in the SPMC of the reclassified data cube, you
must specify the member for each dimension individually. This method does not
allow the cluster structure to be transferred from the original multidimensional
data cube to the reclassified data cube. To identify a cluster structure in the
reclassified data cube, you must perform additional actions.

As an illustrative example, let us consider the reclassification of data for the
observed phenomenon of “Granting of loans”. The following aspects of analy-
sis can be selected as dimensions of the multidimensional data cube:“Type of
loan”, “Term of the loan”,“Loan repayment method” and “Commission type”.
Members for the dimensions of the original data cube are presented in Table 1.

Table 1. Set of members for the dimensions of the original data cube for the observed
phenomenon of “Granting of loans”

Type of loan Term of the loan Loan repayment
method

Commission type

Operating Short At a time Account opening fee

Consumer Medium-term Partially For maintaining
the account

Mortgage Long For the provision
of services

Interbank

As the measures for the analysis of the observed phenomenon “Granting of
loans” indicators “Lending” and “Interest on the loan” can be taken.

Consider the case when there is a need to analyze the observed phenomenon
in terms of the characteristics of the recipients of the loan. It is necessary to
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reclassify the data of a multidimensional cube and to establish the dependence
of the measures on new characteristics. Members for the dimensions of the reclas-
sified data cube are presented in Table 2.

Table 2. Set of members for the dimensions of the reclassified data cube for the
observed phenomenon of “Granting of loans”

Type of loan Debtor type Occupation Debtor gender

Operating Legal entity Manufacturing Male

Consumer Natural person Trade Female

Mortgage Banking

Interbank

In order to reclassify the multidimensional data cube in accordance with
the new structure of dimensions, it is required to establish a correspondence
between the members’ combinations of the original cube and the members of the
dimensions of reclassified cube. In case of observed phenomenon of “Granting of
loans”, the values of measures “Lending” and “Interest on the loan” in the cells
of the reclassified data cube can be calculated by linking the members “Debtor
type”, “Occupation” and “Debtor gender” to the members combinations of the
original data cube. For the values of measures, formulas should be obtained that
take into account the type of relationship between the values of the original
and the values of reclassified dimensions. The dependence on the values of the
dimension “Debtor gender” should be taken into account in the formulas for the
values of measures using additional data that are not available in the original
data cube.

4 Description of the Reclassified Data Cube Using the
Cluster Method

To identify semantics in the data specified in the multidimensional form, it is
convenient to present possible members combinations of a multidimensional cube
in the form of the set of clusters [14]. This method gives good results if the
members are characterized by a complex compatibility and the multidimensional
cube has a significant sparsity.

The main task in identifying the cluster structure of the multidimensional
data cube is to build groups of members. To solve this problem, you need to
analyze the properties of the set of possible members combinations. The group
Gi

j =
{
di1, d

i
2, .., d

i
mj

}
of members of the i-th dimension includes mj values

(1 ≤ mj ≤ ki), there j is the group number. Members belonging to the group
are combined “equally” in SPMC with members from some other groups of
other dimensions. The cluster of possible members combinations can be defined
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by linked groups of members from different dimensions. Cluster of members
combinations is a set of combinations of members which can be obtained by
means of the Cartesian product operation in which the operands are the groups
of members or the special member “Not in use”, one operand for each of the
dimensions.

The task is to classify objects through possible combinations of these objects
with other objects. You should use logical methods to solve this problem. The
combinations of members should be represented as logical structures: the mem-
ber must be represented as a pair “DimensionName.Value”, and the members
combination—in the form of a conjunction of pairs “DimensionName.Value”,
taken for all dimension. Described thus, all member combination from SPMC
for reclassified multidimensional data cube must be connected with the disjunc-
tion.

In the constructed expression, we will combine elements that differ only in
one conjunct for one of the dimensions, and continue the process of combining,
considering other dimensions.

As a result of this process, similar to the process of bringing to a perfect
disjunctive normal form, SPMC can be presented in a logical form as a conjunc-
tion of clusters, each of which contains a disjunctive description of groups of
members.

In the illustrative example that is considered, the SPMC for reclassified mul-
tidimensional data cube has the structure that is presented in Table 3.

Table 3. Set of possible members combinations of reclassified multidimensional data
cube

Type of loan Debtor type Occupation Debtor gender

Operating Legal entity Manufacturing Not in use

Operating Legal entity Trade Not in use

Consumer Natural person Not in use Male

Consumer Natural person Not in use Female

Mortgage Legal entity Manufacturing Not in use

Mortgage Legal entity Trade Not in use

Mortgage Legal entity Banking Not in use

Mortgage Natural person Not in use Male

Mortgage Natural person Not in use Female

Interbank Legal entity Banking Not in use

The structure of SPMC presented in Table 1 is determined by the fact that
no gender is defined for legal entities, the occupation is not used in the descrip-
tion of natural person, debtors of different types can take different loans. The
complex structure of the observed phenomenon is the cause of the sparsity of
the multidimensional data cube, which describes the facts of this phenomenon.
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The problem of cluster description of the structure of the multidimensional
data cube is divided into two subtasks:

1. Construction of groups of members using information about the compatibility
of these members in the SPMC;

2. Construction of subsets of combinations of members—clusters of members
combinations in which these groups of members play the same role.

The features of the problem statement allow to classify it as a problem of
intellectual analysis of the logical type. An important argument in favor of the
choice of logical methods is the need to interpret the results of the decision. The
following conclusions can be drawn: logical methods can be used to solve the
problem. Combinations of members must be interpreted as logical structures;
the problem to be solved is a clustering problem. To build a cluster description
of the structure of the multidimensional data cube, you need to perform the
following steps.

Step 1. Description of the combinations of members in a logical form. Com-
binations of members, the description of which is presented in Table 1, should be
represented as a conjunction of pairs “DimensionName.Value”. Logical expres-
sions describing SPMC have the following form:

TypeOfLoan.Operating & DebtorType.LegalEntity & Occupation.Manu-
facturing & DebtorGender.NotInUse;

TypeOfLoan.Operating & DebtorType.LegalEntity & Occupation.Trade &
DebtorGender.NotInUse;

TypeOfLoan.Consumer & DebtorType.NaturalPerson & Occupation.NotInUse
& DebtorGender.Male;

TypeOfLoan.Consumer & DebtorType.NaturalPerson & Occupation.NotInUse
& DebtorGender.Female;

TypeOfLoan.Mortgage & DebtorType.LegalEntity & Occupation.Manu-
facturing & DebtorGender.NotInUse;

TypeOfLoan.Mortgage & DebtorType.LegalEntity & Occupation.Trade &
DebtorGender.NotInUse;

TypeOfLoan.Mortgage & DebtorType.LegalEntity & Occupation.Banking &
DebtorGender.NotInUse;

TypeOfLoan.Mortgage & DebtorType.NaturalPerson & Occupation.NotInUse
& DebtorGender.Male;

TypeOfLoan.Mortgage & DebtorType.NaturalPerson & Occupation.NotInUse
& DebtorGender.Female;

TypeOfLoan.Interbank & DebtorType.LegalEntity & Occupation.Banking &
DebtorGender.NotInUse.

Step 2. Connection of members combinations. Logical expressions for mem-
bers combinations that differ only by one conjunct must be sequentially con-
nected by disjunctions. As a result, the following expression can be obtained:

TypeOfLoan.{Consumer—Mortgage} & DebtorType.NaturalPerson & Occupa-
tion.NotInUse & DebtorGender.{Male—Female};
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TypeOfLoan.{Operating—Mortgage} & DebtorType.LegalEntity & Occupa-
tion.{Manufacturing—Trade} & DebtorGender.NotInUse;

TypeOfLoan.{Mortgage—Interbank} & DebtorType.LegalEntity & Occupa-
tion.Banking & DebtorGender.NotInUse.

Step 3. Formation of groups of members. As a result of connecting of members
combinations, groups of members are formed. These groups are characterized
by the same compatibility of members that belong to them in SPMC. Each
expression in the resulting description of SPMC defines a separate cluster of
members combinations.

The groups of members identified in the illustrative example are as follows:

– for dimension “Type of loan”—{Consumer, Mortgage}, {Operating, Mort-
gage}, {Mortgage, — Interbank};

– for dimension “Debtor type”—{Legal entity}, {Natural person}, {Not in use};
– for dimension “Occupation”—{Manufacturing, Trade}, {Banking}, {Not in

use};
– for dimension “Debtor gender”—{Male, Female}, {Not in use}.

Figure 1 presents clusters of members combination that are described using
groups of members, which are described above.

Fig. 1. Clusters of members combinations for SPMC

The use of cluster description of a multidimensional data cube allows signif-
icantly simplify the description of its structure and to identify its semantics.

The cluster description allows you to identify relationships between the
dimensions in the multidimensional data cube. Figure 2 presents the diagrams
containing the designations of the pairwise relations between the dimensions of
the reclassified data cube.

The cluster description allows you to identify the following relationships
between the dimensions in the reclassified data cube:

1. Association. There is an association in a pair of dimensions D1 and D2 if n
groups, n ≥ 2, can be singled out of a set of members of each of them, and a
bijection can be established between these groups which manifests as follows:
if a combination of SPMC includes the members D1 and D2, they come in
pairs, taken from the corresponding groups of members;
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Fig. 2. Pairwise relations between the dimensions of the reclassified data cube: asso-
ciation (A), two-sided dependence (B), dependence (C), association and dependence
(D)

2. Dependence. There is a dependence between dimensions D1 and D2 (D2

depends on D1) if the members of D1 can be divided in two groups of members
in such way that if a certain combination from SPMC includes the member
from the first group of members D1, the member of D2 in this combination
is possible, and if the member of the second group of members D1 is included
into the combination, the D2 in such combination is set to the “Not in use”
member.

3. Association and dependence. There is an association and dependence between
D1 and D2 if n groups can be singled out of D2, n ≥ 1, and (n+1)—out of D1

in such way that there is an association between first n groups from D1 and
D2, and if the combination of SPMC includes the member from (n+1) group
of D1 members, D2 in this combination is set to the “Not in use” member.
Besides, the members from (n + 1) group of D1 members can not be met in
other groups of this dimension;

4. Two-sided dependence. There is a two-sided dependence between D1 and D2

dimensions if the following rule holds: in case of SPMC combination includes
the member from D1, the D2 in this combination is set to the “Not in use”
member, and when the combination includes the member from D2, the D1

in this combination is set to the “Not in use” member.

In order to reclassify the multidimensional data cube in accordance with
the new structure of dimensions, it is required to establish a correspondence
between the members combinations of the original cube and the members of the
dimensions of reclassified cube. In case of observed phenomenon of “Granting of
loans”, the values of measures “Lending” and “Interest on the loan” in the cells
of the reclassified data cube can be calculated by linking the members “Debtor
type”, “Occupation” and “Debtor gender” to the members combinations of the
original data cube. The formulas for values of measures “Lending” and “Interest
on the loan” should be obtained in accordance with relationship between the
values of the dimensions “Type of loan”,“Term of the loan”,“Loan repayment
method” and “Commission type” of the original dimensions and the reclassified
dimensions.
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5 Conclusions

In this paper the method of data reclassification of a multi-dimensional infor-
mation system was considered. Reclassification allows you to present the data
of a multidimensional cube depending on new characteristics, added as a result
of reclassification, and allowing you to use new aspects of analysis. The need for
reclassification can arise for two reasons. The first is a change in the properties
of the observed phenomenon, the description of which is presented in the infor-
mation system. The second is the need to analyze the indicators of the observed
phenomenon using new aspects.

The method of representation of the reclassified data in the cluster form is
offered. A clustered description of the data of a multidimensional information
system makes it possible to identify the semantics of data. The method is based
on the construction of groups of members that are semantically related to groups
of members of other dimensions. This allows you to combine several facts that
have similar properties to the analysis aspects. The method of data representa-
tion in the cluster form is based on the description of set of facts in the form
of logical expressions and transformation of these expressions into a union of
clusters, each of which contains a disjunctive description of groups of values.
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Abstract. The research propose a new approach related to WCA
(Weighted Clustering Algorithm) based on a modified method for ad-
hoc clustering in wireless sensor networks (WSN). The proposed method
include a new functionality for sensor node clustering by including a
method for link quality (LQ) prioritization. The method reduce sensi-
tively the risk of crash of the WSN cluster coordinators and help for the
energy optimization of the implemented routing protocols.

Keywords: WSN · Ad-hoc · Sensor · Node · Clustering

1 Related Work

The proposed research is based on the WCA (Weighted Clustering Algorithm)
for neighbor sensor nodes analysis and ad-hoc clustering. The WCA is developed
on ideas proposed by Chatterjee et al. [1] Zabian et al. [2] and Lehsaini et al.
[3]. In the current research, the original WCA version is modified and upgraded
by adding new parameters and related equations referencing the sensor nodes
for quality link communications. The proposed new approach allows sensitively
faster and energy efficient ad hock nodes clustering process. The new method is
based on the following preliminary assumptions: - all the sensor nodes commu-
nicate in only one radio channel during the ad-hock clustering process. - every
sensor node has fixed his coordinates; - every sensor node know his energy level;
- during the clustering process only one Cluster Head (CH) exist; - during the
CH choice every sensor node can communicate directly with his neighbor sensor
nodes.

2 Problem Statement - Method for Dynamical Ad-Hock
Cluster Generation

The proposed method defines 3 main phases—discovery phase, assigning phase
and monitoring phase. The discovery phase starts a process of neighbor nodes
c© Springer Nature Switzerland AG 2018
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discovery and mapping. The task of the assigning phase is to assign special weight
coefficients to every node depend on their specific parameters and to choose the
CH. The main role of the monitoring phase is to ensure an adaptive dynamical
reconfiguration of the sensor network.

2.1 Discovery Phase

The discovery phase starts a process for neighbor nodes discovery by transmitting
a broadcast message.

Based on the received answers with node coordinates and the signal level,
calculated by integrated into the sensor node RSSI (Received Signal Strength
Indicator) starts an analysis of the node parameters and calculation of the
weight coefficients. The weight coefficients depends on the number of the directly
answered neighbor nodes and the received signal strength.

In this phase, we propose a new additional key approach based on a dynam-
ical link quality measurement LQI (Link Quality Indicator). During the latest
research in real sensor network environment, we found that very often the short
distances between sensor nodes cannot guarantee an acceptable link quality. In
more than 30% of the cases in real networks, the link quality between sensor
nodes situated on a relatively large distance is much better and consume a less
energy for packages transmitting than a link quality between sensor nodes sit-
uated in radio noise environment or behind radio non-permissible barriers or
shields.

The parameters based on which we calculate the weight coefficient Kweight

for every sensor node Ni are as follows: - Ci represents the number of neighbor
sensor nodes in the communication distance of node Ni

Ci = |N(i)| =
∑

j∈N(i),i �=j

{dist(i, j) < Srange} (1)

– dist(i, j) represent the distance between a couple nodes in communication
distance.

– Srange is a coefficient who represent the maximum communication distance
between two nodes and depend on the current hardware implementation of
the network.

– Di represent the average distance between node Ni and the neighbor nodes
j.

For every node, we calculate Di by the Eq. (2)

Di =
1
Ci

∑

j∈N(i)

{dist(i, j)} (2)

– Mi is a coefficient representing the mobility of the sensor node e.g. the prob-
ability this node to change his coordinates during the period
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Mi =
1
T

T∑

t=1

√
(Xt − Xt−1)2 + (Yt − Yt−1)2 (3)

where Xt, Yt and Xt−1, Yt−1 are the coordinates of the node I in time t and
t − 1.

– Ecurrent represents the current amount of energy of node Ni Generally

Ecurrent = Ei − (Erx.t1 + Etx.t2 + Ecomp.t3 + Esensor.t4) (4)

where Ei - is the initial amount of energy of the node i;
Erx - the amount of energy needed for the receiving signals mode;
Etx - the amount of energy needed for the transmitting mode of the sensor

node;
Ecomp - the amount of energy needed for the work of the microcontroller

block for the clusters generation operations;
Esensor - the amount of energy needed for the sensor node coordinates cal-

culation;
t1–t4 - time intervals related to the sensor blocks energy consumption Erx,

Etx, Ecomp and Esensor;
- Kilink represent the link quality (LQ) of node i. Kilink is calculated by the

equation:

Kilink = Ktxj
+

1
Cj

j=0∑

i

Ki RSSI (5)

where Ktx is a parameter representing the power of the transmitted by Ni sig-
nal and KRSSI is a parameter representing the power of the received signal
transmitted by the neighbor node Nj .

The Kilink coefficient is a key parameter for our research because he repre-
sents the quality of the communication environment and allow the optimization
of the clustering process. The weight coefficient Ni is calculated by the equation:

Pi = ω1.Ci + ω2.Di + ω3.Mi + ω4.Kilink (6)

where ω1 + ω2 + ω3 + ω4 + ω5 = 1.
The correction coefficients ω1 till ω5 are chosen in compliance with the specific

requirements related to the ad-hoc clusters generation. For example in sensor
networks with reduced mobility ω3 = 0 and the ω5 is between 0.5 and 0.7.

The discovery phase finished with the calculation of the weight coefficients
of all the nodes in the sensor network.
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2.2 Assigning Phase

In the assigning phase we start the process of CH choise. On the basis of the
already calculated weight coefficients we choise the sensor node with the maximal
weight coefficient as a cluster head (CH) and the connected to him nodes are
excluded form the process of other CH choise.

After the first CH choise the procedure is repeated with the rest nodes till
the final clustering of the sensor network.

The process of the communication between two sensor nodes is illustrated on
Fig. 1.

Fig. 1. Process of the communication between two sensor nodes during the clustering

On this stage are used basically 2 types of packages - JOIN CH and ACK ID
JOINCH is a message who is transmitted individually to every node in the
communication range from the node with calculated maximal weight coefficient
who act as a CH.

The message include ID generated by the CH cluster by which the receiving
sensor node is assigning to the cluster as a cluster member.

ACK ID is a message sent as a confirmation answer of the JOIN CH request.
After the ACK ID transmission, the sensor node stops to answer of the JOIN CH
or REQ ID messages from other nodes.

The block diagram of Fig. 2 illustrate the process of clustering.

2.3 Monitoring Phase

The monitoring phase in the ad-hock based WSNs is the most important phase
during the process of the network adaptation.

On the basis of the monitoring results is executed a process of adaptive
reconfiguration and redistribution of the communication node roles.

In the proposed method in the monitoring phase, we analyze the following 5
situations leading to adaptive reconfiguration:
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Fig. 2. Diagram of the proposed clustering workflow process.

– sensor nodes battery capacity near to critical minimum;
– add a new sensor node to the cluster (network);
– movement of the sensor node (typical for mobile sensor networks);
– the crash of the sensor node;
– critical change of the link quality (LQ) between existing cluster head and

cluster nodes.

Every cluster head CHi periodically starts a monitoring procedure to the
nodes assigned to him by sending a broadcasting messages START MON.
The START MON message include the packages START MON1 and
START MION2. Every node ni (i �= j) from the cluster i when receive a
START MON1 package starts an own procedure for link calculation as follows:

– number of packages sent by CHi to ni and the time period between them
�t = [t0, t] : Nbp Send(ni,�t)

– the delay calculation between two sequental packages:
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Delay(ni, t) = ArrivalpT i − ArrivalpT i−1 (7)

– calculation of the energy consumed by node ni during the process of receiving
the packages and sending a confirmation of the received package.

Ec(ni,�t) = Erni, t0 − Erni, t1 (8)

– �t represents the time period [t0, t1];

3 Conclusion

In the proposed research is developed a new conception for WSN ad-hock nodes
cluster generation. On the base of WCA defined in previous publications is devel-
oped a new clustering method with following key benefits:

– sensor node clusters generation based on the priority of the quality of the
links (Ki link parameter) between sensor nodes not by the distance between
sensor nodes. This approach reduces sensitively the risk of network crashes
generated by randomly increased radio noise level;

– improved CH criteria approach. In our approach, the CH is the node with the
biggest weight coefficient which generates a totally different network topology
compared to the original WCA algorithm;

– relatively small number cluster heads in combination with a bigger number
of cluster members.

These new key changes allow sensitively optimization of the package routing
process and energy efficient communication between sensor nodes, cluster heads,
and the PAN coordinator.
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Abstract. The model of joint servicing by access node the real time
and elastic traffics is proposed. Flows of requests for real time servic-
ing is described by Poisson model (narrowband traffic) or Engset model
(broadband traffic). The requests for data transmission are coming by
groups according to the Poisson model. Requests from the group occupy
free transmission resources or free waiting positions if all transmission
resources are occupied. Real time traffic has advantage in occupying the
link transmission capacity. It exhibits itself in decreasing if necessary the
speed of data transmission to some minimum value. When link has free
capacity the speed of data transmission is increasing to some maximum
value. The exact and approximate algorithms of estimation the model’s
performance measures are suggested. The obtained results can be used
for estimation the required transmission capacity of access node for given
volumes of offered real time and elastic traffics.

Keywords: Access node · Finite number of sources
Dynamic resource distribution · Performance measures
System of state equations · Procedure of decomposition

1 Introduction

New services provided to subscribers by operators require much more transmis-
sion resources than the traditional speech communication. For fixed networks the
need in transmission capacity normally is solved by implementation of high-speed
optical lines. For mobile networks the situation is much more harder because the
presence of competition and existence of physical constraints on the transmis-
sion of radio signals. The formulated problems can be partly solved by using
the procedures of the dynamic allocation of the transmission resources between
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subscribers being on servicing. Procedures of such kind are implemented by the
so-called packet scheduler representing a software analytical complex intended
to enhance the efficiency of traffic transmission based on the information of
channel state, number of requests on servicing, noise level, and so on. The theo-
retical study of scheduler is very important from the practical point of view and
considered in numerous publications [1–9].

Such models are used not only for the purpose of modern mobile networks
optimization. Now 4G networks evolving to 5G and Internet of Things (IoT)
becomes new reality requiring to study conjoint servicing of several categories of
traffic—multimedia, sensory and so on. Each category has its own performance
measures that makes the problem of bandwidth sharing more complex. Such
situation takes place, for example, in Narrow Band IoT (NB-IoT) technology.
Multimedia traffic include video data from surveillance cameras located in public
and private places. Sensory traffic is collected from numerous distributed sensors
(machine-to-machine communication) of thousands IoT devices like intelligent
road signs, traffic lights etc. Conjoint servicing of different traffic streams is main
feature of future networks and needs theoretical study for the purpose of efficient
usage of limited radio resource.

The analytical results are mostly restricted to the cases of monoservice mod-
els with processor sharing service discipline [2,3]. Multiservice models with elas-
tic traffic streams can be analyzed by recursive algorithms for some choices
of resource sharing procedures [2,4]. The estimation of performance measures
of the mix of real time and elastic traffic streams presents greater difficulties
which is due to the complexity of the random processes describing the changes
in the model states [5–9]. In this paper the model of joint servicing by access
node the real time and elastic traffic streams will be constructed and the exact
and approximate algorithms of estimation the model’s performance measures
are elaborated. Section 2 describes the model functioning. Section 3 constructs
a system of equilibrium equations and suggests an algorithm to solve it numer-
ically. Section 4 defines the characteristics. Section 5 considers the procedure of
decomposition that can be used for approximate calculation of the elastic data
servicing.

2 Model Description

Let us denote in the model by C the speed of information transmission in bit/s
provided by the equipment of the access node of mobile network. In the model the
process of conjoint servicing of requests for real time and elastic traffic transmis-
sion is considered. The arriving of requests for real time transmission is modelled
by two flows. The requests of the first flow follow Poisson process with intensity
λ1. In order to serve one request of the first flow it is necessary to reserve the
node transmission capacity of r1 bit/s for narrowband traffic transmission. The
service time has exponential distribution with parameter μ1. The requests of the
second flow are arriving from the group of s subscribers. Each active subscriber
sends a request after random time having exponential distribution with param-
eter γ. In order to serve one requests of the second flow it is necessary to reserve



266 S. N. Stepanov and M. S. Stepanov

the node transmission capacity of r2 bit/s for broadband communication. The
service time has exponential distribution with parameter μ2. The model of the
second flow allow to consider the segment of so called heavy subscribers consum-
ing large amount of link transmission capacity. Let us denote as a1 and a2 the
offered loads in erlangs of the first and the second flows of requests for real time
traffic transmission. It is clear that the following relations are valid: a1 = λ1/μ1;
a2 = γs/(γ + μ2).

The requests for data (files) transmission arrive in groups (batches). We
assume that arrival of the groups follows the Poisson model with intensity λd.
With the probability fk, k = 1, . . . , z, the arriving group has k requests for files
transmission. Let us denote by w the number of waiting positions. Depending on
the volume of free transmission capacity and the number of free waiting positions
some requests of the arriving group are taken for servicing or waiting other are
lost without resuming.

The requests for elastic data transmission get the link transmission capacity
of rd bit/s for file downloading satisfying the inequality rd,1 ≤ rd ≤ rd,2. Here
rd,1 and rd,2 are correspondingly the minimum and maximum link transmis-
sion capacity for elastic data transmission. Let us suppose that file volume has
exponential distribution with mean value F expressed in bits. It is clear that
the time of downloading the file with only minimum or maximum link trans-
mission capacity has exponential distribution with parameters α1 and α2. The
values of α1 and α2 can be found from relations α1 = rd,1/F and α2 = rd,2/F
correspondingly.

Let us consider in more detail the procedure of requests admission control.
Let i1, i2 are correspondingly the number of requests of the first and the second
flows for real time traffic transmission being on servicing at the moment of
request arrival and � = i1r1 + i2r2 is the node transmission capacity occupied
by real time traffic transmission at the moment considered. Let d is the number
of requests for elastic data transmission being on servicing or waiting at the
moment considered. Let us analyze the arrival of request for real time traffic
transmission. If � + drd,2 + rn ≤ C then a request of n-th flow, n = 1, 2, is
accepted for servicing. If � + drd,2 + rn > C and � + drd,1 + rn ≤ C then a
request of n-th flow, n = 1, 2, is accepted for servicing and the speed of files
transmission being on servicing is diminishing from (C − �)/d to (C − � − rn)/d.
If � + drd,1 + rn > C then a request of n-th flow, n = 1, 2, gets refusal and does
not resumed. In all situation the service time of a request of n-th flow, n = 1, 2,
has exponential distribution with parameter μ1 and μ2 correspondingly.

Now let us consider the admission to service of one request from the group
for elastic data transmission. If �+drd,2+rd,2 ≤ C then a request is accepted for
servicing and gets the maximum allowed link transmission capacity rd,2. In this
situation the service time of each request for data transmission has exponential
distribution with parameter α2. If � + drd,2 + rd,2 > C and � + drd,1 + rd,1 ≤ C
then a request is accepted for servicing and the speed of files transmission being
on servicing is diminishing from (C−�)/d to (C−�)/(d+1). In this situation the
service time of each request for data transmission has exponential distribution
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with parameter αd = (C − �)/((d + 1)F ). If � + drd,1 + rd,1 > C then a request
for file transmission gets refusal in immediate servicing and occupies free waiting
position. If in the situation considered all waiting positions are occupied then
coming request is lost and does not resumed. The maximum allowed time of
waiting is restricted by random variable having exponential distribution with
parameter equals σ.

The process of usage the transmission capacity of of access node serving the
mixture of real time and elastic data is shown on the Fig. 1.

Fig. 1. The model of distribution the transmission capacity of access node serving the
mixture of real time and elastic data

3 System of State Equations

Let us denote by symbols i1(t) and i2(t) correspondingly the number of requests
of the first and the second flows for real time traffic transmission being on ser-
vicing at time t and by d(t) denote the number of requests for elastic data
transmission being on servicing or waiting at time t. The dynamic of the model
states changing is described by multidimensional Markov process with compo-
nents r(t) = (i1(t), i2(t), d(t)), defined on the finite set of model’s states S with
components i1, i2, d taking values

i1 = 0, 1, . . . ,

⌊
C

r1

⌋
; i2 = 0, 1, . . . ,min

(
s,

⌊
C − i1r1

r2

⌋)
; (1)

d = 0, 1, . . . ,

(
w +

⌊
C − i1 r1 − i2 r2

rd,1

⌋)
.
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Let p(i1, i2, d) be the values of stationary probabilities of states (i1, i2, d) ∈ S.
The model performance measures can be expressed through values of p(i1, i2, d)
that can be found from the solution of the system of state equations. Let us
denote for arbitrary model state (i1, i2, d) ∈ S as � the node transmission capac-
ity occupied by real time traffic transmission � = i1r1 + i2r2. After equating
the intensity of leaving arbitrary model state (i1, i2, d) ∈ S to the intensity of
entering the state (i1, i2, d) we obtain the following system of linear equations:

P (i1, i2, d)

{
λ1I(� + drd,1 + r1 ≤ C) (2)

+ (s − i2)γI(� + drd,1 + r2 ≤ C) + λdI(� + drd,1 + rd,1 ≤ C)

+λdI

(
� + drd,1 + rd,1 > C, d −

⌊
C − �

rd,1

⌋
< w

)
+ i1μ1I(i1 > 0)

+ i2μ2I(i2 > 0) + min
(

dα2,
C − �

F

)
I(� + drd,1 ≤ C, d > 0)

+
(⌊

C − �

rd,1

⌋
rd,1

F
+

(
d −

⌊
C − �

rd,1

⌋)
σ

)
I(� + drd,1 > C)

}

= P (i1 − 1, i2, d)λ1I(i1 > 0, � + drd,1 ≤ C)

+P (i1, i2 − 1, d)(s − i2 + 1)γI(i2 > 0, � + drd,1 ≤ C)

+
d∑

k=1

P (i1, i2, d − k)λd

×
⎛
⎝fk + I

(
� + drd,1 ≥ C, d −

⌊
C − �

rd,1

⌋
= w

)
z∑

j=k+1

fj

⎞
⎠

+P (i1 + 1, i2, d)(i1 + 1)μ1

(
I(� + drd,1 + r1 ≤ C)

+ I(� + drd,1 + r1 > C, � + r1 ≤ C, d −
⌊

C − � − r1
rd,1

⌋
≤ w)

)

+P (i1, i2 + 1, d)(i2 + 1)μ2

(
I(� + drd,1 + r2 ≤ C, i2 + 1 ≤ s)

+ I(� + drd,1 + r2 > C, i2 + 1 ≤ s, � + r2 ≤ C, d −
⌊

C − � − r2
rd,1

⌋
≤ w)

)

+P (i1, i2, d + 1)min
{

(d + 1)α2,
C − �

F

}
I

(
� + drd,1 + rd,1 ≤ C

)
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+P (i1, i2, d + 1)

(⌊
C − �

rd,1

⌋
rd,1

F
+

(
d + 1 −

⌊
C − �

rd,1

⌋)
σ

)

× I

(
� + drd,1 + rd,1 > C, d + 1 −

⌊
C − �

rd,1

⌋
≤ w

)
,

(i1, i2, d) ∈ S.

By I(·) in (2) the indicator function is defined

I(·) =
{

1, if condition formulated in brackets is fulfilled,
0, if this condition isn’t fulfilled.

The solution of the system (2) gives unnormalized values of probabilities
P (i1, i2, d). They need to be normalized:

p(i1, i2, d) =
P (i1, i2, d)∑

(i1,i2,d)∈S

P (i1, i2, d)
.

The matrix of the system of state equations (2) is quite big. For moderate
values of C the number of unknowns can reach the order 105–106. Almost all
elements of the matrix are zeros. In this case the effective way to solve (2) and
find p(i1, i2, d) ∈ S is to use Gauss-Seidel iterative algorithm [1,2]. Relations (2)
can be easily rewritten into the Gauss–Seidel recursions for estimation of the
probabilities P (i1, i2, d). Let us denote by P (q)(i1, i2, d) the q-th approximation
for P (i1, i2, d) obtained by Gauss-Seidel iterations. The initial approximation
can be chosen from relations P (0)(i1, i2, d) = 1, (i1, i2, d) ∈ S. The successive
approximations are obtained from the following expressions:

P (q+1)(i1, i2, d) =
1

L(i1, i2, d)
(3)

×
{

P (q,q+1)(i1 − 1, i2, d)λ1I(i1 > 0, � + drd,1 ≤ C)

+P (q,q+1)(i1, i2 − 1, d)(s − i2 + 1)γI(i2 > 0, � + drd,1 ≤ C)

+
d∑

k=1

P (q,q+1)(i1, i2, d − k)λd

×
⎛
⎝fk + I

(
� + drd,1 ≥ C, d −

⌊
C − �

rd,1

⌋
= w

)
z∑

j=k+1

fj

⎞
⎠

+P (q,q+1)(i1 + 1, i2, d)(i1 + 1)μ1

(
I(� + drd,1 + r1 ≤ C)
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+ I(� + drd,1 + r1 > C, � + r1 ≤ C, d −
⌊

C − � − r1
rd,1

⌋
≤ w)

)

+P (q,q+1)(i1, i2 + 1, d)(i2 + 1)μ2

(
I(� + drd,1 + r2 ≤ C, i2 + 1 ≤ s)

+I(� + drd,1 + r2 > C, i2 + 1 ≤ s, � + r2 ≤ C, d −
⌊

C − � − r2
rd,1

⌋
≤ w)

)

+P (q,q+1)(i1, i2, d + 1)min
{

(d + 1)α2,
C − �

F

}
I

(
� + drd,1 + rd,1 ≤ C

)

+P (q,q+1)(i1, i2, d + 1)

(⌊
C − �

rd,1

⌋
rd,1

F
+

(
d + 1 −

⌊
C − �

rd,1

⌋)
σ

)

× I

(
� + drd,1 + rd,1 > C, d + 1 −

⌊
C − �

rd,1

⌋
≤ w

)}
.

By L(i1, i2, d) in (3) the auxiliary expression is defined

L(i1, i2, d) =

{
λ1I(� + drd,1 + r1 ≤ C)

+ (s − i2)γI(� + drd,1 + r2 ≤ C) + λdI(� + drd,1 + rd,1 ≤ C)

+λdI

(
� + drd,1 + rd,1 > C, d −

⌊
C − �

rd,1

⌋
< w

)
+ i1μ1I(i1 > 0)

+ i2μ2I(i2 > 0) + min
(

dα2,
C − �

F

)
I(� + drd,1 ≤ C, d > 0)

+
(⌊

C − �

rd,1

⌋
rd,1

F
+

(
d −

⌊
C − �

rd,1

⌋)
σ

)
I(� + drd,1 > C)

}
.

The upper index (q, q + 1) for successive approximations in relations (3)
means calculation of the components of the (q + 1)-st approximation with usage
of the already found components of the (q + 1)-st approximation. In case when
no such components are available, then with usage of the known components of
the q-th approximation. Convergence of the iterative algorithm is estimated by
reaching smallness of the normalized difference between two successive approxi-
mations to the vector of unknown probabilities.

The found probabilities p(i1, i2, d) ∈ S have interpretation as a portion of
time the model stays in the state (i1, i2, d). This interpretation gives the pos-
sibility to use the values of p(i1, i2, d) for calculation the main performance
measures of requests servicing.
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4 Performance Measures

In the analyzed model we have two types of performance measures that charac-
terized the process of servicing of arriving traffic flows. The first group describes
the servicing of requests for real time traffic transmission. Let us denote for n-
th flow, n = 1, 2, of this type of traffic by πn the portion of lost calls, by yn

denote the mean number of requests being on servicing and by mn denote the
mean amount of occupied link transmission capacity. The formal definitions of
introduced characteristics are looking as follows:

π1 =
∑

{
(i1,i2,d)∈S | �+drd,1+r1>C

} p(i1, i2, d);

π2 =

∑
{
(i1,i2,d)∈S | �+drd,1+r2>C

} p(i1, i2, d)(s − i2)

∑
{
(i1,i2,d)∈S

} p(i1, i2, d)(s − i2)
;

yn =
∑

{
(i1,i2,d)∈S

} p(i1, i2, d)in, n = 1, 2;

mn = ynrn, n = 1, 2.

The second group of characteristics describes the servicing of requests for
elastic data transmission. Let us denote for this type of traffic by dm the mean
number of requests for elastic traffic transmission in one group; by π3 denote the
portion of lost requests; by y3 denote the mean number of requests being in the
system on serving or waiting; by y3,s denote the mean number of requests being
on servicing; by y3,w denote the mean number of requests being on waiting; by
m3 denote the mean amount of link transmission capacity occupied by serving
this type of traffic; by bd denote the mean amount of link transmission capacity
occupied by serving one request for file transmission; by Td denote the mean
time of file transmission. The formal definition of introduced characteristics are
looking as follows:

dm =
z∑

k=1

fk k;

π3 =
1

λddm

×

⎛
⎜⎜⎝

∑
{
(i1,i2,d)∈S | �+drd,1≥C,d−

⌊
C−�
rd,1

⌋
=w

}
d∑

k=0

p(i1, i2, d − k)λd

z∑
j=k+1

fj (j − k)

+
∑

{
(i1,i2,d)∈S | �+drd,1>C

} p(i1, i2, d)
(

d −
⌊

C − �

rd,1

⌋)
σ

⎞
⎟⎠ ;
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y3 =
∑

{
(i1,i2,d)∈S

} p(i1, i2, d)d;

y3,s =
∑

{
(i1,i2,d)∈S | �+drd,1≤C,d>0

} p(i1, i2, d)d

+
∑

{
(i1,i2,d)∈S | �+drd,1>C

} p(i1, i2, d)
⌊

C − �

rd,1

⌋
;

y3,w = y3 − y3,s;

m3 =
∑

{
(i1,i2,d)∈S | �+drd,1≤C,d>0

} p(i1, i2, d)min (drd,2, C − �)

+
∑

{
(i1,i2,d)∈S | �+drd,1>C

} p(i1, i2, d)
⌊

C − �

rd,1

⌋
rd,1;

bd =
m3

y3,s
; Td =

y3
λdbd(1 − π3)

.

5 The Algorithm of Decomposition

The exact estimation of the model’s performance measures is based on the solu-
tion of the system of states equation (2) by the Gauss–Seidel iterative algorithm.
The usage of this approach is restricted by the number of unknowns in (2). Nor-
mally this number should be less than several millions. If this is not true the
approximate methods can be used. One of such approaches is based on the
decomposition technique that allows to determine the performance measures of
servicing the elastic data [5]. The quality of transmission the elastic data traffic
is estimated by the mean time of file downloading. The volume of transmission
resources found in the process of access node planning has to provide low losses
(round one percent) of accepting the requests for real time and elastic data
transmission. For such values of input parameters the model under considera-
tion has some properties that can be used for construction of the approximate
algorithm of estimation the mean time of file downloading and the mean number
of requests for elastic data transmission being on servicing.

Let us represent the node transmission capacity C in terms of its smallest
granularity which we call resource unit. Let us denote by v the total amount
of resource units and consider the moment of arrival of a request for the elastic
data transmission. Let us denote by i the number of resource units occupied
at this moment by servicing the real time traffic. Correspondingly v − i is the
number of resource units that can be used for servicing the arriving request. Let
us denote by p(i) the probability of occupation of i resource units by servicing
the real time traffic in the case when no data traffic is considered in the system,
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i = 0, 1, . . . , v. The values of p(i) can be easily found from recursions established
for BPP traffic streams [1,2].

Let us denote, respectively, by y3(v−i) the mean number of requests for data
transmission being in the system on serving or waiting; by y3,s(v − i) denote
the mean number of such requests being on servicing; by m3(v − i) denote the
mean amount of link transmission capacity occupied by serving this type of
traffic; by Td(v − i) denote the mean time of file transmission. The introduced
characteristics are calculated with help of the access node model servicing only
data traffic and having in total v − i resource units. The characteristics can
be calculated by simple recursive algorithm. Denote the resulting estimates of
servicing the data traffic by the same symbols as the characteristics themselves,
only with the superscript (a). The values of the estimates are determined from
relations

y
(a)
3 =

v∑
i=0

p(i) y3(v − i), y
(a)
3,s =

v∑
i=0

p(i) y3,s(v − i), (4)

m
(a)
3 =

v∑
i=0

p(i)m3(v − i), T
(a)
d =

v∑
i=0

p(i)Td(v − i).

For illustration purposes let us consider the process of joint servicing of the
real time and elastic traffic by the access node with the following values of input
parameters: C = 60; w = 5; r1 = 1; σ = 0,5; r2 = 5; a1 = 5; μ1 = 1; a2 = 0,5;
μ2 = 1; s = �a2� + 10; γ = a2μ2

s−a2
; F = 10; rd,1 = 1; rd,2 = 5; z = 5, fk = 1/z,

k = 1, 2, . . . , 5. The values of c, r1, r2, rd,1, rd,2 are expressed in Mbit/s. The value
of F is expressed in Mbit. As a time unit was chosen the mean time of servicing
a request for real time traffic transmission. The values of a1, a2 are expressed in
Erlangs. The values λd, σ, γ represent the mean number of corresponding events

Table 1. The results of exact and approximate calculation of characteristics of data
transmission

λd π y3 Td bd

Exact Approx. Exact Approx. Exact Approx.

1,0 0,000063 6,8438 6,9291 2,2813 2,3099 4,3835 4,3293

1,1 0,000252 7,9527 8,1085 2,4100 2,4578 4,1495 4,0690

1,2 0,000930 9,3420 9,6060 2,5952 2,6704 3,8534 3,7453

1,3 0,003142 11,1746 11,5718 2,8662 2,9726 3,4894 3,3645

1,4 0,009623 13,7012 14,1837 3,2657 3,3903 3,0631 2,9484

1,5 0,026311 17,2446 17,5982 3,8448 3,9399 2,6029 2,5321

1,6 0,062855 22,0512 21,8567 4,6350 4,6120 2,1611 2,1525

1,7 0,128491 27,9757 26,7829 5,5985 5,3576 1,7916 1,8353

1,8 0,223114 34,2941 31,9531 6,6080 6,0910 1,5207 1,5894

1,9 0,333873 40,0654 36,8192 7,5118 6,7178 1,3405 1,4105

2,0 0,443905 44,7266 40,9416 8,2248 7,1740 1,2271 1,2865
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in chosen time unit. The exact and approximate values of y3, Td, bd depending
on the value of λd are given in Table 1. The exact values of the characteristic
are found after solving the system of state equations (2) by the iterative Gauss–
Seidel algorithm (3). The approximate values of the characteristics are found by
using expressions (4). The level of requests losses was estimated by the value of
π = max1≤k≤3 πk. It is clearly seen that the accuracy (4) increases with decrease
of the offered traffic.

6 Conclusion

In this paper the model of joint servicing by access node the real time and elas-
tic data traffic is proposed. Flow of requests for real time servicing is described
by Poisson model (narrowband traffic) or Engset model (broadband traffic). The
requests for data (file) transmission are coming by groups (batches) according to
the Poisson model. Requests from the group occupy free transmission resources
or free waiting positions if all transmission resources are occupied. The excess
of the group is lost when all transmission resources or waiting positions are
occupied. The number of requests in the group is varying from one to the some
value and defined by the some probability. The sum of these probabilities is
equal to one. The volume of the file has exponential distribution with mean
value represented in bits. Real time traffic has advantage in occupying the node
transmission resource. It exhibits itself in decreasing if necessary the speed of
data transmission to some minimum value. When the node has free capacity the
speed of data transmission is increasing to some maximum value (elastic prop-
erty). The duration of servicing of requests for real time traffic transmission has
exponential distribution and doesn’t depend on the model’s state. The duration
of servicing of requests for elastic data transmission also has exponential distri-
bution but with parameter depending on the available free node transmission
capacity and the allowed values of capacity that can be used for servicing by one
request.

In the framework of the proposed model the definitions of main performance
measures of traffic transmission are formulated through values of probabilities of
model’s stationary states. The exact and approximate algorithms of estimation
the introduced performance measures are suggested. Exact algorithm based on
the solving the system of state equations and approximate algorithm is based
on the procedure of decomposition. The proposed model and the results of its
analysis can be used for estimation the required transmission capacity of access
node for given volumes of offered real time and elastic traffics.
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Abstract. In this paper, we consider an M/GI/GI/ 1/1 retrial queue
where incoming fresh calls arrive at the server according to a Poisson
process. Upon arrival, an incoming call either occupies the server if it is
idle or joins an orbit if the server is busy. From the orbit, an incoming
call retries to occupy the server and behaves the same as a fresh incoming
call. After some idle time, the server makes an outgoing call to outside.
We consider the system with an unreliable server. In a free state and
while servicing outgoing calls the server is reliable and unable to crash.
If while servicing an incoming call the server crashes, the incoming call
goes into the orbit. The service time of such an interrupted call follows
the same distribution as that of an incoming call. For that system we
obtained probability distribution of the states of the server, the condition
for the existence of a stationary mode and probability distribution of a
number of calls in the system.

Keywords: Retrial queueing system
Incoming and outgoing calls · Unreliable server · Cognitive networks

1 Introduction

Retrial queues are characterized by the feature that a blocked customer does not
lost or queue before the server but leave the server and retry for service after
some random time. The retrial phenomenon are ubiquitous in random access
systems such as cellular mobile networks or local area networks etc. [1,2,6].
An important application of these models can be found in call centers where
customes who cannot connect to the operator will make the phone call again.
In modern call centers, the operators not only serve incoming calls but in idle
time also initiate outgoing calls to outside [3,4]. Motivated by this situation,
a retrial queue with distinct distributions of incoming calls and outgoing calls
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 276–287, 2018.
https://doi.org/10.1007/978-3-319-99447-5_24
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is considered in [7,12] while the model with the same distribution of incoming
and outgoing calls was considered in [9]. In these works, the server is assumed
to be reliable, i.e., there is no interruption during the service. In this paper,
we consider an extension of [12], where the server is unreliable while serving
incoming calls. A closely related model is investigated in [17] where the authors
consider unreliable server when serving both incoming and outgoing calls. In [17],
when the server is broken down the ongoing customer stays at the server and
the service is resumed upon the completion of the repairment of the server.

In this paper, we consider a new extension of [12] where the interrupted call
leaves the server and retries again instead of waiting at the server. Mathemati-
cally, the interrupted customer will be served again as other incoming calls.

This feature reflects various real world situations in service systems. For
example, in call centers, if the customer does not have enough information,
the operator cannot complete the service and the customer must call again in
a later time when he has enough information. Also in various real life service
systems, the service cannot be completed at the first arrival and the customer
must come again in the future. Our model fits very well the situation in cognitive
networks where secondary users use the licensed channel when primary users
are not present at the system. The behavior primary users could be modeled
by the breakdown and repair mechanism presented in this paper. Furthermore,
secondary users in cognitive radio networks correspond to incoming calls in our
model. When a primary user uses the channel, from the view point of secondary
users, the server is broken down. The time to repair could be interpreted as the
service time of the primary user. For related works, we mention some papers
with either unreliable server or two-way communication in [5,7–12,14–16].

The rest of this paper is organized as follows. In Sect. 2, we describe the model
in details. Section 3 represents the set of Kolmogorov equations which describe
the dynamic of the system. Section 4 is devoted to the analysis of the distribution
of the state of the server and Sect. 5 is devoted to derivation of characteristic
functions of the stationary queue length distribution. Finally, concluding remarks
are presented in Sect. 6.

2 Model Description and Problem Definition

We consider a single server queueing model with two types of calls: incoming calls
and outgoing calls. Incoming calls arrive at the system according to a Poisson
process with rate λ. Upon arrival, if the server is free the incoming call enters the
system and goes into service for a time duration, distributed with probability
function B1(x). If at the moment of entering system, the server is busy, the
call instantly goes to the orbit and stays there for an exponentially distributed
duration of time with rate σ, after which the call retries to go into service.

If the server is idle (empty) it starts making outgoing calls to the outside (not
from the orbit) with rate α and the service time of outgoing calls has distribution
function B2(x).

We consider the system with an unreliable server [13,17], which crashes with
intensity γ and recovers with intensity μ while serving incoming calls. In the free
state and while servicing outgoing calls the server is reliable and unable to crash.
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In case the server crashes while servicing an incoming call, the incoming call
goes into the orbit. The service time of an interrupted call follows the same
distribution as other incoming calls. In the other words, the service time dis-
tribution of the interrupted call is also B1(x). When the server is serving an
incoming call or recovering, incoming calls enter the orbit.

Let i(t) denote the number of incoming calls in the system at time t. The
main purposes of this papers are:

(1) Find the condition for the existence of a stationary mode in the retrial queue
described above,

(2) Find the characteristic function of the stationary queue length distribution:

P (i) = P {i(t) = i} . (1)

3 Kolmogorov System of Equations

We define some notations: the state of the server at time t as k(t):

0 if the server is free,
1 if the server is busy serving an incoming call,
2 if the server is busy serving an outgoing call,
3 if the server is in a state of recovery;

z(t) - remaining time of service, when k = 1, 2.
We further define the probabilities:

P {k(t) = k, i(t) = i, z(t) < z} = Pk(i, z, t), k = 1, 2,
P {k(t) = k, i(t) = i} = Pk(i, t), k = 0, 3.

(2)

Since the random process

{k(t), i(t), z(t)} , k = 1, 2; {k(t), i(t)} , k = 0, 3

with a variable number of components is a Markov process, then we have to
compose a system of Kolmogorov equations for the probability distribution (2).

We denote Pk(i,∞, t) = Pk(i, t), for k = 1, 2. The stationary probability
distribution is the unique solution of the Kolmogorov system of equations:

−(λ + α + iσ)P0(i, t) +
∂P1(i + 1, 0, t)

∂z
+

∂P2(i, 0, t)
∂z

+ μP3(i, t) =

=
∂P0(i, t)

∂t
,

∂P1(i, z, t)
∂z

− ∂P1(i, 0, t)
∂z

− (λ + γ)P1(i, z, t) + λP1(i − 1, z, t)+
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λB1(z)P0(i − 1, t) + iσB1(z)P0(i, t) =
∂P1(i, z, t)

∂t
,

∂P2(i, z, t)
∂z

− ∂P2(i, 0, t)
∂z

− λP2(i, z, t) + λP2(i − 1, z, t) + αB2(z)P0(i, t) =

=
∂P2(i, z, t)

∂t
,

−(λ + μ)P3(i, t) + λP3(i − 1, t) + γP1(i, t) =
∂P3(i, t)

∂t
.

Let’s write down the last system in stationary mode:

− (λ + α + iσ)P0(i) +
∂P1(i + 1, 0)

∂z
+

∂P2(i, 0)
∂z

+ μP3(i) = 0,

∂P1(i, z)
∂z

− ∂P1(i, 0)
∂z

− (λ + γ)P1(i, z) + λP1(i − 1, z) +

λB1(z)P0(i − 1) + iσB1(z)P0(i) = 0,
∂P2(i, z)

∂z
− ∂P2(i, 0)

∂z
− λP2(i, z) + λP2(i − 1, z) + αB2(z)P0(i) = 0,

−(λ + μ)P3(i) + λP3(i − 1) + γP1(i) = 0. (3)

We introduce partial characteristic functions, denoting j =
√−1:

H0(u) =
∞∑

i=0

ejuiP0(i),

Hk(u, z) =
∞∑

i=1

ejuiPk(i, z), k = 1, 2,

H3(u) =
∞∑

i=0

ejuiP3(i). (4)

We rewrite (3) in the following form:

− (λ + α)H0(u) + μH3(u) + jσH ′
0(u) + e−ju ∂H1(u, 0)

∂z
+

∂H2(u, 0)
∂z

= 0,

∂H1(u, z)
∂z

− ∂H1(u, 0)
∂z

+

(λ(eju − 1) − γ)H1(u, z) + λB1(z)ejuH0(u) − jσB1(z)H ′
0(u) = 0,

∂H2(u, z)
∂z

− ∂H2(u, 0)
∂z

+ λ(eju − 1)H2(u, z) + αB2(z)H0(u) = 0,

(λ(eju − 1) − μ)H3(u) + γH1(u) = 0. (5)

In the system (5), we take the limit as z → ∞. Denote

Hk(u,∞) = Hk(u), k = 1, 2.
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After summing the resulting equations, we will get

∂H1(u, 0)
∂z

− λejuH(u) = 0, (6)

where
H(u) = H0(u) + H1(u) + H2(u) + H3(u).

In the system (5) the first equation is replaced by the equation (6). Then the
system of equations for partial characteristic functions (5) could be rewritten in
the following form

∂H1(u, z)
∂z

− ∂H1(u, 0)
∂z

+

(λ(eju − 1) − γ)H1(u, z) + λB1(z)ejuH0(u) − jσB1(z)H ′
0(u) = 0,

∂H2(u, z)
∂z

− ∂H2(u, 0)
∂z

+ λ(eju − 1)H2(u, z) + αB2(z)H0(u) = 0,

(λ(eju − 1) − μ)H3(u) + γH1(u) = 0,
∂H1(u, 0)

∂z
− λejuH(u) = 0. (7)

We define the Laplace-Stieltjes transform

B∗
k(s) =

∞∫

0

e−sxdBk(s),

H∗
k(u, s) =

∞∫

0

e−szdHk(u, z), k = 1, 2.

We rewrite system (7) in the form

− ∂H1(u, 0)
∂z

+ (λ(eju − 1) − γ + s)H∗
1 (u, s) +

B∗
1(s)(λejuH0(u) − jσH ′

0(u)) = 0,

−∂H2(u, 0)
∂z

+ (λ(eju − 1) + s)H∗
2 (u, s) + αB∗

2(s)H0(u) = 0,

(λ(eju − 1) − μ)H3(u) + γH1(u) = 0,
∂H1(u, 0)

∂z
− λejuH(u) = 0. (8)

This system will be the main in further research.

4 Probabilities Distribution of the Server States
and Condition of Existence of a Stationary Mode

We will prove the following statement.
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Theorem 1. For our retrial queue, denoting b2 =
∫ ∞
0

xdB2(x), the probabilities

rk = P {k(t) = k}

of the server states have the form

r0 =
1

1 + αb2

(
1 − λ

μ + γ

μ
· 1 − B∗

1(γ)
γB∗

1(γ)

)
,

r1 = λ
1 − B∗

1(γ)
γB∗

1(γ)
,

r2 = αb2r0,

r3 =
γ

μ
r1. (9)

Proof. We denote

b2 =
∫ ∞

0

xdB2(x),

H∗
k(u, s) = r∗

k(s), Hk(0) = rk, k = 0, 3,

∂Hk(u, 0)
∂z

∣∣∣∣
u=0

= r′
k(0), k = 1, 2, H ′

0(u)|u=0 = jm0. (10)

Then substituting u = 0 to (8), we get the following system of equations:

−r′
1(0) + (s − γ)r∗

1(s) + B∗
1(s)(λr0 + σm0) = 0,

−r′
2(0) + sr∗

2(s) + αB∗
2(s)r0 = 0,

−μr3 + γr1 = 0,

λ − r′
1(0) = 0. (11)

Substituting s = γ into the first and using the fourth equations of the system
(11), we obtain

r′
1(0) = B∗

1(γ)(λr0 + σm0),
r′
1(0) = λ.

(12)

We differentiate the second equation in (11) with respect to s . Substitute the
expression s = 0 in the resulting equation. From systems (11) and (12) we get
the system
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− λ − γr1 +
λ

B∗
1(γ)

= 0,

r2 − αb2r0 = 0,

−μr3 + γr1 = 0. (13)

We’ll find the probability value r0 from the normalization condition in the
form of a first equation in (9). Theorem 1 is proved.

Corollary. The condition for the existence of the stationary mode for the model
in this paper is the following inequality:

λ <
μ

μ + γ
· γB∗

1(γ)
1 − B∗

1(γ)
. (14)

Proof. The condition (14) follows from the positivity of the probability r0 in (9).
The corollary is proved.

Let’s define the system flow capacity S as a maximum average number of incom-
ing calls that could be served in the system per unit time. By inequality (14) the
value S for our system with outgoing calls and unreliable server is defined by

S =
μ

μ + γ
· γB∗

1(γ)
1 − B∗

1(γ)
. (15)

If the value of the parameter λ of the incoming flow is defined by the equality
λ = ρS, then at any values of the parameter 0 < ρ < 1 the stationary mode
exists for our system, and the probabilities rk from (9) of the server states could
be written in the following form

r0 =
1 − ρ

1 + αb2
,

r1 = ρ
μ

μ + γ
,

r2 = αb2
1 − ρ

1 + αb2
,

r3 = ρ
γ

μ + γ
, (16)

which do not depend on the form of distribution functions B1(x) and B2(x) of
the service time of both incoming and outgoing calls. When this happens the
intensity λ of the incoming flow linearly depends on S, which by (15) depends
on the form of distribution function B1(x).

For the model in this paper, the system flow capacity S from (15) has a non-
standard property. Let μ = νγ, where the parameter ν can take any positive
value ν > 0, then S = S(γ). We consider the system flow capacity S(γ) while
increasing the parameter γ. We have

lim
γ→∞ S(γ) = lim

γ→∞
ν

ν + 1
· γB∗

1(γ)
1 − B∗

1(γ)
=
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ν

ν + 1
lim

γ→∞ γB∗
1(γ) =

ν

ν + 1
· B′

1(0). (17)

The distribution density at zero can take any non-negative value that depends
on the form of the distribution function B1(x).

If B′
1(0) = ∞, then for any arbitrarily large value of the rate λ, by (17) we

can find the value of the rate γ for which inequality (14) holds. Consequently,
there is a stationary mode in the retrial queue considered in this paper. This is
evident and intuitive because in this case, the distribution of the service time
concentrates on zero.

If B′
1(0) = 0, then for any arbitrarily small value of the rate λ, by (17)

we can find the value of the rate γ for which inequality (14) does not hold.
Consequently, in the system, there is no stationary mode for any arbitrarily
small fraction γ

μ+γ = 1
ν+1 of the time that is spent on the repair of the server.

Let B1(x) be a function of the gamma distribution with the same values of the
form parameter α1 and the scale parameter β1, that is, α1 = β1 = β. Then the
average value α1

β1
of the service time of the outgoing calls is equal to one, and

B∗
1(γ) =

(
β

β+γ

)β

. For μ = νγ the system flow capacity S depends on γ and has
the form

S = S(γ) =
ν

ν + 1
· γB∗

1(γ)
1 − B∗

1(γ)
.

We set ν = 4. Table 1 shows the system flow capacity S1(γ) for β1 = β = 5 and
S2(γ) for β1 = β = 0.2 and the indicated values of the parameter γ.

Table 1. The system flow capacity S.

γ 0.01 0.1 1 10 100

S1 0.797 0.769 0.538 0.033 2 · 10−5

S2 0.816 0.947 1.856 6.692 32.427

Further we find probability distribution P (i) of the number i(t) of calls in
our retrial queueing system considered in this paper.

5 Probability Distribution of the Number of Calls
in the System

Let’s denote

g1(u) = λ(1 − eju) + γ,

g2(u) = λ(1 − eju), (18)
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and rewrite system (8) in the following form

− ∂H1(u, 0)
∂z

+

(s − g1(u))H∗
1 (u, s) + B∗

1(s)(λejuH0(u) − jσH ′
0(u)) = 0,

−∂H2(u, 0)
∂z

+ (s − g2(u))H∗
2 (u, s) + αB∗

2(s)H0(u) = 0,

(λ(1 − eju) − μ)H3(u) + γH1(u) = 0,
∂H1(u, 0)

∂z
− λejuH(u) = 0. (19)

Substituting s = g1(u) in the first equation and s = g2(u) in the second equation
of the system (19) we’ll get the following equations:

∂H1(u, 0)
∂z

= B∗
1(g1(u))(λejuH0(u) − jσH ′

0(u)),

∂H2(u, 0)
∂z

= αB∗
2(g2(u))H0(u). (20)

Let’s rewrite system (19) in the following form

(s − g1(u))H∗
1 (u, s) + (B∗

1(s) − B∗
1(g1(u)))(λejuH0(u) − jσH ′

0(u)) = 0,
(s − g2(u))H∗

2 (u, s) + α(B∗
2(s) − B∗

2(g2(u)))H0(u) = 0,
(λ(eju − 1))H3(u) + γH1(u) = 0,

B∗
1(g1(u))(λejuH0(u) − jσH ′

0(u)) − λejuH(u) = 0. (21)

Let’s denote H∗
k(u, 0) = Hk(u), k = 1, 2. Substituting s = 0 in (21), we rewrite

system (21) in the following form:

− g1(u)H1(u) + {1 − B∗
1(g1(u))} {

λejuH0(u) − jσH ′
0(u)

}
= 0,

−g2(u)H2(u) + α(1 − B∗
2(g2(u)))H0(u) = 0,

(λ(eju − 1) − μ)H3(u) + γH1(u) = 0,
B∗

1(g1(u))(λejuH0(u) − jσH ′
0(u)) − λejuH(u) = 0. (22)

We’ll rewrite the first three equations of system (22) in the following form:

H1(u) =
1 − B∗

1(g1(u))
g1(u)

{
λejuH0(u) − jσH ′

0(u)
}

,

H2(u) = α
1 − B∗

2(g2(u))
g2(u)

H0(u),

H3(u) =
γ

μ − λ(eju − 1)
H1(u). (23)

By substituting these expressions into the fourth equation of system (22) we’ll
get the following equality
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0 = λejuH(u) − B∗
1(g1(u))

(
λejuH0(u) − juH

′
0(u)

)
=

λeju

[
H0(u)

(
1 + α

1 − B∗
2(g2(u))

g2(u)

)
+ H1(u)

(
1 +

γ

μ − λ(eju − 1)

)]
−

B∗
1(g1(u))

{
λejuH0(u) − jσH ′

0(u)
}

=

λeju

[
H0(u)

(
1 + α

1 − B∗
2(g2(u))

g2(u)

)
+

1 − B∗
1(g1(u))

g1(u)
· μ − λ(eju − 1) + γ

μ − λ(eju − 1)
(
λejuH0(u) − jσH ′

0(u)
)] −

B∗
1(g1(u))

{
λejuH0(u) − jσH ′

0(u)
}

,

which we’ll then rewrite in the following form

λejuH0(u)
(

1 + α
1 − B∗

2(g2(u))
g2(u)

)
=

(
λejuH0(u) − jσH ′

0(u)
) ×

(
B∗

1(g1(u)) − λeju 1 − B∗
1(g1(u))

g1(u)
· μ − λ(eju − 1) + γ

μ − λ(eju − 1)

)
. (24)

Let’s denote

f(u) =
(

1 + α
1 − B∗

2(g2(u))
g2(u)

)
×

(
B∗

1(g1(u)) − λeju 1 − B∗
1(g1(u))

g1(u)
· μ − λ(eju − 1) + γ

μ − λ(eju − 1)

)−1

, (25)

and rewrite equality (24) in the following form

λejuH0(u)f(u) = λejuH0(u) − jσH ′
0(u), (26)

i.e., in the form of an ordinary differential equation

H
′
0(u) = j

λ

σ
ejuH0(u)(f(u) − 1),

with respect to the function H0(u), satisfying the condition H0(0) = r0. The
solution H0(u) of this equation will have the following form

H0(u) = r0exp

{
j
λ

σ

∫ u

0

ejx(f(x) − 1)dx

}
. (27)
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By substituting last equation into (23) we’ll write

H1(u) =
1 − B∗

1(g1(u))
g1(u)

λejuH0(u)f(u),

H2(u) = α
1 − B∗

2(g2(u))
g2(u)

H0(u),

H3(u) =
γ

μ − λ(eju − 1)
H1(u). (28)

Thus the following statement is proved.

Theorem 2. Using g1(u) and g2(u) from (18) and also f(u) from (25) then the
characteristic function of the number i(t) of calls in our retrial queueing system
in this paper has the following form

H(u) = Meju = H0(u) + H1(u) + H2(u) + H3(u),

in which the partial characteristic functions Hk(u), k = 0, 3 are defined by equal-
ities (27), (28).

Stationary probabilities distribution P (i) = P {i(t) = i} of the number of
calls in our retrial queue is obtained by the reverse Fourier transform and has
the following form

P (i) =
1
2π

∫ π

−π

e−juiH(u)du, (29)

in which the expression for a characteristic function H(u) is defined in Theorem
2. The numerical realization of probabilities distribution P (i) from (29) is eas-
ily obtained for any values of initial parameters α, γ, μ, σ, λ and of distribution
functions B1(x) and B2(x) that satisfy the condition (14).

6 Conclusion

In this paper, we have considered retrial queue M/GI/GI/1/1 with two-way
communication, unreliable server and retrials of interrupted calls. We have found
the probability distribution of server states, the condition for the existence of a
stationary mode and probability distribution of a number of calls in the system.

References

1. Artalejo, J.R., Gomez-Corral, A.: Retrial Queueing Systems: A Computational
Approach. Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-78725-
9

2. Falin, G.I., Templeton, J.G.C.: Retrial Queues. Chapman and Hall, London (1997)
3. Bhulai, S., Koole, G.: A queueing model for call blending in call centers. IEEE

Trans. Autom. Control 48, 1434–1438 (2003)

https://doi.org/10.1007/978-3-540-78725-9
https://doi.org/10.1007/978-3-540-78725-9


M/GI/GI/ 1/1 with Two-Way Communication 287

4. Deslauriers, A., L’Ecuyer, P., Pichitlamken, J., Ingolfsson, A., Avramidis, A.N.:
Markov chain models of a telephone call center with call blending. Comput. Oper.
Res. 34, 1616–1645 (2007)

5. Choi, B.D., Choi, K.B., Lee, Y.W.: M/G/1 retrial queueing systems with two types
of calls and finite capacity. Queueing Syst. 19, 215–229 (1995)

6. Tran-Gia, P., Mandjes, M.: Modeling of customer retrial phenomenon in cellular
mobile networks. IEEE J. Sel. Areas Commun. 15, 1406–1414 (1997)

7. Artalejo, J.R., Phung-Duc, T.: Markovian retrial queues with two way communi-
cation. J. Ind. Manag. Optim. 8, 781–806 (2012)

8. Nazarov, A., Phung-Duc, T., Paul, S.: Heavy outgoing call asymptotics for
MMPP/M/1/1 retrial queue with two-way communication. In: Dudin, A., Nazarov,
A., Kirpichnikov, A. (eds.) ITMM 2017. CCIS, vol. 800, pp. 28–41. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-68069-9 3

9. Falin, G.I.: Model of coupled switching in presence of recurrent calls. Eng. Cybern.
Rev. 17, 53–59 (1979)

10. Artalejo, J.R., Resing, J.A.C.: Mean value analysis of single server retrial queues.
Asia-Pac. J. Oper. Res. 27, 335–345 (2010)

11. Falin, G.I., Artalejo, J.R., Martin, M.: On the single server retrial queue with
priority customers. Queueing Syst. 14, 439–455 (1993)

12. Artalejo, J.R., Phung-Duc, T.: Single server retrial queues with two way commu-
nication. Appl. Math. Model. 37(4), 1811–1822 (2003)

13. Senthil Kumar, M., Dadlani, A., Kim, K.: Performance analysis of an unreliable
M/G/1 retrial queue with two-way communication. arXiv:1512.08609v3

14. Nazarov, A., Paul, S., Gudkova, I.: Asymptotic analysis of Markovian retrial queue
with two-way communication under low rate of retrials condition. In: Proceedings
- 31st European Conference on Modelling and Simulation, ECMS, Budapest, pp.
687–693 (2017)

15. Djellab, N.V.: On the M/G/1 retrial queue subjected to breakdowns. RAIRO -
Oper. Res. 36(4), 299–310 (2002)

16. Sherman, N., Kharoufeh, J., Abramson, M.: An M/G/1 retrial queue with unre-
liable server for streaming multimedia applications. Probab. Eng. Inf. Sci. 23,
281–304 (2009)

17. Samouylov, K., Naumov, V., Sopin, E., Gudkova, I., Shorgin, S.: Sojourn time
analysis for processor sharing loss system with unreliable server. In: Wittevrongel,
S., Phung-Duc, T. (eds.) ASMTA 2016. LNCS, vol. 9845, pp. 284–297. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-43904-4 20

https://doi.org/10.1007/978-3-319-68069-9_3
http://arxiv.org/abs/1512.08609v3
https://doi.org/10.1007/978-3-319-43904-4_20


Some Aspects of the Discrete Geo/G/1
Type Cyclic Waiting Systems
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Abstract. Earlier we have investigated the discrete-time cyclic-waiting
system in the case of geometrically distributed interarrival time and gen-
eral service time distribution. We obtained the generating functions of
ergodic distributions both for the queue length and the waiting time, we
got the stability condition in different forms. In this paper we show their
coincidence, and find a relation between the zero probabilities for the
two models. We also compute the mean values for the queue length and
the waiting time.

Keywords: Discrete cyclic waiting system · Queue length
Waiting time · Stability condition

1 Introduction

Earlier we have considered a single-server queueing system where an entering
customer might be accepted for service either at the moment of arrival or at
moments differing from it by the multiples of a given cycle time T . The problem
was motivated by the transmission of optical signals: optical signals enter a node
and they should be transmitted according to the FCFS rule. This information
cannot be stored, if it cannot be served at once is sent to a delay line and returns
to the node after having passed it. So, the signal can be transmitted from the
node at the moment of its arrival or at moments that differ from it by the
multiples of time necessary to pass the delay line.

A general description of results about such system can be found in [3] in the
case of exponential interarrival and service time distributions, some aspects were
investigated in [1,2]. In [5,6] such system was considered from the viewpoints
of queue length and waiting time in the discrete time case on condition the
interarrival time had geometrical, and the service time had general distributions.
Our results were formulated in the following theorems.

Theorem 1. Let us consider a discrete queueing system in which the interar-
rival time has geometrical distribution with parameter r, the service time has
general distribution with probabilities qi (i = 1, 2, . . .). The service of a customer
may start upon arrival or (in case of busy server or waiting queue) at moments
differing from it by the multiples of a given cycle time T (equal to n time units)
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 288–301, 2018.
https://doi.org/10.1007/978-3-319-99447-5_25
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according to the FCFS discipline. Let us define an embedded Markov chain whose
states correspond to the number of customers in the system at moments tk − 0,
where tk is the moment of beginning of service of the k-th one. The matrix of
transition probabilities has the form

⎡
⎢⎢⎢⎢⎢⎣

a0 a1 a2 a3 . . .
a0 a1 a2 a3 . . .
0 b0 b1 b2 . . .
0 0 b0 b1 . . .
...

...
...

...
. . .

⎤
⎥⎥⎥⎥⎥⎦

its elements are determined by the generating functions

A(z) =
∞∑
i=0

aiz
i = Q1 + z

r

1 − r
Q1 + z

∞∑
k=1

(1 − r + rz)kn (1)

×
⎧
⎨
⎩

kn+1∑
i=(k−1)n+2

qi +
∞∑

i=kn+2

qi(1 − r)i−kn−1 −
∞∑

i=(k−1)n+2

qi(1 − r)i−(k−1)n−1

⎫
⎬
⎭ ,

Qk =
∞∑
i=k

qi(1 − r)i;

B(z) =
∞∑
i=0

biz
i =

∞∑
k=0

n∑
j=1

qkn+j(1 − r + rz)kn+j (2)

×
{

r

1 − (1 − r)n
1 − (1 − r)j−1(1 − r + rz)j−1

1 − (1 − r)(1 − r + rz)
(1 − r + rz)n−j+1

+
r(1 − r)j−1

1 − (1 − r)n
1 − (1 − r)n−j+1(1 − r + rz)n−j+1

1 − (1 − r)(1 − r + rz)

}
.

The generating function of ergodic distribution P (z) =
∞∑
i=0

piz
i has the form

P (z) =
p0[zA(z) − B(z)] + p1z[A(z) − B(z)]

z − B(z)
, (3)

where

p1 =
1 − a0

a0
p0,

p0 =
a0[1 − B′(1)]

a0 + A′(1) − B′(1)
. (4)



290 L. Lakatos

The ergodicity condition is

∞∑
i=1

qi

⌈
i

n

⌉
<

1
1 − (1 − r)n

∞∑
i=1

qi(1 − r)i−1(mod n). (5)

If the service time distribution is is geometrical [i.e., qi = qi−1(1 − q)], the
condition (5) means

rq[1 − (1 − r)n]
(1 − q)(1 − qn)(1 − r)n

< 1.

Let us consider the waiting time. Let tn denote the time of arrival of the nth
customer; its service will begin at the moment tn + T · Xn, where T is the cycle
time and Xn is a nonnegative integer. Let ξn = tn+1 − tn and ηn the service
time of nth customer. Furthermore, let Xn = i, if

(k − 1)T < iT + ηn − ξn ≤ kT (k ≥ 1),

then Xn+1 = k, and if iT + ηn − ξn ≤ 0, then Xn+1 = 0. Hence, Xn is a
homogeneous Markov chain with transition probabilities pik, where

pik = P{(k − i − 1)T < ηn − ξn ≤ (k − i)T}
if k ≥ 1, and

pi0 = P{ηn − ξn ≤ −iT}.

Introduce the notations

fj = P{(j − 1)T < ηn − ξn ≤ jT}, (6)

pik = fk−i if k ≥ 1, pi0 =
−i∑

j=−∞
fj = f̂i. (7)

Under the conditions of the previous theorem we have

Theorem 2. Let us consider the above described system and introduce a Markov
chain whose states correspond to the waiting time (in the sense the waiting time
is the number of actual state multiplied by T ) at the arrival time of customers.
The matrix of transition probabilities for this chain is

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0∑
j=−∞

fj f1 f2 f3 f4 . . .

−1∑
j=−∞

fj f0 f1 f2 f3 . . .

−2∑
j=−∞

fj f−1 f0 f1 f2 . . .

−3∑
j=−∞

fj f−2 f−1 f0 f1 . . .

...
...

...
...

...
. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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its elements are defined by (10) and (13). The generating function of the ergodic
distribution is

P (z) =

⎡
⎢⎢⎢⎢⎣

1 −

∞∑
i=1

qi

{⌈
i
n

⌉
−(1 − r)i−1(mod n) 1 − (1 − r)� i

n �n

1 − (1 − r)n

}

Q1(1 − r)n

(1 − r)[1 − (1 − r)n]

⎤
⎥⎥⎥⎥⎦

×
Q1

1 − r
− Q1[1 − (1 − r)n]

1 − r

z

z − (1 − r)n

1 − F+(z) − Q1[1 − (1 − r)n]
1 − r

z

z − (1 − r)n

, (8)

where

F+(z) =
∞∑
j=1

fjz
j , Q1 =

∞∑
j=1

qj(1 − r)j ;

the condition of existence of ergodic distribution is

∞∑
i=1

qi

{⌈
i
n

⌉
−(1 − r)i−1(mod n) 1 − (1 − r)� i

n �n

1 − (1 − r)n

}

Q1(1 − r)n

(1 − r)[1 − (1 − r)n]

< 1. (9)

2 Coincidence of Ergodicity Conditions

In the case of queue length the ergodicity condition can be obtained in the form
(see [6])

∞∑
k=0

n∑
j=1

qkn+j [(k + 1)n + 1] − nr

1 − (1 − r)n

∞∑
k=0

n∑
j=1

qkn+j(1 − r)j−1 < 1,

which can be written as
∞∑
k=0

n∑
j=1

qkn+j(k + 1) <
1

1 − (1 − r)n

∞∑
k=0

n∑
j=1

qkn+j(1 − r)j−1

or
∞∑
i=1

qi

⌈
i

n

⌉
<

1
1 − (1 − r)n

∞∑
i=1

qi(1 − r)i−1(mod n).

In the case of waiting time we had the ergodicity condition in the form (see
[5])

∞∑
i=1

qi

{
⌈
i
n

⌉− (1 − r)i−1(mod n) 1 − (1 − r)� i
n�n

1 − (1 − r)n

}

Q1(1 − r)n

(1 − r)[1 − (1 − r)n]

< 1,
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or

∞∑
i=1

qi

{⌈
i

n

⌉
− (1 − r)i−1(mod n) 1 − (1 − r)� i

n�n
1 − (1 − r)n

}
<

Q1(1 − r)n

(1 − r)[1 − (1 − r)n]
.

(10)
One has

Q1(1 − r)n

(1 − r)[1 − (1 − r)n]
=

(1 − r)n−1

1 − (1 − r)n

∞∑

i=1

qi(1 − r)i =
1

1 − (1 − r)n

∞∑

i=1

qi(1 − r)i+n−1

=
1

1 − (1 − r)n

∞∑

i=1

qi(1 − r)i−1(mod n)(1 − r)� i
n

�n.

Putting this value into (10) one gets

∞∑
i=1

qi

⌈
i

n

⌉
<

1
1 − (1 − r)n

∞∑
i=1

qi(1 − r)i−1(mod n),

i.e., we come to the same inequality.

The Case of Geometrical Distribution. In the general case for the queue length
we had the inequality

∞∑
k=0

n∑
j=1

qkn+j(k + 1) <
1

1 − (1 − r)n

∞∑
k=0

qkn+j(1 − r)j−1.

The corresponding values are

∞∑
k=0

n∑
j=1

(1 − q)qkn+j−1(k + 1) = 1 + (1 − q)
∞∑
k=0

kqkn
n∑

j=1

qj−1

= 1 + (1 − q)
∞∑
k=0

kqkn
1 − qn

1 − q
= 1 + (1 − qn)qn

∞∑
k=1

kq(k−1)n

= 1 + (1 − qn)qn
1

(1 − qn)2
= 1 +

qn

1 − qn
=

1
1 − qn

;

∞∑
k=0

n∑
j=1

qkn+j−1(1 − q)(1 − r)j−1 = (1 − q)
∞∑
k=0

qkn
n∑

j=1

qj−1(1 − r)j−1

= (1 − q)
1 − qn(1 − r)n

1 − q(1 − r)
1

1 − qn
,

i.e.

1
1 − qn

<
1

1 − (1 − r)n
(1 − q)[1 − qn(1 − r)n]
[1 − q(1 − r)](1 − qn)

.
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It leads to the inequality

[1 − (1 − r)n][1 − q(1 − r)] < (1 − q)[1 − qn(1 − r)n],

or

rq[1 − (1 − r)n] < (1 − q)(1 − r)n − (1 − q)qn(1 − r)n = (1 − q)(1 − r)n(1 − qn),

i.e.

rq[1 − (1 − r)n]
(1 − q)(1 − qn)(1 − r)n

< 1.

Earlier, in the case of waiting time (when we started with geometrical distribu-
tion), we had the ergodicity condition in the form

rq

1 − qn
1 − qn(1 − r)n

1 − q(1 − r)
< (1 − r)n.

It can be written as

rq[1 − qn(1 − r)n] < [1 − q + rq][(1 − r)n − qn(1 − r)n],

adding and subtracting 1 in the last brackets

rq[1 − q
n
(1 − r)

n
] < (1 − q)[(1 − r)

n − q
n
(1 − r)

n
] + rq[−1 + (1 − r)

n
] + rq[1 − q

n
(1 − r)

n
],

rq[1 − (1 − r)
n
] < (1 − q)(1 − r)

n
(1 − q

n
)

or, finally,

rq[1 − (1 − r)n]
(1 − q)(1 − qn)(1 − r)n

< 1,

as in the case of queue length.

3 Relation Between p
(q)
0 and p

(w)
0

We find the relation between p
(w)
0 and p

(q)
0 . We consider a moment just before

starting the service of a customer and let the system be free or let there be
present one customer. The probability of this event is

p
(q)
0 + p

(q)
1 = p

(q)
0 +

1 − a0

a0
p
(q)
0 =

p
(q)
0

a0
.

One begins the service of the actual customer and it takes i time units. The
waiting time for the next customer will be zero if during the first i − 1 time
slices no customer enters and on the last time slice either no customer enters
(the server becomes free) or a new customer appears. So, it is not important that
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during this time slice a further customer arrives or not since the server becomes
free in both cases, in the case of entry of the next customer the service of the
new one can be started on the following time slice, in such sense it will be taken
for service without waiting.

We have the probability no customer arrives for the first i − 1 time slices

∞∑
i=1

qi(1 − r)i−1 =
Q1

1 − r
,

and we obtain

p
(w)
0 =

p
(q)
0

a0
· Q1

1 − r
.

We show the fulfilment of this equality. We have

p
(q)
0 =

a0[1 − B′(1)]
a0 + A′(1) − B′(1)

,
p
(q)
0

a0
=

1 − B′(1)
a0 + A′(1) − B′(1)

.

So, we have to find

1 − B′(1)
a0 + A′(1) − B′(1)

· Q1

1 − r
,

this second factor appears in the expression for p
(w)
0

p
(w)
0 =

[
1 − F ′

+(1)
(1 − r)[1 − (1 − r)n]

Q1(1 − r)n

]
Q1

1 − r
.

Consequently, it is enough to show that

1 − B′(1)
a0 + A′(1) − B′(1)

= 1 − F ′
+(1)

(1 − r)[1 − (1 − r)n]
Q1(1 − r)n

.

We have

F ′
+(1) =

∞∑

k=1

k
kn∑

i=(k−1)n+1

qi − 1

1 − (1 − r)n

∞∑

i=1

qi
[
(1 − r)i−1(mod n) − (1 − r)i+n−1

]
,

B′(1) =
∞∑

k=0

n∑

j=1

qkn+j [1 + (k + 1)nr] − nr

1 − (1 − r)n

∞∑

k=0

n∑

j=1

qkn+j(1 − r)j−1,

1 −B′(1) =
nr

1 − (1 − r)n

∞∑

k=0

n∑

j=1

qkn+j(1 − r)j−1 −
∞∑

k=0

n∑

j=1

qkn+j(k + 1)nr,

a0 + A′(1) −B′(1) =
nr

1 − (1 − r)n

∞∑

i=1

qi(1 − r)i−1(mod n)(1 − r)� i
n

�n

=
nr

1 − (1 − r)n

∞∑

i=1

qi(1 − r)i+n−1 =
nrQ1(1 − r)n−1

1 − (1 − r)n
;
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1 −B′(1)

a0 + A′(1) −B′(1)

=

1

1 − (1 − r)n

∞∑

k=0

n∑

j=1

qkn+j(1 − r)j−1 −
∞∑

k=0

n∑

j=1

qkn+j(k + 1)

Q1(1−)n−1

1 − (1 − r)n

. (11)

Furthermore,

1 − F ′
+(1)

1 − (1 − r)n

Q1(1 − r)n−1
=

Q1(1 − r)n−1 − [1 − (1 − r)n]F ′
+(1)

Q1(1 − r)n−1
. (12)

Multiplying in (11) the numerator and denominator by 1− (1− r)n, the denom-
inators will be the same. In (12) the numerator will be

Q1(1 − r)n−1 −
∞∑
k=1

k

kn∑
i=(k−1)n+1

qi[1 − (1 − r)n]

+
∞∑
i=1

qi(1 − r)i−1(mod n) −
∞∑
i=1

qi(1 − r)i+n−1

=
∞∑
i=1

qi(1 − r)i−1(mod n) − [1 − (1 − r)n]
∞∑
k=1

k
kn∑

i=(k−1)n+1

qi,

i.e. the two numerators coincide.
As example we compute directly these probabilities in the case of geometrical

service time distribution. We have from [5,6]

p
(w)
0 =

1 − q

1 − q(1 − r)
− rq[1 − (1 − r)n]

[1 − q(1 − r)](1 − qn)(1 − r)n
, (13)

p
(q)
0 = 1 − r − rq(1 − r)[1 − qn(1 − r)n]

[1 − q(1 − r)](1 − qn)(1 − r)n
,

a0 =
(1 − r)(1 − q)
1 − q(1 − r)

.

We obtain

p
(w)
0 =

p
(q)
0

a0

∞∑
i=1

(1 − q)qi−1(1 − r)i−1

=
[
1 − r − rq(1 − r)[1 − qn(1 − r)n]

[1 − q(1 − r)](1 − qn)(1 − r)n

]
· 1 − q(1 − r)
(1 − q)(1 − r)

· 1 − q

1 − q(1 − r)

= 1 − rq[1 − qn(1 − r)n]
[1 − q(1 − r)](1 − qn)(1 − r)n

,

it corresponds to the value (13).
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4 Mean Values

For the generating function of queue length we obtained the expression

P (z) =
p0
a0

a0[zA(z) − B(z)] + (1 − a0)z[A(z) − B(z)]
[z − B(z)]

.

Introducing the notations

S(z) = −a0B(z) + zA(z) − zB(z) + a0zB(z),
N(z) = z − B(z),

for the mean value of queue length we get

P ′(1) =
p0
a0

S′′(1)N ′(1) − S′(1)N ′′(1)
2N ′2(1)

,

or in the terms of generating functions (1) and (2)

P ′(1) =
p0
a0

{
A′′(1)

2[1 − B′(1)]
+

a0 + A′(1) − B′(1)
1 − B′(1)

− a0 +
a0 − 1 + A′(1)
2[1 − B′(1)]2

B′′(1)
}

.

As example we can consider the case of geometrical service time distribution
[qi = qi−1(1 − q)], then the elements of this expression are

1 − B′(1) =
nr

1 − (1 − r)n
(1 − q)(1 − r)n(1 − qn) − rq[1 − (1 − r)n]

(1 − qn)[1 − q(1 − r)]
;

a0 + A′(1) − B′(1)
1 − B′(1)

=
(1 − q)(1 − qn)(1 − r)n

{(1 − q)(1 − r)n(1 − qn) − rq[1 − (1 − r)n]} ;

a0 =
(1 − r)(1 − q)
1 − q(1 − r)

;

−1 + a0 + A′(1)
2[1 − B′(1)]2

=
q[1 − (1 − r)n]2(1 − qn)[1 − q(1 − r)]

2n{(1 − q)(1 − qn)(1 − r)n − rq[1 − (1 − r)n]}2 ;

A′′(1) =
(2nr − nr2)rq

[1 − q(1 − r)](1 − qn)
+

n2r2 · rq(1 − qn)
[1 − q(1 − r)](1 − qn)2

;

B′′(1) = 2(1 − r) +
[−2nr + nr2 − n2r2](1 − r)n

1 − (1 − r)n

+
rq

1 − (1 − r)n

{
2n2r2qn[1 − (1 − r)n]
(1 − qn)2[1 − q(1 − r)]

+
n2r2

1 − qn
1 − qn(1 − r)n

1 − q(1 − r)

+
nr2[1 + q(1 − r)]

1 − qn
1 − qn(1 − r)n

[1 − q(1 − r)]2

}
.

Numerical results were obtained in [7].
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By using the generating function one can compute the mean value of waiting
time (measured in cycles). In our case it is equal to

C = P ′(1) =
F ′′
+(1) +

2Q1(1 − r)n

(1 − r)[1 − (1 − r)n]

2
{

Q1(1 − r)n

(1 − r)[1 − (1 − r)n]
− F ′

+(1)
} − 1

1 − (1 − r)n
,

where

F ′′
+(1) =

∞∑
k=2

k(k − 1)
kn∑

i=(k−1)n+1

qi −
∞∑
k=1

2k

(1 − r)kn+1

∞∑
i=kn+1

qi(1 − r)i.

Numerical results concerning the mean value were obtained for the case of expo-
nential service time distribution in [4], there was also possible the optimization
of cycle length.

The Second Derivative of F+(z). Finally, we give an expression for F ′′
+(1) in a

more convenient from the viewpoint of computation form. We have [5]

F+(z) =
∞∑
k=1

zk

⎧
⎨
⎩

kn∑
i=(k−1)n+2

qi +
1

(1 − r)kn+1

∞∑
i=kn+1

qi(1 − r)i

− 1
(1 − r)(k−1)n+1

∞∑
i=(k−1)n+2

qi(1 − r)i

⎫
⎬
⎭ .

From it

F ′′
+(z) =

∞∑
k=2

k(k − 1)

⎧
⎨
⎩

kn∑
i=(k−1)n+2

qi +
1

(1 − r)kn+1

∞∑
kn+1

qi(1 − r)i

− 1
(1 − r)(k−1)n+1

∑
i=(k−1)n+2

qi(1 − r)i

⎫
⎬
⎭ ,

and find the value F ′′
+(1).

The sum of first terms is

∞∑

k=2

k(k − 1)
kn∑

i=(k−1)n+2

qi = 2(qn+2 + qn+3 + . . . + q2n) + 6(q2n+2 + q2n+3 + . . . + q3n + . . .

+k(k − 1)
kn∑

i=(k−1)n+2

qi + (k + 1)k

(k+1)n∑

i=kn+2

qi + . . .
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The second and third terms may be written in the form of the following
table:

2
(1 − r)2n+1

∞∑
i=2n+1

qi(1 − r)i − 2
(1 − r)n+1

∞∑
i=n+2

qi(1 − r)i,

6
(1 − r)3n+1

∞∑
i=3n+1

qi(1 − r)i − 6
(1 − r)2n+1

∞∑
i=2n+2

qi(1 − r)i,

12
(1 − r)4n+1

∞∑
i=2n+1

qi(1 − r)i − 12
(1 − r)3n+1

∞∑
i=3n+2

qi(1 − r)i,

....................................................................................................................

k(k − 1)
(1 − r)kn+1

∞∑
i=2n+1

qi(1 − r)i − k(k − 1)
(1 − r)(k−1)n+1

∞∑
i=(k−1)n+2

qi(1 − r)i,

(k + 1)k
(1 − r)(k+1)n+1

∞∑
i=2n+1

qi(1 − r)i − (k + 1)k
(1 − r)kn+1

∞∑
i=kn+2

qi(1 − r)i,

....................................................................................................................

Adding to the first element of a row the second element from the next one, one
gets

k(k − 1)
(1 − r)kn+1

∞∑
i=kn+1

qi(1 − r)i − (k + 1)k
(1 − r)kn+1

∞∑
i=kn+2

qi(1 − r)i

=
1

(1 − r)kn+1

∞∑
i=kn+1

qi(1 − r)i[k2 − k − k2 − k] +
(k + 1)k

(1 − r)kn+1
qkn+1(1 − r)kn+1

(k + 1)kqkn+1 − 2k

(1 − r)kn+1

∞∑
i=kn+1

qi(1 − r)i.

The sum of these values is
∞∑

k=2

(k + 1)kqkn+1 −
∞∑

k=2

2k

(1 − r)kn+1

∞∑

i=kn+1

qi(1 − r)i − 2

(1 − r)n+1

∞∑

i=n+2

qi(1 − r)i

=
∞∑

k=2

(k + 1)kqkn+1 −
∞∑

k=2

2k

(1 − r)kn+1

∞∑

i=kn+1

qi(1 − r)i

− 2

(1 − r)n+1

∞∑

i=n+1

qi(1 − r)i +
2

(1 − r)n+1
qn+1(1 − r)n+1

=
∞∑

k=2

(k + 1)kqkn+1 −
∞∑

k=1

2k

(1 − r)kn+1

∞∑

i=kn+1

qi(1 − r)i + 2qn+1

=
∞∑

k=1

k(k + 1)qkn+1 −
∞∑

k=1

2k

(1 − r)kn+1

∞∑

i=kn+1

qi(1 − r)i.
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Adding this value to the first term

2
2n∑

i=n+2

qi + 6
3n∑

i=2n+2

qi + . . . + k(k − 1)
kn∑

i=(k−1)n+2

qi

+
∞∑
k=1

k(k + 1)qkn+1 −
∞∑
k=1

2k

(1 − r)kn+1

∞∑
i=kn+1

qi(1 − r)i

=
∞∑
k=1

k(k + 1)
(k+1)n∑
i=kn+1

qi − 2
∞∑
k=1

k

(1 − r)kn+1

∞∑
i=kn+1

qi(1 − r)i = F ′′
+(1).

F ′′
+(1) can written in the form

F ′′
+(1) =

∞∑
k=1

k(k + 1)
(k+1)n∑
i=kn+1

qi − 2
∞∑
k=1

k
∞∑

i=kn+1

qi(1 − r)i−kn−1.

Its first term is

2(qn+1 + . . . + q2n) + 6(q2n+1 + . . . + q3n) + . . . =
∞∑

i=n+1

qi

⌈
i

n

⌉(⌈
i

n

⌉
− 1

)
.

The second term,
∞∑
k=1

k
∞∑

i=kn+1

qi(1 − r)i−kn−1 is represented by the table

qn+1 .. q2n(1 − r)n−1 q2n+1(1 − r)n q2n+2(1 − r)n+1 .. q3n(1 − r)2n−1 ..
2q2n+1 2q2n+2(1 − r) .. 2q3n(1 − r)n−1 ..

From each n columns one can factor out

(1 − r)i−1(mod n)

and there remains

qn+1 .. q2n q2n+1(1 − r)n .. q3n(1 − r)n q3n+1(1 − r)2n ..
2q2n+1 .. q3n 2q3n+1(1 − r)n ..

3q3n+1 ..

Now, let us consider an arbitrary term qkn+j , it gives

qkn+j

[
(1 − r)(k−1)n + 2(1 − r)(k−2)n + . . . + (k − 1)(1 − r)n + k

]
.

The expression in brackets is

(1 − r)
(k−1)n

[
1 + 2(1 − r)

−n
+ 3(1 − r)

−2n
+ . . . + (k − 1)(1 − r)

−(k−2)n
+ k(1 − r)

−(k−1)n
]
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or

1
ak−1

[
1 + 2a + 3a2 + . . . + (k − 1)ak−2 + kak−1

]
,

where

a = (1 − r)−n.

Since

a + a2 + . . . + ak = a
1 − ak

1 − a
=

a − ak+1

1 − a
,

1 + 2a + 3a2 + . . . + (k − 1)ak−2 + kak−1 =
d
da

a − ak+1

1 − a

=
[1 − (k + 1)ak][1 − a] + a − ak+1

(1 − a)2
=

1 − (k + 1)ak + kak+1

(1 − a)2
.

Multiplying by 1/ak−1 and substituting a = (1 − r)−n, one obtains

(1 − r)(k−1)n

1 − (k + 1)
1

(1 − r)kn
+ k

1
(1 − r)(k+1)n

(
1 − 1

(1 − r)n

)2

= (1 − r)(k+1)n

1 − (k + 1)
1

(1 − r)kn
+ k

1
(1 − r)(k+1)n

[1 − (1 − r)n]2

=
1

[1 − (1 − r)n]2
{

k − (k + 1)(1 − r)n + (1 − r)(k+1)n
}

,

and for one element of the second term we get the coefficient

2
[1 − (1 − r)n]2

(1 − r)i−1(mod n)

{⌈
i

n

⌉
− 1 −

⌈
i

n

⌉
(1 − r)n + (1 − r)� i

n�n
}

,

and finally

F ′′
+(1) =

∞∑
i=n+1

qi

{⌈
i

n

⌉(⌈
i

n

⌉
− 1

)

− 2
[1 − (1 − r)n]2

(1 − r)i−1(mod n)

[⌈
i

n

⌉
− 1 −

⌈
i

n

⌉
(1 − r)n + (1 − r)� i

n�n
]}
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or

F ′′
+(1) =

∞∑
i=n+1

qi

{⌈
i

n

⌉(⌈
i

n

⌉
− 1

)

− 2
[1 − (1 − r)n]2

(1 − r)i−1(mod n)

[⌈
i

n

⌉
(1 − (1 − r)n) − 1 + (1 − r)� i

n�n
]}

.

References

1. Koba, E.V.: Queueing system with repetition of requests for service and FCFS
service discipline. Dopovidi NAN Ukrainy, pp. 101–103 (2000). (in Russian)

2. Koba, E.V., Pustova, S.V.: Lakatos queuing systems, their generalization and appli-
cation. Cybern. Syst. Anal. 48, 387–396 (2012)

3. Lakatos, L., Szeidl, L., Telek, M.: Introduction to Queueing Systems with Telecom-
munication Applications. Springer, Boston (2013). https://doi.org/10.1007/978-1-
4614-5317-8

4. Lakatos, L., Efrosinin, D.: A discrete waiting time model for optical signals. In:
Vishnevsky, V., Kozyrev, D., Larionov, A. (eds.) DCCN 2013. CCIS, vol. 279, pp.
114–123. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-05209-0 10

5. Lakatos, L.: On the waiting time in the discrete cyclic–waiting system of Geo/G/ 1
type. In: Vishnevsky, V., Kozyrev, D. (eds.) DCCN 2015. CCIS, vol. 601, pp. 86–93.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-30843-2 9

6. Lakatos, L.: On the queue length in the discrete cyclic-waiting system of Geo/G/1
type. In: Vishnevskiy, V.M., Samouylov, K.E., Kozyrev, D.V. (eds.) DCCN 2016.
CCIS, vol. 678, pp. 121–131. Springer, Cham (2016). https://doi.org/10.1007/978-
3-319-51917-3 12

7. Lakatos, L., Serebriakova, S.V.: Number of calls in a cyclic waiting system. Reliab.:
Theory Appl. 11, 37–43 (2016)

https://doi.org/10.1007/978-1-4614-5317-8
https://doi.org/10.1007/978-1-4614-5317-8
https://doi.org/10.1007/978-3-319-05209-0_10
https://doi.org/10.1007/978-3-319-30843-2_9
https://doi.org/10.1007/978-3-319-51917-3_12
https://doi.org/10.1007/978-3-319-51917-3_12


A Retrial Queueing System with
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Abstract. We consider a single-server retrial queuing system with
Markovian Arrival Process (MAP ) and phase-type (PH) service time
distribution. Customers which find the server busy enter the orbit of
infinite size and try their luck after some random time. Concerning the
retrial process, we suppose that inter-retrial times have PH distribution
if the number of customers in the orbit does not exceed some threshold
and have exponential distribution otherwise. Such an assumption allows
to some extent take into account the realistic nature of retrial process
and, at the same time, to avoid a large increase in the dimensionality
of the state space of this process. We consider two different policies of
repeated attempts and describe the operation of the system by two differ-
ent multi-dimensional Markov chains: by quasi-Toeplitz Markov chain in
the case of a constant retrial rate and by asymptotically quasi-Toeplitz
Markov chain in the case of an infinitely increasing retrial rate. Both
chains are successfully analyzed in this paper. We derive the ergodic-
ity condition, calculate the stationary distribution and the main perfor-
mance measures of the system.

Keywords: Single-server retrial queueing system
Phase type and exponential distribution of inter-retrial times
Stationary distribution · Performance measures

1 Introduction

Retrial queueing systems are characterized by the fact that an arrival customer,
which find the servers busy, does not enter the queue or leaves the system forever,
but tries his/her luck after some random time. Retrial queueing systems describe
the operation of many switching telephone systems, modern telecommunication
networks, contact centers, etc. Such queues have been extensively studied under
a variety of scenarios for single and multiple server cases, for references see,
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e.g., surveys [1,2] and books [3,4]. In the most of research the systems with a
stationary Poisson input and exponential distribution of inter-retrial times are
analyzed.

Analysis of the current situation shows that there is a practical need and
theoretical preconditions for the development of theory of systems with non-
exponential distributions of intervals between retrials. To the present day, such
kind of systems did not find much interest in the literature. A small number of
publications deals with M/G/1 and M/M/1 retrial queue with non-exponential
inter-retrial time distribution. But all these publications consider so-called con-
stant retrial policy, see, e.g. [5–12]. Under such a policy, all customers from the
orbit are allowed to generate repeated attempts so that the total retrial rate is
constant. Such a policy arises naturally in problems where the server is required
to search for customers (see e.g. [13]) and in communication protocols of type
carrier sense multiple access (CSMA) when the base station polls the end sta-
tions.

However, in most real-life systems where the effect of retrials is observed,
systems operate under the classical retrial policy, where each orbital customer
generates a flow of repeated attempts independently of the rest of the customers
in the orbit. The majority of research in the field of retrial queueing system are
devoted precisely to such systems, for references see already mentioned surveys
[1,2] and books [3,4]. At the same time, as far as we know, retrial queues with
classical retrial policy and non-exponential inter-retrial time distribution were
considered only in articles [14–16]. The inherent difficulty of such queues stems
from the fact that it is necessary to keep track of the elapsed retrial time for each
of a possibly very large number of orbital customers. In [14], the author developed
an approximate method for calculating the steady state distribution of M/G/1
retrial queue with inter-retrial time that are mixtures of Erlangs. In the paper
[15] the authors propose an approximation of stationary distribution of M/G/1
retrial queue with non-exponential inter-retrial times by noting that, for most
applications, inter-retrial times are significantly shorter than service time. Thus,
while the elapsed retrial times for different orbital customers are dependent, the
dependence is very weak. Using this feature, the authors of [15] assume that the
elapsed retrial time for any orbital customer is a random variable independent
of other orbital customer’s elapsed retrial times. Such an assumption greatly
simplifies the mathematical analysis of the system. The approximation is used to
derive the distribution of the number of orbital customers and the mean waiting
time and the number of retrials per customer. In the paper [16] an approximation
idea of [15] is used for the M/PH/1 retrial queue with PH distribution of inter-
retrial times. The authors of [16] use this idea to approximate the generator of
the queue itself. This allow them to approximate the performance measures of
the system.

To the best of our knowledge, all research on retrial queues with non-
exponential distribution of inter-retrial times assumes that input flow is a sta-
tionary Poisson one. However, the flows in the modern telecommunication net-
works have lost the nice properties of their predecessors in the old classic net-
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works. In opposite to the stationary Poisson flow, the modern real life flows are
non-stationary and correlated. The MAP (Markovian Arrival Process), see [17],
is one of the most appropriate mathematical models of such flows. Retrial queues
with Markovian Arrival process and exponential inter-retrial times were previ-
ously investigated in a number of papers, see, e.g., [2,4,18–23] and references
therein. At the same time, we can not refer to any research work where queues
with MAP and non-exponential inter-retrial times would be investigated.

In the present paper, we consider MAP/PH/1 retrial queue with alternat-
ing distribution of inter-retrial times. We assume that inter-retrial times have
PH distribution if the number of customers in the orbit does not exceed some
large threshold K and have exponential distribution otherwise. We suppose that,
under a large value of K our model can be considered as a good approximation
of the MAP/PH/1 retrial queue with PH distribution of inter-retrial times.
This supposition is based on our internal convictions which, in turn, are based
on the theorems by A. Ya. Khinchin, G.A. Ososkov, B.I. Grigelionis about super-
positions of the large number of small flows. Our model allows to some extent
take into account the realistic nature of retrial process and, at the same time,
to avoid a large increase in the dimensionality of the state space of this process.

2 Model Description

We consider a single-server retrial queueing system. The primary customers
arrive to the system according to a MAP (Markovian Arrival Process). The
MAP is defined by means of the underlying process νt, t ≥ 0, which is an irre-
ducible continuous time Markov chain with the state space {0, . . . , W} where
W is some finite integer. Arrivals may occur only at the epochs of the process
νt, t ≥ 0, transitions. Transition rates, which are accompanied by an arrival, are
combined into the matrix D1 and transition rates, which are not accompanied
by an arrival, are combined into the matrix D0. The matrices D0,D1 are of size
(W + 1) × (W + 1). The matrix D0 + D1 is an infinitesimal generator of the
process νt, t ≥ 0. The stationary distribution vector θ of this process satisfies
the equations θ(D0 + D1) = 0,θe = 1 where 0 is a zero row vector and e is a
column vector consisting of 1′s. The average arrival rate (fundamental rate) λ
of the MAP is defined as λ = θD1e. More detailed description of the MAP and
its properties is given by Lucantoni in [17].

Service time of customers has PH distribution with an irreducible repre-
sentation (β, S). This time can be interpreted as a time until the underlying
Markov process mt, t ≥ 0, with a finite state space {1, . . . ,M,M + 1} reaches
the single absorbing state M + 1 conditional the initial state of this process
is selected among the states {1, . . . , M} according to probabilistic row vector
β = (β1, . . . , βM ). Transition rates of the process mt within the set {1, . . . , M}
are defined by the sub-generator S and transition rates into the absorbing state
(which lead to service completion) are given by the entries of the column vector
S0 = −Se. For more information about PH distributions see, e.g., [24].

If an arriving primary customer meets the server being idle, he/she occupies
the server and starts the service. If the server is busy, the customer goes to the
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so called orbit. The orbit capacity is assumed to be unlimited. A customer from
the orbit repeats his/her attempts to reach the server in random time intervals.

If i, 0 < i ≤ K, customers stay in the orbit, each orbital customer gener-
ates repeated attempts at random intervals having the PH distribution with
R dimensional irreducible representation (τ , T ). The underlying Markov process
rt, t ≥ 0, has the state space {1, . . . , R,R+1} where the state R+1 is an absorb-
ing one. Transition rates into the absorbing state are given by the entries of the
column vector T 0 = −Te.

If i, i > K, customers stay in the orbit, the total rate of retrials is equal to
αi. We will consider two variants of dependence of αi of i :

— αi = γ, i > 0;
— limi→∞ αi = ∞.
The latter variant includes the classic retrial strategy (αi = iα) and the linear

strategy (αi = iα + γ).

3 Process of the System States

Let, at time t,

• it be the number of customers in the orbit, it ≥ 0;
• nt = 0, if the server is busy; nt = 1, if the server is idle;
• mt be the state of the underlying process of the service at the busy server,

mt = 1,M ;
• r

(j)
t be the state of the underlying process of the inter-retrial time of the jth

orbital customer, r(j) = 1, R, j = 1, i;
• νt be the state of the underlying process of the MAP , νt = 0,W .

The process of the system states is described by a regular irreducible contin-
uous time Markov chain ξt, t ≥ 0, with state space

{(i, n, ν), i = 0, n = 0; ν = 0, W}
⋃

{(i, n, ν, m), i = 0, n = 1; ν = 0, W , m = 1, M}
⋃

{(i, n, ν, r(1), . . . , r(i)), i = 1, K, n = 0, ν = 0, W , r(j) = 1, R, j = 1, i}
⋃

{(i, n, ν, m, r(1), . . . , r(i)), i = 1, K, n = 1, ν = 0, W , m = 1, M, r(j) = 1, R, j = 1, i}
⋃

{(i, n, ν), i > K, n = 0, ν = 0, W}
⋃

{(i, n, ν, m), i > K, n = 1, ν = 0, W , m = 1, M}.

In what follows we suppose that the states of the process ξt, t ≥ 0, are
enumerated in the lexicographic order.

Let Qi,l, i, l ≥ 0, be the matrices formed by the rates of the chain transition
from the state corresponding to the value i of the denumerable component it to
the state corresponding to the value l of this component.
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Lemma 1. Infinitesimal generator of the Markov chain ξt, t ≥ 0, has the fol-
lowing block tridiagonal structure:

Q=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Q0,0 Q0,1 O O · · · O O O O O · · ·
Q1,0 Q1,1 Q1,2 O · · · O O O O O · · ·
O Q2,1 Q2,2 Q2,3 · · · O O O O O · · ·
...

...
...

...
. . .

...
...

...
...

... · · ·
O O O O · · · QK+1,K QK+1,K+1 QK+1,K+2 O O · · ·
O O O O · · · O QK+2,K+1 QK+2,K+2 QK+2,K+3 O · · ·
...

...
...

...
. . .

...
...

...
...

...
. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where the non-zero blocks Qi,l have the following form:

Q0,0 =
(

D0 D1 ⊗ β
IW̄ ⊗ S0 D0 ⊕ S

)
,

Qi,i−1 =
(

OW̄Ri×W̄Ri−1 IW̄ ⊗ β ⊗ T ⊕i
0

O OW̄MRi×W̄MRi−1

)
, i = 1,K,

Qi,i =
(

D0 ⊕ T⊕i D1 ⊗ β ⊗ IRi

IW̄ ⊗ S0 ⊗ IRi D0 ⊕ S ⊕ (T + T 0τ )⊕i

)
, i = 1,K,

Qi,i+1 =
(

OW̄Ri×W̄Ri+1 O
O D1 ⊗ IM ⊗ IRi ⊗ τ

)
, i = 1,K − 1,

QK,K+1 =
(

OW̄RK×W̄ O
O D1 ⊗ IM ⊗ eRK

)
,

QK+1,K =
(

OW̄×W̄RK IW̄ ⊗ β ⊗ τ⊗K

O OW̄M×W̄MRK

)
,

Qi,i−1 =
(

OW̄×W̄ αiIW̄ ⊗ β
O OW̄M×W̄M

)
, i > K + 1,

Qi,i =
(

D0 − αiIW̄ D1 ⊗ β
IW̄ ⊗ S0 D0 ⊕ S

)
, Qi,i+1 =

(
OW̄×W̄ O

O D1 ⊗ IM

)
, i > K.

Here, ⊕ and ⊗ are symbols of Kronecker’s sum and product respectively, see,
e.g., [25].
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4 Case of Constant Retrial Rate

In this section, we suppose that αi = γ > 0, i > 0, α0 = 0. This strategy
describes the situations where the retrial process is controlled by some decision-
maker. For example, this kind of retrial control policy is well known for the
stability of the ALOHA protocol in communication systems [26]. When the num-
ber of customers in the orbit i > K only one customer is allowed to make the
repeated attempts in intervals, which are exponentially distributed with rate γ.
Or all customers are allowed to make the retrials while the individual intensity
of retrials should be equal to γ/i. In this case for i > K + 1 the matrices Qi,l

depend on the values i, l of the denumerable component it only via the difference
l − i. According to [27,28] this means that

Corollary 1. The Markov chain ξt, t ≥ 0, belongs to the class of quasi-bath-
and-death process (QBD) with K + 2 boundary macro-states, see [27].

Corollary 2. The Markov chain ξt, t ≥ 0, is a partial case of multi-dimensional
quasi-Toeplitz Markov chain (QTMC) with K + 2 boundary macro-states, see
[28].

In this section, we will use the following notation for the non-zero matrices
Qi,j , i > K + 1 :

Qk = Qi,i+k−1, i > K + 1, k = 0, 1, 2.

Theorem 1. The necessary and sufficient condition for ergodicity of the Markov
chain ξt, t ≥ 0, is the fulfillment of the inequality

δ1D1e < γ(1 − δ1e) (1)

where
δ1 = x1(IW̄ ⊗ eM ), (2)

and row vectors x0,x1 form the vector x = (x0,x1) which is the unique solution
to the system of linear algebraic equations

x
(

D0 − γIW̄ (D1 + γI) ⊗ β
IW̄ ⊗ S0 (D0 + D1) ⊕ S

)
= 0, xe = 1, (3)

Proof. As follows from [27], the necessary and sufficient condition for ergodicity
of QBD process ξt, t ≥ 0, is formulated in terms of the blocks of the generator
Q as follows:

xQ2e < xQ0e (4)

where the vector x is the unique solution to the system of linear algebraic equa-
tions

x(Q0 + Q1 + Q2) = 0, xe = 1, (5)

Represent the stochastic vector x in the form x = (x0,x1) where the vector
xn is of size W̄Mn, n = 0, 1. Taking into account the structure of the matrices
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Q0, Q2 and the relation (D0 + D1)e = 0T , we easily reduce inequality (4) to the
following one:

x1[D1e ⊗ eM ] < x0eγ. (6)

Using notation (2) and mixed product rule, we obtain from (6) inequality (1).
System of linear algebraic equations (3) follows from (5) after substitution in (5)
expressions for the matrices Q0, Q1, Q2 defined by Lemma 1. ��
Remark 1. Ergodicity condition (1) can be interpreted as follows. The νth com-
ponent of the vector δ1 is a probability that the server is busy and the underlying
process of the MAP is in the state ν conditional the orbit is overloaded. Then
the left hand part of inequality (1) is the arrival rate of primary customers to
the orbit. The value 1−δ1e is a probability that the server is idle under overload
condition. Then the right hand part of (1) is the rate of retrials of customers
from the orbit which find the server idle. It is intuitively clear that the Markov
chain describing queueing model under study is ergodic if and only if the arrival
rate to the orbit is less than the rate of “successful” customers from the orbit.

In case of a stationary Poisson input and exponentially distributed service
time ergodicity condition (1) takes the simple form given by the following state-
ment.

Corollary 3. In case of stationary Poisson input and exponentially distributed
service time the necessary and sufficient condition for ergodicity of the Markov
chain ξt, t ≥ 0, is the fulfillment of the inequality

λ

μ
<

γ

λ + γ
. (7)

In what follows we assume that stability condition (1) is fulfilled.
Enumerate the steady state probabilities of the chain ξt, t ≥ 0, in the lexi-

cographic order and form the row vectors pi of steady state probabilities cor-
responding the value i of the first (countable) component, i ≥ 0. Note that the
dimension of the vectors pi depends on the value of i as follows: for i ≤ K the
dimension is equal to W̄Ri(1 + M), and, for i > K, the dimension is equal to
W̄ (1+M). To calculate the vectors pi, we use a stable algorithm, see [28], devel-
oped to calculate the stationary distribution of multi-dimensional quasi-Toeplitz
Markov chains. In our case, the chain ξt, t ≥ 0, has K + 2 boundary levels for
it = 0, 1, . . . ,K + 1 and the algorithm consists of the following principal steps.

Algorithm 1

(1) Calculate the matrix G as the minimal nonnegative solution of the matrix
equation

Q0 + Q1G + Q2G
2 = O.

(2) Calculate the matrices GK+1, GK , . . . , G0 using the backward recursion

Gi = −(Qi+1,i+1 + Qi+1,i+2Gi+1)−1Qi+1,i, i = K + 1, K, . . . , 0,

with initial condition GK+2 = G.



A Retrial Queueing System with Alternating Inter-retrial Time Distribution 309

(3) Calculate the matrices

Q̄i,i = Qi,i + Qi,i+1Gi, Q̄i,i+1 = Qi,i+1, i ≥ 0,

where Gi = G, i ≥ K + 2.
(4) Calculate the matrices Φi using the recursive formula

Φ0 = I, Φi = Φi−1Q̄i−1,i

(−Q̄i,i

)−1
, i ≥ 1.

(5) Calculate the vector p0 as the unique solution to the system

p0Q̄0,0 = 0, p0[
K+1∑
l=0

(Φle) + (
∞∑

l=K+2

Φl)e] = 1.

(6) Calculate the vectors pi as follows pi = p0Φi, i ≥ 1.

5 Case of Infinitely Increasing Retrial Rate

In this section, we assume that αi → ∞ when i → ∞. This case includes the
classic strategy of retrials (αi = iα) and the linear strategy of retrials (αi =
iα + γ, i > 0).

Comparing the definition of the chain ξt, t ≥ 0, given by Lemma 1 with the
definition of asymptotically quasi-Toeplitz Markov chain (AQTMC) given in
[28], we arrive to the following

Corollary 4. The Markov chain ξt, t ≥ 0, belongs to the class of AQTMC, see
[28].

Proof. Let Ti be a diagonal matrix with the diagonal entries defined by modules
of the corresponding diagonal entries of the matrix Qi,i, i ≥ 0. According to [28],
the Corollary will be proved if we show that there exist the limits

Y0 = lim
i→∞

T−1
i Qi,i−1, Y1 = lim

i→∞
T−1
i Qi,i + I, Y2 = lim

i→∞
T−1
i Qi,i+1, (8)

and the martix Y0 + Y1 + Y2 is a stochastic one.
Note that last W̄M diagonal entries of the matrices Ti, i ≥ K + 1, do not

depend on i. Denote by T the diagonal matrix with just mentioned diagonal
entries.

The simple calculation leads to the following expressions for the matrices Yk :

Y0 =
(

OW̄ IW̄ ⊗ β
O OW̄M

)
, Y1 =

(
OW̄ O

T−1(IW̄ ⊗ S0) T−1(D0 ⊕ S) + I

)
,

Y2 =
(

OW̄ O
O T−1(D1 ⊗ IM )

)
.

Thus, limits (8) exist and the sum Y0 + Y1 + Y2 is a stochastic matrix. This
implies that the Markov chain ξt belongs to the class of AQTMC. ��

The ergodicity condition for AQTMC ξt is formulated in terms of the matrices
Y0, Y1, Y2. Follow to [28], we first obtain the generating function of these matrices.



310 V. Klimenok et al.

Corollary 5. The matrix generating function Y (z) = Y0 + Y1z + Y2z
2 is of the

form

Y (z) =
(

OW̄ IW̄ ⊗ β
zT−1(IW̄ ⊗ S0) zT−1(D0 + D1z) ⊕ S) + zI

)
.

Theorem 2. (i) The Markov chain ξt is ergodic if the following inequality

ρ = λ/μ < 1 (9)

holds.
(ii) The Markov chain ξt is not ergodic if ρ > 1.

Proof. (i) It is evidently seen from Corollary 5 that the matrix Y (1) is irre-
ducible. According to Theorem 1 from [28], this means that sufficient condition
for ergodicity of the Markov chain ξt is the fulfillment of the inequality

[det(zI − Y (z))]′z=1 > 0. (10)

Our aim is to prove that inequality (10) reduces to inequality (9).
It is evident that inequality (10) is equivalent to the following inequality:

det(zI − Ỹ (z))′
z=1 > 0 (11)

where

Ỹ (z) =
(

A(z) B(z)
IW̄ ⊗ β O

)
,

A(z) = zT−1[(D0 + D1z) ⊕ S] + zI, B(z) = zT−1(IW̄ ⊗ S0).

The matrix zI − Ỹ (z) has the block structure. Using the known formula for
the determinant of block matrix, we get

det(zI − Ỹ (z)) = det[zI − A(z) − B(z)(IW̄ ⊗ β)z−1] det(zI).

Differentiating this relation at the point z = 1 we obtain

det(zI − Ỹ (z))]′z=1 = [det(zI − A(z) − B(z)(IW̄ ⊗ β)z−1)]′z=1

+ det[I − A(1) − B(1)(IW̄ ⊗ β)]. (12)

It is easy to verify that [I − A(1) − B(1)(IW̄ ⊗ β)]e = 0T . This implies
det[I −A(1)−B(1)(IW̄ ⊗β)] = 0. Using this and (12), inequalities (10) and (11)
are transformed to the form

[det(zI − A(z) − B(z)(IW̄ ⊗ β)z−1)]′z=1 > 0

which is equivalent to

[det(−z[(D0 + D1z) ⊕ S] − IW̄ ⊗ S0β)]′z=1 > 0 (13)
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Because the matrix in (13) is an irreducible generator at the point z = 1,
following the scheme of the proof of Corollary 1 in [28], it is possible to show
that inequality (13) is equivalent to the following inequality:

x{z[(D0 + D1z) ⊕ S]}′
z=1e < 0 (14)

where the vector x is the unique solution to the system

x{(D0 + D1) ⊕ S + IW̄ ⊗ S0β} = 0, xe = 1. (15)

Represent the vector x in the form

x = θ ⊗ σ, (16)

where σ is a stochastic vector of size M . Then, using the relations θD(1) = 0
σe = 1, we reduce inequality (14) to the form

θD1e < σSe. (17)

In (17), the left hand side is equal to the arrival fundamental rate λ. To simplify
the right hand side, we substitute the vector x of form (16) into the system (15).
Then we obtain

θ ⊗ σS + θ ⊗ σS0β = 0, σ e = 1,

or
θ ⊗ σ[S + S0β] = 0, σ e = 1. (18)

It follows from (18) that σ is the stationary vector of underlying process of
service time. Using this fact in inequality (17), we see that the right hand side
of this inequality is equal to the service rate μ.

Thus, we proved that inequality (17) is equivalent to inequality (9).
(ii) By [28], the AQTMC ξn, n ≥ 1, is not ergodic if inequality (9)

has the opposite sign. From this the statement (ii) of the theorem follows
immediately. ��

In the following, we assume that ergodicity condition (9) is fulfilled. Enu-
merate the steady state probabilities of the chain ξt, t ≥ 0, in the lexicographic
order and form the row vectors pi of steady state probabilities corresponding
the value i of the first (countable) component, i ≥ 0. To calculate the vectors
pi, we use a stable algorithm, see [28], developed for calculating the stationary
distribution of asymptotically multi-dimensional quasi-Toeplitz Markov chains.
The algorithm consists of the following principal steps.
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Algorithm 2

1. Compute the matrix G as the minimal non-negative solution to the matrix
equation

G = Y (G).

Remark 3. Taking into account the structure of the matrix Y (G), one can
see that the matrix G has the following block form:

G =
(

OW̄ IW̄ ⊗ β
G(N,N−1) G(N,N)

)

where the unknown blocks G(N,N−1), G(N,N) can be calculated by the itera-
tive method.

2. Calculate the matrices Gi0−1, Gi0−2, . . . , G0 using the equation of the back-
ward recursion

Gi = (−Qi+1,i+1 − Qi+1,i+2Gi+1)
−1

Qi+1,i,

i = i0 − 1, i0 − 2, . . . , 0, with boundary condition Gi = G, i ≥ i0, where i0 is
an integer defined in such a way that, for a preassigned small positive number
ε (the accuracy of the calculations), the inequality ‖Gi0 − G‖ < ε holds.

3 Calculate the matrices

Q̄i,i = Qi,i + Qi,i+1Gi, Q̄i,i+1 = Qi,i+1, i ≥ 0,

where Gi = G, i ≥ i0.
4 Calculate the matrices Φi using the recursive formula

Φ0 = I, Φi = Φi−1Q̄i−1,i

(−Q̄i,i

)−1
, i ≥ 1.

5) Calculate the vector p0 as the unique solution of the system

p0Q̄0,0 = 0, p0[
K+1∑
l=0

(Φle) + (
∞∑

l=K+2

Φl)e] = 1.

6. Calculate the vectors pl as follows: pl = p0Φl, l ≥ 1.

6 Stationary Performance Measures

In this section, we bring a number of important stationary performance measures
of the system. The corresponding formulas are valid both for the case of constant
retrial rate and for the case of infinitely increasing retrial rate.
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• Probability that n(n = 0, 1) servers are busy and i customers stay in the orbit

q(n, i) = pi

⎛
⎜⎜⎜⎜⎝

0T

W̄Ri
n−1∑

l=0
M l

eW̄RiMn

0T

W̄Ri
N∑

l=n+1
M l

⎞
⎟⎟⎟⎟⎠

, i = 0,K,

q(n, i) = pi

⎛
⎜⎜⎜⎜⎝

0T

W̄
n−1∑

l=0
Mn

eW̄Mn

0T
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⎞
⎟⎟⎟⎟⎠

, i > K.

• Probability that i customers stay in the orbit qi = q(0, i) + q(1, i), i ≥ 0.

• Probability that n(n = 0, 1) servers are busy q(n) =
∞∑
i=0

q(n, i), n = 0, 1.

• Probability that n, n = 0, 1, servers are busy conditional i customers stay in
the orbit

q(n/i) =
q(n, i)

qi
, n = 0, 1, i ≥ 0.

• Probability that i customers stay in the orbit conditional n, n = 0, 1, servers
are busy

q(n/i) =
q(n, i)
q(n)

, n = 0, 1, i ≥ 0.

• Mean number of customers in the orbit L =
∞∑
i=1

iqi.

• Probability that n, n = 0, 1, servers are busy at an arrival epoch

P (n) =
1
λ

[ k∑
i=0

pi

⎛
⎜⎜⎜⎜⎝

O
W̄Ri

n−1∑

l=0
M l×W̄

IW̄ ⊗ eRiMn

O
W̄Ri

N∑

l=n+1
M l×W̄

⎞
⎟⎟⎟⎟⎠

+
∞∑

i=K+1

pi

⎛
⎜⎜⎜⎜⎝

O
W̄

n−1∑

l=0
Mn×W̄

IW̄ ⊗ eMn

O
W̄

N∑

l=n+1
M l×W̄

⎞
⎟⎟⎟⎟⎠

]
D1e.

7 Conclusion

In this paper, we investigated a retrial single-server queuing system with Marko-
vian arrival process and phase-type service time distribution. We depart from
the usual assumptions about exponential distribution of inter-retrial times and
suppose that inter-retrial times have PH distribution if the number of cus-
tomers in the orbit does not exceed some threshold and have exponential distri-
bution otherwise. We consider constant retrial policy and classical retrial policy
of repeated attempts and describe the operation of the system by two different
multi-dimensional Markov chains. For these chains, we derive the ergodicity con-
dition and present the algorithms for calculation their stationary distributions.
We also derive formulas for main performance measures of the system.
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Abstract. Novel method of the anticollision problem solution in radio
frequency identification systems was proposed. It allows to accomplish an
unlimited anticollision. The identification of objects is based on using of
multiband radio frequency identification tags with time discrete coding,
on the introduction of an extended code position, on the application of
the multilateration method and the multi-antenna receiving system. The
implementation of this method allows the simultaneous identification of
an unlimited number of objects, which are marked by radio frequency
identification tags, in real time. The method can be implemented in
systems using radio frequency identification tags both on surface acoustic
waves and on integrated circuits.

Keywords: Radio frequency identification · RFID tag
Anticollision problem · Time discrete coding
Tags on surface acoustic waves · Tags on integrated circuits

1 Introduction

The problem of simultaneous processing of large arrays of coded data is becom-
ing more important every year due to the increasing temps of scientific and
technological development, the expansion of the production activities robotiza-
tion scale, the rapid change of not only production but also social technologies,
the dynamism of modern society and its globalization. To solve the emerging
problems, radio frequency identification (RFID) technology is widely applied.
However, the expanded application of RFID systems is limited by the so-called
problem of anticollision. Currently, many RFID systems use correlation methods
that allows the identification of not more than 40 codes simultaneously [1–3],
which is a fundamental limitation of such systems. Therefore, the system oper-
ates only in a semi-automatic mode with using of a portable reader.

There are RFID systems that allow simultaneously identification of up to
200 tags. They use tags on integrated circuits (ICs) and code identification using
c© Springer Nature Switzerland AG 2018
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probabilistic algorithms. In this case, the tags in the reader radiation zone rera-
diate the code signals at random moments. There is a large number of solutions
in which the reader controls tags in different ways. A significant number of such
solutions is based on the Aloha protocol, which was designed for the multiple
network access [4–9]. The main disadvantage of such systems is a considerable
time of identification, which is from several minutes to several hours.

Since the known methods (correlation and probabilistic methods) do not
allow an unlimited anticollision to be performed for a limited time (up to 1 s),
this paper is devoted to another approach which is based on using of the mul-
tilateration method, in which, in addition to individual codes identifying, the
coordinates of the corresponding objects are also determined. Isolation of indi-
vidual codes from a mixture of code signals is based on digital processing of
interference patterns of code pulses, which have the difference in the delays of
the code pulses, which are received by different antennas of the multi-antenna
receiving system.

The basis of this approach accomplishing is using of a new type of RFID
tags. These are the multiband RFID tags on surface acoustic waves (SAW) with
time discrete coding [10,11]. We describe this approach in this article.

2 Calculation of the Characteristics of Multiband RFID
Tags on SAW

The design of the multiband SAW tag is specific for the microwave band and
allows the transmission of electromagnetic input radio frequency pulse from
the rider antenna to the system of the IDTs which are tuned to adjacent non-
overlapping frequency bands (subbands) within the allowed frequency band. And
it also allows to return the RFID SAW tag code pulse back to the rider antenna.
Shown in the Fig. 1 is the triband RFID tag on SAW. Three parallelly arranged
acoustic channels are formed on its piezoelectric substrate [10,11]. Each acoustic
channel contains the IDT and the reflector. Each acoustic channel is condition-
ally divided to some number of code positions and the reflector of each acoustic
channel is located in one of the code positions. All the IDTs are connected in
series and they are the elements of the microstrip transmission line, which is
connected to the antenna [10,11].

Multiband RFID SAW tag operates as follows. The antenna receives an
interrogation signal in the form of a radio frequency pulse with a frequency
fn (where n is the number of the subband). The current which was generated in
the microwave antenna comes into a IDTs microstrip transmission line. SAW is
exited if fn is equal to the resonance frequency of one of the IDTs. In this case
impedance of IDT have an active component of some tens of Ohm.

The SAW signal which propagates in the acoustic channel is reflected by
the reflector. Then it transformes into a IDT and generates one reflected pulse
in the antenna. The RFID SAW tag antenna emits signals from each acoustic
channel to the space, and then they are received by the reader. Thus, based on
the results of the first interrogation in a first subband, the first part of the code
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Fig. 1. A micrograph of a triband RFID SAW tag with time discrete coding with code
1, 3, 5.

of the RFID SAW tag is determines. Then, a second pulse is sent to the antenna
with a frequency in the next operating frequency subband, and the next part
of the RFID SAW tag code is determined in a similar way, and so on. SAW
that has passed all the reflectors in the acoustic channel is absorbed by the edge
absorber.

In the described construction, due to the presence of at least two acoustic
channels in one RFID SAW tag, it is possible to obtain the total number of codes
which is determined by the multiplicative law

QM =
N∏

i=1

Mi, (1)

where N is the number of subbands, Mi is the number of different codes in the
i-th acoustic channel.

For a triband RFID SAW tag with 100 code positions in each acoustic chan-
nel, there are 1 million codes according to Eq. 1. Four subbands give us 100
millions codes.

The characteristics of multiband RFID tags on SAW were calculated by a
modified quasi-field method, which was described in [12]. Shown in Fig. 2 is the
RFID SAW tag quasi-field equivalent circuit which was used in the calculation.

The velocity of the SAW under the electrode structure and the coefficient
of SAW scattering on the electrodes into the volume were determined by FEM-
BEM method [13].

Any IDT in such triband RFID SAW tags are multisectional IDT. Shown
in Fig. 3 are the time responses of acoustic channels on lithium niobate with
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Fig. 2. Quasi-field equivalent circuit of multiband RFID tag on SAW.

the conventional (solid line) and the multisectional (dashed line) IDT of similar
bandwidths. We can see that multisectional IDT supress the false signal much
better (−30 dB) than conventional (−20 dB).

For the experimental study, experimental samples of triband radio frequency
identification tags on lithium niobate substrate which operate in the frequency
band 860–960 MHz were made. The electrode structures of triband RFID SAW
tags were fabricated using the e-beam lithography unit CABL-9000C and the
vacuum magnetron deposition unit ULVAC C-400-2C. To test the fabricated
electrode structures of triband RFID SAW tags and to verify the results of
calculations, frequency and time characteristics of the RFID SAW tags were
measured. Time and frequency characteristics of the RFID SAW tags were mea-
sured by the measurement facility including the MPI TS 150 probe station and
the Agilent Technologies N5242A PNA-X network analyzer.

Shown in Fig. 4 are the experimental frequency characteristics of the param-
eter S11(f) of RFID tags. The three minima of S11(f) on the characteristics
correspond to the maximum excitation of the SAW by each of the IDTs that
occurs in each of the three frequency subbands.

Shown in Fig. 5 is the calculated time response of a triband RFID tag with
code 1, 3, 5 on SAW operating in allowed radio frequency band of 860–960 MHz
on the 33 ns gauss pulse with a carrier frequency of 875 MHz (the first subband).
The solid line shows the calculation results, the triangles show the results of the
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Fig. 3. Time responses of the acoustical channel with the conventional (solid line) and
the multisectional (dashed line) IDT

Fig. 4. Frequency responses of the triband RFID SAW tag with code (a) 1, 3, 5; (b)100,
100, 100.
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experiment. The comparison shows good agreement with the calculation of both
time (less than 0.01%) and signal level (less than 3 dB).

Fig. 5. Time response on the input pulse in the first subband of the triband RFID
SAW tag with code 1, 3, 5.

The first peak is the code response of the first subband, the second and
third peaks correspond to the suppressed responses in the second and the third
subbands (cross signals), the subsequent peaks correspond to the double-pass
signals of SAW in the first and the second acoustic channels. Losses of true
signal in the RFID SAW tag are −50 dB, and suppression of false signals exceeds
25 dB. If such RFID SAW tags have an external antenna with an efficiency of
90%, a sensitivity level of the reader of −140 dB/mW and a maximum allowable
electromagnetic wave energy flow at the reader antenna of 1 mW/cm2 (to meet
demands of the Sanitary rules and norms) then the identification distance can
achieve the value of 20 m for a tag with 100 codes in each frequency subband.

For the RFID SAW tag with the code number (100, 100, 100) (see Fig. 6),
no false signal is observed, since the cross signals have the same time positions,
and they have a low level (less than −80 dB), and double-pass signals are not
observed, because they are much more (more than 10 μs) delayed in time relative
to the true signal.

3 Method of Codes Identification for RFID SAW Tags
with Known Coordinates

It was shown in [14,15] that the spatial position of the RFID SAW tag relative
to the reader antenna influences to the code pulses delay time. This delay time
consists of the signal processing times in the RFID SAW tag and the time of
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Fig. 6. Time response on the input pulse in the first subband of the triband RFID
SAW tag with code 100, 100, 100.

double-pass of electromagnetic signal from the reader antenna to the tag and on
the vice versa. These delay times are comparable in magnitude for real RFID
systems applications, therefore, to exclude any code identification errors, an
extension of the time code position is necessary (an extension of the length of
time within which the pulse determines the specific code). Indeed, we suppose
that there are all the identifiable RFID tags on SAW in some area D. In Fig. 7 the
values of tn and tn+1 denote the times of the beginning and the end of the n-th
time code position, T0 is the initial delay, R0 is the minimum distance from the
reader antenna, ΔR is the maximum allowable RFID SAW tag removal interval
from the reader antenna within the area D, c is the speed of light. The extreme
positions of the pulse within the time code position are shown without color, the
shaded pulse is some realization of the code pulse. For the indicated time code
position, the length of the expanded spatial code position at the center of which
the reflecting RFID SAW tag electrode is disposed has the form

ln =
1
2
ΔtVs =

Vs

2

(
2ΔRn

c
+ τ

)
, (2)

where Vs is the SAW velocity on the free surface of the crystal, and τ is the
duration of the code pulse of the RFID tag response. Formula Eq. 2 shows that
the structure of the RFID tag on SAW is determined by the size of the area D.

The set of radiating tags from the area D create code responses in the receiver
of the reader within the time code positions. According to their position with the
known RFID SAW tags coordinates and, therefore, with the known time delays,
the codes are compared and then they are identified. Shown, for example, in
Fig. 8 is a simplified two-dimensional topological scheme of the multilateration
method for the analysis of the simultaneous identification of three RFID SAW
tags in a three-antenna system of the reader.
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Fig. 7. Time position of the code pulse in the time code position.

Fig. 8. Topological scheme for determining of the coordinates of the RFID SAW tags
by the method of multilateration.

For the known tag coordinates, the pulse delay time in the i-th tag (for the
position in the i-th time code position) is calculated by the formula

Tij = ti +
2 (dij − R0)

c
, (3)
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Fig. 9. Time positions of the code pulses in the corresponding code positions.

where i is the number of the tag, j is the number of the antenna, Tij is the delay
time of the i-th tag, which is measured by the j-th antenna, dij is the distance
between the i-th tag and the j-th antenna.

Shown in Fig. 9 are the time positions of the response of the RFID SAW tag
to the request pulse in one of the frequency subbands on the different antennas.
The correspondence of the RFID SAW tags coordinates to the emitted code is
determined by searching of the known coordinates of the marked objects using
Eq. 3. Then each object is coupled to a code position number for each subband.
This couples allow to determine the full codes of multiband tags.

4 Method of Codes Identification for RFID SAW Tags
with Unknown Coordinates

We suppose that in the special case of three antennas the coordinates of the
RFID SAW tags are unknown. Then, to determine the coordinates of the RFID
SAW tags, a set of nonlinear equations of the multilateration method which was
modified by introducing of the own delay of the signal in the tag must be solved
[16,17] {

d2ij = (Xi − xj)
2 + (Yi − yj)

2

Tij = ti + 2(dij−R0)
c

(4)

where Xi and Yi are the unknown coordinates of the i-th tag, xj and yj are the
known coordinates of the j-th antenna. The set set of equations 4 reduces to the
form

(Xi − xj)
2 + (Yi − yj)

2 =
c2

4
(Tij − ti)

2
. (5)

Set of equations 5 is a set of three equations with three unknowns (Xi, Yi

and ti). When we solving the set of equations for each of the three subbands, we
found coordinates of the objects generally do not coincide. The central point of
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the error triangle is assumed as the coordinates of the RFID SAW tag. For more
RFID SAW tags quantity, more antennas are required. This redundancy of the
antenna system allows to solve a set of equations for each triple of the antennas,
which will allow us to separate several pulses in one time position, while all the
error triangles are used to determine the real coordinates.

If the RFID SAW tags are located in 3D space then the set of equations 5
has an additional variable Zi and an additional equation appears. In this case,
at least four antennas are required to determine the coordinates of the tags.

After RFID SAW tags coordinates determination the identification is carried
out according to the algorithm, which was described in the previous paragraph.

5 Conclusion

A new demand in the anticollision problem of simultaneous identification of
multiple RFID SAW tags is the necessity of taking into account of their spatial
locations associated with the size of the identification objects and the remoteness
of the RFID SAW tags from each other. This problem was investigated theoreti-
cally and experimentally. To solve this problem, it was proposed to use multiband
SAW tags with realization of the time discrete coding method. In addition, an
extended code position, which is determined by the size of the localization area
of the marked objects, was introduced.

The number of simultaneously identified tags is practically unlimited, and the
maximum number of codes of the considered triband system is one million. With
an increase in the number of subbands, it is possible to increase the maximum
number of codes by the multiplicative law. For example, for a quadband system,
it will be one hundred million codes.

Thus, the presented results show that using of the multiband RFID SAW
tags, the extended code position and the multilateration method allows to solve
the problem of unlimited anticollision in RFID systems using both tags which
are on SAW and on IC if we use the discrete time coding.
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Abstract. The retrial queuing system with general renovation is under
investigation. The mechanism of general renovation with retrials means
that the packet at the end of its service in accordance with a given prob-
ability distribution discards a certain number of other packets from the
buffer and itself stays in the system for another round of service, or sim-
ply leaves the system without any effect on it. In order to obtain some
probability and time related performance characteristics the embedded
Markov chain technique is applied. Under the assumption of the exis-
tence of a stationary regime, the steady-state probability distribution
(for the embedded Markov chain) of the number of packets in the system
is obtained, as well as some other characteristics, such as the probability
of the accepted task to be served or the probability of the accepted task
to be dropped from the buffer, the probability distribution of number of
repeated services. Also time characteristics are given.

Keywords: Retrial queueing system · General renovation
Recurrent input flow · Repeated service
Probability–time characteristics · Lost packet · Served packet

1 Introduction

Even though mathematical modelling of telecommunication systems with possi-
ble losses of information has been the subject of numerous research papers, this
topic still attracts attention from the research community. The main research
directions, to name a few, are:
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– dropping mechanisms which regulate queue (buffer) lengths by discarding the
incoming packets (see [1–8]);

– disaster arrivals, when the incoming signals cause the buffer to drop some or
all the packets (see [9–20]);

– unreliable servers, which cause the packet dropping (see [21–25]);
– repairable and reliability systems (see [26–30])
– renovation, when the queue (partially or fully) empties out upon service com-

pletions (see [31–37]).

In [31] the authors have introduced the so-called renovation mechanism, when
the packet at the end of its service empties the buffer with the probability q and
leaves the system or with the complementary probability p = 1 − q leaves the
system, having no effect on it. The application of the renovation mechanism in
finance and some other application fields was shown in [32]. In [33] Bocharov
proposed the mathematical model of renovation mechanism with retrials (or
repeated service): if the served packet empties the buffer it enters the server
for another round of service. Later on the renovation mechanism was further
generalized by A. V. Pechinkin, who proposed the mathematical model of general
renovation: at the end of service the packet discards from the buffer of capacity
0 < r < ∞ exactly i, i ≥ 1, other packets with probability q(i) and leaves the
system, or just leaves the system without any effect on it with the complementary
probability p = 1 − ∑r

i=1 q(i).
In [34–36] the GI|M |n|r queueing system with various types of service disci-

plines and renovation was studied. The M |G|1|r queue was analysed in [37,38].
The first paper to analyse the queue with the general renovation and retrials is
apparently [33], where the authors obtained the main steady-state characteris-
tics. In [39] the GI|M |1|∞ queueing system with renovation (when the buffer
is fully emptied, in case of renovation) was thoroughly investigated: the expres-
sions for the steady-state probabilities, the probabilities of incoming packet to
be served (or dropped from the buffer) as well as main stationary waiting and
sojourn time characteristics were derived in analytic form.

In [8] such performance characteristics as stationary loss rate, moments of the
number in the system for M/D/1/N queue were obtained in order to compare
the renovation mechanism with well known active queue mechanisms like RED.

The first attempt to apply the general renovation to systems with repeated
service (retrials) was done in [40] for the M |M |1|∞ system. In [41] some possible
approaches to the investigation of the GI|M |1|∞ system were formulated. The
main goal of this article is to present some new analytic results concerning the
steady-state analysis of GI|M |1|∞ queue with general renovation and retrials.

The main goal of this article is to present some new analytic results concern-
ing the steady-state analysis of GI|M |1|∞ queue with general renovation and
retrials.

The structure of the article is follows. In Sect. 2 the description of retrial
queueing system with general renovation is presented Sect. 2.1, some auxiliary
probabilities are formulated Sect. 2.2, in Sect. 2.3 the embedded Markov chain
and transition probabilities matrix are defined and the formulas of the steady-
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state probability distribution of embedded Markov chain are obtained in Sub-
sect. 2.4. The Sect. 3 is devoted to characteristics of served (lost) packets: in
Sect. 3.1 the probability pserv that the incoming into the system packet will be
served is defined; the probability ploss that the arriving into the system packet
will be dropped from the buffer is obtained in Sect. 3.2; some other probabilities
(such as the probability p̃1 that none of the incoming packets will be lost, the
probability p̃2 that all the incoming packets will be served only once) are pre-
sented in Sect. 3.3; in Sect. 3.4 the probability distribution of number of repeated
services is obtained; and in Sect. 3.5 the Laplace-Stieltjes transformation of wait-
ing time steady-state distribution ωserv(s) of accepted and served packet as well
as the Laplace-Stieltjes transformation of waiting time steady-state distribution
ωloss(s) of accepted and lost packet are defined. In Sect. 4 the future goals are
formulated.

2 The Description Of the Retrial Queueing System,
the Steady-State Probability Distribution

2.1 The General Renovation with Retrials Mechanism

Consideration is given to the queueing system GI|M |1|∞ with recurrent input
flow, exponentially distributed service times, unlimited buffer capacity and gen-
eral renovation mechanism with retrials.

The general renovation with retrial is defined as follows. The packet at the
end of its service with probability q(i), i ≥ 0, drops exactly i packets from the
buffer (if there are more the i packets present in it) or empties out the buffer
(if there are i or less packets in it) and stays in the system for another round of
service (retrial). There are two possible types of retrials: either the served packet
occupies the first free place in the buffer, or remains in the server for repeated
service. With probability p = 1 − ∑∞

i=0 q(i) the served packet leaves the system
having no effect on it.

In order to analyse this system we use the embedded Markov chain technique.
Before we can proceed some auxiliary probabilities are needed.

2.2 The Auxiliary Probabilities

In order to obtain time-probability characteristics of the system some auxiliary
probabilities are needed. The first type of auxiliary probabilities—π(·)—will be
defined for the case, when the exact number of customers leaves the system (from
the server or (and) from the buffer) and system is not empty. The second type
auxiliary probabilities—π∗(·)—when the buffer is emptied by one of the served
packets (the server remains busy). The results of [40] are used for auxiliary
probabilities deriving.

The probability of the first type: π(k, n,m)—is the probability that between
successive arrival moments exactly k (k ≥ 0) packets will be served, exactly m
(m ≥ 0) packets will be dropped from the buffer, and n (0 ≤ n ≤ k) served
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packets will leave the system if at the previous arrival moment there were n+m
packets. For π(k, n,m) the following formulas are valid:

π(0, 0, 0) = 1, π(0, n,m) = 0, n ≥ 1,m ≥ 1; (1)

π(k, n, 0) = Cn
k pnqk−n(0), p + q(0) �= 1, k ≥ 1, n = 0, k; (2)

π(1, 0,m) = q(m), m ≥ 0; (3)

π(k, 0,m) =
m∑

i=0

π(1, 0, i)π(k − 1, 0,m − i), k > 1, m > 1; (4)

π(k, n,m) = Cn
k pnπ(k − n, 0,m), k > 1, n = 0, k, m ≥ 1. (5)

For the second type probability π∗(k, n,m)—the probability that k (k ≥ 1)
served packets will empty the buffer of the system and exactly n (0 ≤ n ≤ k−1)
served packets will leave the system, the following relations are valid:

π∗(0, 0, 0) = 1; π∗(1, 0,m) =
∞∑

j=m

q(j) = Q(m), m ≥ 0; (6)

π∗(k, 0, 0) = (1 − p)k, k ≥ 1; (7)

π∗(k, 0,m) =
m−1∑

i=0

π(1, 0, i)π∗(k − 1, 0,m − i) + π∗(1, 0,m)π∗(k − 1, 0, 0),

k ≥ 2,m ≥ 1; (8)

π∗(k, n, 0) = Cn
k pn(1 − p)k−n, k ≥ 1, n = 0, k; (9)

π∗(k, n,m) = Cn
k pnπ∗(k − n, 0,m), k > 1, n = 0, k,m ≥ 0. (10)

Also we need to define the following transformations:

π(g) =
∞∑

i=0

giπ(1, 0, i), π∗(g) =
∞∑

i=0

giπ∗(1, 0, i), (11)

where g is some variable, 0 < g < 1, which will be defined in the Subsect. 2.4.
Also we may define:

πk(g) =
∞∑

i=0

giπ(k, 0, i) = πk(g), π∗
k(g) =

∞∑

i=0

giπ∗(k, 0, i) = (π∗(g))k , k > 1.

(12)
For π(g) and π∗(g) the following relation is true:

π∗(g) =
1 − p − gπ(g)

1 − g
. (13)

Now we may define the embedded Markov chain and transition ptobabilities
matrix.



Characteristics of Lost and Served Packets for Retrial Queueing System 331

2.3 The Embedded Markov Chain, Transition Probabilities Matrix

To investigate our system we will construct the embedded upon arrival times
Markov chain νn = ν(τn − 0) (τn—the moment of the n-th task arrival) with
enumerable number of states X = {0, 1, 2, . . .} and the matrix P = (pij)i,j≥0 of
transition probabilities.

Now the transition probability matrix P = (pi,j)i,j=1,n+r of embedded
Markov chain may be defined in the following form:

P =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

P ∗
1 P̃0 0 0 . . . 0 0 0 . . .

P ∗
2 P̃1 P0 0 . . . 0 0 0 . . .

P ∗
3 P̃2 P1 P0 . . . 0 0 0 . . .

P ∗
4 P̃3 P2 P1 . . . 0 0 0 . . .
...

...
...

...
. . .

...
...

...
. . .

P ∗
k−1 P̃k−2 Pk−3 Pk−4 . . . P1 P0 0

...

P ∗
k P̃k−1 Pk−2 Pk−3 . . . P2 P1 P0

...

P ∗
k+1 P̃k Pk−1 Pk−2 . . . P3 P2 P1

...
...

...
...

...
. . .

...
...

...
. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (14)

The probability P ∗
i+1 = pi,0 (i ≥ 0) corresponds to the transition probability

from the state i (i ≥ 0) to the state 0 of the system being empty.

P ∗
1 = 1 − α(pμ), (15)

P ∗
i+1 =

∞∫

0

⎛

⎝

x∫

0

(
i∑

n=0

∞∑

k=n+1

π∗(k, n, i − n)
(μy)k

k!
e−µy

)

pμe−µ(x−y)dy

⎞

⎠ dA(x),

i > 1. (16)

The probability P̃i = pi,0 (i ≥ 0) is the transition probability from the state
i (i ≥ 0) to the state 1 when the buffer of the system is empty and the server is
occupied.

P̃0 = α(pμ), (17)

P̃i =

∞∫

0

(
i∑

n=0

∞∑

k=n+1

π∗(k, n, i − n)
(μx)k

k!
e−µx

)

dA(x), i ≥ 1. (18)

The probability Pk = pi+k,i+1 (k ≥ 0, i ≥ 0)—the transition probability
from the state i + k to the state i + 1 (the exactly k packets leave the system
and the buffer is nor empty):

P0 = α (μ(1 − q(0))) , (19)
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Pk =

∞∫

0

⎛

⎝
∞∑

j=k

π(j, k, 0)
(μx)j

j!
e−µx

⎞

⎠ dA(x)

+

∞∫

0

⎛

⎝
k−1∑

n=0

∞∑

j=n+1

π(j, n, k − n)
(μx)j

j!
e−µx

⎞

⎠ dA(x), k ≥ 1.(20)

Here, α(s) is the Laplace-Stieltjes transformation of an interarrival time proba-
bility distribution function A(x).

Now we may derive the formulas for steady-state probability distribution of
embedded Markov chain.

2.4 The Steady-State Probability Distribution

Let’s define the steady-state probability distribution of the embedded Markov
chain (in assumption that the steady-state regime exists) as p−

k (k ≥ 0). Here,
the probability p−

k means that there were k (k ≥ 0) packets in the system at the
moment of arrival.

The steady-state probabilities p−
k , k ≥ 0, satisfy the following system of

equations

p−
0 =

∞∑

i=0

P ∗
i+1p

−
i , p−

1 =
∞∑

i=0

P̃ip
−
i , (21)

p−
k =

∞∑

i=0

Pip
−
k−1+i, k ≥ 2, (22)

with the normalization requirement:
∞∑

k=0

p−
k = 1. (23)

The steady-state probabilities p−
i for i ≥ 2 may be written down in the

geometric form as in [34,35,39]:

p−
i = p−

2 · gi−2, i ≥ 2, (24)

where the constant g is the unique solution (0 < g < 1) of the following equation
(obtained by substituting (24) in (22):

g =
∞∑

i=0

Pig
i = α (μ(1 − pg − π(g))) . (25)

From the (21) and (22) (by using (24)) we may derive the probabilities p−
1

and p−
2 via p−

0 :

p−
1 = p−

0 P̃0
P̃ (g) + P ∗(g)

P ∗
2 P̃ (g) +

(
1 − P̃1

)
P ∗(g)

, (26)
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p−
2 = p−

0

P̃0

P̃ (g)

⎛

⎝

(
1 − P̃1

) (
P̃ (g) + P ∗(g)

)

P ∗
2 P̃ (g) +

(
1 − P̃1

)
P ∗(g)

− 1

⎞

⎠ , (27)

where P ∗(g) =
∞∑

i=2

P ∗
i+1g

i−2, P̃ (g) =
∞∑

i=1

P̃ig
i−2.

Finally, by using the equations (23), (25), (26) and (27), the probability p−
0

of the system being empty is derived:

p−
0 =

⎛

⎝1 + P̃0
P̃ (g) + P ∗(g)

P ∗
2 P̃ (g) +

(
1 − P̃1

)
P ∗(g)

+
P̃0

(1 − g)P̃ (g)

⎛

⎝

(
1 − P̃1

)(
P̃ (g) + P ∗(g)

)

P ∗
2 P̃ (g) +

(
1 − P̃1

)
P ∗(g)

− 1

⎞

⎠

⎞

⎠

−1

. (28)

In the next section the main probabilistic and time characteristics of lost
packets and served packets will be presented.

3 The Characteristics of Lost and Served Packets

In this section some additional probability and time characteristics will be pre-
sented. But first let’s make some assumptions about the service discipline and
the discipline of the reset of packets from the buffer, as well as the behavior of
the remaining packet for possible repeated service.

– packets are served from the queue in the FCFS (First-Come-First-Served)
order;

– packets to be dropped from the buffer are chosen successively starting from
the head of the queue;

– the served packet occupies the first free space in the buffer.

These assumptions determine the characteristics presented below.

3.1 The Probability that the Incoming Packet Will Be Served

The probability pserv that the incoming into the system packet will be served is
defined as follows:

pserv = p−
0 +

∞∑

i=1

p−
i

i∑

n=0

π(i, n, 0) +
∞∑

i=2

p−
i

i−1∑

k=1

k−1∑

n=0

π(k, n, i − k),
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and with the help of (1)–(10), (11) and (12), (25) takes the form:

pserv = p−
0 + p−

1 (p + q(0)) + p−
2

(p + q(0))2

1 − g(p + q(0)

+p−
2

1
g

(
p + π(g)

1 − g(p + π(g))
− p + q(0)

1 − g(p + q(0))

)

= p−
0 + p−

1 (p + q(0)) + p−
2

π(g) − q(0) + g (p + π(g)) (p + q(0))
g (1 − g (p + π(g)))

(29)

3.2 The Probability that the Incoming Packet Will Be Dropped
from the Buffer

The probability ploss that the arriving into the system packet will be dropped
from the buffer by one of the served packets is defined as:

ploss =
∞∑

i=1

p−
i π∗(1, 0, i) +

∞∑

i=2

p−
i

i−1∑

k=1

k∑

n=0

π(k, n, 0)π∗(1, 0, i − k)

+
∞∑

i=3

p−
i

i−2∑

k=1

k−1∑

n=0

i−k−1∑

j=1

π(k, n, j)π∗(1, 0, i − k − j),

and with the help of (1)–(10), (11) and (12), (25) takes the form:

ploss = p−
1 Q(1) + p−

2

π∗(g) − Q(0) − gQ(1)
g2

+ p−
2

π∗(g) − Q(0)
g

p + π(g)
1 − g(p + π(g))

= p−
1 Q(1) + p−

2

π∗(g) − Q(0) − gQ(1) + g2Q(1) (p + π(g))
g2 (1 − g (p + π(g)))

. (30)

3.3 Some Other Probability Characteristics

The probability p̃1 that none of the incoming packets will be lost is

p̃1 = p−
0 + p−

1 (p + q(0)) + p−
2

(p + q(0))2

1 − g(p + q(0)
.

The probability p̃2 that all the incoming packets will be served (and only
once) is

p̃2 =
∞∑

i=0

p−
i π(i + 1, i + 1, 0) = pp−

0 + p2p−
1 + p−

2

p3

1 − pg
.

The probability p̃3 that the incoming packet will be dropped by the first
served packet is

p̃3 =
∞∑

i=1

p−
i π∗(1, 0, i) = p−

1 Q(1) + p−
2

π∗(g) − Q(0) − Q(1)
g2

.
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3.4 The Probability Distribution of Number of Repeated Services

Let’s define the probability q̃k, k ≥ 0, that the incoming packet will be served
exactly k times. Then the following expressions are valid:

q̃0 = ploss, (31)

q̃k = (pserv)k (1 − p)k−1
p + (pserv)k (1 − p)k ploss, k ≥ 1. (32)

It’s easy to see that
∞∑

k=0

q̃k = 1.

The mean number of services of accepted packets Ñ is

Ñ =
∞∑

k=0

kq̃k =
pserv

ploss + ppserv
.

3.5 The Time Characteristics

The Laplace-Stieltjes transformation of waiting time steady-state distribution
ωserv(s) of accepted and served packet is defined by the formula:

ωserv(s) =
1

pserv

(
p−
0 +

∞∑
i=1

p−
i ωi(s)

i∑
n=0

π(i, n, 0) +

∞∑
i=2

p−
i

i−1∑
k=1

ωk(s)

k−1∑
n=0

π(k, n, i − k)

)
,

where ω(s)—Laplace-Stieltjes transformation of service time distribution func-
tion.

By using relations (1)–(10), (11) and (12), ωserv(s) takes form:

ωserv(s) =
1

pserv

(

p−
0 + p−

1 ω(s) (p + q(0)) + p−
2

ω2(s) (p + q(0))2

1 − gω(s) (p + q(0))

+p−
2

ω(s)
g

(
p + π(g)

1 − gω(s) (p + π(g))
− p + q(0)

1 − gω(s) (p + q(0))

))

=
1

pserv

(
p−
0 + p−

1 ω(s) (p + q(0))

+ p−
2 ω(s)

π(g) − q(0) + gω(s) (p + q(0)) (p + π(g))
g (1 − gω(s) (p + π(g)))

)

. (33)

The Laplace-Stieltjes transformation of waiting time steady-state distribu-
tion ωloss(s) of accepted and lost packet is defined as

ωloss(s) =
1

ploss

(

ω(s)
∞∑

i=1

p−
i π∗(1, 0, i)

+
∞∑

i=2

p−
i

i−1∑

k=1

ωk+1(s)
k∑

n=0

π(k, n, 0)π∗(1, 0, i − k)

+
∞∑

i=3

p−
i

i−2∑

k=1

ωk+1(s)
k−1∑

n=0

i−k−1∑

j=1

π(k, n, j)π∗(1, 0, i − k − j)

⎞

⎠ ,
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and due to relations (1)–(10), (11) and (12), ωloss(s) takes form:

ωloss(s) =
ω(s)
ploss

(
p−
1 Q(1)

+ p−
2

π∗(g) − Q(0) − gQ(1) + g2Q(1)ω(s) (p + π(g))
g2 (1 − gω(s) (p + π(g)))

)

, (34)

If wserv and wloss are mean waiting times for a served packet and a lost packet
(they may be easily found from (33) and (34)), then the mean dwell time (time
in system) w for an arbitrary packet is

w = wlossploss +
∞∑

k=1

(pserv)k (1 − p)k−1
pk

(
wserv + μ−1

)

+
∞∑

k=1

(pserv)k (1 − p)k ploss
(
k

(
wserv + μ−1

)
+ wloss

)

= wlossploss +
pserv

(
wserv + μ−1

)
+ wlossploss

1 − pserv(1 − p)
.(35)

4 Conclusion

The conception of the retrial queueing system with general renovation was intro-
duced in this article.

The main probability-time characteristics of retrial queueing system with
general renovation such as the probability distribution (24), (26), (27) and (28),
as well as the probability of arrival packet to be served pserv (29) or to be
dropped from the queue ploss (30), as well as Laplace-Stieltjes transformation of
waiting time steady-state distribution ωserv(s) of accepted and served packet (33)
and Laplace-Stieltjes transformation of waiting time steady-state distribution
ωloss(s) of accepted and lost packet (34) are presented in analytical form. Also
the mean dwell time (time in system) w (35) for an arbitrary packet via mean
waiting times for a served packet wserv and a lost packet wloss is presented in
analytical form.

The future goals are to obtain the same probability-time characteristics for
different combination of initial assumptions:

– packets are served from the queue in theFCFS or LCFS (Last-Come-First-
Served) order;

– packets to be dropped from the buffer are chosen successively starting from
the head or from the end of the queue;

– the served packet (if it remains in the system) occupies the first free space in
the buffer or immediately goes to the server for repeated service.

It is also of interest to combine renovation mechanism and hysteretic overload
control policies [42–51] in order to construct more adequate mathematical models
of real telecommunication systems (for example, SIP server [42,45,46,49,52,53]
or RED-like AQM algorithms).
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Abstract. Predictive modeling is an important part of the monitoring
process in cloud computing systems that helps to improve the service
availability for the customers. This paper describes two industrial exam-
ples of predictive monitoring models for database disk space utilization
and Java memory leaks. Practical recommendations are given to improve
the forecast accuracy, which can also be used in the other similar cases.
The results of this work are validated in the open source monitoring sys-
tem and are implemented in three big International telecommunications
companies.
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1 Introduction

Modern world has reached enormous speed of IT systems growth. They develop
exponentially and the number of servers and applications running on servers is
dramatically high. In early 2000th IT companies usually had about 10 servers
and one system administrator who was looking after them. Nowadays, nobody
is surprised when you say that your company runs on 1000 servers. No wonder,
these servers have to be maintained automatically since it is obviously impossible
to do it manually. As a result, cloud service technologies are now offering Infras-
tructure as a Service (IaaS) and Platform as a Service (PaaS) allowing companies
to focus on the business processes rather than on their hardware problems.

Businesses and markets know very well that competition between companies
is higher than ever, and that clients and users are the key factor for commercial
success. We cannot afford system being out of service because the clients are
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constantly looking for new better applications to meet their growing needs. This
is the reason why big IT companies target the 99.999% level of service availability
(SA) in 24/7 mode. Monitoring systems are used as an automated tool to meet
this high demand.

In this article, we describe several approaches to predictive monitoring and
fault detection of the highly loaded production system. For data evaluation and
validation, we used Zabbix monitoring system because it is open source and
is now in top 5 most popular monitoring solutions in the world [1] (Fig. 1).
The proposed approaches can be applied to any other monitoring tool having
prediction functionality.

Fig. 1. Top 5 most popular monitoring solutions in the world

2 Disk Space Prediction for Databases

One of the important issues in the highly loaded system with high SA is to have
enough free disk space for new data in databases, logs, etc. Lack of free disk space
may lead to termination and stop processing of all incoming custom requests.
The case of disk space prediction for databases (DBs) is described below. The
example is shown for MS SQL Server database but the given approach can
be applied to other SQL systems like Oracle, MySQL, PostgreSQL. There are
usually several challenges with DB space prediction:

1. DB files are stored on several hardware disks. This means that even if you are
running out of space on a particular disk, it does not mean that you have no
space for data as the data will automatically be stored on another different
disk available for the same file group. It is an important thing to remember
for struggling with false alerting.
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2. System DBs should also be taken into consideration because we need to mon-
itor space for them too. If you have not enough space for system DBs, the
whole system won’t work.

3. Transaction log is the other important thing that should have enough space
for growing. No space for logging means no new action in DBs.

4. DB files do not grow like usual files but stepwise. This means that each time
a file reserves some space on a disk ahead its actual usage, and after that
DB is gradually filled up with data. DB files are usually configured for a
particular extent in growing. Such file growth algorithm makes monitoring a
bit harder because DB file changes in an abrupt way and the operator will see
a spike on the graph. Although the trend displays fast growing of the DB file
in future, it is not going to happen in reality. Just in opposite, when the file
has an additional space it is very unlikely to see autogrowth in the nearest
future. This should be taken into account when setting up the forecasting
parameters.

An example of stepwise change of DB file size at Distillery Company, USA
[2] is shown in Fig. 2. Linear function is used for prediction. The next graph
(see Fig. 3) shows that the forecast of DB size has dropped because the system
predicts the same amount of space needed on a daily basis. This is a great way
to bring the whole company to panic. It is a classical example of false alert that
may lead to extra financial cost due to paid overtime for expensive specialists.

To improve the forecast accuracy, the following recommendations are pro-
posed [3]. Zabbix look back period should cover at least 5–10 extent steps like
it is shown in sample Fig. 4 at Genesys Company, USA [4]. Look back history
for forecasting should be extended to have several (at least 5) autogrowth events
and also to correlate with forecast horizon at the ratio of about 10:1 [5].

The result of this tuning is shown in Fig. 5. Now the trend looks more grad-
ual and the forecast is more accurate. This approach allows preventing false
alerts during DB file autogrowth and gives true information about disk space
resources. Operations teams can plan maintenance beforehand and increase sys-
tem fault tolerance. Consequently, planned maintenance helps to reduce opera-
tional expenses for the company, prevent service outages with extra payments for
experts’ overtime, and finally improve SA to the customers that is an extremely
important metric of global IT services.

3 Prediction of Available Memory

Memory leak in Java based web applications running on Internet servers is world-
wide known problem [6]. Memory leak is mostly observed on a high loaded system
under heavy user load when new Java objects are generated dynamically faster
than old unused objects are removed from memory by Garbage Collector (GC).
Long term solution is to rewrite the application and fix the code that leads
to memory leak. If the application is large and has legacy code of a 3rd party
company, this could be challenging and expensive task for a company. Also, the
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Fig. 2. Actual monitoring trend of DB file size at Distillery



Using Predictive Monitoring Models in Cloud Computing Systems 345

Fig. 3. The forecast of DB file at Distillery
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Fig. 4. Actual monitoring trend of free disk space at Genesys
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Fig. 5. The forecast of free disk space at Genesys
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more business value for IT company is developing new advanced functionality for
the clients rather than refactoring the old outdated code. In terms of customer
support and operations, much more efficient approach is to monitor available
memory, predict the time of critical threshold and restart the application auto-
matically, safely, during low user workload or regular maintenance.

Here are the challenges with available memory prediction:

1. Monitoring system observes amount of available memory on the server with
assumption that most of the memory is used by the application. But memory
can be temporarily consumed by some internal server processes (log rotation,
security scan, etc.) that may happen unexpectedly and cause “Out of mem-
ory” (OOM) error on the server. Such data produces much noise and makes
prediction less reliable.

2. Web applications consume memory depending on the number of current users
online. During peak time the total amount of available memory is reduced
faster than the same metrics during non-working hours. This means that we
need to monitor and predict the growing trend of peak values to deploy more
memory beforehand and avoid OOM outages in peak time.

3. GC releases memory for unused objects with a preliminary specified fre-
quency. Each time GC is initiated, available memory is rapidly increased
for some time but then is slowly consumed back and it is hard to predict the
next possible OOM outage. GC non-linear function makes the whole predic-
tion process more difficult.

4. Monitoring of Java based web applications requires almost immediate action
in case of insufficient memory or entire OOM detected. This means that either
24/7 operator should be on duty to manually restart the application in case of
OOM alarm or better the service may be restarted automatically and safely
to release memory.

5. Once application has been restarted, either manually or automatically, the
graph with actual available memory metrics shows a spike, which breakes
the whole previous historical statistics and the forcasting trend is no longer
reliable, using neither linear nor any other prediction model (see Figs. 6 and
7 as the examples of actual available Java memory statistics, predictive mon-
itoring and auto-restarting Java applications at RingCentral Company, USA
[7]).

The best solution in such cases is to ignore the previous historical look back
period and start forecasting from scratch using the most recent time point of
restart. Once the safety auto-restart procedure is implemented, we may also
automate the logic to reset the forecasting historical statistics to a corresponding
shorter time interval and forecasting horizon in the monitoring system, thus
preventing a monitoring operator from manual human errors.

The analysis [8] showed that the linear model of prediction is still more reli-
able independently of Java memory reset jumps if use reasonable configuration
of prediction function and at least 5:1 rate between historical look back period
and forecasting horizon.
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Fig. 6. Memory prediction (upper graph) and actual available memory for Java appli-
cations with auto-restart jump (lower graph) at RingCentral
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Fig. 7. Actual Java memory degradation drop (upper graph) and memory prediction
(lower graph) at RingCentral



Using Predictive Monitoring Models in Cloud Computing Systems 351

Another option is to apply triggers correlation and dependencies. For exam-
ple, we can link two trigger events – “Available memory prediction is below crit-
ical threshold” and “Application has just been restarted”. Dependency between
these events means that the first trigger will not fire in case of the second one
is activated. The idea is to trigger only one event, which is the root cause of the
problem, and in this way reduce alarms noise.

One more solution of auto-adjusting prediction model after application
restart is to monitor its process identifier (PID). Each time the application
restarted its PID number is being changed. Therefore it is possible to auto-
reset historical look back period when application PID has been changed for
some reason. After that we may start prediction from the moment of restart,
prevent false alarms, and thus make forecast more accurate.

The proposed solutions are implemented in the cloud infrastructure of big
International IT companies – Genesys Telecommunications Laboratories [4] and
RingCentral Inc. [7], USA, providing Internet telecommunications services in
globally distributed regions – USA and Canada, West Europe and South East
Asia. Monitoring and prediction of available memory with auto-restart feature
allowed to avoid service outage due to memory leak on company servers and
increase SA quality to worldwide level of 99.999%.

4 Conclusion

In this paper, we have described two approaches to predictive monitoring in cloud
computing systems. All use cases are based on real monitoring statistics of the
production cloud infrastructure at big International IT companies – Distillery [2],
Genesys [4], and RingCentral [7]. The results are validated in Zabbix monitoring
system that is now in top 5 of the most popular monitoring solutions in the world
based on the analytic report [1].

Practical recommendations to predictive monitoring are described through
various examples of monitoring metrics – DB space utilization, free disk space,
available memory. It was found that linear model is good enough in many cases,
even when the monitoring trend shows periodic jumps or one time spike. Different
solutions of how to adjust the prediction model and its parameters, which allow
to prevent false alarms and improve the forecast accuracy, are provided.

Predictive monitoring with application auto-restart implementation is a good
way to increase customers SA up to the highest level of 99.999% for global
IT services working in 24/7 mode. Prediction can also be successfully used for
capacity planning and analytics [9].

One more challenging topic of prediction modeling is monitoring metrics with
cyclic workload [5], such as calls count, the number of network connections, of
cloud system processes, of customer web requests, etc. This is the subject of
future research since the standard prediction models like linear or sinusoidal or
polynomial do not give accurate results as needed.

Acknowledgments. The results of this research are based on real production statis-
tical data collected by Zabbix monitoring system [3] at big International IT companies
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– Distillery LLC [2], Genesys Telecommunications Laboratories [4], and RingCentral
Inc. [7].
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Abstract. The generalized negative binomial distribution (GNB) is a
new flexible family of discrete distributions that are mixed Poisson laws
with the mixing generalized gamma (GG) distributions. This family of
discrete distributions is very wide and embraces Poisson distributions,
negative binomial distributions, Sichel distributions, Weibull–Poisson
distributions and many other types of distributions supplying descrip-
tive statistics with many flexible models. These distributions seem to be
very promising for the statistical description of many real phenomena.
GG distributions are widely applied in signal and image processing and
other practical problems. The statistical estimation of the parameters
of GNB and GG distributions is quite complicated. To find estimates,
the methods of moments or maximum likelihood can be used as well as
two-stage grid EM-algorithms. The paper presents a methodology based
on the search for the best distribution using the minimization of �p-
distances and Lp-metrics for GNB and GG distributions, respectively.
This approach, first, allows to obtain parameter estimates without using
grid methods and solving systems of nonlinear equations and, second,
yields not point estimates as the methods of moments or maximum like-
lihood do, but the estimate for the density function. In other words,
within this approach the set of decisions is not a Euclidean space, but a
functional space.
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1 Introduction

The generalized negative binomial distribution (GNB) is a new flexible fam-
ily of discrete distributions that are mixed Poisson laws with the mixing
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generalized gamma (GG) distributions. The GNB distributions were introduced
and studied in [1] under the name of GG mixed Poisson distributions. This fam-
ily of discrete distributions is very wide and embraces Poisson distributions (as
limit points corresponding to a degenerate mixing distribution), negative bino-
mial (Polya) distributions including geometric distributions (corresponding to
the gamma mixing distribution, see [2]), Sichel distributions (corresponding to
the inverse gamma mixing distributions, see [3]), Weibull–Poisson distributions
(corresponding to the Weibull mixing distributions, see [4]) and many other
types supplying descriptive statistics with many flexible models. These distri-
butions seem to be very promising for the statistical description of many real
phenomena being very convenient and almost universal models. It is quite nat-
ural to expect that, having introduced one more free parameter into the pure
negative binomial model, namely, the power parameter in the exponent of the
original gamma mixing distribution, instead of the negative binomial model one
might obtain a more flexible GNB model that provides even better fit with the
statistical data. For example, GNB distributions can be successfully applied to
modeling statistical regularities in duration of specific periods in data.

The GG distributions are proposed in order to have a flexible Bayesian model
with a mixing (prior) distribution which is “responsible” for the description of
statistical regularities of the manifestation of external stochastic factors. The
class of GG distributions was first described as a unitary family in 1962 by
Stacy [5]. The family of GG distributions contains practically all the most popu-
lar absolutely continuous distributions concentrated on the non-negative half-line
including Weibull and gamma distributions.

GG distributions are widely applied in many practical problems. There are
dozens of papers dealing with the application of GG distributions as models of
regularities observed in practice. As an example, the following research areas
involving models based on GG distributions can be mentioned:

– climatic and hydrological problems: drop size distributions [6], drought
data [7], phenomena in warm clouds [8];

– synthetic-aperture radar (SAR) image processing and various applications:
distribution for the real and imaginary parts of the complex SAR backscat-
tered signal [9], flexible model for the SAR images with different land-cover
typologies [10], statistical modeling of SAR images [11,12];

– astrophysical problems, for example, new galaxy luminosity functions [13];
– speech signal processing: parametric characterization of speech spectra [14],

modelling speech samples [15], real-time implementations of algorithms [16].

Apparently, the popularity of GG distributions is due to that most of them
can serve as adequate asymptotic approximations, since all the representatives
of the class of GG distributions listed above appear as limit laws in various limit
theorems of probability theory in rather simple limit schemes.

The problem of statistical estimation of the parameters of GNB and GG
distributions (for example, the search for maximum likelihood (ML) estimates)
is quite complicated. To find the estimates of the parameters, the method of
moments or ML method [17] for the GG distribution as well as the two-stage
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grid EM-algorithm for the GNB, can be used. It should be noted that the imple-
mentations of the methods of moments and ML method for GG distribution are
difficult computational tasks, moreover, the efficiency depends on the sample
size (ML method is better for large volumes).

The paper presents a methodology based on finding the best distribution
using minimization of �1-, �2- and �∞-distances and L1-, L2- and L∞-metrics for
GNB and GG distributions, respectively. This approach, first, allows to obtain
parameter estimates without using grid methods and solving systems of nonlin-
ear equations and, second, yields not point estimates as the methods of moments
or maximum likelihood do, but the estimate for the density function. In other
words, within this approach the set of decisions is not a Euclidean space, but a
functional space.

2 The GNB and GG Distributions

It will be assumed that all the random variables are defined on the same prob-
ability space (Ω, F, P).

A random variable having the gamma distribution with shape parameter
r > 0 and scale parameter μ > 0 will be denoted Gr,μ,

P(Gr,μ < x) =
∫ x

0

g(z; r, μ)dz, with g(x; r, μ) =
μr

Γ (r)
xr−1e−μx, x ≥ 0, (1)

where Γ (r) is Euler’s gamma-function, Γ (r) =
∫ ∞
0

xr−1e−xdx, r > 0.
A GG distribution is the absolutely continuous distribution defined by the

density

g∗(x; r, γ, μ) =
|γ|μr

Γ (r)
xγr−1e−μxγ

, x ≥ 0, (2)

with γ ∈ R, μ > 0, r > 0. The distribution function corresponding to the density
g∗(x; r, γ, μ) can be denoted F ∗(x; r, γ, μ).

The properties of GG distributions were described in [5,18]. A random vari-
able with the density g∗(x; r, γ, μ) will be denoted Gr,γ,μ. It can be easily made
sure that

Gr,γ,μ
d= G1/γ

r,μ , (3)

and hence,
(Gr,γ,μ)γ d= Gr,μ. (4)

The symbol d= in (3) and (4) denotes the coincidence of distributions.
A random variable Nr,p is said to have the negative binomial (NB) distri-

bution with parameters r > 0 (“shape”) and p ∈ (0, 1) (“success probability”),
if

P(Nr,p = k) =
Γ (r + k)
k!Γ (r)

· pr(1 − p)k, k = 0, 1, 2, ... (5)
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Let r > 0, γ ∈ R and μ > 0. We say that the random variable Nr,γ,μ has the
GNB distribution, if

P(Nr,γ,μ = k) =
1
k!

∫ ∞

0

e−zzkg∗(z; r, γ, μ)dz, k = 0, 1, 2..., (6)

and g∗(z; r, γ, μ) is determined by formula (2).

3 A Functional Approach to Estimation
of the Parameters of GNB Distributions

The problem of statistical estimation of the parameters of GNB distribution (for
example, the search for maximum likelihood estimates) is extremely complicated.
To find estimators, the two-stage grid EM-algorithm for the GNB distribution
F (x; r, γ, μ) can be used. At the first stage, the main part of the support of the
mixing distribution is determined. That is, a bounded interval is determined such
that the probability of a GG distributed mixing random variable to fall into this
interval is insignificantly less than one. This interval is covered by a finite grid
containing (possibly, a very large number) K ∈ N of known nodes λ1, ..., λK . The
GNB distribution under study is approximated by the finite mixture of Poisson
distributions:

F (x; r, γ, μ)(x + 0) ≈
[x]∑

j=0

1
j!

K∑
i=1

pie
−λiλj

i , x ∈ R. (7)

In the mixture on the right-hand side of (7), only the parameters p1, ..., pK

are unknown. At the second stage, it remains to use some standard method
for fitting the GG distribution to the histogram-type data (μ1, p1), ..., (μK , pK),
obtained at the first stage. For example, the parameters r, γ and μ can be
determined as the point minimizing the corresponding chi-square statistic or
some special least squares problem.

However, with a fixed grid, the two-stage method yields only approximate
estimates of the parameters of GG distributions. Moreover, the accuracy of the
approximation depends on the choice of the grid. The estimates can be consistent
in the traditional sense only if the grid mesh becomes infinitely small as the
sample size infinitely increases in an appropriate way. Moreover, the conditions
unifying the rate of decrease of the grid mesh with the rate of increase of the
sample size that provide the statistical consistency of the estimators are very
cumbersome and practically unverifiable.

In this section we present an alternative methodology based on finding the
best GNB distribution using minimization of �1-, �2- and �∞-distances (they
correspond to the spaces of sequences whose series are absolutely convergent,
the space of square-summable sequences and the space of bounded sequences,
respectively). Namely, the histogram of the initial data should be obtained. The
integer rule is used as bining algorithm (due to that the observations in the
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sample are integer), so bins are created for each value. Let Nb be the number
of histogram bins (with a uniform width that equals 1), h be the vector of bar
heights (hi ∈ [0, 1] for all i = 1, . . . , Nb). The value of each component hi is equal
to the ratio of a number of observations in the bin to a total number of obser-
vations, the sum of the bar areas is 1. So, the bars of empirical distribution can
be approximated by ones of GNB. For finding estimations of unknown param-
eters of generalized negative binomial distributions the following optimization
problems should be solved (the density g∗(x; r, γ, μ) is determined by (2) and
the probability P(Nr,γ,μ = k) is determined by (6)).

– If the target function is based on �1-distance:

(r∗, γ∗, μ∗) = arg min
r,γ,μ

Nb∑
k=1

∣∣∣∣ 1
k!

∫ ∞

0

e−zzkg∗(z; r, γ, μ)dz − hk

∣∣∣∣ . (8)

– If the target function is based on �2-distance:

(r∗, γ∗, μ∗) = arg min
r,γ,μ

√√√√ Nb∑
k=1

(
1
k!

∫ ∞

0

e−zzkg∗(z; r, γ, μ)dz − hk

)2

. (9)

– If the target function is based on �∞-distance:

(r∗, γ∗, μ∗) = arg min
r,γ,μ

max
k=1,Nb

∣∣∣∣ 1
k!

∫ ∞

0

e−zzkg∗(z; r, γ, μ)dz − hk

∣∣∣∣ . (10)

Formulas (8)–(10) allow to obtain parameter estimates without using grid
methods. It should be noted that this methodology can also be used for the
classical negative binomial distribution (5) (the ratio (5) should be used in for-
mulas (8)–(10) instead of (6)).

A special MATLAB program is implemented for finding GNB approximations
and plotting figures. The numerical optimization is based on the simplex search
method [19]. The functions for estimating the values of all three unknown param-
eters of the GNB distribution or two parameters provided the shape parameter
r estimate based on NB distribution is given are created.

The histogram and approximating graphs of the NB and GNB distributions
as well as errors in the corresponding metrics are plotted. The examples of
results are shown on Figs. 1, 2 and 3. They demonstrate a high quality of the
approximation of the histogram of the initial data by each type of distributions.
Table 1 represents approximation errors, the parameters are estimated by each
of the metrics. Obviously, the results for GNB distributions are better (see the
bold marked items).
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Fig. 1. Approximation of the initial data distribution by optimization of �1-distance.

Fig. 2. Approximation of the initial data distribution by optimization of �2-distance.

Table 1. Approximation errors for negative binomial and generalized negative binomial
distributions, test sample.

Distribution Error (�1) (�2) Error (�∞)

NB (�1-optimization) 0,047 0,022 0,018

GNB (�1-optimization) 0,043 0,018 0,014

NB (�2-optimization) 0,051 0,0195 0,015

GNB (�2-optimization) 0,05 0,015 0,0097

NB (�∞-optimization) 0,061 0,022 0,012

GNB (�∞-optimization) 0,061 0,017 0,007
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Fig. 3. Approximation of the initial data distribution by optimization of �∞-distance.

4 Recurrence Formulas for GNB Distributions

Using formulas (2) and (6) we can obtain the following results:

P(Nr,γ,μ = k) =
|γ|μr

Γ (r)k!

∞∫

0

e−z−μzγ

zγr+k−1 dz =
|γ|μr

Γ (r)k!

∞∫

0

e−z−μzγ

d
zγr+k

γr + k

=
|γ|μr

Γ (r)k!
×

⎡
⎣ zγr+k

γr + k
e−z−μzγ

∣∣∣∣
∞

0

−
∞∫

0

e−z−μzγ zγr+k

γr + k
(−1 − μγzγ−1) dz

⎤
⎦

=
|γ|μr

Γ (r)k!
×

⎡
⎣ 1

γr + k

∞∫

0

e−z−μzγ

zγr+k dz +
μγ

γr + k

∞∫

0

e−z−μzγ

zγr+γ+k−1 dz

⎤
⎦

=
k + 1
γr + k

P(Nr,γ,μ = k + 1) +
γ2μr+1

(γr + k)Γ (r)k!

∞∫

0

e−z−μzγ

zγr+k−1+γ dz

=
k + 1
γr + k

P(Nr,γ,μ = k + 1) +
|γ|μ

γr + k
P(Nr+1, γ,μ = k).

So, the recurrence formulas for GNB distributions can be represented as
follows:

(γr + k)P(Nr,γ,μ = k) = (k + 1)P(Nr,γ,μ = k + 1) + |γ|μP(Nr+1, γ,μ = k),

or

P(Nr,γ,μ = k + 1) =
γr + k

k + 1
P(Nr,γ,μ = k) − |γ|μ

k + 1
P(Nr+1, γ,μ = k). (11)
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Unfortunately, the representation (11) does not significantly simplify the
computational process, since in addition to the value P(Nr,γ,μ = k) a value
P(Nr+1,γ,μ = k) should be known.

5 A Functional Approach to the Estimation
of the Parameters of GG Distributions

In this section we present a methodology based on the search for the best GG
distribution using minimization of L1-, L2- and L∞-metrics (they correspond to
the spaces of functions for which the pth power of the absolute value is Lebesgue
integrable, where functions that agree almost everywhere are identified).

The histogram of the initial data should be obtained. The Freedman–Diaconis
rule [20] is used as bining algorithm due to its suitableness for data with heavy-
tailed distributions. It uses a bin width of

2
x0.75 − x0.25

3
√

n
, (12)

where x0.25, x0.75 are 0.25- and 0.75-quantiles, numerator of fraction (12) repre-
sents an interquartile range and n is a sample size.

Let Nb be the number of histogram bins, h be the vector of bar heights
(hi ∈ [0, 1] for all i = 1, . . . , Nb). The value of each component hi is equal
to the ratio of the number of observations in the bin and the total number of
observations, the sum of the bar areas is 1. Let b be the vector of bin edges. The
bars of empirical distribution should be approximated by GG distribution.

To find the estimates of unknown parameters of GG distributions the follow-
ing optimization problems should be solved (the density g∗(x; r, γ, μ) is deter-
mined by (2)).

– If the target function is based on L1-metric:

(r∗, γ∗, μ∗) = arg min
r,γ,μ

Nb−1∑
k=1

bk+1∫

bk

|g∗(z; r, γ, μ) − hk| dz. (13)

– If the target function is based on L2-metric:

(r∗, γ∗, μ∗) = arg min
r,γ,μ

√√√√√
Nb−1∑
k=1

bk+1∫

bk

(g∗(z; r, γ, μ) − hk)2 dz. (14)

– If the target function is based on L∞-metric:

(r∗, γ∗, μ∗) = arg min
r,γ,μ

max
k∈[1,Nb−1]

bk+1∫

bk

|g∗(z; r, γ, μ) − hk| dz. (15)
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Fig. 4. Approximation of the initial data distribution by optimization of L1-metric.

Fig. 5. Approximation of the initial data distribution by optimization of L2-metric.

Formulas (13)–(15) allow to obtain parameter estimates without using grid
methods. It should be noted that this methodology can also be used for the
classical gamma distribution (1).

A special MATLAB program is implemented for finding GG approximations
and plotting figures. The numerical optimization is based on the simplex search
method [19]. The functions for estimating values of all three unknown param-
eters of GG distribution or two parameters provided the shape parameter r is
given based on the gamma distribution model are created. The histogram and
approximating probability density functions of gamma and GG distributions as
well as errors in the corresponding metrics are plotted. The examples of results
are shown on Figs. 4, 5 and 6.
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Fig. 6. Approximation of the initial data distribution by optimization of L∞-metric.

They demonstrate a high quality of the approximation of the histogram of
the initial data by each type of distributions. Table 2 represents approximation
errors, the parameters are estimated by each of the metrics. Obviously, the results
for GG distributions are better (see the bold marked items).

Table 2. Approximation errors for gamma and generalized gamma distributions, test
sample.

Distribution Error (L1) Error (L2) Error (L∞)

Gamma 0,212 0,095 0,044

GG 0,155 0,064 0,035

GG, fixed r 0,211 0,095 0,044

6 Conclusion

The classical negative binomial distribution was successfully used as a model for
the number of subsequent wet days in precipitation problems for the data regis-
tered in climatically different points (see, for example, [21–23]). It was demon-
strated that the fluctuations of the data with very high confidence fit the nega-
tive binomial distribution. Obviously, a more flexible GNB model could provide
even better fit with the statistical data. Herewith the GG distribution can be
effectively used to model aggregated data (for example, volumes accumulated
over a period) and can be useful for statistical testing of hypotheses about their
extremality.
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Moreover, such types of mixed probability models are quite adequate for
information systems (for example, in insurance [24,25], financial mathemat-
ics [26,27], physics [28–30], data flows [31] and many other fields). The developed
functional methods for the estimation of the unknown distribution parameters
can be implemented as numerical procedures in the research support system for
stochastic data processing [32,33] to analyze events in various information flows.
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Abstract. We consider a discrete-time model describing the capital of
an input-output system of mixed type. Such models can arise in various
applications of probability theory, e.g. queuing and reliability theory,
telecommunication, inventories and dams, insurance and many others.
The inflow consists of constants, whereas outflow is a sequence of inde-
pendent identically distributed random variables with a known distribu-
tion function. It is also assumed that at the beginning of each period
the company under consideration invests a certain quota of the available
capital in a non-risky asset for a fixed number of periods. The objective
function is the system reliability. Thus, we establish the formula for com-
pany ruin probability, in other words, the probability that sooner or later
its capital becomes negative. Some numerical results are also provided.

Keywords: Reliability · Investment · Discrete-time model

1 Introduction

It is well known that many systems studied by methods of probability theory
have input-output character (see, e.g., [1]). In order to perform a system anal-
ysis one needs an appropriate mathematical model. There exist a lot of models
describing the system more or less precisely. Moreover, the same model frequently
arises in different application areas, such as insurance and finance, queuing and
reliability, telecommunication and information, inventory and dams, population
dynamics and many others. So, the methods used in one domain can turn out
fruitful in others.

It is interesting that in some areas investigating risks (e.g., inventory, dams)
the researchers proposed the discrete-time models from the beginning (see, e.g.,
[2]). On the other hand, in insurance, finance, queuing, telecommunication and
others dominated continuous-time models (see, e.g., [3,4]). However it turned out
that sometimes the discrete-time models are more appropriate in these domains
as well, describing the situation more precisely. Thus, dividends payments or
reinsurance treaties are usually discussed at the end of financial year. A review
of discrete-time risk models (until 2009) is provided by [5]. Some further results
are given in [6–20].
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2 Model Description

We consider a discrete-time model of a company capital dynamics. For certainty,
we proceed in terms of insurance company. During the ith period (year, month or
week) the company gets a fixed premium amount h and pays a random indemnity
Xi, i = 1, 2, . . .. It is supposed that {Xi} form a sequence of independent identi-
cally distributed random variables with a known distribution function F (x). Let
the initial capital S0 be fixed. It is possible to place a quota δ of this amount in
a bank for s periods, the interest rate being β per period. The same procedure
is repeated each period. Thus,

S1 = (1 − δ)S0 + h − X1.

For simplicity sake, we put s = 1 and u = 1 + β getting the following recurrent
formula

Sn = (1 − δ)Sn−1 + h − Xn + uδSn−2. (1)

Now we are able to formulate

Theorem 1. The explicit form of Sn is as follows

Sn = S0 ·
�n

2 �∑

i=0

ai,n(δu)i(1 − δ)n−2i + h ·
�n−1

2 �∑

k=0

n−2k−1∑

j=0

ak,j+2k(δu)k(1 − δ)j (2)

−
�n−1

2 �∑

k=0

n−2k−1∑

j=0

ak,j+2k(δu)k(1 − δ)j · Xn−2k−j ,

where the coefficients ai,j provided by the Table 1.

Proof. Clearly, for n = 2, . . . , 6 formula (1) leads to explicit expressions of the
form

S2 = (1 − δ)2S0 + (1 − δ)h − (1 − δ)X1 + h − X2 + δuS0,

S3 = (1 − δ)3S0 + 2(1 − δ)δuS0 + h(1 − δ)2 + h(1 − δ) + h + δuh

− (1 − δ)2X1 − (1 − δ)X2 − X3 − δuX1,

S4 = (1− δ)4S0 +3(1− δ)2(δu)S0 +(δu)2S0 +h(1− δ)3 +h(1− δ)2 +h(1− δ)+h

+ 2h(δu)(1 − δ) + (δu)h − (1 − δ)3X1 − (1 − δ)2X2 − (1 − δ)X3 − X4

− 2X1(δu)(1 − δ) − (δu)X2,

S5 = (1−δ)5S0+4(1−δ)3(δu)S0+3(1−δ)(δu)2S0+h(1−δ)4+h(1−δ)3+h(1−δ)2

+h(1 − δ) + h + 3h(δu)(1 − δ)2 + 2h(δu)(1 − δ) + (δu)h + (δu)2h

− (1 − δ)4X1 − (1 − δ)3X2 − (1 − δ)2X3 − (1 − δ)X4 − X5

− 3(δu)(1 − δ)2X1 − 2(δu)(1 − δ)X2 − (δu)X3 − (δu)2X1,

S6 = (1 − δ)6S0 + 5(1 − δ)4(δu)S0 + 6(1 − δ)2(δu)2S0 + (δu)3S0
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+h(1 − δ)5 + h(1 − δ)4 + h(1 − δ)3 + h(1 − δ)2 + h(1 − δ) + h

+ 4(δu)(1−δ)3h+3(δu)(1−δ)2h+2(δu)(1−δ)h+3(δu)2(1−δ)h+(δu)2(1−δ)h

+ (δu)h − (1 − δ)5X1 − (1 − δ)4X2 − (1 − δ)3X3 − (1 − δ)2X4 − (1 − δ)X5 − X6

− 4(δu)(1 − δ)3X1 − 3(δu)(1 − δ)2X2 − 2(δu)(1 − δ)X3 − (δu)X4

− 3(δu)2(1 − δ)X1 − (δu)2X2.

We see that the summands in expression of Sn are of three types, namely,
having factors S0, h and Xi. Thus, S0 is multiplied by the sum of ak,l(1−δ)k(δu)l

where k begins by taking value n and decreasing at each step by 2, whereas l
starts from 0 and increases at each step by 1. Moreover, it is not difficult to
construct the Table 1 for the coefficients calculation with elements ai,j , i, j =
0, 1, 2, . . . , where a0,j = 1 ∀j = 0, 1, . . . and ai,j = ai,j−1+ai−1,j−2. Furthermore,
the degree of δu cannot be greater than �n

2 �.
The same Table 1 is useful for calculation of coefficients by h. Namely, factor

(1 − δ)k(δu)l is multiplied by al,k+2l. The highest degree of 1 − δ is n − 1 and it
decreases to 0 by jumps equal to 1. If a factor δu is included the same process
begins from n − 3 and so on.

The same coefficients appear in terms with Xi. However instead of h one has
to multiply al,k+2l(1 − δ)k(δu)l by Xn−2k−l.

Table 1. Table for coefficients construction

Factor/n 0 1 2 3 4 5 6

(1 − δ)n 1 1 1 1 1 1 1

(δu)(1 − δ)n−2 0 0 1 2 3 4 5

(δu)2(1 − δ)n−4 0 0 0 0 1 3 6

(δu)3(1 − δ)n−6 0 0 0 0 0 0 1

(δu)4(1 − δ)n−8 0 0 0 0 0 0 0

. . .

Hence, it is possible to write the explicit expression (2) for Sn which is rather
complicated.

3 Algorithm for Ruin Probability Calculation

Our next aim is to prove the following result

Theorem 2. The ultimate ruin probability is represented by

∞∑

n=1

f(1)∫

0

. . .

f(n−1)∫

0

+∞∫

f(n)

n∏

k=1

pXk
(vk(y1, . . . , yn))dy1 . . . dyn,
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where f (n) = (1 − δ)f (n−1) + uδf (n−2) + h for n > 1 and f (0) = S0, f (1) =
(1 − δ)S0 + h. The functions vk(y1, . . . , yn), k � 1, are specified in the proof.

Proof. The ruin time is defined by T = min{n : S1 > 0, . . . , Sn−1 > 0, Sn � 0}.
So, we calculate the probability of ruin at the nth step obtaining the distribu-
tion of the ruin time. To this end, we rewrite (2) as a nonhomogeneous linear
combination of Xi, i = 1, . . . , n, in the form

Sn = f (n)(S0, δ, u, h) −
n∑

i=1

g
(n)
i (δ, u) · Xi. (3)

Combining (1) and (3) we easily establish the recurrent relations for calculation
of f (n) (given in the Theorem 2 statement) and g

(n)
i . Thus,

g
(n)
i = (1−δ)g(n−1)

i +uδg
(n−2)
i , 1 � i � n, g(n)n = 1, g

(n)
n−1 = 1−δ, n � 1.

Hence, the probability under consideration P (T = n) is given by P (Un) with

Un =

{
g
(1)
1 X1 < f (1), . . . ,

n−1∑

i=1

g
(n−1)
i Xi < f (n−1),

n∑

i=1

g
(n)
i Xi � f (n)

}
.

Performing the change of variables ξk =
∑k

i=1 g
(k)
i Xi, 1 � k � n, we obtain a

one-to-one correspondence between (ξi)n
i=1 and (Xi)n

i=1. It can be written in a
matrix form as follows

⎛

⎜⎝
ξ1
...

ξn

⎞

⎟⎠ =

⎛

⎜⎜⎜⎜⎜⎜⎝

g
(1)
1 0 0 . . . 0

g
(2)
1 g

(2)
2 0 . . . 0

g
(3)
1 g

(3)
2 g

(3)
3 . . . 0

...
...

...
. . .

...
g
(n)
1 g

(n)
2 g

(n)
3 . . . g

(n)
n

⎞

⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎝
X1

...
Xn

⎞

⎟⎠

or
−→
ξ = J · −→

X , where J =
(

∂ξi
∂Xj

)

n×n
is a Jacobi matrix of partial derivatives.

Thus, Jacobian is equal to |∏n
i=1 g

(i)
i |. The inverse transformation has the form

⎛
⎜⎜⎝

X1

..

.
Xn

⎞
⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

g
(1)
1

0 0 . . . 0

−g
(2)
1

g
(1)
1 g

(2)
2

1

g
(2)
2

0 . . . 0

g
(2)
1 g

(3)
2

g
(1)
1 g

(2)
2 g

(3)
3

−g
(3)
2

g
(2)
2 g

(3)
3

1

g
(3)
3

. . . 0

.

..
.
..

.

..
. . .

.

..

(−1)n+1 ∏n−1
i=1 g

(i+1)
i∏n

j=1 g
j
j

(−1)n
∏n−1

i=2 g
(i+1)
i∏n

j=2 g
j
j

(−1)n+1 ∏n−1
i=3 g

(i+1)
i∏n

j=3 g
j
j

. . . 1

g
(n)
n

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎝

ξ1
..
.

ξn

⎞
⎟⎟⎠ .

Clearly, P (T = n) is a multiple integral over the domain

U ′
n =

{
g
(1)
1 x1 < f (1), . . . ,

n−1∑

i=1

g
(n−1)
i xi < f (n−1),

n∑

i=1

g
(n)
i xi � f (n)

}
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of pX1,...,Xn
(x1, . . . , xn). Performing the change of variables −→y = J · −→x , we see

that the integral transforms into

f(1)∫

0

. . .

f(n−1)∫

0

+∞∫

f(n)

pX1,...,Xn
(v1(y1, . . . , yn), . . . . . . vn(y1, . . . , yn))

|det J(v1(y1, . . . , yn), . . . . . . vn(y1, . . . , yn))| dy1 . . . dyn.

Obviously, −→x = J−1 · −→y , so vi(y1, . . . , yn) = (J−1 · −→y )i.
Using the fact that the determinant is a product of diagonal elements g

(i)
i = 1

and the sequence Xi consists of i.i.d. r.v.’s we establish the desired form of
probability

f(1)∫

0

. . .

f(n−1)∫

0

+∞∫

f(n)

n∏

k=1

pXk
(vk(y1, . . . , yn))dy1 . . . dyn.

Summing these expressions over all n � 1 we obtain the ultimate ruin
probability.

4 Numerical Analysis

Now we supply some numerical results (obtained by programming in language
R). We would like to establish the combinations of parameters leading to ruin
or to rapid increase of capital. Take β = 0.0725 and S0 = 300 (according to the
law of Russian Federation on 01.01.2018 the initial capital of insurance company
cannot be less than 300 · 106 roubles). We suppose also that the distribution of
Xi is exponential with parameter α.

Simulation was carried out with the help of the following program.

s = 300. # initial value
h = [parameter] # annual premium
beta = 0.0725 # bank extra return
alpha = [parameter] # parameter of exponential distribution
delta = [fixed param.] # fraction, invested at each step
s1 = 0. # 1 year ago
s2 = 0. # 2 years ago
a <- c(s)
i = 0
s1 = s
x = rexp(1, alpha)
s = (1 - delta) * s1 + h - x
a <- c(a, s)
i = i + 1
while (s > 0) {
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s2 = s1
s1 = s
x = rexp(1, alpha)
s = (1 - delta) * s1 + h - x +

(1 + beta) * delta * s2
a <- c(a, s)
i = i + 1
if ((i == 1000)&(s >= 300)) break

}
plot(0:i, a, type = "s",

xlab = "time", ylab = "surplus",
main = "Capital of company")

Here are some of the results in graphical form.

In this case the company was ruined at the 86-th step, δ = 0



Reliability of a Discrete-Time System with Investment 371

In this case growth of surplus is almost linear, δ = 0.01

In this case growth of surplus is exponential, δ = 0.03
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Six tables below illustrate the dependence of the simulated ruin probability
on parameters (h, α) and δ. Cells of the first row list the values of α, whereas
first column stands for values of h. We assume that the company is not ruined
if its capital is not less than the initial one after the first 1000 periods. For each
set of parameters we performed 1000 simulations according to the program.

If we don’t invest anything, we have the following results (Table 2):

Table 2. Table for δ = 0

0.05 0.10 0.25 0.50 1.00

1 1 1 1 1 0.048

5 1 1 0 0 0

10 1 0.374 0 0 0

25 0.002 0 0 0 0

50 0 0 0 0 0

100 0 0 0 0 0

If we invest just one percent of our surplus, then (Table 3)

Table 3. Table for δ = 0.01

0.05 0.10 0.25 0.50 1.00

1 1 1 1 1 0

5 1 1 0 0 0

10 1 0.219 0 0 0

25 0.001 0 0 0 0

50 0 0 0 0 0

100 0 0 0 0 0

Let us now increase δ five times. In this case, we have (Table 4)

Table 4. Table for δ = 0.05

0.05 0.10 0.25 0.50 1.00

1 1 1 1 0.348 0

5 1 1 0 0 0

10 1 0.012 0 0 0

25 0.002 0 0 0 0

50 0 0 0 0 0

100 0 0 0 0 0
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After doubling δ, the results are (Table 5)

Table 5. Table for δ = 0.1

0.05 0.10 0.25 0.50 1.00

1 1 1 1 0 0

5 1 1 0 0 0

10 1 0.003 0 0 0

25 0.001 0 0 0 0

50 0 0 0 0 0

100 0 0 0 0 0

If we invest a quarter of the surplus, then (Table 6)

Table 6. Table for δ = 0.25

0.05 0.10 0.25 0.50 1.00

1 1 1 0.001 0 0

5 1 0.784 0 0 0

10 0.998 0 0 0 0

25 0 0 0 0 0

50 0 0 0 0 0

100 0 0 0 0 0

Finally, for δ = 0.5 we have (Table 7)

Table 7. Table for δ = 0.5

0.05 0.10 0.25 0.50 1.00

1 1 0.967 0.001 0 0

5 1 0.028 0 0 0

10 0.921 0 0 0 0

25 0 0 0 0 0

50 0 0 0 0 0

100 0 0 0 0 0

It can be seen that the probability decreases while δ is increasing. The most
difficult situation to forecast is the case hα being in the neighborhood of 1.
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Another research direction is the study of the model sensitivity to small
parameters fluctuations and perturbations of the underlying probability distri-
butions (see, e.g., [10]).

The Sobol’ Sensitivity Indices. Let the model output Y = h(X1, . . . , Xk)
be the function of k parameters. In case of uncertainty in parameters values it is
important to establish the most influential parameter (or groups of parameters)
and those that have a negligible effect on the output and may be fixed. For this
purpose the Sobol’ method of decomposition is useful.

Given a square integrable function h over the k-dimensional unit hypercube,
Sobol’ considers an expansion of h into terms of increasing dimensions:

h = h0 +
∑

i

hi +
∑

i

∑

j>i

hij + . . . + h12...k (4)

in which each individual term is also square integrable over the domain of exis-
tence and is a function only of the factors in its index, i.e. hi = hi(Xi), hij =
hij(Xi,Xj) and so on.

This expansion, called high-dimensional model representation (HDMR), is
not unique, meaning that, for a given model h, there could be infinite number of
choices for its terms. However, Sobol’ proved that, if each term in the expansion
above has zero mean, then all the terms of the decomposition are orthogonal
in pairs. As a consequence, these terms can be uniquely calculated using the
conditional expectations of the model output Y . In particular, h0 = E(Y ), hi =
E(Y |Xi) − E(Y ), hij = E(Y |Xi,Xj) − hi − hj − E(Y ).

The variances of the terms in the decomposition (4) are the measures of
importance being sought. In particular, V (hi(Xi)) is V [E(Y |Xi)], so dividing
this by the unconditional variance V (Y ), we obtain the first-order sensitivity
index. In short:

Si =
V [E(Y |Xi)]

V (Y )
.

The first-order index represents the main effect contribution of each input factor
to the variance of the output.

We can write the so-called ANOVA-HDMR decomposition of variance

V (Y ) =
∑

i

Vi +
∑

i

∑

j>i

Vij + . . . + V12...k

giving immediately
∑

i

Si +
∑

i

∑

j>i

Sij +
∑

i

∑

j>i

∑

l>j

Sijl + . . . + S123...k = 1.

The total effect index accounts for the total contribution to the output vari-
ation due to factor Xi, i.e. its first-order effect plus all higher-order effects due
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to interactions. It can be written (by conditioning this time with respect to all
the factors but one, i.e. X∼i) in the form

STi
=

E[V (Y |X∼i)]
V (Y )

= 1 − V [E(Y |X∼i)]
V (Y )

.

5 Conclusion and Further Research Directions

First of all, we have obtained the explicit expression for calculation of company
capital for each n under assumption that a certain quota of the capital is placed
in a bank. Although the expression is complicated, it enabled us to establish
the form of probabilities P (S1 > 0, . . . , Sn−1 > 0, Sn � 0) for all n. Summing
these probabilities we got the ultimate ruin probability. The numerical results
provided in the paper show the dependence of this probability on the system
parameters. Due to the space restrictions we present here only the first step of
our research.

For simplicity, we considered only the case of one-period investment (s = 1),
the further investigation includes the case s > 1. Moreover, for practical appli-
cations it is interesting to add the possibility of investment in the risky assets
and establish the optimal investment policy maximizing the non-ruin probabil-
ity. It is possible to consider the other objective functions in the framework of
cost approach (see, e.g., [21]) and take into account not only investment but
dividends and reinsurance as well (see, e.g., [8,9,15,20]).
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Abstract. The new types of photonic switching systems based on the
newly developed fundamentally new 4x4-switching cell are presented.
Using this cell instead well-known 2x2-switching cell allows us to signifi-
cantly improve the characteristics of switching systems. The double-stage
16x16-switching system and 256x256-switching system are described in
detail for the first time. The expressions for the numbers of stages and
basic elements on the number of inputs for the developed schemes are
obtained for the first time also. Numerical calculations and comparison
with well-known schemes is carried out.

1 Introduction

Fiber and optical communication lines are able to transmit information flows at
rate of some tens and even hundreds terabits per a second. In its return carrying
capacity of the most efficient switches does not exceed some hundreds Gbits per a
second up to date. Hence switch nodes restrict optical network carrying capacity.
For today there are two switching technologies namely information signal trans-
fer from optical form into electrical one and vice versa, and completely optical
switches. The second technology allows increasing switch speed exponentially
and it is considered to be advanced for next-generation high-speed communica-
tion systems designs [1–3]. In the modern literature we distinguish: mechanical
optical switches, electro-optic switches, thermo-optical switches, optoelectronic
switches based on SOA (semiconductor optical amplifiers), integrated active-
waveguide switches, switches on photonic crystals, switches on multilayer light-
wave liquid-crystal matrices, switches on integrated circuits IC) with a set of
matrices of optoelectronic gates connected by interaction with an optical beam
[1]. Currently, for constructing optical switching systems, as a rule, the matrix
scheme, the Benes scheme, the Klose scheme [2], the Batcher scheme, the Benes-
Shpanke scheme and the Shpanke scheme, the banyan-like schemes have been
used [1–3]. In all these schemes a 2x2 switching cell has been used. A switching
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cell with four inputs and four outputs has been proposed in [4] only. The oper-
ation principle of this cell is based on the spatial deviation of light beam due to
the change in the parameters of a ferrite under influence of an external control
signal. The increase in the spatial diversity of the outputs has been achieved due
to the use of a re-reflected signal in the structure. New structures for completely
optical switch development are offered by a number of scientists too. These are
nanosurfaces, metasurfaces and bulk metamaterials [5,6]. It has been note in
those papers that the switching cells based on these materials give an acceptable
speed (Tbit/s). But delays of a control system due to change speed of structure
parameter (for example, heat capacity, etc.) and also delay due to imperfections
in circuit solutions have not been taken into account by the authors. Moreover
these cells are in fact only optical switches with two outputs. Such a switch pro-
vides either transmission or reflection of an information beam in the presence of
a control signal. Schemes constructed on such elements are multistage and thus
its increase processing time of a signal. Therefore the development of simpler
schemes of next-generation optical switching systems and new elements for their
construction are actual and significant.

2 The Next-Generation Switching System

The operating principal of next-generation optical switching system is based on
packet switching. According to this technology sequence of bits from the trans-
mitter fits in the container which is called the packet. The packet consists of
the packet header and the information. The packet header contains the control
information. It is a source address and a destination address, the method of
check of integrity of contents of a packet, etc. In this work the control infor-
mation is of interest. Basic purpose of the optical switches is packet switching
from one network node to another. This process is under the processer control
or can be self-turning. In this paper, self-turning control process is offered. But
to use such type of control, the optical switching system must be built on special
principles. In this paper the new types of photon switching systems based on the
newly developed fundamentally new 4x4-switching cell [4] are presented. It is the
very important fact that this cell is self-adjusting and does not require exter-
nal control. Using this cell instead a well-known 2x2-switching one allows us to
significantly improve the characteristics of switching systems. The double-stage
16x16- and 256x256-switching systems are developed and described in detail for
the first time. The number of stages and base elements in the presented switches
is significantly reduced in comparison with the previously known typical schemes
due to the new type of switching cell. It is important that the proposed systems
are fully accessible and non-blocking. It should be noted that the systems are
fundamentally new and there is no standard methods for calculating the param-
eters of such systems to date. However in our treatment the expressions for the
numbers of stages and basic elements as the functions of the inputs (outputs)
number are obtained for the first time also. Additionally the numerical calcula-
tions and comparison the obtained with well-known schemes [2–4] is carried out
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too. As a result it is shown that the presented scheme has great advantages in
comparison with existing ones.

3 The 16x16 Switching System

At first note that the presented 16x16 switching system (Fig. 1) is actually a full
bipartite directed graph G(32, 32). Let us consider the structure and functioning
principle of the developed 16x16 switching system (Fig. 1). This circuit is fully
accessible and also the one is unidirectional non-blocking switching system.

Fig. 1. The 16x16-switching system

This double-stage system (Fig. 1) is built on the basis of the 4x4 switching
cells described in [4]. In the considered case each input cell is connected with
each output cell. For this, the first output of the input stage cell I is connected
to the first input of the output stage cell V; the second output of the input stage
cell I is connected to the first input of the output stage cell VI; the third output
of the input stage cell I is connected to the first input of the output stage cell
VII; the fourth output of the input stage cell I is connected to the first input
of the output stage cell VIII. Similarly, the outputs of the other cells of the
input stage (II - IV) are connected with the inputs of the output cells (V-VIII).
Therefore an information signal can transmit from any input to any output of
the system. For example, let us show the path of an information signal from the
input 2 to the output 10 (Fig. 1). The signal at input 2 is switched to output 3
of the input cell I. Then this signal transmits to the input 1 of the switching cell
VII (see the path 3 in Fig. 1). Finally the cell VII commutes this signal to the
output 10 of this switching system. Additionally note that it has a dimension of
8x8 if we really need to reserve this system as 1+1.
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4 The 256x256 Switching System

First of all the presented system is a bipartite full directed graph G(512, 512).
Obviously, the eccentricity of this graph is equal to 1. The model of the double-
stage switching system based on the new 16x16 optical units is presented in
Fig. 1. The system is supposed to have 256 inputs and 256 outputs. It is very
important that this double-stage system is fully accessible and non-blocking. The
system contains the 16 input blocks and the 16 output blocks I, II, III, IV, ...
(Fig. 2). Each block contains 16 inputs and 16 outputs. Let’s consider the path
of an information signal in this system. We assume that the signal has arrived at
the input 2 of the system, and it must exit the output 125. The second input of
the system is simultaneously the second input of the first level switching unit I
in the second level switching unite A (Figs. 1, 2). The switching unit I is actually
the 16x16 unidirectional switch. And it can commute any itself inputs with any
outputs. In the considered case the block commutes the input 2 with the output
8. The signal exits from the output 8 of the switching unit I and it transmits to
the first input of the first level block IV of the second level block B (the input 8
in Fig. 2).

5 The Structural Characteristics

The main structural characteristics by which the proposed optical switching
system and existing switching schemes can be compared are following:

• The number of basic cells in the circuit.
• The number of system stages that determines the maximum length of a con-

necting path and also affects the switching speed and the probability of block-
ing [1–5].

Note that the problem of constructing a mathematical model of systems based
on 4x4 switching cells requires further in-depth study. However, we can present
the first results of the analysis of the developed systems. Here the expressions
for finding the number of basic elements that are required to construct the pro-
posed optical system as well as the number of the stages in the commutation
scheme depending on the number of inputs are obtained by using the mathe-
matical induction method. In our investigations a switching cell is chosen as a
basic element. For the 16x16 switching system (Fig. 1) the number of the basic
elements can be calculated as

R =
{

N
2 if N ≤ 16,
N if N > 16. (1)

Here N is the numbers of the inputs (outputs). Indeed the number of cells is
4 for 8x8-system, the number of cells is 6 for 12x12-system, the number of cells
is 8 for 16x16-system, the number of cells is 256 for 256x256-system, the number
of cells is 65536 for 65536x65536-system. Now let us consider the problem of
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Fig. 2. The 256x256-switching system (the first part)

the cascade number of the switching systems based on 4x4 cells. For the consid-
ered case we find the relation between the number of inputs and the number of
cascades:

K =
log2N

2
(2)

The dependences of the number R of basic elements on the number of inputs
(outputs) for Benes, Benes-Shpanke, and our double-stage schemes are presented
in Fig. 4. To calculate these dependences we use the well-known formulas [1–5]
for the above mentioned schemes and the expression (1). The curve 1 corre-
sponds to Shpanke scheme, the curve 2 corresponds to Benes scheme, the curve
3 corresponds to Benes-Shpanke scheme, and the curve 4 corresponds to our
double-stage schemes. The comparison of the calculation results shows that the
proposed switching system gives us multiple winnings in the basic elements.
For example, the number of the elements are 130560, 32640, 2047, and 256 for
Shpanke scheme, Benes scheme, BenesShpanke scheme, and our double-stage
scheme correspondingly. Thus the proposed scheme gives us a win of eight times
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Fig. 3. The 256x256-switching system (the second part)

Fig. 4. The dependence of the number of elements on the number of inputs

in comparison with Benes-Shpanke scheme and it gives a gain of five hundred
and ten times in comparison with Shpanke scheme.
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Fig. 5. The dependence of the number of cascades on the number of inputs

The dependences of the number of stages on the number of inputs are shown
in Fig. 5. The curve 1 corresponds to Benes scheme, the curve 2 corresponds to
Benes-Shpanke scheme, and the curve 3 corresponds to our double-stage scheme.
Here we obtain that Benes scheme includes 16 stages, Shpanke scheme includes
16 stages, Benes-Shpanke scheme includes 256 stages, and our scheme has 4
stages. Therefore the offered switching system gives us a win in the number of
stages too. These advantages will reduce the probability of blocking in the circuit
and increase its speed.

6 The Structure of Optical Switching Cell

In this section we consider the base element of the proposed above system:
switching cell. The optical switching cell consists the buffer device and the
switching unit (Fig. 6) [4]. The functional principle of the cell is based on fre-
quency separation of control and information signals [5]. An input optical signal
consists a control signal with the wavelength λs and an information signal with
the wavelength λi. These signals are separated in the Bragg filter (BF) of switch-
ing unit. The used Bragg filter is actually multilayered periodic structure. Thus
a control signal with λs is reflected from surface of the one and transmitted to
the frequency detector (FD), and an information signal transmits through the
structure and goes to the deflection system (DS). The deflection system is a
controlled photonic crystal. Actually it is multilayered structure including fer-
romagnetic, optoelectric, thermoelectric or ferroelectric films. The properties of
these films can be charged by an external control signal (voltage, current, ther-
mal or optical radiation) and therefore a transmitted angle can be controlled by
an external signal. In our system we choose an optically controlled material.

The frequency detector converts the frequency of the control signal into its
amplitude. It is a multilayered isotropic structure with linear dependence of the
transmitting coefficient on a frequency in the operating domain [9,10].
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Fig. 6. The structure of an optical switching cell

The amplitude-modulated optical signal from the frequency detector is trans-
mitted to the optical signal former (OSF) that actually is a controlled light
emission diode.

The operating principle of the deflecting system is described in [4] in detail.
This system has one input and four outputs. To effective control of function of the
cell, it is necessary to use two signals with different frequency. The combination
of these two control signals determinate the necessary output for given input
signal.

It obviously must be used the buffer-multiplexing device in this scheme as
the deflecting system has only one input (Fig. 6). The buffer device includes
the optical integrated device (OIU) and four controlled delay lines (DL). Let
us consider the functioning principle of the buffer device. It is assumed that an
input signal is arrived at one of the delay lines. If there are no signals at other
inputs at this time, it transmits to the integrated optical device of the buffer. The
intermittent device generates a prohibition signal for the other inputs. Thus, the
maximum delay within the buffer is determined by the time of the information
packet propagation through the three inputs. Note additionally that the optical
integrated device performs spatial multiplexing of signals from four inputs as
the switching cell has only one input.

The most important problem in the development of such devices is redun-
dancy. In our case, when integrated optical circuits are used, it is advisable to
use anisotropic materials and its phenomenon of birefraction.

Obviously, the speed of the represented cell is determined by a delay time
in the buffer device and a delay time in the switching unit. Here we must take
into account a delay time in each elements of the scheme and duration of the
information packet.
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In order to calculate the total time for setting up the switching cell, it is
necessary to find the time for the information and control signals to transmit
through the cell elements

tt =
{

tFD + tOSF + tDS if tBF < tFD + tOSF ,
tBF + tDS if tBF > tFD + tOSF . (3)

where tBF is a time of information signal transmission through the Bragg filter,
tFD is a time of control signal transmission through the frequency detector, tOSF

is a time of control signal transmission through optical signal former, tDS is a
time of information signal passing through the deflection system.

The each delay time in (3) is determined by light velocity v = c/
√

με and
thickness of the structure. In the presented devices we obtain that the velocity
is approximately vanis = (1 − 1.1) · 109 m/s for the anisotropic materials and
vis = (3.5 − 4.5) · 109 m/s for the isotropic materials.

Here we consider a typical Bragg filter as the isotropic multilayer slab with
the thickness 100μm. Thus the time of information signal passing through the
one is about 4 · 10−14 s. Analogously the delay of control signal in the frequency
detector is 0.9 · 10−14 as the thickness of this device to be not more than 40μm.
The optical signal is delayed in the optical signal former 3 · 10−14 s because we
intend to use a light-emitting diode (LED) as a control element in this device.
The delay time of the deflecting system is determined by the time of the change
in the structure parameters and it depends on the material characteristic.

7 Conclusions

In this paper the new types of photon switching systems based on the newly
developed fundamentally 4x4-switching cell are presented. Using this cell instead
well-known 2x2-switching cells allows us to significantly improve the charac-
teristics of switching systems. The double-stage 16x16-switching system and
256x256-switching system are described in detail for the first time. And the
detail description of the switching sell is presented too. It is important that
this cell is self-tuning. The expressions for the dependencies of the numbers of
stages and basic elements on the number of inputs for the developed schemes
are obtained for the first time also. Additionally the expression for delay time
in the switching cell is presented here. Numerical calculations and comparison
with well-known schemes are carried out.
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Abstract. Two types of optical smoothly irregular waveguide struc-
tures promising for application in optical information systems are stud-
ied by numerical simulation and experimentally: the thin film generalised
waveguide Luneburg lens and the liquid thin waveguide lens. The impor-
tance of the statistical analysis of functioning of optical components in
information optical systems is emphasised.
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1 Introduction

Data, software, and hardware are essential components of an information system
[1]. Using its facilities, the information system provides processing and transmis-
sion of information.

During the last decades, extensive development of integrated optics, fibre
optics, and waveguide optoelectronics facilitated the progress of promising inte-
grated optical and fibre optical information systems, in which the most important
constituent parts are optical detectors (sensors) and various integrated optical
processors, executing different transformations of the input information [2–7].
The progress of technology stimulates further interest to the development and
improvement of integrated optical and fibre optical sensors and integrated pro-
cessors, intended for the use in different fields of science, engineering, and indus-
try, particularly, in promising infocommunication technologies, such as intelli-
gent monitoring of environment and objects using the Internet (remote access
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via an optical fibre/twisted pair, wireless IR connection), the wireless (cellular,
satellite) radio connection, etc. Using the remote sensors one can receive the
information about the chemical composition, shape and structure, position and
dynamics. The most important advantage of such information optical systems
as compared to the electronic ones is that their construction can use only a
few optical elements for executing the functions that could require hundreds of
electronic components. Undoubtedly, the solution of these problems has both
the fundamental and the applied significance for the development of nanotech-
nologies in the above fields. The modern integrated optical processors are the
key part of such distributed systems of data acquisition and processing [2], in
particular, the systems that collect, transmit and process the information about
the condition of different systems, e.g., by means of rapidly developing Inter-
net technologies, mobile and satellite-aided communications [3]. Various optical
waveguides are the base of integrated optical processors. Such processors can
be combined with different integrated optical devices and components, e.g., sen-
sors, prisms, lenses, muldems, etc. (see, e.g., [2–7]). One of the major stages
of developing an optical integrated system is the analysis and synthesis of the
optical components, necessary for its normal functioning, by means of computer
modelling and computer-aided design [2–7] with the usage of modern numerical
methods [7,10,11,15,16], including that considering probability models.

The description of coherent polarised monochromatic radiation propagat-
ing in (smoothly) irregular integrated optical waveguides, considering the pos-
sible effects of depolarisation and hybridisation of waveguide modes, as well
as the electromagnetic fields matching in the waveguide interfaces of different
integrated optical devices and components [2–14], is important for the aims of
modelling and computer-aided design of a number of basic optical elements of
information systems, e.g., the thin film generalised waveguide Luneburg lens
(Luneburg TFGWL) and the horn-type waveguide [2–7,15]. There are at least
two important cases, in which the consideration of vector character of electro-
magnetic fields is necessary. First, in the synthesis of different 3D interface ele-
ments (prisms, lenses, etc.) it allows the implementation of efficient transfer
of energy via the interface. The second case is related to the operation of an
integrated optical spectrum analyser operation in real time, e.g., on board an
aircraft. The purpose of such spectrum analyser is to implement instantaneous
spectral analysis of the input signal, e.g., the radar one, in order to determine
whether the carrier aircraft is traced by another aircraft, a missile, or a ground-
based radar. The main characteristic of the integrated optical spectrum analyser
is its resolution power, largely dependent on the resolution of waveguide lenses
[7,14]. The method of adiabatic waveguide modes proposed by us is suitable for
computer simulation of propagation of coherent polarised monochromatic radi-
ation through a thin-layer waveguide lens and for the mathematical synthesis
(computer-aided design) of integrated optical devices (processors), implement-
ing a specified amplitude-phase transformation of optical signals [7–15]. In the
present paper we study the Luneburg TFGWL and the thin-layer waveguide
lens (TLWL), implemented using different liquids, namely, nematic liquid crys-
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tal (NLC), aniline and glycerol. The urgency and transformative potential of
these studies is also caused by the necessity to develop new methods of studying
the waveguide structures formed by liquid media, including liquid crystals (LCs)
(see, e.g., [17–19]).

2 Objects of Study

The objects of study were the liquid-based TLWL (Fig. 1) and the Luneburg
TFGWL (Fig. 2). In detail we consider only the case of using NLC as a waveguide
layer. The liquid crystal TLWL is based on the NLC 4-Cyano-4’-pentylbiphenyl
(5CB), well known by multiple scientific and engineering publications (see, e.g.,
[17–20]). Figure 2 presents the studied smoothly irregular multilayer integrated
optical structure and the three-dimensional synthesised thickness profile of the
Luneburg TFGWL (see, e.g., [7,10]). The left-hand part of Fig. 2 shows the
three-layer regular integrated optical waveguide formed by the media 1-3. The
propagation direction of the specified mode is indicated by a thick arrow in the
left-hand part of Fig. 2. The four-layer Luneburg TFGWL is presented in the
right-hand part of Fig. 2. In Fig. 2 1 is the surrounding medium (air) with the
refractive index nc; 2 is the first (basic) waveguide layer with the refractive index
nf ; 3 is the substrate with the refractive index ns; 4 is the second (additional)
waveguide layer with the refractive index nl.

Fig. 1. Photograph of liquid-based TLWL (right); waveguide mode tracks (left) in the
integrated optical liquid-based waveguide

The Luneburg TFGWL was fabricated on a silicon substrate, coated with the
first (regular) waveguide layer (the Corning 7059 glass), over which the second
waveguide layer (Ta2O5) having the variable thickness h (y, z) was applied. The
covering layer was air.
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Fig. 2. Cross section (in the xz plane) of the studied smoothly irregular integrated
optical waveguide structure

3 Results of the Study of Smoothly Irregular Waveguide
Structures

In the experiments we studied multimode NLC-based TLWLs, formed by two
glass plates and a layer of liquid, e.g., LC between them. The NLC possessed
homogeneous planar orientation with the optical axis along the director (coin-
cident with the z-axis). The NLC layer had the ordinary refractive index 1.53
and the extraordinary refractive index 1.70 (for the laser radiation wavelength
λ = 0.64 μm and the temperature ≈ 25◦C). The glass plates had the refractive
index n1 = n3 = 1.52. Thus, in the experiments and in the numerical calcula-
tions the symmetric three-layer waveguide structures were studied having the
following refractive indices: n1 = n3 = 1.52, n2 = 1.53. We emphasise that in
the experiments the thickness profile h (y, z) of the liquid crystal lenses was not
known; only their maximal width was known, actually determined by the thick-
ness h of the waveguide, which in the studied samples varied from 25 to 125 μm.
Figure 4 presents one of the measured profiles of the radiation intensity (curve
1) not far from the back focal plane of the planar LC lens. In Fig. 4 the curve
2 is obtained by smoothing the distribution 1; 3 is the fitted Gaussian curve;
the double arrow 4 shows the error (less than 7%). The half-width of the distri-
butions like 1 in the vicinity of the focal plane, measured at the half-maximum
level, approached (10–45)λ. This fact is due to the small aperture of the lenses;
besides that, we studied the multimode liquid crystal waveguide structures with
the number of modes 14 and more. Note, that in the case of using aniline and
glycerol, the studied waveguide structures mainly had a small number of modes
(less than 10). The focal length estimation of the studied liquid crystal lenses
has shown that it lies within the range from 2R to 8R, where R is the radius
of the planar LC lens, which in the present case was equal nearly to 2 mm, the
appropriate focal length being about 5 mm. We studied the liquid crystal TLWLs
with R from about 1.5 to 4 mm. It was found that the half-width of the inten-
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sity profiles at the half-maximum level exceeds the theoretical diffraction limit
δ = 0.61λ/NA (NA < 1 being the numerical aperture) at least by a few times.
Note, that in the case of using aniline and glycerol the waveguide structures
with small number of modes were mainly studied (less than 10 modes), and the
liquid-based TLWLs had the values of R from nearly 3 to 8 mm, which allowed
us to get narrower lines than in Fig. 4.

Fig. 3. Three-dimensional synthesised thickness profile h(y, z) of the Luneburg
TFGWL

To study the possible modes of the integrated optical waveguide, it is nec-
essary to solve the appropriate equations of wave optics [7] together with the
equation of director motion [18–20]. Then it is necessary to solve numerically the
dispersion equations for TE and TM modes of the three-layer integrated optical
waveguide. The numerical solution of the dispersion equations yields a set of
permitted discrete values of the phase velocity slowing factor γ, corresponding
to the guided modes of the waveguide. The calculations of dispersion depen-
dences have shown that at the thickness of the waveguide layer h ≈ 25 μ in a
three-layer waveguide up to 14 TEm and TMm modes can coexist (see Fig. 5),
the curves for TE and TM modes being practically coincident. For comparison
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Fig. 4. Intensity profile of laser radiation behind the liquid crystal TLWL

let us present the results of numerical modelling for the Luneburg TFGWL with
the radius R = 5 mm and the focal length F = 7.5 mm. The Luneburg TFGWL
had the following parameters: the refractive index of the substrate (SiO2): ns =
1.470, the refractive index of the first (regular) waveguide layer (Corning 7059
glass) nf = 1.565; the thickness of the regular waveguide layer d ≈ 0.96μm;
the refractive index of the second waveguide layer (Ta2O5) having the variable
thickness h (y, z) nl = 2.100; the refractive index of the covering layer (air) nc =
1.000. The parameters of the media forming the waveguide structure are given
for the wavelength of laser radiation λ = 0.9 μm. We used the formulae pre-
sented in Ref. [14] and performed the calculations as described in Ref. [9]. The
numerical results are presented in Figs. 6 and 7. After the passage through the
Luneburg TFGWL, the (adiabatic) waveguide mode experiences an amplitude-
phase transformation, so that the profile of the electromagnetic field distribution
along the y-axis having the step-like shape at the lens input in the focal plane
(along the y′-axis) acquires the form shown in Fig. 7.

It is seen that the Luneburg TFGWL with the given profile and focal length
executes the necessary amplitude-phase transformation with superresolution,
exceeding the classical diffraction limit. As seen from this characteristic, the con-
sidered solid-state Luneburg TFGWL excels the studied liquid crystal TLWLs.
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Fig. 5. Dispersion dependences for TE and TM modes of the NLC waveguide

Let us also present the calculated data on the dispersion dependences for the
studied Luneburg TFGWL. The description of algorithms for computing the dis-
persion dependences is given in Refs. [7–14]. We recall that the substitution of
the known field solutions in each layer of a multilayer waveguide into the bound-
ary conditions yields a system of linear algebraic equations for the amplitude
coefficients that determine the fields in the waveguide layers. A condition for the
solution existence in a system of linear algebraic equations is that its determi-
nant equals zero. For example, Fig. 8 presents one of the obtained typical disper-
sion dependences for the TM0 mode of the studied smoothly irregular four-layer
integrated optical structure. Thus, the left-hand part of Fig. 7 (approximately
from 0.5 to 3.0) is the dispersion dependence of a three-layer regular waveguide,
and the right-hand part (from 3.0 to 3.8, i.e., nearly to 3.4μm) is the disper-
sion dependence for the four-layer smoothly irregular waveguide, including the
Luneburg TFGWL.
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Fig. 6. Ray trajectories in the Luneburg TFGWL. The solid line corresponds to using
99% and the dash-dotted line to 60% of the lens aperture

The data on the electromagnetic field of the propagating waveguide mode
obtained by numerical modelling allow the calculation of the full electromag-
netic field distribution and the intensity in the vicinity of the focal points,
located at the circle with the radius R, drawn around the centre of the Luneb-
urg TFGWL. We should emphasise that the requirements to the accuracy of
calculations strongly increase with the transition to the nanometre range due
to the appearance of restrictions related to diffraction effects [7–14]. The latter
strongly determine the accuracy of the Fourier transform performed by the lens
and, as a consequence, the resolution, e.g., of a waveguide spectrum analyser
entering an optical information system. In conclusion, note that our estimation
of power losses in the considered Luneburg TFGWL has shown good agreement
with the experimental data [10]: for the considered lens with the radius 1 cm
the losses amount to about 0.9 dB, which corresponds to the power damping
coefficient about 0.22 cm−1. With such damping coefficient the power losses of
waveguide modes at such Luneburg TFGWL with full aperture will not exceed
20%. The sequential restriction of the lens aperture (at the edges, where the con-
tribution of leaky modes is high) by 10 and 20% allows the reduction of power
losses to 15 and 13%, respectively. In the case of the liquid-crystal TLWL, the
losses can be a few times or even an order of magnitude higher (2–15 dB/cm),
which should be taken into account in the design of optical information systems
using such materials. In the cases of using aniline and glycerol as waveguide
layers, the losses were comparable or smaller, than for the Luneburg TFGWL.
It is important to emphasise that the damping of optical power, as well as the
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Fig. 7. Field distribution in the focal plane of the Luneburg TFGWL. The parameters
are the same as in Fig. 6

half-width of the electromagnetic field distribution in the focal plane of the pla-
nar lens, is a key critical parameter restricting the dynamic range on the optical
spectrum analyser. For example, for the damping 2.5 dB/cm the experimentally
measured dynamic range amounts to about 17 dB [21,22]. Further expansion
of the dynamic range of an integrated optical spectrum analyser is possible
by reducing these two parameters. Thus, to reduce the optical power damping
both in individual optical elements and in the entire information optical system
(IOS), one has to use the materials weakly absorbing the radiation in the speci-
fied frequency range, having minimal losses due to the scattering by the material
inhomogeneities and interface roughness, and minimal losses at the bendings of
optical elements. It is also necessary to note that the minimisation of focal spot
size is stimulated by the necessity to reduce the size of detector pixels forming
a photodetector array of an integrated optical spectrum analyser, as well as the
separation between them, in connection with the nanotechnology development in
these fields. Undoubtedly, all this essentially increases the requirements to both
the stage of computer simulations and computer-aided design (analysis and syn-
thesis) of optical components necessary for normal IOS operation, and the stage
of the further fabrication technology.
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Fig. 8. Dispersion dependences for the TM0 mode in the integrated optical four-layer
structure presented in Fig. 2

One of the applications of this kind of waveguide optical lenses could be con-
necting the output of optical circuits written in glasses for quantum information
purposes (see, e.g., [23,25]) to an array of fibres or to a sole fibre. The goal is to
increase the efficiency of modes transmission in the coupling between the facet
of the glass and the facet of the fibre array or a single fibre, which connect one
circuit to another. Since the refractive index of the written waveguides in the
bulk of the glass is different from that of the substrate just by 10−3, some field
of the transmitted mode is propagating in the surrounding air above the sample,
where a waveguide lens can be added. The samples generally used for quantum
optics have a thickness of about 1 mm. This kind of lenses can concentrate the
laser radiation into the core of the fibres. The same could be done when the
output of the quantum information circuits written in the bulk of a glass sam-
ple have to connect a detector, especially in the case of single photons carrying
information that have to be decrypted and a high visibility is needed.

The final stage of IOS construction is the dynamic analysis of functioning
of the optical components, e.g., under the conditions of static polarisation fluc-
tuation, when the signals propagate through distributed optical systems [24],
including those in the presence of noise [7], by means of computer modelling.
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Abstract. The regenerative methodology is applied to find stability
conditions of the so-called N -model which consists of two pools of the
interacting servers with two classes of external customers following a
renewal input. Service times are assumed to be pool-dependent and, in
each pool, are i.i.d. with a general distribution. If the queue size in pool
1 exceeds a given threshold, then a class-1 customer jumps to pool 2 and
becomes class-(1,2) customer with the preemptive-resume priority. The
stability analysis of this model has been developed in [5] by a modified
fluid approach. In addition to the results obtained in work [5], we find
the conditions when the 1st pool is stable solely, and when the 1st pool
is stable, while the 2nd pool is unstable.

Keywords: Stability analysis · Two-pool N -model · Regeneration
Preemptive - resume priority

1 Introduction

We consider a two-pool queueing system with N1 and N2 parallel servers, respec-
tively and infinite-capacity buffers. The system is fed by a general renewal input
with the rate λ. With a probability pi, a new customer is class-i and directed
to pool i, regardless of the state of system, p1 + p2 = 1. We denote Qi(t) the
queue size (the number of customers waiting service) in pool i at instant t−,
i = 1, 2. Each server in pool 2, when free at an instant t, accepts class-1 cus-
tomer, provided Q1(t) > K1, where K1 ≥ 0 is a given threshold (constant). That
is, if Q1(t) > K1, then a class-1 customer jumps to pool 2, becomes a class-(1,2)
customer and starts service immediately, provided the number of class-(1,2) cus-
tomers in pool 2 is less than N2. Thus, we apply preemptive class-(1,2) priority
in pool 2, provided Q1(t) > K1. However, the opposite jumps (from pool 2 to
pool 1) are forbidden. We assume an arbitrary work-conserving service discipline
in each pool, in particular, an arbitrary waiting class-1 customer may jump to
pool 2 (provided Q1(t) > K1), because it is unimportant for the stability anal-
ysis. This model is a variation of the single-server N−model from [2] in which
server 2 accepts class-1 customers, when free, but gives preemptive priority to
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 399–409, 2018.
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class-2 customers. By this reason, stability conditions of both models are quite
different. Following [5], we call this model N -model with static priority. In this
N -model, which is very well motivated, see again [5] and also [6,7], pool 1 can
be treated as beneficiary, while pool 2 is the donor. This research is motivated
by the work [5], where a modified fluid approach has been applied to develop
stability analysis of a similar model with non-preemptive priority. The main con-
tribution of the present work is that we develop regenerative stability analysis
of N -model with no extra “Assumption 1” which is used in [5]. Our analysis
allows to establish stability condition of the 1st pool solely and also to distin-
guish the transience and null recurrent conditions for each pool. Note that the
latter analysis is impossible in the framework of the fluid stability analysis. We
apply regenerative method which is very effective and powerful tool of stability
analysis of a wide class of the queueing systems [3]. A novelty of this work is
also that it shows that the regenerative stability analysis of a complex queueing
system with interacting components can be based on simple balance relations
(like (1), (11) below). This approach considerably extends previously developed
method [3].

The paper is organized as follows. In Sect. 2, using regenerative approach, we
prove Theorem 1 which contains necessary stability condition of the N -model
under consideration. Then, in Sect. 3, we first find sufficient stability condition
of the 1st pool solely, called partial stability (Sect. 3.1), and then find sufficient
stability condition of the entire system (Sect. 3.2). Indeed we prove that necessary
condition coincides with sufficient condition, implying stability criterion. This
criterion is consistent with what has been proved by a modified fluid analysis in
[5] for N -model with non-preemptive priority.

2 Necessary Stability Conditions

We assume that the service times of class-i customers {S
(i)
k , k ≥ 1} are i.i.d. with

rate μi = 1/ES(i) ∈ (0, ∞), i = 1, 2, (1, 2). (In what follows, we omit serial index
to denote a generic element of an i.i.d sequence.) All sequences are assumed to
be independent. By construction, the external input in pool i is renewal with
rate λi = λ pi, i = 1, 2.

2.1 Stability of the 1st Pool

Because class-(1,2) customers have the preemptive (absolute) priority in pool
2, a class-(1,2) customer starts service immediately after jump to pool 2. It is
worth mentioning that an isolated pool 1 is a regenerative N1-server infinite-
buffer GI/G/N1-type system with a generic regeneration period length T1. The
regenerations of pool 1 are generated by class-1 customers arriving to an empty
pool. Denote V1(t), B1(t) the arrived and departed work, respectively, in interval
(0, t]. Note that B1(t) =

∑N1
i=1 B

(i)
1 (t), where B

(i)
1 (t) is the busy time of server

i in interval (0, t], i = 1, . . . , N1. Also denote L1(t) the work lost by pool 1 in
interval in (0, t]. In other words, it is the summary (not realized) work in pool 1
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of class-(1,2) customers. Denote A1(t) the number of class-1 arrivals and A12(t)
the number of class-(1,2) customers in interval (0, t]. Let Â12(t) be the number
of class-(1,2) customers among all arrivals A1(t), so Â12(t) ≥ A12(t). Denote
W1(t) the remaining work (workload) at instant t+, and let ρi = λi/μi, i = 1, 2.

To find the necessary stability condition of the 1st pool, we assume that it
is stable (positive recurrent), that is ET1 < ∞ [3]. Now we obtain an impor-
tant relation between the stationary number of the busy servers in pool 1 and
the stationary probability that a class-1 customer jumps to pool 2. Note that
B

(i)
1 (t) = t − I

(i)
1 (t), where I

(i)
1 (t) is an empty time of server i (in pool 1) in

interval [0, t), i = 1, . . . , N1. We have the following balance equation for any
t ≥ 0:

V1(t) = W1(t) + L1(t) + B1(t) = W1(t) + L1(t) + N1t − I1(t), (1)

where I1(t) :=
∑N1

i=1 I
(i)
1 (t) is the summary idle time of all servers in interval

[0, t]. By the Strong Law of Large Numbers (SLLN), with probability (w.p.) 1,

V1(t)
t

=
∑A1(t)

k=1 S
(1)
k

A1(t)
A1(t)

t
→ ρ1, t → ∞. (2)

Denote L(t) the set of numbers of class-1 customers which jump to pool 2 in
interval [0, t), so L(t) ⊆ {1, . . . , A1(t)}. We assume that the service times S

(1)
k of

the customers jumping to pool 2 are assigned after the jump. Then, by assump-
tion, the jump of a class-1 customer does not dependent on its service times in
both pools. (The corresponding service times S

(1)
k of class-1 customers which

jump in pool 2 are lost for pool 1.) Then the summary (potential) work related
to these customers,

L1(t) =
∑

k∈L(t)

S
(1)
k , (3)

is independent of the summands S
(1)
k in (3). As a result, the random set L(t)

and its capacity |L(t)| =: A12(t) are also independent of the summands. Now,
by the SLLN, w.p.1 as t → ∞,

1
t
L1(t) =

1
t

∑

k∈L(t)

S
(1)
k =

∑
k∈L(t) S

(1)
k

A12(t)
A12(t)
A1(t)

A1(t)
t

→ ρ1P�, (4)

where the limit

P� := lim
t→∞

A12(t)
A1(t)

(5)

exists and is the stationary probability (more exactly, the limiting fraction) a
class-1 customer jumps from pool 1 to pool 2. Note that, under preemptive
discipline, the probability P� does not depend on the dynamics of the 2nd pool.
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Denote indicator 1i(t) = 1, if server i is free at instant t, and 1i(t) = 0,
otherwise, and let P

(i)
b be the stationary busy probability of server i. By the

positive recurrence of the cumulative process {B1(t), t ≥ 0}, the limit w.p.1

lim
t→∞

B1(t)
t

= lim
t→∞

1
t

∫ t

0

N1∑

i=1

1i(u)du =
N1∑

i=1

P
(i)
b := B1, (6)

exists and is the mean stationary number of the busy servers in the 1st pool. If
servers are (stochastically) equivalent, then P

(i)
b ≡ Pb, implying B1 = N1 Pb. It

is well known that in the positive recurrent system [8],

W (t) = o(t), t → ∞ w.p.1,

and (1)–(6) imply the following important relation,

P� = 1 − B1

ρ1
. (7)

Assume the generic interarrival time τ and service times of the external cus-
tomers satisfy conditions

P(τ > S(i)) > 0, i = 1, 2. (8)

Then the mean summary idle time EI
(1)
0 of all servers in pool 1, within regener-

ation period, is positive:

EI
(1)
0 ≥ E

(
I
(1)
0 |τ ≥ S(1) + δ

)
P(τ ≥ S(1) + δ) ≥ δP(τ ≥ S(1) + δ) > 0,

for some δ > 0. Because the idle time {I1(t), t ≥ 0} is positive recurrent cumu-
lative process, then the positive limit

lim
t→∞

I1(t)
t

=
EI

(1)
0

ET
> 0, (9)

exists [8]. Obviously, the following balance equation holds:

N1t = B1(t) + I1(t), t ≥ 0.

Then it follows from (6) and (9) that B1 < N1. Now (1)–(7) give

ρ1 = ρ1P� + N1 − EI
(1)
0

ET
< ρ1P� + N1.

Thus the necessary stability condition of the 1st pool is

ρ1(1 − P�) < N1. (10)

Note that the probability P� is analytically unavailable in the most of cases, and
simulation remains the only way to estimate it. However this estimation faces
with a difficulty because the stationary regime is assumed in advance. In part
this problem has been addressed in [5] and in [4] for the non-preemptive priority.
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2.2 Stability of Two-Pool System

Now we present the necessary stability conditions of the original two-pool system.
Let now T be the generic regeneration period length of this system generated
by an arrival to an empty system. More precisely, we distinguish two type of the
regenerations: generated by class-1 customers arriving in an empty system with
generic regeneration period length T1; and by class-2 customers arriving in an
empty system, with generic regeneration period length T2. Assume the indicator
11 = 1 if a class-1 customer starts regeneration period, and 11 = 0, otherwise.
Then

T =st T111 + T2(1 − 11),

where =st means stochastic equality, so ET = p1ET1+p2ET2. Assume the positive
recurrence (stability), that is ET < ∞, and write down the following balance
equation for the work arriving in pool 2 in interval (0, t]:

V2(t) + V12(t) = W2(t) + B2(t) = W2(t) + N2t − I2(t), (11)

where W2(t) is the current workload in pool 2 at instant t, B2(t) = N2t − I2(t)
is the accumulated busy time in pool 2, I2(t) is the summary idle time of all
server in pool 2, and V12(t) is the work arrived in pool 2 from pool 1, in interval
(0, t]. Note that

V12(t) =
∑

k∈L(t)

S
(12)
k .

We note that if the generic service times of class-1 and class-(1,2) customers
equal, S(1) =st S(12), then V12(t) =st L1(t), but in general V12(t) �=st L1(t).

By the positive recurrence, W2(t) = o(t), t → ∞ [8], and as above, we obtain
that the following limits w.p.1 exist

lim
t→∞

V12(t)
t

=
λ1

μ12
P�, (12)

lim
t→∞

V2(t)
t

= ρ2, (13)

lim
t→∞

I2(t)
t

=
EI

(2)
0

ET
> 0, (14)

where I
(2)
0 is the summary idle time of all servers of pool 2 within regeneration

period, and we apply (8) to prove strict inequality in the last relation (14), cf.
(9). Using (7) we obtain from (11), (12)–(14) the necessary stability condition of
the entire system:

ρ2 +
λ1

μ12
Pl = ρ2 +

λ1 − μ1B1

μ12
< N2. (15)

Finally we note that previous analysis holds true for arbitrary initial states
W1(0) = x1, W2(0) = x2, the amount of work present in the system at instant
0.

We summarize previous analysis as the following statement.
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Theorem 1. Consider the two-pool N -model with the preemptive-resume static
priority discipline under assumption (8) and with arbitrary initial state W1(0) =
x1, W2(0) = x2. Then, if the 1st pool is positive recurrent, then condition (10)
holds. If the 2nd pool is positive recurrent, then the 1st pool is positive recurrent
as well and both conditions (15), (10) hold.

3 Sufficient Stability Conditions

To find sufficient stability conditions, we first assume that the 1st pool is not
positive recurrent, that is ET1 = ∞. Note that the case ET1 = ∞ includes (i)
null-recurrence, P(T1 < ∞) = 1, and (ii) transience, P(T1 < ∞) < 1. In this
case, using assumption (8), we easily obtain by a contradiction that P(Q1(t) ≥
k) → 1, k → ∞, for more detail see [3]. Thus, we assume that

P(Q1(t) > K1) → 1, t → ∞. (16)

Denote

Z(t) =
∫ t

0

1(Q1(u) > K1)du,

the time the 1st pool can generate the input to the 2nd pool in interval (0, t],
which is it only possible when the number of class-(1,2) customers in pool 2 is
less than N2. By (16),

lim
t→∞

1
t
EZ(t) = lim

t→∞
1
t

∫ t

0

P(Q1(u) > K1)du = 1. (17)

We expect that class-(1,2) customers completely capture the 2nd pool, and the
stream of class-(1,2) customers to pool 2 approaches the superposed renewal
process with the summary rate N2μ12.

To prove it, we consider N2 independent (stochastically) equivalent iid
sequences {S

(12)
i (k), k ≥ 1}, i = 1, . . . , N2, distributed, for all i, k, as service

time S(12) of class-(1,2) customers. Define (zero-delayed) renewal processes

Â
(i)
12 (t) = min(k : S

(12)
i (1) + · · · + S

(12)
i (k) ≥ t), t ≥ 0, (18)

so in particular, Â
(i)
12 (0) = 1, i = 1, . . . , N2. For each t, Â

(i)
12 (t) is the number

of customers which could be served by server i in interval (0, t], provided all
time is devoted to these customers. Denote Â12(t) =

∑N2
i=1 Â

(i)
12 (t), then by the

elementary renewal theorem,

lim
t→∞

EÂ12(t)
t

= N2μ12. (19)

Denote A12(t) the real number of class-(1,2) customers in interval (0, t]. Now,
using a coupling, we assign service time S

(12)
i (k), realized in the process

Â
(i)
12 (t), t ≥ 0, for the kth class-(1,2) customer served by server i in the 2nd
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pool. Obviously, Â12(t) ≥ A12(t), t ≥ 0. To obtain a lower bound for A12(t), we
introduce Ui(t), the time when server i of the 2nd pool does not serve class-(1,2)
customers in interval (0, t]. It is easy to see that

Ui(t) ≤ Y (t) :=
∫ t

0

1(Q1(u) ≤ K1)du = t − Z(t), i = 1, . . . , N2. (20)

Now, for given t and each server i, we past together all time periods, in interval
(0, t], when server i is occupied by class-(1,2) customer, and then shift this
merged (busy) interval to the origin. It is easy to verify that the magnitude of
this shift is exactly Ui(t). By construction of coupling, the service times of class-
(1,2) customers S

(12)
i (j) realized to build the process (18) in interval (t−Ui(t), t]

are independent of Ui(t), i = 1, . . . , N2. Now we obtain the following two-sided
bounds

Â12(t) ≥ A12(t) =
N2∑

i=1

Â
(i)
12 (t − Ui(t))

≥st Â12(t) −
N2∑

i=1

Ã
(i)
12 (Ui(t)) − N2, (21)

where, for each i, the term Ã
(i)
12 (Ui(t)) denotes the number of the service times

of class-(1, 2) customers realized in the process (18) in interval (t − Ui(t), t] and
independent of Â

(i)
12 (t). On the other hand, by (17), (20),

lim
t→∞

1
t
EUi(t) → 0, i = 1, . . . , N2, (22)

and, by the mentioned independence, for all t ≥ 1,

∫ t

1

EÃ
(i)
12 (u)
u

uP(Ui(t) ∈ du) ≤ EÃ
(i)
12 (Ui(t))

≤ EÃ
(i)
12 (1) +

∫ t

1

EÃ
(i)
12 (u)
u

uP(Ui(t) ∈ du). (23)

Because

EÃ
(i)
12 (1) = o(t), lim

u→∞
EÃ

(i)
12 (u)
u

= μ12,

then we obtain from (22), (23) that

1
t
EÃ

(i)
12 (Ui(t)) ∼ μ12

EUi(t)
t

→ 0, t → ∞, i = 1, . . . , N2.

(a ∼ b means a/b → 1). It gives, by (19), (21),

lim
t→∞

EA12(t)
t

= N2μ12. (24)
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By (16),

EI1(t) ≤ N1

∫

P(Q1(u) = 0)du = o(t), t → ∞,

and thus, by (1), (2), the stationary average number of busy servers in the 1st
pool is

lim
t→∞

EB1(t)
t

= N1 = B1. (25)

We note that (25) means that, in the limit, all servers of pool 1 are occupied
by class-1 customers. Because the number of summands |L(t)| = A12(t) in (3) is
independent of the summands {S

(1)
k }, then by the Wald’s identity and (24),

EL1(t)
t

=
1
t
E
{ A12(t)∑

k=1

S
(1)
k

}
=

1
μ1

EA12(t)
t

→ N2μ12

μ1
, t → ∞. (26)

Rewriting (1) as

W1(t) = V1(t) − L1(t) − N1t + I1(t) ≥ 0,

using (2), (25), (26) and relation N1t − B1(t) = I1(t), we obtain

lim
t→∞

1
t
E
[
V1(t) − L1(t) − N1t + I1(t)

]
= ρ1 − N2μ12

μ1
− N1 ≥ 0.

Thus the necessary instability condition of the 1st pool is

λ1 ≥ N1μ1 + N2μ12. (27)

As a result, under condition

λ1 < N1μ1 + N2μ12, (28)

the following inequality
inf
j
P(Q1(zj) ≤ C) ≥ δ

holds for a deterministic sequence zj → ∞ and some constants C < ∞ and δ > 0.
Then the positive recurrence of the 1st pool follows by the standard method, see
[3]. To outline the proof of this part, we define T1(t), the remaining regeneration
time of the process Q1 at instant t. In the proof we show, using assumption (8),
that the queue size Q1(t) hits a regeneration point with a positive probability q
within a finite interval of time [zj , zj + C0]. At that, neither q nor the interval
length C0 depend on instant zj and j. Equivalently, T1(t) �⇒ ∞ (in probability).
The latter result implies ET1 < ∞, and thus (28) is sufficient stability condition
of the regenerative process Q1(t), t ≥ 0 [3].
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3.1 Partial Stability

Now we find conditions when the 1st pool remains stable (under condition (28)),
while the 2nd pool is not positive recurrent, meaning that for each k, P(Q2(t) >
k) → 1, t → ∞. Then, in particular,

EI2(t) ≤ N2

∫ t

0

P(Q2(u) = 0)du = o(t), t → ∞. (29)

It follows from (11), that

W2(t) = V2(t) + V12(t) − N2t + I2(t) ≥ 0. (30)

By the positive recurrence of the 1st pool, the limit w.p.1,

V12(t)
t

=

∑
k∈L(t) S

(12)
k

A12(t)
A12(t)
A1(t)

A1(t)
t

→ ρ1P�, t → ∞, (31)

exists, where, recall,

P� = lim
t→∞

A12(t)
A1(t)

= lim
t→∞

EA12(t)
EA1(t)

,

and the 2nd limit exists by the elementary renewal theorem, limEA1(t)/t = λ1

(or, alternatively, by the limit theorem for the positive recurrent cumulative
processes, [8]). Although the limit P� is now obtained under the assumption
that P(Q2(t) > k) → 1 for any k, it is the same as in (5), because the state of
the 1st pool is independent of the state of the 2nd pool. Now, by (29)–(31), we
obtain the following necessary instability condition of the 2nd pool:

lim
t→∞

EW2(t)
t

= ρ2 +
λ1

μ12
P� = ρ2 +

λ1 − μ1B1

μ12
− N2 ≥ 0. (32)

Now we show that the inequalities (32) and (28) indeed coexist. Really, as λ1 ↑
N1μ1 + N2μ12, the 1st pool remains stable, while the inequality (32) becomes,
in the limit (with λ1 = N1μ1 + N2μ12) the following strict inequality:

ρ2 + N2 +
N1μ1

μ12
>

μ1B1

μ12
+ N2. (33)

Thus there is the following non-empty region of parameter λ1,

B1μ1 + N2μ12 − ρ2 μ12 ≤ λ1 < N1μ1 + N2μ12, (34)

where the 2nd pool is not positive recurrent, while the 1st pool is positive recur-
rent.

Assume the 2nd pool is not positive recurrent. It is worth mentioning that
we can distinguish null-recurrence of the 2nd pool, when equality in (32) holds,
and the transience (strong instability) of pool 2, when

lim
t→∞

EW2(t)
t

= ρ2 +
λ1

μ12
P� − N2 > 0. (35)

Analogously, for the 1st pool, we can distinguish the null-recurrence, when λ1 =
N1μ1 + N2μ12, and the transience, when inequality (27) is strict.
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3.2 Stability of the Whole System

Now we consider the reverse inequality to inequality (32), namely,

ρ2 +
λ1

μ12
P� = ρ2 +

λ1 − μ1B1

μ12
< N2. (36)

By (32), under inequality (36), Q2(t) does not go to infinity, Q2(t) �⇒ ∞. Rewrit-
ing inequality (36) as follows,

λ1 < μ12N2 + μ1B1 − ρ2μ12 < μ12N2 + μ1N1, (37)

we see that (36) implies (28) as well, and hence, the positive recurrence of the
1st pool takes place. Thus, under condition (36), the process {Q1(t)} is pos-
itive recurrent, and the limits P�, B1 exist. In particular, the positive recur-
rent regenerative process {Q1(t)} is tight. Then, by the standard way [3], we
can deduce the positive recurrence of the process {Q2(t)}, and hence the posi-
tive recurrence of the whole system. To be more precise, we define the process
W(t) = W1(t) + W2(t), the summary remaining work (workload) in the system
at instant t ≥ 0.

Then previous analysis can be summarized as the following statement (where
the workload process Wi(t) can be replaced by any particular process describing
pool i = 1, 2).

Theorem 2. Consider the initially empty preemptive-resume two-pool N -
model under assumption (8). Then the process W(t) is positive recurrent if
condition (36) holds. If condition (28) holds, then the process {W1(t)} is posi-
tive recurrent. If condition (34) is satisfied, then the process {W1(t)} is positive
recurrent, and the process {W2(t)} is either null recurrent or transient.

Assume that

μ2 = μ12, K1 = 0, N1 = N2 = 1.

Then B1 = Pl = 1−P0 is the stationary busy probability and P0 is the stationary
empty probability of the 1st server, and stability condition (36) becomes, by (7),

λ1 + λ2 + μ1P0 < μ1 + μ2.

This expression coincides with condition (4.1) in [5], where P0 is given in an
explicit form for a 2-server Markov model with the non-preemptive priority. In
general, to apply condition (36) in practice, a simulation is required to estimate
the unknown parameter Pl (or B1).

4 Conclusion

Using regenerative methodology, we develop the stability analysis of the so-called
N -model containing two interacting pools of servers with preemptive-resume
priority of class-1 customers in pool 2. The fluid stability analysis of the similar
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N -model with non-preemptive priority has been earlier developed in the paper
[5]. We find stability conditions of the 1st pool solely, stability conditions of the
whole system, and also the conditions when the 1st pool is stable, while the 2nd
pool remains unstable.
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Abstract. The controllable multiple queuing system (QS) with a
switching number of service channels is considered. Such switches are
possible at special periodical moments of time (control points) equidis-
tant in time. The intensity of simple input flow at control points ran-
domly changes and these changes ate governed by Markov chain process.
It is assumed that during one step (an interval between neighbor control
points) QS is in time for a stationary mode. The switching strategy is
constructed to maximize a mean one-step profit. Threshold feature of
optimal strategy is proved and algorithms for threshold values calculat-
ing are derived.

Keywords: Controllable queuing systems · Markovian input flow
Switching strategies

1 Introduction

We consider one of the modifications of the problem of the controllable queuing
systems (QS) theory, to which the review article by Rykov [1] is devoted. Accord-
ing to [1], which investigates different types of goal quality functions, this report
studies the use of a specific nonlinear goal quality function. Lower described
formulation of the problem develops the stochastic programming models and
Markov decision processes proposed in [2]. In fact, we investigate the case of
the so-called myopic (one-step) quality criterion function. More general multi-
step criterion function has been considered in the reports [3,4] that precede this
paper in [3,4] general algorithms for forming QS control strategies consisting
of changing the number of active (working) service channels were constructed.
Namely, we use an assumption that at periodical (equidistant) moments of time,
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the number of switched service channels may be changed. This time step τ will
be used as the main time unit. So we take τ = 1. We take that at control
moments the intensity of simple input flow has random jumps governed by finite
(or countable) homogeneous Markov chain with given transition probabilities.
It is supposed that step duration is enough to settle the QS in stationary prob-
abilistic mode. The problem is to construct the switching strategy (switching
off the excessive channels or switching on spare channels) to maximize a mean
one-step QS profit. Such strategies are called myopic in operations research [5].

The method of problem-solving is suggested to construct threshold control
strategies. This result confirms a fundamental conclusion of Rykov firstly derived
at [6], see also [1].

2 Problem Setting for Myopic Case

So, the multiple QS is considered with the number of active service channels
to be the control variable. It can be changed periodically at so-called control
moments of time (with step 1). It is considered that QS input flow is simple but
the intensity λ of simple input flow endures random jumps at control moments
to finite or countable number of values λj from discrete set Λ. The transition
probabilities matrix of corresponding homogeneous Markov chain is P = ‖pij‖,
where pij is a probability of transition from the intensity value λi (at previous
step) to the intensity value λj .

It is assumed that step duration is enough to settle the QS in stationary
probabilistic mode. If for the current control step the input flow intensity is
equal to λj and the one service channel intensity is equal μ1, then, it is evident
[7,8], that number of active service channels should satisfy the next inequality:

m ≥ mcrit(λj) =
[
λj

μ

]
+ 1. (1)

Let the cost components of QS functioning:

c1 - operating cost of one active service channel per one step;
c2 - cost of one active service channel switching off (c1 > c2);
A1 - fixed price of switching on new service channels (“switching on”);
A2 - fixed price of switching off some service channels (“switching off”);

d - cost of the time unit of one demand awaiting service;
h - income obtained when one demand is served;

m1 - current number of active service channels (before any control decision is
made);

m - chosen number of active service channels (control).

1 All service devices are assumed to have exponential mutually independent service
times with a service rate μ.
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The goal is to maximize the on-step average income of the system while it
operates under given flow input intensity λj , current number of active service
channels m1 and chosen number of active service channels m. Note this function
as G(1)(λj ,m1,m):

G(1)(λj ,m1,m) = G(1) − C(1)(λj ,m1,m), (2)

where, under inequality (1), G(1) = hλj , so C(1) is an one-step income, and
C(1)(λj ,m1,m) is the sum expenditures at one step:

C(1)(λj ,m1,m) = Cexploit + Cqueue + Csw on + Csw off . (3)

Here one-step exploitation costs are equal to Cexploit = c1m, stationary mode
one-step queue costs are equal to Cqueue = dl̄queue, where l̄queue is equal to an
average queue length, and switching costs Cswitching = Csw on + Csw off may
be represented as:

Cswitching =

⎧⎪⎨
⎪⎩

A1, if m > m1;
0, if m = m1;
A2 + c2(m1 − m), if m < m1.

(4)

Let us use classical results [7], [8] to get:

l̄queue =

[
m−1∑
i=1

(mρj)
i

i!
+

(mρj)
m

m!(1 − ρj)

]−1

(mρj)
m

ρj

m!(1 − ρj)2
, (5)

where ρj = λj

mμ . Simple to show that an average queue length l̄queue is convex
function of the control variable m.

It is evident from formula (2) that it possible to use as the goal function
C(1)(λj ,m1,m) that should be minimized unlike the function G(1)(λj ,m1,m) to
be maximized.

So to construct the optimal myopic switching strategy it is necessary to find:

min
m≥mcrit

C(1)(λj ,m1,m)

= min
m≥mcrit

{c1m + dl̄queue + min

⎧⎪⎨
⎪⎩

A11(m − m1),
0,

A21(m1 − m) + c2(m1 − m),
}, (6)

where 1(u) is the Heaviside unit step function which is equal to 1, if u > 0, and
is equal to 0 otherwise.

3 The Scheme for the Formation of Optimal Switching
Strategies

Studying the Eq. (6) solutions with the active service channels number to be the
control variable several cases should be considered.
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Case m1 < mcrit. In this case the number m of switched channels should be
increased as minima to mcrit. Thus this case is a case of switching on additional
service channels. So the switching-on process is realized, and formula (6) leads
immediately to the necessity of minimizing the next functional:

min
m≥mcrit

C(1)(λj ,m1,m) = min
m≥mcrit

{A1 + c1m + dl̄queue}. (7)

Let us use the next notation Bsw on(m) = c1m + dl̄queue. There are possible
two function Bsw on(m) behavior variants dependently of parameters values and
control variable m value. Both variants are represented in Fig. 1 (solid red line).

Fig. 1. Two variants of function Bsw on(m) graphs. (Color figure online)

In case (a), to the left at Fig. 1, the solution is evident: m = mcrit. In turn,
case (b), to the right at Fig. 1, is subdivided for two subcases. See Fig. 2.

In subcase (a), to the left at Fig. 2, the solution is evident: m = R1 where
R1is the point of function Bsw on(m) absolute minimum. In subcase (b), to the
right at Fig. 2, the solution is more complicated. Not only the case m1 < mcrit

could be analyzed but also the case m1 ≥ mcrit (may be, partly). In fact, if
r1 is the intersection point to the left of the absolute minimum of the function
Bsw on(m) graph and the horizontal A1 + Bsw on(R1) then if mcrit ≤ m < r1 it
is necessary to set m = R1, If r1 ≤ m < R1. At last, if R1 ≤ m t it should be
thought, is it not necessary to turn off unnecessary active service channels.

To do this, we investigate the behavior of the functional (6) in the case of
disconnection of active service channels. Indeed, in this case, formula (6) takes
the form:
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Fig. 2. Two subcases of function Bsw on(m) graphs.

min
m≥mcrit

C(1)(λj ,m1,m) = min
m≥mcrit

{A2 + (c1 − c2)m + c2m + dl̄queue}. (8)

By analogy with the function Bsw on(m) we introduce the function
Bsw off (m) = (c1 − c2)m + c2m1 + dl̄queue. Again, there are two possible
versions of the form of the function Bsw off (m), shown in Fig. 3.

It is not hard to see from the formulas for the functions Bsw on(m) and
Bsw off (m) that the absolute minimum point of the function Bsw off (m), which
we denote by R2, is to the right of the point R1 of the absolute minimum of the
function Bsw on(m). The case when this minimum is reached at the point mcrit
is shown in the left part of Fig. 2. Now enter the point that is found as the
abscissa of the intersection of the function Bsw off (m) graph and the horizontal
A2 + Bsw off (R2) to the right of the minimum point R2.

However, both of them shown in Fig. 3 variants differ only in that in the
variant (a) in Fig. 3, it is necessary to switch off to the level of mcrit when the
number of m1 channels included is greater than r2. If the current number m1 of
active channels is less than r2 (or equal to it), then you do not need to disconnect
anything.

For the case shown in the right half of Fig. 3 (option (b)), for m1 > r2, the
number of active channels included is brought about by shutting down to R2.
Otherwise, there is no trip.

This completes the proof of the threshold nature of channel switching strate-
gies in the case of a myopic quality criterion function.
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Fig. 3. Two variants of the function Bsw on(m) graphs.

4 Simulation

We will simulate the behavior of the QS in one step. We choose the initial number
of working channels m1 such that the optimal solution is to turn off part of the
active service channels.

In order to simulate the behavior of the QS in one step, first we split the
function of average costs into component parts and consider them separately.
According to the formula (3), the function of average costs consists of the operat-
ing costs Cexploit of the active (working) channel, the cost Cqueue of maintaining
the queue, and the cost Csw = Csw on + Csw off of enabling/disabling service
channels.

Since the average operating costs of the working devices at one step are in the
form Cexploit = c1m, this function is linear and its dependence on the number
of active channels is shown in Fig. 4.

The average cost of a queue in stationary mode is Cqueue = dl̄queue, where
l̄queue is the average queue length, which is calculated by the formula (5). This
function is convex and monotonically decreasing (see Fig. 5).

The cost of switching Csw = Csw on + Csw off is as follows (see Fig. 6).
Here, to the left of the minimum point equal to 0, the chart branch is respon-

sible for the cost of disconnecting the working channels, and to the right – for
switching the channels from the reserve to the working ones.

Now let’s simulate the behavior of the QS in one step. Select the initial
number of working channels m1 so that the optimal solution is to include an
additional number of service channels. Below is a graph of the dependence of
the average one-step costs on the number of channels built in the simulation
environment MATLAB R2017a.
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Fig. 4. Function of average operating costs
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Fig. 5. Average cost of queue maintenance

For Fig. 7 line of low cost crossing with the schedule Bsw on(m) gives a value
of the number of operating channels, at which it is necessary to include an
additional number of standby service channels (similar to r2 in Fig. 3). In this
instance case m1 < mcrit.

And now consider the case when you need to turn off the extra channels. In
order to comply with the concept formulated above, within which it is necessary
to carry out disconnection only when the number of channels m1 is greater than
r2. If the number of m1 channels is less than (or equal to) r2, then nothing
should be disabled. Now, if you plot the previously introduced function of the
average cost of disabling Bsw off (m) = (c1 − c2)m + c2m1 + dl̄queue, then its
schedule will not be difficult to determine the threshold value r2, going through
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which the number of active service channels must be reduced. However, because
the number of service channels can only be integer, the minimum number of
channels from which you want to disconnect is

msw off = [r2] + 1. (9)

The results of computer simulation are shown in Fig. 8.
By drawing a line of the minimum cost level (dotted line with a dot in Fig. 8),

you can easily determine the desired value r2, and find it and msw off .
The following Fig. 9 the results of numerical comparison of the minimum of

two functions of average costs are presented Bsw on(m) and Bsw off (m).
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We now investigate how the optimal number of working channels depends
on the intensity of the incoming flow. We define the service intensity μ = 6.
And let’s first consider how the number of channels msw off for the function
Bsw off (m) will behave. In Fig. 10 the graph of dependence of the minimum
number of channels at which achievement it is expedient to carry out shutdown
is presented.

And now using the formulas and algorithms presented in Sect. 3, we can
calculate how the optimal number of service channels will depend on the intensity
of the incoming flow λ. The initial number of channels m1 = 11. In Fig. 11 the
graph shows that when the intensity of the incoming flow within certain limits
changes, the number of working channels does not change. In other words, in the
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corresponding interval of values of the intensity of the incoming flow is beneficial
to leave the number of channels without change.

m1 = 11

5 15 25 35 45 55 65 75 85 95
Input Flow Rate 

0

2

4

6

8

10

12

14

16

18

20

O
pt

im
al

 N
um

be
r o

f A
ct

iv
e 

C
ha

nn
el

s

Fig. 11. Dependence of the optimal number of working channels on the intensity λ

5 Summary

The strategies of channel switching in a multiple queuing system under the
Markovian intensity of the input flow and a myopic goal function are investi-
gated. At the same time, it was assumed that there are fixed costs, which are
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associated with making decisions both on the inclusion of additional ones and
on the deactivation of unnecessary channels. It is this circumstance that has a
decisive influence on the switching strategies, which, as a result, turn out to be
threshold ones. The generalization of this result for non-myopic (multi-step) goal
function seems to the authors rather believable.
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Abstract. Network Function Virtualization (NFV), Software-Defined
Networks (SDN), and Mobile Edge Computing (MEC) are recent tech-
nologies that enable new features and functionalities for 5G networks.
These technologies are used to provide flexible, scalable and on-demand
services for the vast growing array of applications with diverging require-
ments such low latency, data transmission security, energy efficiency,
mobility, massive connectivity, reliability, guaranteed QoS, throughput
etc. The introduction of network slicing offers new solutions to manage
challenges of application-tailored services in 5G and optimize business
model for network operators. In this paper, we present a novel slice-
oriented network model and develop a feasible information network demo
intended to describe the managerial characteristics and behavior of net-
work slices. The model is mainly depends on the MEC paradigm.

Keywords: Network slicing · 5G · SDN · NFV · MEC
Network orchestration

1 Introduction

The future will be defined by advances in artificial intelligence, autonomous IoT,
big data analytics, machine learning and augmented/virtual reality, supported
by high-speed, low-latency, secure connectivity that is ubiquitous and reliable.

According to 5G/IMT-2020 prediction, the 5G network will introduce new
features and functionalities that will nearly change the network fundamentals
like it have been ever before by transforming network infrastructures to respond
to new challenges and application service requirements [1]. 5G networks are
designed for mobile broadband networks as well as for supporting the Internet
of Things, providing a platform for connecting a large number of sensors and
other visualization devices, and allowing the emergence of unprecedented new
business models in the future telecommunication industries. One of the discussed
challenges for telecommunication networks is the provision of user/application-
tailored services, as current network infrastructures do not simplify the task of
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 421–431, 2018.
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dynamic network resources allocation due to lack of flexibility to respond to
series of application requirements. These requirements include:

– Near real-time latency (end-to-end delay) for services with requirements on
very low and stable latencies,

– Stable and reliable high upload and download speeds,
– Guaranteed SLA: the capability of a network slice to provide certain level of

E2E assurance to the requested system functional and performance require-
ments with appropriate Service Level Reporting (SLR) method,

– Coverage, to ensure seamless service experience across networks and country
boundaries,

– Connected device management from only a few devices, up to extreme high
density of devices/connections; also including very specific Device to Device
(D2D) connectivity and/or hardware requirements [12,13],

– Seamless mobility for uninterrupted service delivery and stable quality in sce-
narios with medium to high velocity (e.g. high-speed train, aviation), across
heterogeneous networks that may also belong to multiple different service
providers,

– Energy efficiency could be provided in the case where ultra-low energy uti-
lization is required (e.g. NB-IoT scenarios) on the network side, as well as on
the device terminal side (e.g. very long battery life), and

– Data security to satisfy security and privacy requirements beyond today‘s
capabilities and for extremely sensitive data transmission (e.g. National secu-
rity, fraud/cybercrime sensitive).

Introduction of such network services as high security, very low latencies
and global network coverage is key success for 5G networks and opens new
opportunities for vertical industries and sectors, such as healthcare, security,
energy, transports, automotive, etc. [2]. At the same time, expected QoS/QoE
should be preserved with proper Quality of Security. Through technologies like
Software-Defined Networking (SDN) [12,16] and Network Function Virtualiza-
tion (NFV) [11,17], network acquires the programmability, flexibility, and mod-
ularity required for service automation and isolation allowing optimizing net-
work resources management by grouping services/applications in isolated net-
work slices. SDN and NFV enable the creation of logical networks over a common
physical network infrastructure. A network slice consists of a set of NFs and the
corresponding resources [3].

In this paper, we present a novel slice-oriented network model and develop a
feasible information network demo intended to describe the manageable charac-
teristics and behavior of network slices.

2 The Concept of Network Slicing from the Structure
Point of View

Future 5G communication networks will continue to develop, reaching segments
of the network industry such as automotive, manufacturing, logistics, energy, as
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well as sectors such as financial, health-care and others that are not currently
fully exploiting the potential of network services.

5G networks are expected to create new service capabilities relying on recent
advancements in the Internet of things (IoT) area [20]. In particular, analysts
forecast that by 2025 the number of IoT devices could grow to a stunning figure
of about 100 billion devices connected [1], supporting a wide range of services
spanning from low cost sensor-based metering services and delay tolerant vehicle
services to critical communications including e-health, e-business and automo-
tive. For mobile operators, IoT does not mean only support for many more
devices and massive connectivity, but also defines a promising opportunity for
offering novel services and business solutions within the IoT value chain beyond
simple connectivity. To this end, 5G enables open interfaces to support verti-
cal segments, i.e. third parties not owning network infrastructure and requiring
networking services with specific needs, as well as new business solutions. The
automotive industry defines one of the most significant 5G vertical segments.
It requires efficient networking capabilities combined with IoT and edge cloud
to facilitate a number of services including autonomous driving and real-time
assessment of road conditions for example.

The suboptimal use of the network resources is due to the diversity, and even
conflicting, network service requirements of such network applications (Fig. 1).
One application, for example, may require ultra-reliable services, whereas other
applications may need ultra-high-bandwidth communication or extremely low
latency. The 5G network is designed to be able to offer a different mix of capa-
bilities to meet all these diverse requirements at the same time [1].

Fig. 1. 5G communication networks application scope

From a functional point of view, the most logical approach is to build a set
of dedicated networks each adapted to serve one type of application to allow the
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implementation of tailor-made functionality and network operation specific to
the needs of each application and business customer, rather than a one-size-fits-
all approach as the case in current and previous generations of communication
networks.

This approach of operating multiple dedicated networks on a common plat-
form is effectively what network slicing allows.

Network slicing consist of creation and management of multiple logical self-
contained networks on top of a common physical infrastructure platform enabling
a flexible stakeholder ecosystem that allows technical and business innovation
integrating physical and/or logical network and cloud resources into a pro-
grammable, open software-oriented multi-tenant network environment. 3GPP
defines network slicing as a technology that “enables the operator to create net-
works, customized to provide optimized solutions for different market scenarios
which demand diverse requirements, e.g. in terms of functionality, performance
and isolation [3].

Network slicing enables value creation for vertical segments, application
providers and third parties that lack physical network infrastructure, by offering
radio, networking and cloud resources, allowing a customized network operation
and true service differentiation. The VNFs, which constitute a network slice,
may vary drastically depending on the service requirements of that particular
slice. The type of service associated with a network slice would determine the
resources and service treatment the network slice would receive, e.g. a real-time
communication network slice would receive the appropriate resources and service
treatment to meet ultra-low latency demands [1]. Network slicing builds on top
of the following seven main principles that shape the concept and related opera-
tions: automation, isolation, customization, elasticity, programmability, end-to-
end, hierarchical abstraction.

Automation: enables an on-demand configuration of network slicing without
the need of fixed contractual agreements and manual intervention. Such conve-
nient operation relies on signaling-based mechanisms, which allow third parties
to place a slice creation request indicating besides the conventional SLA which
would reflect the desired capacity, latency, jitter, etc., timing information con-
sidering the starting and ending time, and duration of a network slice. Isolation:
is a fundamental property of network slicing that assures performance and guar-
antees security for each tenant even when different tenants use network slices for
services with conflicting performance requirements. However, isolation may come
at the cost of reducing multiplexing gain, depending on the means of resource
separation for explicit use, which may result in inefficient network resource uti-
lization. The notion of isolation involves not only the data plane but also the
control plane, while its implementation defines the degree of resource separation.
Isolation can be deployed by using a different physical resource, when separat-
ing via virtualization means a shared resource and through sharing a resource
with the guidance of a respective policy that defines the access rights for each
tenant [15]. Customization: assures that the resources allocated to a particular
tenant are efficiently utilized in order to meet best the respective service require-
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ments. Slice customization can be realized in a network wide level considering
the abstracted topology and the separation of data and control plane, on the
data plane with service-tailored network functions and data forwarding mech-
anism, on the control plane introducing programmable policies, operations and
protocols and through value-added services such as big data and context aware-
ness. Elasticity: is an essential operation related with the resource allocated to
a particular network slice, in order to assure the desired SLA under varying
radio and network conditions, amount of serving users, or geographical serving
area because of user mobility. Such resource elasticity can be realized by reshap-
ing the use of the allocated resources by scaling up/down or relocating VNFs
and value-added services, or by adjusting the applied policy and re-programing
the functionality of certain data and control plane elements. Elasticity can also
take the form of altering the amount of initially allocated resources by mod-
ifying physical and virtual network functions, e.g. by adding a different RAN
technology or a new VNF, or by enhancing the radio and network capacity.
However, this process requires an inter-slice negotiation since it may influence
the performance of other slices that share the same resources. Programmabil-
ity: allows third parties to control the allocated slice resources, i.e. networking
and cloud resources, via open APIs that expose network capabilities facilitating
on-demand service-oriented customization and resource elasticity. End-to-end:
is an inherent property of network slicing for facilitating a service delivery all
the way from the service providers to the end-user/customer(s). Such a property
has two extensions, it stretches across different administrative domains, i.e. a
slice that combines resources that belong to distinct infrastructure providers,
and it unifies various network layers and heterogeneous technologies, e.g. con-
sidering RAN, core network, transport and cloud. In particular, an end-to-end
network slicing consolidates diverse resources enabling an overlaid service layer,
which provides new opportunities for efficient networking and service conver-
gence. Hierarchical abstraction: is a property of network slicing that has its
roots on recursive Virtualization, wherein the resource abstraction procedure is
repeated on a hierarchical pattern with each successively higher level, offering
a greater abstraction with a broader scope. In other words, the resources of
a network slice, allocated to a particular tenant, can be further traded either
partially or fully to yet another third player, which relates to the network slice
tenant facilitating in this way another network slice service on top of the prior
one. For example, a virtual mobile operator who acquired a network slice from
an infrastructure provider, offers a partial amount of such resources to enable a
utility provider that uses its virtual network to form an IoT slice.

Network slicing concept consists of organizing and running multiple logical
networks as virtually independent business operations on a common physical
infrastructure in an efficient and economical way.

Network Slicing is an End-to-End solution to network management across
different administrative domains and technologies with a hierarchical recursive
business nature. With network slicing, 5G network acquires the automation and
programmability needed to respond to business requirements [6].
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3 Slice Management Architectural Model

In multiservice network systems slices are designed for service optimization by
organizing multiple per-service tailored networks, each of them represents an iso-
lated independent end-to-end logical network to ensure required QoS on a shared
network infrastructure. The considered network slicing model is depicted in
Fig. 2. The slicing model consists of three layers: System infrastructure resource
layer, System resource management layer, and slice management layer (slice con-
troller) in Fig. 3.

Fig. 2. Architectural conception of network slicing

The slice controller handles network slice requests and collects slices related
information: SLA, group of users, location, timing, duration, service type, CPU,
network slice workload, priority index, etc.

Resource management layer consists of network resources orchestrator and
virtual network manager. The orchestrator creates slices and associates network
functions to them. It sets up connectivity between network functions and coordi-
nate seemingly disparate network processes for creating, managing and delivering
services.

Respectively, once a slice request arrives, the orchestrator performs:
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Fig. 3. Slice management architectural model

– admission control - virtual resource negotiation to create logical isolated vir-
tual networks,

– service mapping - assigns slice template, and
– creation of related virtual network graph.

For a more detailed description of orchestrator functions, see [4].
In this regard, OpenStack Compute can be responsible for the creation of

the overlay virtual network and the configuration of the network infrastructure
to achieve the desired connectivity. The control plane can be based on the SDN
controller [19] (OpenDaylight controller in this context) [5,18]. The ODL con-
troller includes several modules and features that cooperate to operate the vir-
tual switches, establish connectivity between switches and create overlay virtual
networks to serve applications services.

In the proposed model, the MEC server is fed with a slice controller, which
is able to distinguish between different slices. The slice controller extracts the
application type that the received data belongs to and as a response, it estimates
which virtual machines dedicated with kind of data.
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4 Experimental Demonstration of the Network Model.
Simulation and Results

In this part the performance and evaluation of the proposed work is conducted
over a reliable environment. Many simulation environments are prober for imple-
menting edge-computing systems and check their performance. These environ-
ments vary in the provided facilities and associated capabilities [7,8]. We use our
developed tool kit introduced in [3]. This is a java-based environment, built over
the CloudSim framework [10]. The simulation environment enables the creation
of edge clouds with different number of virtual machines (VM). In addition,
remote execution of web-based services is enabled. The simulation is run on a
machine with an Intel core i5 processor, with 3.07 GHz of speed, and memory of
8 GB. Simulation results are illustrated in Table 1.

Table 1. Simulation parameters

Parameter Description Value

S Number of source nodes 20

Ns Total number of slices 6 (applications)

NV M Total number of virtual machines 8

n Size of header identifier 3 bits

W ∗
mmax Maximum workload of MEC server 100 events/s

λ Arrival rate 15 Mbps

M Service rate of the MEC server 8 Mbps

RAM, HDD RAM, Storage 2048 Mb, 10 Gb

Table 2. Resources allocation for different applications

APP1 APP2 APP3 APP4 APP5 APP6

VM7 VM0 and VM1 VM6 VM2 and VM3 VM4 VM5

An edge server with eight virtual machines is constructed. The edge server
works based on the model for Micro-cloud edge servers presented in [9]. Twenty
heterogeneous source nodes produces data for six different applications, each
application is considered as a slice. Each application reserves a part of resources
in the MEC server. Resources for applications are assumed heterogeneous, thus
some applications are allocated more resources than others, based on a pre-
allocated scheme. This scheme is set based on the probability of requests and data
flow dedicated with each application. For our implementation, the number of
virtual machines allocated to each application is included in Table 2. Application
2 and 3 are assumed to have a high flow and thus allocated both virtual machines.
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For the performance evaluation, two main performance metrics are consid-
ered; the latency and the blocking probability. We measure each metric for each
application in two cases. The first case represents the proposed framework, in
which the resources are allocated for each application. The second case rep-
resents the alternative case, in which MEC server handle serves without any
classifications. All MEC server resources serve for all application tasks.

Figure 4 presents the average latency for each application in both considered
cases. For all applications, it is clear that slicing achieves higher performance
intermesh of latency.

Figure 5 illustrates the average blocking probability for each application in
both indicated cases. The blocking probability is much better in case of slicing
for all considered applications.

Fig. 4. Average latency for each application in the considered cases

Fig. 5. Average blocking probability for each application in the considered cases

5 Conclusion

NFV along with SDN technologies facilitates a flexible network, where slices can
be dynamically provisioned and migrated at need. Newer applications can be eas-
ily deployed into the network as per customer requirements. Network slicing is a
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radical change of paradigm in the 5G networks compared to current implemen-
tations by allowing resource customization to accommodate SLA requirements:
traffic forwarding considering service requirements, traffic steering considering
physical condition of links, combining cloud and network capacity resources.
With network slicing, 5G cellular system is able to adapt to the external envi-
ronment rather than the other way around, allowing new business models based
on user/application requirements. In this paper, we reviewed the requirements to
5G/IMT-2020 implementation and proposed an architectural model for network
slicing. Furthermore, we will extend the model to analyze the possible challenges
and solutions for full implementation of network slicing in 5G networks.
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Abstract. Using of intermediate information storage devices is an
important mean to increase the reliability and effectiveness of informa-
tion system operation. In this paper the semi-Markov model of a single-
stream information system with intermediate information storage devices
is built. With the aid of phase merging algorithm the stationary char-
acteristics of system operation are approximately found. The analysis of
storage devices capacity influence into system characteristics is carried
out.
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1 Introduction

Time redundancy (see [1–8] for details) is one of the ways to increase the reliabil-
ity and operation effectiveness of information systems. Time reserving is spoken
about in the cases where the opportunity to spend some additional time (time
reserve) is provided to the system to restore its characteristics. The sources of
time reserve in information system may be represented by intermediate storage
devices, productivity reserve, etc.

In this paper the semi-Markov model with discrete-continuous phase space
of states (see [9–12]) of a single-streamed information system with intermediate
storage devices is built. To find approximately the reliability characteristics of
the system phase merging algorithms (Koroluk and Turbin [9], Koroluk [10], and
in [13–15]) are used allowing to solve effectively the problem of high dimension
of the system.

The analysis of intermediate storage devices (see [1,16–19]) capacity influence
into system reliability and efficiency is carried out, the results of analytic and
simulation modeling of the system are compared.
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2 Semi-Markov Model Building and Obtaining
of Reliability Characteristics

We consider a multiphase, single-stream system consisting of serving devices
and intermediate storage devices, the connections between which are depicted
in Fig. 1.

Fig. 1. Structural diagram of a multiphase single-flow structure with storage devices.

The following notation is used in the scheme: Ai,i = 1, n + 1 - service devices;
Hi,i = 1, n - intermediate storage devices. The model is being constructed under
the following assumptions.

1. The possible states of each of the serving devices Ai are: operable, recovery
and shutdown.

2. Time to failure (renewal time) for the device Ai is a random variable (RV)
α
(0)
i

(
α
(1)
i

)
with distribution function F

(0)
i (x)

(
F

(1)
i (x)

)
. RV α

(0)
i

(
α
(1)
i

)
are

independent and have finite expectations; there are distribution densities
f
(0)
i (x)

(
f
(1)
i (x)

)
for F

(1)
i (x)

(
F

(0)
i (x)

)
.

3. The storage devices Hi are absolutely reliable devices that have limited capac-
ity hi ≥ 0 (The storage capacity of the device Hi is expressed in units of time
that device Ai+1 will need to fully free this storage device).

4. An operable device Ai disconnects, being in operable state, if the storage
device Hi−1 is empty or the storage device Hi+1 is full.

5. The productivity of device Ai is constant and equal to ci, herewith ci ≥ ci+1.
6. The system is in failed state if the output device does not produce products;

the renewal of the device Ai is considered as infinite.

We suppose the system under consideration to be real.
To describe the operation of real system let us introduce the next space of

states:

E =
{
id̄x̄z̄ : i = 1, n + 1, d̄ = (d1, ..., dn+1) , x̄ = (x1, ..., xn+1) , z̄ = (z1, ..., zn+1)

}
,

where i is the number of device Ai that failed or was recovered by the last.
The element dk of the vector d̄ fixes the state of the device: operable (dk = 0),
recovery (dk = 1), shut-down (dk = 1). The value of the element xk of the
vector x̄ is the time lasted from the instance of device Ak change of state, it
should be noted that xi = 0. The component zk of the vector z̄ defines the time
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within which the storage device Hk can supply the device Ak+1 with production,
0 ≤ zk ≤ hk, k = 1, n.

Let us introduce additional notation. Vectors 0̄(i), h̄, 0̄ are defined by the
following manner

0̄(i) = (2, ..., 2︸ ︷︷ ︸
i−1

, 1, 0, ..., 0), i = 1, n + 1, h̄ = (h1, h2, ..., hn) , 0̄ = (0, 0, ..., 0).

To find approximately the reliability characteristics of the system considered
let us use the phase merging algorithm (see [9,10,13–15]).

Let us suppose that stochastic kernel of embedded Markov chain (EMC)
{ξn;n ≥ 0} for the initial system semi-Markov process ξ (t) is close to the stochas-
tic kernel of EMC

{
ξ
(0)
n ;n ≥ 0

}
for some supporting system S0 with the single

stationary distribution ρ(dx). Then the next approximate formulas represented
in Korlat et al. [14] can be used for approximate finding of the average stationary
time to failure T+, the average stationary renewal time T− and the stationary
availability factorKa:

T+ ≈ (ρ, m̄1)(
ρ, P (r)̄l0

) , T− ≈
(
ρ, P (r)m̄0

)
(
ρ, P (r)̄l0

) , Ka =
T+

T+ + T−
, (1)

where

m̄1 (x) =
{

m(x), x ∈ E+,
0, x ∈ E−

, m̄0 (x) =
{

0, x ∈ E+,
m(x), x ∈ E−

,

l̄0 (x) =
{

0, x ∈ E+,
1, x ∈ E−

, (ρ, f) =
∫
E

f (x)ρ (dx) ,

ρ(dx) is supporting EMC
{

ξ
(0)
n ;n ≥ 0

}
stationary distribution; m(x) are the

average sojourn times for the states x of the initial system; P (r)(x,B) are the
initial system EMC {ξn;n ≥ 0} transition probabilities; r is the minimum num-
ber of steps through which the system can transit to the failure states subset E−
from the operable states subset E+ where both disjoint subsets are the members
of the ergodic class E0.

An important moment of using of the method applied is the choice of the
supporting system S0. Suppose that devices Ai,i = 1, n have fast renewal, i.e.
their renewal times α

(1)
i depends on small positive parameter ε in such a manner

that

lim
ε→0

Eα
(1,ε)
i = 0, i = 1, n, (2)

and output device An+1 has fixed time to failure and recovery time. This leads
to the fact that recovery system S0 will be the system with instant recovery of
the devices Ai, i = 1, n and completely filled storage devices Hi.

Let us determine embedded Markov chain (EMC)
{

ξ
(n)
0 ;n ≥ 0

}
transitions

probabilities for a semi-Markov process (SMP) describing the supporting system
operation.
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1. The system transits from the state i0̄(i)x̄h̄ to the state i0̄x̄h̄ with unit prob-
ability.

2. In the case of states i0̄x̄h̄, transitions to the states j0̄(j)ȳh̄ are possible for
j = 1, n + 1, transition distribution density is calculated by formula

p
j0̄(j)ȳh̄

i0̄x̄h̄
=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f
(0)
j (xj+t)

n+1∏

l=1
l �=j

F̄
(0)
l (xl+t)

n+1∏

k=1
F̄

(0)
k (xk)

, i �= j, yk = xk + t, k �= j,

f
(0)
i (t)

n+1∏

l=1
l �=i

F̄
(0)
l (xl+t)

n+1∏

k=1
F̄

(0)
k (xk)

, i = j.

(3)

Sojourn times in the states of the supporting system are

1. θi0̄(i)x̄h̄ = 0, i = 1, n, θ(n+1)0̄(n+1)x̄h̄ = α
(1)
n+1,

2. θi0̄x̄h̄ = min
{[

α
(0)
j − xj

]+
, j = 1, n + 1

}
, i = 1, n + 1,

hence

Eθi0̄x̄h̄ =

∞∫

0

F̄
(0)
i

n+1∏
j=1
j �=i

F̄
(0)
j (xj + t)

n+1∏
k=1

F̄
(0)
k (xk)

dt. (4)

In Koroluk and Turbin [9] it is shown that EMC stationary distribution
density

{
ξ
(0)
n ;n ≥ 0

}
is defined by the formulas

ρ
(
i0̄x̄h̄

)
= ρ

(
i0̄ix̄h̄

)
= ρ0

n+1∏
k=1

F̄
(0)
k (xk), (5)

where the constant ρ0 is determined from the normalization requirement.
Thus, the ergodic class E0 of the supporting system comprises the next states

E0 =
{
i0̄x̄h̄, i0̄(i)x̄h̄

}
.

Let us proceed to the determination of real system stationary characteristics:
time to failure T(h1,...,hn)

+ , average stationary renewal time T(h1,...,hn)
− , station-

ary availability factor K(h1,...,hn)
a and productivity Pr(h1,...,hn). Let us use the

formulas (1).
Let us calculate

(
ρ,P(r)1̄0

)
, to do this let us determine beforehand real system

transition probabilities for transits from ergodic states comprised by operable
states subset E+ to failure states. In this case r = 1 as the real system can
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transit to failure subset of states E− from operable subset E+ comprised by the
ergodic class E0 during one step. E− comprises the states with dn+1 = 1 or
dn+1 = 2.

1. Let us consider the states i0̄x̄h̄,i = 1, n + 1. It is possible the one-step tran-
sition to failure states caused by the device An failure:
i0̄x̄h̄ → (n + 1) 0̄(n+1)ȳh̄, ȳ = (x1 + t, ..., xi−1 + t, t, xi+1 + t, ..., xn + t, 0),
the transition distribution density is defined by the formula (3) for j = 1.

2. In the case of the states i0̄(i)x̄h̄, i �= n + 1 let us consider the next transitions
to the subset E− of the real system:

(a) one-step transition to failure subset caused by the device An failure what is
determined by the conditions:
i0̄(i)x̄h̄ → (n + 1) d̄ȳz̄,

d̄ =

⎛
⎝2, ..., 2︸ ︷︷ ︸

i−1

, 1, 2, ..., 2, 1

⎞
⎠ , ȳ = (x1, ..., xi−1 + t, ..., xn + t, 0),

z̄ = (h1, h2, ..., hi−1, hi − t, hi+1, ..., hn) , 0 ≤ t ≤ hi;
transition distribution density is calculated by the formula

p
(n+1)d̄ȳz̄

i0̄(i)x̄h̄
=

f
(0)
n+1 (xn+1 + t) F̄

(1,ε)
i

n∏
l=i+1

F̄
(0)
l (xl + t)

n+1∏
s=i+1

F̄
(0)
s (xs)

, (6)

(b) transition to the subset E− along the chain of states caused by consequent
depletion of the storage devices; this causes the failure of only one device;
the probability of this transition is determined by the equity

PE−
i0̄(i)x̄h̄

=
F̄

(1,ε)
i

(
n∑

k=i

hk

)
n+1∏

l=i+1

F̄
(0)
l

(
xl +

l−1∑
k=i

hk

)

n+1∏
s=i+1

F̄
(0)
s (xs)

. (7)

Using (6), (7) and the form of the stationary distribution (5) we can obtain
that

(
ρ,P

(r)
1̄0

)
=

∫

E+

P
(r)

(z,E−) ρ (dz)

= ρ0

⎡

⎣
n∑

i=1

∞∫

0

...

∞∫

0

n∏

l=1

F̄
(0)
l (xl + t) f

(0)
n+1 (xn+1 + t) dx̄

(i)
dt

+

∞∫

0

...

∞∫

0
︸ ︷︷ ︸

n+1

n∏

l=1

F̄
(0)
l (xl + t)f

(0)
n+1 (t) dx̄

(n+1)
dt +

n∑

i=1

∞∫

0

F̄
(0)
1 (x1)dx1...

∞∫

0

F̄
(0)
i−1 (xi−1) dxi−1
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∞∫

0

dxi+1...

∞∫

0

dxn+1

hi∫

0

F̄
(1,ε)
i (t)F̄

(0)
i+1 (xi+1 + t) ...F̄

(0)
n (xn + t) f

(0)
n+1(xn+1 + t)dt

+

n∑

i=1

F̄
(1,ε)
i

(
n∑

k=i

hk

)
i−1∏

k=1

Eα
(0)
k

∞∫

hi

F̄
(0)
i+1 (xi+1) dxi+1

∞∫

hi+hi+1

F̄
(0)
i+2 (xi+2) dxi+2

...

∞∫

hi+...+hn
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(0)
n+1 (xn+1) dxn+1

⎤

⎥
⎦ ≈ ρ0

[
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E α
(0)
k +

n∑

i=1

n∏

k=1
k

Eα
(0)
k

hi∫

0
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(1,ε)
i (t)F

(0)
n+1(t)dt

+
n∑

i=1

i−1∏

r=1

Eα
(0)
r F̄

(1,ε)
i

(
n∑

k=i

hk

)
n+1∏

m=i+1

∞∫

m−1∑

l=i
hl

F̄
(0)
m (xm)dxm

⎤

⎥
⎥
⎥
⎥
⎥
⎦

≈ ρ0

[
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k=1

E α
(0)
k

+

n∑

i=1

n∏

k=1
k �=i

Eα
(0)
k

hi∫

0

F̄
(1,ε)
i (t)dt +

n∑

i=1

i−1∏

r=1

Eα
(0)
r F̄

(1,ε)
i

(
n∑

k=i

hk
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m−1∑

l=i
hl

F̄
(0)
m (xm)dxm

⎤

⎥
⎥
⎥
⎥
⎥
⎦

.

Let us calculate (ρ, m̄1), to do this let us find the average sojourn times in
the states m(z) of the real system.

1. Sojourn time in the state i0̄x̄h̄ is calculated by the formula:

θi0̄x̄h̄ = min
{[

α
(0)
k − xk

]+
, k = 1, n + 1

}
,

therefore

Eθi0̄x̄h̄ =

∞∫

0

F̄
(0)
i (t)

n+1∏
k=1
k �=i

F̄
(0)
k (xk + t)

n+1∏
k=1

F̄
(0)
k (xk)

dt. (8)

2. For the states i0̄(i)x̄h̄, i = 1, n

θi0̄(i)x̄h̄ = min
{

hi, α
(1,ε)
i ,

[
α
(0)
k − xk

]+
, k = i + 1, n + 1

}

and

Eθi0̄(i)x̄h̄ =

∞∫

0

F̄
(1,ε)
i (t)

n+1∏
k=i+1

F̄
(0)
k (xk + t)

n+1∏
k=i+1

F̄
(0)
k (xk)

dt. (9)
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Hence, using the Eqs. (5), (8), (9) we can obtain that

(ρ, m̄1) =
∫

E+

m (z) ρ (dz) = ρ0

⎡
⎢⎣

n+1∑
i=1
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...
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k +
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(0)
k

hi∫

0

F̄
(1,ε)
i (t)dt

⎤
⎥⎦ .

Thus, the stationary time to failure of the real system is approximately cal-
culated by the formula

T(h1,...,hn)
+ ≈

⎡
⎣n+1∏

k=1

Eα
(0)
k +

n∑
i=1

n+1∏
k=1
k �=i

Eα
(0)
k

hi∫
0

F̄
(1,ε)
i (t)dt

⎤
⎦
/[

n∏
k=1

Eα
(0)
k

+
n∑

i=1

n∏
k=1
k �=i

Eα
(0)
k

hi∫
0

F̄
(1,ε)
i (t)dt +

n∑
i=1
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Eα
(0)
k F̄

(1,ε)
i (
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k=i

hk)

×
n+1∏

m=i+1

∞∫
m−1∑

l=i

hl

F̄
(0)
m (xm)dxm

⎤
⎥⎥⎥⎦ .

(10)

Taking into account the smallness of the factors like
hi∫
0

F̄
(1,ε)
i (t)dt due to

condition (2) we can also write the next formula for T(h1,...,hn)
+ :

T(h1,...,hn)
+ ≈

n+1∏
k=1

Eα
(0)
k

n∑
i=1

i−1∏
r=1

Eα
(0)
k F̄

(1,ε)
i (

n∑
k=i

hk)
n+1∏

m=i+1

∞∫
m−1∑

l=i

hl

F̄
(0)
m (xm)dxm

. (11)

Let us proceed to the obtaining of the average stationary renewal time, to do
this it is necessary to determine the expression

(
ρ,P(r)m̄0

)
. Taking into account

the formulas (8)–(9), we have

(
ρ,P(r)m̄0

)
=

∫

E

ρ(dz)

∫

E−

m(y)P(r)(z, dy) = ρ0

[
Eα

(1)
n+1

n∏
k=1

Eα
(0)
k
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+

n∑
i=1

∞∫
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...
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0︸ ︷︷ ︸
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(0)
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hi∫
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k
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(0)
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...
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.

Let us obtain the next approximate formula for T(h1,...,hn)
− :

T(h1,...,hn)
− ≈ [E α

(1)
n+1

n∏
i=1

Eα
(0)
i + Eα

(1)
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⎤
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as well as
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Using the formulas for T(h1,...,hn)
+ and T(h1,...,hn)

− let us obtain the formulas
for stationary availability factor. For example, based on the formulas (11), (13),
we have:

K(h1,...,hn)
a ≈

n∏
k=1

Eα
(0)
k

/[
n+1∏
k=1

Eα
(0)
k + Eα

(1)
n+1

n∏
i=1

Eα
(0)
i

+
n∑

i=1

i−1∏
r=1

Eα(0)
r

∞∫

n∑

k=i

hk

F̄
(1,ε)
i (t) dt

n+1∏
m=i+1

∞∫

m−1∑

l=i

hl

F̄ (0)
m (xm)dxm

⎤
⎥⎥⎥⎥⎦

. (14)

The productivity Pr(h1,...,hn) of the real system is approximately defined by
the next formula

Pr(h1,...hn) = K(h1,...,hn)
a · cn+1,

where cn+1 is the productivity of the output device An+1.
To obtain approximately the probability of failure-free operation let us use

the phase merging algorithm. Preliminary let us change the failure criterion for
the real system: the system is in failure state if the output An+1 device being in
operable state can not produce the production due to emptness of the storage
device Bn. The supporting system S0, the class of the ergodic states E0 and the
supporting system EMC stationary distribution are stayed the same.

Let us calculate the expressions q and m̂ comprised in the formula for the
probability of failure-free operation

P
{

ς(h1,...,hn) > t
}

≈ e− q
m̂ t,

where

q =
∫

E0

ρ(dx)
∫

E′1

...

∫

E′
r

P(x, dx1)...P(xr−1, dxr)P(xr,E−)

= ρ0

n∑
i=1

F̄
(1,ε)
i (

n∑
k=i

hk)
i−1∏
r=1

Eα(0)
r

n+1∏
m=i+1

∞∫

m−1∑

l=i

hl

F̄ (0)
m (xm)dxm.

Using the formulas (4), (5), let us obtain

m̂ =
∫

E0

m(x)ρ(dx) =ρ0

[
Eα

(1)
n+1

∞∫

0

...

∞∫

0

n∏
k=1

F̄
(0)
k (xk)dx̄(n+1)

+
n+1∑
i=1

∞∫

0

...

∞∫

0

dx̄(i)

∞∫

0

n+1∏
j=1,
j �=i

F̄
(0)
j (xj + t)F̄ (0)

i (t)dt

⎤
⎥⎥⎦
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= ρ0

n∏
k=1

Eα
(0)
k

[
Eα

(0)
n+1 + Eα

(1)
n+1

]
.

Thus, based on phase merging algorithm and taking into account accepted
additional failure criterion, we can approximately calculate the probability of
failure-free operation for single-stream system using the formula

P
{

ς(h1,...,hn) > t
}

≈ e−Λ(h1,...,hn)t,

where the parameter Λ (h1, ..., hn) is defined by the equation

Λ (h1, ..., hn) =

n∑
i=1

F̄
(1,ε)
i (

n∑
k=i

hk)
i−1∏
r=1

Eα
(0)
r

n+1∏
m=i+1

∞∫
m−1∑

l=i

hl

F̄
(0)
m (xm)dxm

[
Eα

(0)
n+1 + Eα

(1)
n+1

] n∏
k=1

Eα
(0)
k

,

and the average time of the system’s operation until the first failure is

Eς(h1,...,hn) ≈

[
Eα

(0)
n+1 + Eα

(1)
n+1

] n∏
k=1

Eα
(0)
k

n∑
i=1

F̄
(1,ε)
i (

n∑
k=i

hk)
i−1∏
r=1

Eα
(0)
r

n+1∏
m=i+1

∞∫
m−1∑

l=i

hl

F̄
(0)
m (xm)dxm

.

As an example let us consider the application of the formulas (11), (13), (14)
in the case of the triple-phase system. For (n = 2) these formulas take form:

T
(h1,h2)
+ ≈

[
Eα

(0)
1 Eα

(0)
2 Eα

(0)
3

]/[
Eα

(0)
1 Eα

(0)
2 +Eα

(0)
1 F̄

(1,ε)
2 (h2)

×
∞∫

h2

F̄
(0)
3 (t)dt + F̄

(1,ε)
1 (h1 + h2)

∞∫

h1

F̄
(0)
2 (t)dt

∞∫

h1+h2

F
(0)
3 (x)dx

⎤
⎥⎦ ,

T
(h1,h2)
− ≈

⎡
⎢⎣Eα

(0)
1 Eα

(0)
2 Eα

(0)
3 + Eα

(0)
1

∞∫

h2

F̄
(1,ε)
1 (t)dt

∞∫

h2

F̄
(0)
3 (x)dx

+

∞∫

h1+h2

F̄
(1,ε)
1 (t)dt
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h1

F̄
(0)
2 (x)dx

∞∫

h1+h2

F̄
(0)
3 (y)dy

⎤
⎥⎦
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Eα

(0)
1 Eα

(0)
2

+Eα
(0)
1 F̄

(1,ε)
2 (h2)

∞∫

h2

F̄
(0)
3 (t)dt + F̄

(1,ε)
1 (h1 + h2)
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h1

F̄
(0)
2 (t)dt

∞∫

h1+h2

F
(0)
3 (x)dx

⎤
⎥⎦ ,

K
(h1,h2)
a ≈

[
Eα

(0)
1 Eα

(0)
2 Eα

(0)
3

]/[
Eα

(0)
1 Eα

(0)
2 Eα

(0)
3 + Eα

(0)
1 Eα

(0)
2 Eα

(1)
3

+Eα
(0)
1
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h2

F̄
(1,ε)
2 (t)dt

∞∫

h2

F̄
(0)
3 (x)dx +
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h1+h2

F̄
(1,ε)
1 (t)dt
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F̄
(0)
2 (x)dx
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F̄
(0)
3 (y)dy
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+Eα
(0)
1

∞∫

h2

F̄
(1,ε)
2 (t)dt

∞∫

h2

F̄
(0)
3 (x)dx +

∞∫

h1+h2

F̄
(1,ε)
1 (t)dt

∞∫

h1

F̄
(0)
2 (x)dx

∞∫

h1+h2

F̄
(0)
3 (y)dy

⎤
⎥⎦ .

Let the times to failure of the devices A1, A2, A3 of the same productivity
have third order Erlang distribution with the parameter λ = 0, 10; the aver-
age time to failure of the devices is equal to 30 h. The renewal times of the
devices has Veibull-Gnedenko distribution with scale parameter θ = 1 and form
parameter β = 20; the average renewal time for the devices is equal to 0,974h.
The values of T(h1,h2)

+ , T(h1,h2)
− , K(h1,h2)

a , calculated under the condition that
h1 +h2 = 2 are given in the Table 1. The data, given in the table, shows how the
reliability characteristics of the triple-phase system change during redistribution
of prescribed time reserve between storage devices.

Table 1. Reliability characteristics for the triple-phase system in the case of prescribed
summary volume of the storage devices

Case h1 h2 T
(h1,h2)
+ T

(h1,h2)
− K

(h1,h2)
a 1 − K

(h1,h2)
a

1 0 2.0 30 0.975 0.969 0.031

2 0.2 1.8 30 0.975 0.969 0.031

3 0.4 1.6 30 0.975 0.969 0.031

4 0.6 1.4 30 0.975 0.969 0.031

5 0.8 1.2 30 0.975 0.969 0.031

6 1.0 1.0 22.130 0.727 0.968 0.032

7 1.2 0.8 15.289 0.583 0.963 0.037

8 1.4 0.6 15.152 0.677 0.957 0.043

9 1.6 0.4 15.101 0.776 0.951 0.049

10 1.8 0.2 15.050 0.875 0.945 0.055

11 2.0 0 15 0.974 0.939 0.061

The Table 2 represents the results of four-phase information system station-
ary characteristics finding using the formulas (11), (13), (14) and using the
simulation modeling. During the modeling it was assumed that all RV (opera-
tion and renewal times for all the devices) are distributed by the exponential
law.
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Table 2. Modeling results for the four-phase system

Initial data

Four-phase system

Eα
(0)
1 = Eα

(0)
2 = Eα

(0)
3 = Eα

(0)
4 = 17 h, Eα

(1)
1 = Eα

(1)
2 = 0.6 h,

Eα
(1)
3 = Eα

(1)
4 = 0.8 h, h1 = h2 = h3 = h, processing time - 0, 2 h

h Analytic modeling results Simulation modeling results

T
(h1,h2,h3)
+ , h T

(h1,h2,h3)
− , h K

(h1,h2,h3)
a K

(h1,h2,h3)
a

0 4.250 0.700 0.859 0.879

0.1 6.518 0.736 0.899 0.929

0.2 8.693 0.736 0.919 0.932

0.3 10.507 0.780 0.931 0.923

0.4 11.929 0.790 0.938 0.933

0.5 13.029 0.795 0.943 0.927

0.6 13.885 0.797 0.946 0.937

0.7 14.556 0.799 0.948 0.940

0.8 15.084 0.799 0.950 0.939

0.9 15.501 0.800 0.951 0.935

1.0 15.830 0.800 0.952 0.941

1.1 16.089 0.800 0.953 0.943

1.2 16.292 0.800 0.953 0.945

1.3 16.451 0.800 0.954 0.946

1.4 16.575 0.800 0.954 0.947

1.5 16.671 0.800 0.954 0.945

3 Conclusion

In present paper the semi-Markov mode of a single-stream information system
with intermediate storage devices is constructed. In information systems time
reserve can be used for the switching of the system, renewal after failures, elimi-
nation of the malfunction and distortions. With the help of phase merging algo-
rithm the stationary time to failure, the stationary renewal time and the sta-
tionary availability factor for the system considered. It is shown that occurence
of intermediate storage devices affects sygnifically into information system reli-
ability characteristics.

It is supposed to construct in the future the models of more complicated
structure systems. The results of the present paper can be used for optimum
choice of the storage devices capacity.
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Abstract. Clustering is a well-known machine learning algorithm which
enables the determination of underlying groups in datasets. In electric
power systems it has been traditionally utilized for different purposes
like defining consumer individual profiles, tariff designs and improving
load forecasting. A new age in power systems structure such as smart
grids determined the wide investigations of applications and benefits of
clustering methods for smart meter data analysis. This paper presents an
improvement of energy consumption forecasting methods by performing
cluster analysis. For clustering the centroid based method K-means with
K-means centroids was used. Various forecasting methods were applied to
find the most effective ones with clustering procedure application. Used
smart meter data have an hourly measurements of energy consumption
time series of russian central region customers. In our computer modeling
investigations we have obtained significant improvement due to carrying
out the cluster analysis for consumption forecasting.

Keywords: Energy consumption · Smart meter · Smart grids
Data mining · Forecasting · Cluster analysis · K-means

1 Introduction

The development of intelligent networks in manufacturing, finance, and services
creates new opportunities for the development and application of effective meth-
ods of machine learning and data analysis. The installation of smart meters is
usually considered as the starting point in the implementation of smart grids.
Smart meters employ advanced metering, control, data storage, and commu-
nication technologies to offer a range of functions. The deployment of smart
meters provides benefits to the end consumers (domestic and non-domestic),
energy suppliers, and network operators by providing near real-time consump-
tion information to the consumers that will help them to manage their energy
use, save money, and reduce greenhouse gas emissions. At the same time, smart
meters will benefit distribution network planning and operation, and demand
management. In this regard, the smart metering data will enable more accu-
rate demand forecasts, allow improved asset utilisation in distribution networks,
c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 445–456, 2018.
https://doi.org/10.1007/978-3-319-99447-5_38
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locate outages and shorten supply restoration times, and reduce the operational
and maintenance costs of the networks. Smart technologies for collecting, record-
ing and monitoring data on energy consumption create a huge amount of data
of different nature for the energy suppliers and network operators to exploit.
The data volume will vary according to the number of installed smart meters,
the number of received smart meter messages, the message size (in bytes per
message), and the frequency of recording the measurements – e.g., every 15 or
30 min. These data can be used for optimal network management, improving the
accuracy of the forecasting load, detection of abnormal effects of power supply
(peak load conditions), the formation of flexible price tariffs for different groups
of consumers [1–3].

One of the most important issues in this area is to predict the power load con-
sumption as accurately as possible. Consumption, as a rule, have a rather com-
plicated stochastic structure, which are difficult for modeling and prediction for
individual consumers. Therefore, the consumption data is aggregated (summed).
Statistical, engineering and time-series methods [4–6] have been reported to anal-
yse and extract the required information from the load profiles of customers.
Additionally, statistical time-series and artificial intelligence (AI) methods have
been applied to estimate and forecast the load in power networks. However,
these methods can be costly and complex to implement and validate when large
volumes of consumption measurements become available. Nevertheless, when
different methods of aggregation are applied to the group of consumers having
similar statistical characteristics of time series of power consumption, it is possi-
ble to count on considerable progress in the solution of objectives. One efficient
approach to extract the necessary information from smart meter measurements
is the employment of data mining techniques. Cluster analysis is one type of
these techniques [7,8]. Clustering is the grouping of load profiles into a number
of clusters such that profiles within the same cluster are similar to each other.

The main goal of this paper is to investigate the practical issues and possible
benefits of combining clustering procedures with forecasting methods in order to
improve their accuracy. We have used several known approaches to present time
series and different forecasting methods such as Holt-Winters, ARIMA model,
Support Vector Regression and some others. The results of cluster analysis can
also be beneficial for finding the patterns in data [3,4] for classification of new
customers. The paper is organized as follows: Sect. 2 contains some models for
energy time series presentations that we used for clustering and forecasting. In
Sect. 3 we described our clustering algorithm for classification and forecasting.
Section 4 contains the review of our computer experiments and Sect. 5 presents
conclusions.

2 Modeling of the Energy Consumption Time Series

The problems of application of clustering methods to the time series of electricity
consumption are mainly in high dimension and high noise level of the data, which
can be solved as mentioned above with the use of machine learning methods.
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Papers dealing with aggregating of consumers usually use clustering primarily
for mainly one purpose: immediate forecasts of time series [6,7]. These works,
however, put a little focus on application of forecasting methods and methods
for time series data mining. Shahzadeh et al. [6] explore the clustering of con-
sumers for feature extraction from time series and its impact on the accuracy
of forecast of energy consumption. K-means was used for clustering and neural
network for forecasting. They used three different representation of time series:
estimated regression coefficients, extractions of the averages of electricity con-
sumption and the whole time series. The best results were achieved by the clus-
tering with regression coefficients, which showed significant improvements in the
accuracy of forecast with the help of clustering. Rodrigues [7] presented a hierar-
chical clustering method with optimization criterion of forecast error of ARIMA
model. This method was compared against simple aggregation consumption fore-
cast. Experiments showed that the positive impact of consumers’ aggregation on
forecast accuracy of certain methods (linear regression, multi-layer perceptron
and support vector regression) depends not only on the number of clusters, but
also on the size of the customer base. To evaluate this hypothesis, Monte-Carlo
grouping of consumers and also forecasting methods Random Walk and Holt-
Winters exponential smoothing were used [12]. McLoughlin et al. [4] presented
dynamic clustering of consumers. With clustering approach, a large amount of
mean daily profiles was created and then deeply analyzed. To link domestic load
profiles with household characteristics, SOM clustering and multi-nominal logis-
tic regression were used to perform analysis of dwelling, occupant and appliance
characteristics [10].

In this paper we have focused our attention on the influence of clustering
of consumers on accuracy of different forecasting methods and on the represen-
tations of time series, which are suitable for seasonal times series of electricity
load. Based on investigated approaches we made the comparative analysis of
two approaches of classification of consumers: with clustering application and
without it (aggregation). Our methodology has four steps:

(1) to normalize the data and calculate the energy consumption model for
each consumer. In the future, the study uses four different models based on the
representation of time series, which serve as inputs to the clustering method.

(2) The second stage consists of calculating the optimal number of clusters
for the given time series representation and the selected data learning window.

(3) The third stage is clustering and aggregation of consumption within clus-
ters. For each cluster, the forecast model is trained and the forecast for the next
period is run.

(4) The forecasts are aggregated and compared with the real consumption
data. Next, we construct a forecast for day-ahead for the received representations
of the clusters using the above-described prediction methods.

The process (1)–(4) is iteratively repeated as measurements from a next day
become available. The training window of data is changed so that the new day
is added to the training window and the oldest one is removed. The standard
approach without clustering is just a summation of all measurements together.
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2.1 Energy Consumption Time Series Modeling

The time series X is an ordered sequence of n real variables

X = (x1, x2, ..., xn) , xi ∈ R. (1)

The main reason for time series presentation using is a significant decrease
in the dimension of the analyzed data, respectively, reducing the required mem-
ory and the computational complexity. In our approach next four model-based
representation methods were chosen: (a) Robust Linear Model (RLM), (b) Gen-
eralized Additive Model (GAM), (c) Holt-Winters Exponential Smoothing, and
(d) Median Filter.

The first presentation is based on a robust linear model (RLM). Like other
regression methods, it is aimed at modeling the dependent variable by indepen-
dent variables

xi = β1ui1 + β2ui2 + ... + βsuis + εi, (2)

where i = 1, .., n, ui - is energy consumption, β1, ..., βs are the regression coeffi-
cients. Let’s define the frequency of one season as s. ui1, .., uis are independent
binary variables, uij , j = 1, 2, ..., s, variable εi is a white noise with the normal
distribution N

(
0, σ2

)
. Obtaining an estimate of the vector β1, ..., βs is calcu-

lated by using reiterated weighted least squares (IRLS). Extensions for RLM are
generalized additive models (GAM) [9,11].

E (xi) = β0 + f1 (ui1) , (3)

where f1 is B-spline [17], u1 = (1, 2, ..., s, 1, ..., s, ...) is a vector (dayj)
d
j=1, day =

(1, ..., s) , d is a number of days. Model parameters (3) can be evaluated by the
weighted least squares (IRLS) iterative method [5].

Holt-Winters exponential smoothing (HW) was used as another method of
representations based on the model. It is a method that is used mainly to fore-
cast the seasonal time series and to smoothing time series from the noise [12].
Components of this model (with trend and seasonality) are:

Li = α (xi − st−s) + (1 − α) (Li−1 + bi−1) , (4)

bi = β (Li − Li−1) + (1 − β) bi, (5)

ri = γ (xi − Li−1) + (1 − γ) ri−s, (6)

where L is smoothing component, b is trend component, r is seasonal component,
α, β, γ are smoothing factors. Smoothing factors have been selected automati-
cally, where the factors were optimized according to the average square error of
the one-stepwise forecast. As HW representation (4)–(6) we have taken seasonal
coefficients (rn−s+1, ..., rn). Last presentation for time series model is a median
filter as following

x̂k = median
(
xk, xk+s, .., xk+s×(d−1)

)
, (7)

where k = (1, ..., s), and d− time series dimension. An example of application of
presentation (7) is shown on Fig. 1.
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Fig. 1. Weekly median filter for energy consumption time series with absolute devia-
tion.

2.2 Applications of Cluster Analysis for Smart Grids

As a common thing, utilities usually divided their customers in industrial, com-
mercial and residential sectors based on some fixed information like voltage level,
nominal demand etc. Based on this approach a set of customer class load profiles
were defined and each user was assigned to one of these classes. However, this
is still a fundamental problem, and the procedures for dealing with customers
segmentation need to be revised greatly. Firstly, the consumption data of cus-
tomers, those who have installed smart meters, are now accessible. Secondly, the
time period of measurement is not restricted and usage information for some
successive years is available. These two factors affect the dimensionality of data
which is not comparable with previously used data sets. Finally, as the data is
continuously recorded, it can have possible applications for real-time operation
and management of power systems. All of these factors emphasize the use of
new clustering methods for electricity consumption characterization. For classi-
fication consumers into groups (clusters), we used the centroid based clustering
method K-means [9]. K-means is a method based on the mutual distances of
objects, measured by Euclidean distance. The advantage over conventional K-
means is based on carefully seeding of initial centroids, which improves the speed
and accuracy of clustering. Before applying the K-means algorithm the optimal
number of clusters k must be determined. For each representation of a data set,
we have determined the optimal number of clusters to k using the internal val-
idation rate Davies-Bouldin index [10]. The optimal number of clusters as been
shown in our computer experiments ranged from 7 to 18. The results of this
algorithm applied to energy consumption data [16] may be seen on Fig. 2. Com-
puter code in R programming language, realized K-means algorithm, in Sect. 5
is reported.
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Our algorithm works as follows. Let d (x) denote the shortest Euclidean dis-
tance from a data point x to the closest centroid we have already chosen.

Step1. Choose an initial centroid K1 randomly with uniform probability from
set X.

Step 2. Choose the next center Ki = x̂ ∈ T , selecting with some probability
P = d(x̂)2

∑

x∈X d(x)2
.

Step 3. Repeat previous step until we have chosen all K centers. Each object
from data set is connected with a centroid that is closest to it. New centroids
are then calculated.

Step 4. Last two steps are repeated until classification to clusters no longer
changes. Euclidian distance measure is one of the best measures for comparison
of time series of electricity load because of its stronger dependence on time.
In each iteration of a batch processing, we have automatically determined the
optimal number of clusters to K using the internal validation rate Davies-Bouldin
index.

Computer code in R programming language, realized Euclidian function dis-
tance, is reported in Sect. 5 of this paper.

2.3 Energy Consumption Time Series Forecasting

We used mostly effective methods to improve forecasting energy consumption
time series:

(1) Support Vector Regression (SVR), a method that works like simple linear
regression but it tries to find a real regression function that best approxi-
mates output vector. SVR technique relies on kernel functions to construct
the model. The commonly used kernel functions are: (a) Linear, (b) Polyno-
mial, (c) Sigmoid and (d) Radial Basis. The selection of kernel function is
a tricky and requires optimization techniques for the best selection. In the
constructed SVR model, we used automated kernel selection. In our com-
puter experiments the best forecasting results were shown by Radius Basis
Function (RBF) kernel [8]

K (xi, xj) = exp

(

− (xi − xj)
2

2σ2

)

, (8)

where xi, xj are energy consumption time series, σ2 is variance.
(2) Seasonal decomposition of time series based on loses regression (STL) is

a method, which decomposes seasonal time series into three parts: trend,
seasonal component and remainder (noise) [11]. The seasonal component is
found by loess (local regression) smoothing of the seasonal series, whereby
smoothing can be effectively replaced by taking the mean. The seasonal
values are removed, and the remainder is smoothed to find the trend. The
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overall level is removed from the seasonal component and added to the trend
component. For the final three time series any of the forecast methods is used
separately, in our case either Holt-Winters exponential smoothing or ARIMA
model.

(3) Random Forest (RF). First the Random Forests concept was proposed by
Ho [4]. The method constructs the large number of decision trees at training
time. Its output is the class that is the mode of the classes (classification)
or mean prediction (regression) of the individual trees.

(4) Gradient Boosting Machine (GBM) is an efficient and scalable implementa-
tion of gradient boosting framework by Friedman [4]. The principle approach
is to combine iteratively several simple models, called “weak learners”, to
obtain a “strong learner” with improved prediction accuracy. Paper [6] intro-
duced a statistical point of view of boosting, connecting the boosting algo-
rithm to the concepts of loss functions. It could extended the boosting to the
regression by introducing the gradient boosting machines method (GBM).
The GBM method can be seen as a numerical optimization algorithm that
aims at finding an additive model that minimizes the loss function. Thus,
the GBM algorithm iteratively adds at each step a new decision tree (i.e.,
“weak learner”) that best reduces the loss function. More precisely, in regres-
sion, the algorithm starts by initializing the model by a first guess, which
is usually a decision tree that maximally reduces the loss function (which is
for regression the mean squared error), then at each step a new decision tree
is fitted to the current residual and added to the previous model to update
the residual. The algorithm continues to iterate until a maximum number of
iterations, provided by the user, is reached. This process is so-called stage
wise, meaning that at each new step the decision trees added to the model
at prior steps are not modified. By fitting decision trees to the residuals the
model is improved in the regions where it does not perform well.
We consider 4 seasonal variables to RF and GBM models for half-hourly

and weekly periods in sinus and cosinus functions form

⎛

⎝sin

⎛

⎝2π
day

s

⎞

⎠+1

⎞

⎠

2

and

⎛

⎝cos

⎛

⎝2π
day

s

⎞

⎠+1

⎞

⎠

2 respectively, s is a period. For weekly periods week

is a vector (s times weekj)
d
j=1,

⎛

⎝sin

⎛

⎝2π
week

7

⎞

⎠+1

⎞

⎠

2 and

⎛

⎝cos

⎛

⎝2π
week

7

⎞

⎠+1

⎞

⎠

2 ,
weekj = (1, 2, ..., 7, 1, ..) .

(5) Bagging (Bagg) predictors generate multiple versions of predictors and use
them for determination an aggregated predictor. The aggregation is an aver-
age of all predictors. The bagging method gives substantial gains in accuracy,
but the vital element is the instability of the prediction method. In the case
that perturbing the learning set has significant influence on the constructed
predictor, the bagging can improve accuracy.
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(6) Regression Trees (R-Tree) are regression methods that consist of partitioning
the input parameters space into distinct and non-overlapping regions follow-
ing a set of if-then rules. The splitting rules identify regions that have the
most homogeneous response to the predictor, and within each region a simple
model, such as a constant, is fitted. The use of decision trees as a regression
technique has several advantages, one of which is that the splitting rules
represent an intuitive and very interpretable way to visualize the results. In
addition, by their design, they can handle simultaneously numerical and cat-
egorical input parameters. They are robust to outliers and can efficiently deal
with missing data in the input parameters space. The decision tree’s hier-
archical structure automatically models the interaction between the input
parameters and naturally performs variable selection, e.g., if an input param-
eter is never used during the splitting procedure, then the prediction does
not depend on this input parameter. Finally, decision trees algorithms are
simple to implement and computationally efficient with a large amount of
data [18].

The accuracy of the forecast of electricity consumption was measured by MAPE
(Mean Absolute Percentage Error). MAPE is defined as follows:

MAPE = 100 × 1
n

n∑

i=1

|xt − x|
xt

, (9)

where xt is actual consumption, x - load forecast, n - length of time series.

3 Computer Experiments for Customer Energy
Consumption

We performed the computer experiments to evaluate the profit of using clustering
procedures on four time series representation methods for one day ahead forecast.
Our testing data set contains measurements from customers of Central Russia
Region [16]. Table 1 shows average daily MAPE forecast errors of 6 forecast-
ing methods. Each forecasting method was evaluated on 5 datasets; 4 datasets
are clustered with different representation methods (Median,HW,GAM,RLM)
and aggregated electric load consumption (Sum). The following conclusions
can be derived from Table 1. Optimized clustering of consumers significantly
improves accuracy of forecast with forecasting methods SV R,Bagging,GBM .
Despite this, clustering with STL+ARIMA, RF, R-Tree does not really improves
accuracy of forecast. Three robust representation methods of time series Median,
GAM and RLM performed best among all representations, while HW was the
worst in most of the cases, because robust representations are stable and less
fluctuate. The best result of all cases achieved by GBM with optimized cluster-
ing using GAM representation which mean daily MAPE error under 3,17% [14].
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Fig. 2. Results of clustering of energy consumers: clusters and centroids.

Table 1. MAPE(%)-error forecasting methods for aggregated load consumption.
Repres.: model-based presentations of consumption time series. Meth.: forecasting
methods applied with clustering.

Meth./Repres. Median HW GAM RLM SUM

STL + ARIMA 4,873 4,947 4,423 4,674 4,56

SV R 4,073 4,072 4,42 4,216 4,163

Bagging 3,438 3,475 4, 23 3,34 4,13

GBM 4,036 4,036 3,282 4,321 4,241

R− Forest 4,479 4,476 4,36 4,62 4,61

R− Tree 4,419 4,476 4,33 4,26 4,98

Mean 4,541 4,739 4,56 4,723 5,27

4 Conclusions

Improving the accuracy of forecasts of electricity consumption is a key area in
the development of intelligent energy grids. To implement this problem, we used
machine learning methods, namely cluster analysis. The main purpose of this
paper is to show that the application of the clustering procedure of consumers
to the representation of time series of energy consumption can improve the
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accuracy of their forecasts for energy consumption. Robust linear model, gen-
eralized additive model, exponential smoothing and median linear filter were
used as such representations. In this paper we applied a modified K-means algo-
rithm to more accurately select centroids and the Davis-Boldin index to evaluate
clustering results. Numerical experiments have shown that the methods of fore-
casting such as STL+ARIMA,SV R,RF,Bagging considered in the paper are
more effective for improving forecast accuracy if used together with clustering.
Prediction methods performed the best reliable representations of RLM,GAM ,
and median filter. The most accurate prediction result is obtained by GBM with
the GAM presentation time series. Among the perspective applications of clus-
tering for smart grids are benefits for tariff design, compilation smart demand
response programs, improvement of load forecast, classifying new or non-metered
customers and other tasks.

5 Program Code

R code for K-means algorithm

myKmeans <- function(x, centers, distFun, nItter=10) {
clusterHistory <- vector(nItter, mode="list")
centerHistory <- vector(nItter, mode="list")

for(i in 1:nItter) {
distsToCenters <- distFun(x, centers)
clusters <- apply(distsToCenters, 1, which.min)
centers <- apply(x, 2, tapply, clusters, mean)
# Saving history
clusterHistory[[i]] <- clusters
centerHistory[[i]] <- centers

}

list(clusters=clusterHistory, centers=centerHistory)
}

R code for Euclidian distance between cluster centroids

myEuclid <- function(points1, points2) {

distanceMatrix <- matrix(NA, nrow=dim(points1)[1], ncol=dim(points2)[1])

for(i in 1:nrow(points2)) {

distanceMatrix[,i] <- sqrt(rowSums(t(t(points1)-points2[i,])^2))

}

distanceMatrix

}

R code for modeling example of application K-means algorithm

mat <- matrix(rnorm(1000), ncol=2)

%initial centers of clusters definition
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I-Centers <- mat[sample(nrow(mat), 7),]

%Resulted centers of clusters

K-Centers <- myKmeans(mat, I-Centers, myEuclid, 10)

%Plotting the results of K-means algorithm for 5 iterations

par(mfrow=c(2,2))

for(i in 1:5) {

plot(mat, col=theResult$clusters[[i]], main=paste("itteration:", i),

xlab="x", ylab="y")

points(theResult$centers[[i]], cex=3, pch=19,

col=1:nrow(theResult$centers[[i]]))

}

R code for GAM time series model presentation

%Generalized Additive Models

library(mgcv)

gamst <- proc.time()

z <- as.vector(log(ru.ext$rate$total))

x <- 1:nrow(ru.ext$rate$total)

y <- 1:ncol(ru.ext$rate$total)

xy <- expand.grid(x, y)

ru.gam <- gam(z~s(xy[,1],xy[,2], bs=’ts’, k=12^2))

gamen <- proc.time()

gamel <- gamen[’elapsed’] - gamst[’elapsed’]

cat("Gam time passed:", gamel, "\n")

persp(matrix(fitted(ru.gam), nrow=length(x), ncol=length(y)))

persp(matrix(residuals(ru.gam), nrow=length(x), ncol=length(y)))

levelplot(matrix(residuals(ru.gam), nrow=length(x), ncol=length(y)))

wireframe(

matrix(fitted(ru.gam), nrow=52, ncol=52),

xlab = expression(a),

ylab = expression(y),

zlab = expression(m),

screen = list(z = 20, x = -70, y = 3)

)
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Abstract. At present, metric analysis schemes are developed to solve
the problems of interpolation, smoothing, extrapolation of multivariable
functions and their use for many applied problems [1–7]. In contrast to
classical methods and schemes and a majority of other ones [8–20,23], the
metric analysis, like artificial neuron networks, allows reconstructing the
studied function values at each specified point of the definition domain
separately. The individual position of this point with respect to the ones,
where the values of the function are defined, is taken into account. Here
we present a review of the published papers on the metric analysis used
to solve the above problems, including those under the conditions of
uncertainty of the defined values of the studied function. We present
recommendations on using the metric analysis schemes and demonstrate
the efficiency of the metric analysis methods and schemes.

Keywords: Multivariable function · Metric analysis
Interpolation · Smoothing · Extrapolation
Prediction of chaotic temporal series

1 Introduction

The problems of interpolating, smoothing, extrapolating multivariable functions,
and predicting the values of temporal processes belong to the main urgent prob-
lems of mathematical analysis, relevant in many applied fields [1–7,21,22,24–27].
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As a rule, the widely known methods of interpolation, smoothing and extrap-
olation of multivariable functions are inefficient at sufficiently large number of
arguments of the studied function. This is valid, e.g., for the classical methods
and schemes, based on the representation of the desired function in the form of
expansion in a certain set of basis functions, or for the use of multidimensional
spline interpolations. At the same time, the metric analysis allows the recon-
struction of the values of the studied function of any number of variables even
under the conditions of a small number of points where the values of the function
are known, which makes it impossible to use the knows methods and schemes,
different from those of metric analysis.

2 Interpolation Of Multivariable Functions Using Metric
Analysis

The interpolation schemes are related to the functional dependence

Y = F (X1, ...,Xm) = F (X ), (1)

where the unknown function F (X ) is to be reconstructed either at one point
X ∗, or at a set of specified points, basing on the known values of the function
Yk, k = 1, ..., n at the fixed points X k = (Xk1, ...,Xkm)T [1–3].

According to the main interpolation scheme based on the metric analysis,
the interpolation values are found from the minimum of the metric uncertainty
measure with respect to z = (z1, ..., zn)T [1–6]

σ2
ND(Y ∗; z ) = (W (X ∗;X 1; ...;X n)z , z ), (2)

where the interpolation value is defined by the equality

Y ∗ =
(W−1Y ,1)
(W−11,1)

, (3)

and the metric uncertainty matrix is defined as

W =

⎛
⎜⎜⎝

ρ2(X 1,X
∗)w (X 1,X 2)w ... (X 1,X n)w

(X 2,X 1)w ρ2(X 2,X
∗)w ... (X 2,X n)w

... ... ... ...
(X n,X 1)w (X n,X 2)w ... ρ2(X n,X ∗)w

⎞
⎟⎟⎠ , (4)

where ρ2w (X i,X
∗) =

m∑
k=1

wk(Xik − X∗
k)2,

(X i,X j)w =
m∑

k=1

wk (Xik − X∗
k) · (Xjk − X∗

k), i, j = 1, ..., n, wk are the met-

ric weights that determine the sensitivity of the function to the change of the
arguments Xk, k = 1, ...,m [1–3].

Like the interpolations schemes based on artificial neuron networks, the inter-
polation schemes based on the metric analysis execute the interpolation sepa-
rately at each considered point of the definition domain.
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Below we present numerical examples, in which functions of one and many
variables are in-terpolated using the scheme of metric analysis.

Let us demonstrate the results of interpolation by particular examples in
comparison with the interpolation by Lagrange polynomials and cubic splines.
In these examples, to choose the inter-polation scheme in the subspace of zero
eigenvalue we used Eq. (7), in which the “regularised” matrix Wα was taken in
the form Wα = W + α · [diag(W1,1, ...,Wn,n) + 0.5 · di − ag(W1,2, ...,Wn−1,n) +
0.5 · diag(W2,1, ...,Wn,n−1)].

Example 1. Consider the function y = |x| in the interval [−1, 1]. Figures 1, 2 and
3 show the results for n = 7, n = 9 and n = 11, respectively. The solid line is
a plot of the function y = |x| itself, the dotted line is the result of interpolation
using the method of metric analysis, and the dashed line is obtained using the
Lagrange polynomial interpolation. Black asterisks are the interpolation nodes.
In Figs. 1, 2 and 3, one can see that the interpolation values corresponding to the
scheme of metric analysis uniformly converge to the values of the interpolated
functions, in spite of the presence of a salient point, where the derivative is
discontinuous, whereas the Lagrange polyno-mial interpolation diverges.

Fig. 1. The solid line plots the function y = |x|, the dotted line is the interpolation
curve ob-tained using the metric analysis method, and the dashed line is a result of
interpolation using the Lagrange polynomial for n = 7

Example 2. Consider the function y(x) = 4−exp(x) ·cos(2.1 ·π ·x) in the interval
[−1, 1]. Figures 4, 5 and 6 present the interpolation values for N = 100 points
uniformly distributed over the interval [−1, 1] for n = 6, n = 8, and n = 10,
respectively. The solid line corresponds to a plot of the function itself, the dotted
line is obtained by interpolation using the method of metric analysis, and the
dashed line is obtained by means of spline interpolation with zero boundary
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Fig. 2. The solid line plots the function y = |x|, the dotted line is the interpolation
curve ob-tained using the metric analysis method, and the dashed line is a result of
interpolation using the Lagrange polynomial for n = 9

Fig. 3. The solid line plots the function y = |x|, the dotted line is the interpolation
curve ob-tained using the metric analysis method, and the dashed line is a result of
interpolation using the Lagrange polynomial for n = 11

conditions for the second derivative. The black asterisks show the interpolation
nodes.

Example 3. Figures 7, 8, and 9 illustrate the numerical interpolation of the func-
tion of two variables F (x, y) = 4·sin(2·π ·x)·cos(1.5·π ·y)·(1−x2)·y ·(1−y), x ∈
[−1, 1], y ∈ [0, 1], implemented using the modified metric interpolation scheme.
Figure 7 shows the initial surface, the surface in Fig. 8 is drawn using only the
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Fig. 4. The solid line plots the function y(x) = 4 − exp(x) · cos(2.1 · π · x), the dotted
line is obtained by interpolation using the method of metric analysis, and the dashed
line is a result of spline interpolation for n = 6

Fig. 5. The solid line plots the function y(x) = 4 − exp(x) · cos(2.1 · π · x), the dotted
line is obtained by interpolation using the method of metric analysis, and the dashed
line is a result of spline interpolation for n = 8

set of given values, and Fig. 9 shows the surface obtained by means of metric
interpolation.

The use of the interpolation schemes in the solution of applied problems is
presented in Refs. [1–3].
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Fig. 6. The solid line plots the function y(x) = 4 − exp(x) · cos(2.1 · π · x), the dotted
line is obtained by interpolation using the method of metric analysis, and the dashed
line is a result of spline interpolation for n = 10

Fig. 7. Surface plot of the function F (x, y) = 4·sin(2·π·x)·cos(1.5·π·y)·(1−x2)·y·(1−y)

3 Smoothing Multivariable Functions Using the Metric
Analysis

Consider the problem of smoothing (selection of deterministic component) of
the functional dependence Y = F (X1, . . . ,Xm) = F (X ) in the presence
of chaotic deflections from the exact values at the given points. The val-
ues of the function Yk, k = 1, . . . , n are known with errors at the points
X k = (Xk1, . . . , Xkm)T

, k = 1, . . . , n. Thus, we have the set of equalities

Yk = Ykdet + εk, k = 1, . . . , n (5)

where Y det = (Y1det, . . . , Yn det)
T is the desired vector of deterministic compo-

nents (estimates of the function values) at the points X k = (Xk1, . . . , Xkm)T
,
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Fig. 8. The same function as in Fig. 7, plotted using a discrete set of given points

Fig. 9. The result of metric interpolation.

k = 1, . . . , n, ε = (ε1, . . . , εn)T is the vector of chaotic components. Below
we assume that the matrix of metric uncertainty W can be singular. For any
point X k we search for the value Y det of the deterministic component in the
representation

Yk det =
n∑

i=1

zi · Yi = (z ,Y ) , (6)

where the vector z is a solution of the following problem of minimizing the total
uncertainty:

(W z , z ) + α · (KY z , z ) → min,

(z ,1) = 1,
(7)

α ≥ 0 is the smoothing parameter, KY is the covariance matrix of the vector
of chaotic components ε = (ε1, . . . , εn)T and the matrix of metric uncertainty
W is calculated relative to the point X k(X ∗ = X k, see Eq. (4)).
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The expression (W z , z ) characterises the metric uncertainty, and the expres-
sion (KY z , z ) characterises the stochastic uncertainty of the function value at
the point X k. The problem (7) is solved using the Lagrange function, and the
solution is expressed as:

Ykα =
(
(W + α · KY )−11,Y

)
/
(
(W + α · KY )−11,1

)
(8)

When α → +∞ the smoothed value Ykα for the point X k is given by

Ykα =
(
KY

−11,Y
)
/
(
KY

−11,1
)

(9)

When α → +0, the smoothed value Ykα for the point X k is given by

Ykα =

(
W−11,Y

)
(W−11,1)

. (10)

The value of the deterministic component Yk det at the point X k is expressed
as

Yk det = Ykα∗ , (11)

where α∗ is found from the equation

‖Y − Y α‖2 = n · σ2. (12)

Here Y α = (Y1α, . . . , Ynα)T , σ2 is the variance of the chaotic components
εk, k = 1, . . . , n. The smoothing of multivariable functions by means of metric
analysis was considered in Refs. [2,3,6,25,26].

4 Mathematical Formulae and References

Consider the function y = f(t) of one variable t with the values Y1 =
f(t1), ..., Yn = f(tn) for t1 < ... < tn ∈ [t1, tn]. It is required to find the predicted
value Yn+1 for tn+1. Let us reduce the problem of finding the predicted value
yn+1 to the problem of interpolating the multidimensional function using the
nonlinear autoregression

y(tm+1) = ym+1 = F (y1, ..., ym)
y(tm+2) = ym+2 = F (y2, ..., ym+1)
...............................................

y(tN ) = yN = F (yN−m, ..., yN−1).

(13)
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Then the prediction of the function y = f(t) of one variable t is reduced
to the interpolation of the function of variables Y = F (y1, y2, ..., ym) with the
values specified at points

X 1 = (Y1, ..., Ym)T
,X 2 = (Y2, ..., Ym+1)

T
, ..., X n−m = (Yn−m, ..., Yn−1)

T .
The predicted value yn+1is determined as an interpolation value of the m−
dimensional function F at the point X ∗:

yn+1 = F (X ∗) =
(W−11,Y )

(W−11,
⇀

1)
,X ∗ = (Yn−m+1, ..., Yn)T (14)

where W−1 is the matrix inverse to the (n − m) × (n − m) matrix of metric
uncertainty, Y = (Ym+1, ..., Yn)T is the (n − m)-dimensional vector of the pre-
dicted temporal process values. The natural number m determines the dimension
of the space of vectors X and its value is found as a solution of the extremum
problem

m = arg min
m

‖Y − Y for‖ , (15)

where Y for is the vector of the predicted values for the realised part of the values
of the initial function y = f(t), obtained using the above method.

Below we present numerical examples of predicting a temporal process by
means of the schemes of metric analysis.

Example 4. Using the metric analysis we predicted the values of the function
Y (t), on which the additive noise ε(t) was superposed Y (t) = 2 · Sin(π · t/4) +
3 · Cos(π · t/3) + ε(t).

The scheme of nonlinear autoregression Y (tn) = f(Y (tn−1), ..., Y (tn−m))
was used. The optimal value of m = 17 was determined by means of the least
squares method on the realized part of the time series Y (t1), ..., Y (tN ).

Figure 10 presents the results of predicting 100 steps ahead. The error of the
predicted values is equal to the noise level ε(t).

Example 5. y = et sin(ωt), ω = 2.9;h = 0.1, n = 50, Next = 150
The extrapolation result is presented in Fig. 11. In this example ε = 10−3,

mopt = 32.
The prediction of temporal processes using the metric analysis was considered

in Refs. [1–8].

5 Extrapolation of Multivariable Functions Using
the Metric Analysis

The extrapolation scheme for the multivariable function (1) at the given point
X ∗ = (X∗

1 , . . . , X∗
m)T consists of two stages.

At the first stage, in the cluster of realised values of the function Y = F (X )
the pointX 0 = (X01, . . . , X0m)T is chosen. Then the points X 0 and X ∗ are
connected with the straight line segment

(1 − s) · X 0 + s · X ∗, 0 ≤ s ≤ 1, (16)
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Fig. 10. Results of prediction of 100 time steps ahead, the level of prediction error is
equal to the noise level ε(t)

Fig. 11. The result of extrapolation of y = et sin(ωt), ω = 2.9; h = 0.1, n = 50, Next =
150 for the extrapolation parameters ε = 10−3, mopt = 32

which is divided into L equal segments with the nodes

Sk = (Sk1, . . . , Skm)T
, k = 1, . . . , L, S0 = X 0, SL = X ∗. (17)

At the points

Sk = (Sk1, . . . , Skm)T
, k = 1, . . . , l, l < L, (18)

the interpolation of the function (1), belonging to the cluster, is executed
according to the scheme (3)–(4) using the set of known values of the func-
tion Yk, k = 1, ..., n at the points X k = (Xk1, ...,Xkm)T . At the second
stage, the interpolating values calculated at the first stage Y = (Y1, . . . , Yl)

T

at the points (18), are sequentially extrapolated to the rest of the nodes
Sk = (Sk1, . . . , Skm)T

, k = l + 1, . . . , L, S0 = X 0, SL = X ∗, where

f (s) = F ((1 − s) · X 0 + s · X ∗) , 0 ≤ s ≤ 1. (19)
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Using the autoregression scheme (13)–(15) at the nodes

s = sk, k = l + 1, . . . , L, sk+1 = sk + Δs, Δs =
1
L

, (20)

we get the desired extrapolated value

Yext = F (X ∗) = f (sL) . (21)

The extrapolation of multivariable functions using the metric analysis was con-
sidered in Ref. [27].

6 Conclusion

In the report, we present a review of methods and calculation schemes for inter-
polation, smoothing, and extrapolation of multivariable functions and prediction
of values of a one-variable function, based on the metric analysis and developed
during the last 13 years by the authors of the report in collaboration with the
representatives of different research institutions. The metric analysis allows the
solution of interpolation, smoothing and extrapolation problems for functions
depending on a large number of variables (a few tens and more), considering
the position of the point where the function value is sought for with respect to
the points where the function values are known. Multiple examples of using the
methods and calculation schemes for the solution of particular problems, includ-
ing applied ones, demonstrate the efficiency of these methods and schemes.
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Abstract. New optical multicore fibers use their spatial properties in
the designs of next-generation systems. To investigate light propagation
in such fiber waveguides we use Helmholtz decomposition method.

We consider a waveguide having the constant cross-section S with
ideally conducting walls. We assume that the filling of waveguide does
not change along its axis and is described by the piecewise continuous
functions ε and μ defined on the waveguide cross section. We show that
it is possible to make a substitution, which allows dealing only with con-
tinuous functions. Instead of discontinuous cross components of the elec-
tromagnetic field E and H we propose to use four potentials ue, uh and
ve, vh. Generalizing the Thikhonov-Samarskii theorem, we have proved
that any field in the waveguide allows such representation, if we consider

the potentials ue, uh as elements of the Sobolev space
0

W 1
2(S) and the

potentials ve, vh as elements of the Sobolev space W 1
2 (S).

If ε and μ are piecewise constant functions, then in terms of four
potentials the Maxwell equations reduce to a pair of Helmholtz equa-
tions. This fact means that a few dielectric waveguides placed between
ideally conducting walls can be described by a scalar boundary problem.
This statement offers a new approach to the investigation of spectral
properties of waveguides. First, we can prove the completeness of the
system of the normal waves in closed waveguides using standard func-
tional spaces. Second, we can propose a new technique for calculating
the normal waves using standard finite elements.
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1 Motivation

New optical fibers such as multicore, multimode and hollow core use their spatial
properties in the designs of next-generation systems to solve future fiber capacity
bottlenecks and other sticky problems [1,2].

In seeking to fully utilize its already-installed physical fiber-optic cable infras-
tructure, the optical communications industry has ingeniously and continuously
managed to pack in more bandwidth. Yet current approaches may soon hit a
barrier: the capacity threshold known as the Shannon Limit. Consequently, var-
ious new optical fiber designs are seeking to postpone the industry’s arrival at
this limit [3].

The need for more capacity is well illustrated by plans of multinational
telecommunications companies. Where possible they aim to integrate fixed and
mobile networks in order to maximize synergies. Therefore, they already use
fiber to move enormous amounts of data between cell towers, and its ongoing
network evolution will be a key factor in the path to 5G mobile networks. They
are already building networks that are likely to bring some of the benefits of 5G
sooner than 2020, when the industry expects 5G services to be rolled out [3].

Over the past 5 years, major progress has been made in developing new fibre
technologies for high-capacity communications. Gradual improvements are being
made in SSMFs in terms of effective area and loss reduction, new broadband
amplifier options are emerging and steady progress is being made in the area of
hollow core fibres. The primary advances though have been in the area of SDM,
especially in the development of high-performance MCF, FMF and MCFMFs [4],
as well as the associated components required to launch and amplify the individ-
ual spatial channels. As a result, various experiments have reported record per-
fibre capacities and capacity length products. Initial demonstrations of switch-
ing/routing and associated networking have also now been performed. However,
the research is still at the development stage and more intensive efforts will be
required to show whether a significant reduction in costs can be achieved with
a high level of reliability and performance on each channel. Since it is required
to create a new technology that is competitive with existing single-mode fiber
technologies. Photonic integration will be absolutely essential in realizing cost
reduction through SDM and this work is really still at a very early stage [4].

However, the research is still very much in the exploratory phase with much
further work needed to show whether significant cost-per-bit reductions can be
achieved at levels of per-channel reliability and performance that are competitive
with existing single-mode fibre technology.

In principle, each of the fiber cores in such a fiber can act as a separate waveg-
uide, so that light can independently propagate through those cores. However,
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there can be some coupling between the cores if the distance between two cores
is so small that the corresponding mode fields have a significant spatial overlap.
This means that light which is initially coupled into one core can eventually
couple over to other cores; that effect is similar as in fused fiber couplers. For
such a situation, one can compute so-called supermodes, i.e., approximate field
configurations which are stationary despite the coupling. However, supermodes
calculated in mode coupling theory for an idealized situation may not be the
true modes of a fiber subject to random fluctuations in fabrication and/or due
to operation conditions.

The simplest, correct model describing the propagation of waves along mul-
ticore optical fiber suggests placing optical fiber inside an ideally conducting
casing separated from the optical fiber by a sufficient distance so that the ficti-
tious walls do not have a noticeable effect on wave propagation along the optical
fiber. The “optical fiber + casing” system is a classical object of the theory—a
closed waveguide with ideally conducting walls and a complex filling described by
piecewise constant functions ε and μ. Maxwell’s equations without any seizures
and simplifications. Modern problems in the theory of optical fibers, however,
introduce their computational features into this classical model. In the old days
it was usually assumed that the functions ε and μ vary along the cross-section
very smoothly, on the contrary, we are interested in the case when the filling of
the waveguide is described by rapidly varying functions, perhaps even having a
“fine” structure.

To investigate light propagation in such waveguides we suggest to use
Helmholtz decomposition methods [5]. For multicore fibers this method allows
to split a boundary problem for Maxwell’s equations into two “scalar” problem.
We will show how to use this splitting for the theoretical and numerical analysis
of boundary value problems of the mathematical theory of waveguide systems.

2 Introduction

Mathematical theory of the hollow waveguides was constructed by Tikhonov and
Samarskii. In a hollow waveguide it is possible to introduce two scalar poten-
tials, using which the Maxwell equations reduce to a pair of uncoupled wave
equations, as it was proved in the classical papers by Tikhonov and Samarskii
[6]. Such decomposition of the electromagnetic field is possible due to the cylin-
drical geometry of the waveguide that allows the application of the theory of
Borgnis functions [7]. The most important consequence form the Tikhonov and
Samarskii theorem is the completeness of the system of normal waves in a hollow
waveguide, according to which any wave propagating through the waveguide can
be presented as a superposition of TE and TM waves [8]. In 1990s this conse-
quence extremely important for substantiating the partial radiation conditions
and the incomplete Galerkin method [9], was generalized for the case of a waveg-
uide, in which the filling varies over the transverse section, but is constant along
the waveguide axis [10]. As a result, the theorem of field representation using
potentials became shadowed by its consequence.
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Due to this circumstance, the computational complexity of the spectral prob-
lems for hollow waveguides and for the waveguides filled with inhomogeneous
matter differs in principle. In the first case, the resulting problems are scalar,
and one can use the well-developed methods, equally applicable to acoustics and
quantum mechanics. In the case of a waveguide filled with inhomogeneous mat-
ter, one has to solve numerically the full vector electrodynamic problem. Such
problems possess the zero eigenvalue of infinite multiplicity, due to which their
numerical solution requires nontrivial procedures hard for computer implemen-
tation, e.g., the method of mixed finite elements [11,12].

We should also note that for the problems of radiophysics the case of piece-
wise constant filling is of particular interest, since a waveguide with smoothly
changing filling can be practically fabricated only by using thin homogeneous
layers with finite but small difference of ε and μ between the adjacent layers.
At the junction between different layers the transverse components of the vector
fields E and H have discontinuities, which leads to additional difficulties in their
approximation by continuous finite elements.

However, from the general considerations it is clear that the waveguide with
transversely piecewise constant filling is nothing but a few waveguides with con-
stant homogeneous filling coupled via their walls. Physically, the waveguide sys-
tems with the filling quickly varying across the section are fabricated by collect-
ing a bundle of a few tens of homogeneous dielectric waveguides. To describe
the field in each particular homogeneously filled waveguide it is quite enough to
use two scalar equations, so it seems quite natural that these equations would
also describe a composite waveguide system. A priori, it is not only clear how to
describe the coupling between the waveguides in terms of boundary conditions.

In the present paper we return to the problem of presenting an arbitrary
electromagnetic field in a waveguide with piecewise constant filling in its classical
formulation. Usually, as in the case of a hollow waveguide, the introduction
of potentials allows integrating some of the Maxwell equations and reducing
the number of desired functions. It is well known that in a waveguide filled by
inhomogeneous medium this is not the case. However, we believe that the main
advantage of introducing potentials is dealing with continuous potentials instead
of discontinuous field components. Form this point of view, the introduction of
potentials can be considered as a change of variables providing a transition from
discontinuous functions to continuous ones.

3 Notation

The subject of this article is a closed waveguide of constant cross-section S with
piecewise-continuous filling ε and μ that does not vary along the axis of the
waveguide. We denote the filling discontinuity line as Γ . We direct the Oz axis
of the Cartesian coordinate system along the waveguide axis and take for brevity
what

A⊥ = (Ax, Ay, 0)T and ∇ = (∂x, ∂y, 0)T , ∇′ = (−∂y, ∂x, 0)T .
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By the electromagnetic field in a closed waveguide S ×Z ×T with filling ε, μ
we mean vector fields E,H whose components are defined on (S − Γ ) × Z × T ,
provided that the narrowing of the fields E,H and their partial derivatives with
respect to z and t to the section S for any values of z and t are piecewise smooth
functions satisfying

1. Maxwell’s equations
⎧
⎨

⎩

curlE = −∂t
μ

c
H, div εE = 0,

curlH = +∂t
ε

c
E, div μH = 0

(1)

inside the waveguide S × Z × T ,
2. conditions for the ideal conductivity of the waveguide walls

E × n = 0, H · n = 0 (2)

at regular points of the boundary ∂S × Z × T ,
3. interface conditions

{
[E × n] = 0, [εE · n] = 0
[H × n] = 0, [μH · n] = 0

(3)

at regular points of the boundary of the filling discontinuity Γ × Z × T .

4 The Helmholtz Decomposition

The connection between the fields and the potentials is given in the following
way

E⊥ = ∇ue +
1
ε
∇′ve, H⊥ = ∇vh +

1
μ

∇′uh. (4)

Each of these formulas is a two-dimensional analogue of the Helmholtz decom-
position, which is well known in the theory of elasticity.

Note 1. In electrodynamics for the field H⊥ such potentials arose in the proof
of the completeness of the system of normal modes as an auxiliary structure [13].
All four potentials were introduced in our works [5,14] for smooth filling without
coefficients 1

ε and 1
μ , important only for discontinuous case.

Theorem 1. For any electromagnetic field E,H in the waveguide, there are

functions ue, uh of variables z, t with values in the Sobolev space
0

W 1
2(S) and the

functions ve, vh of variables z, t with values in the Sobolev space W 1
2 (S) such that

(4) holds. This representation is unique up to additive constants.
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The Theorem 1 means that when passing from the variables E,H to the
four potentials and two components Ez, Hz by the formulas (4) the solutions of
Maxwell’s equations are not lost. The conditions

ue, uh, Ez ∈
0

W 1
2(S) and ve, vh, Hz ∈ W 1

2 (S)

replace the conditions on the filling discontinuities, as well as the boundary
conditions. Thus, when investigating a multicore fiber described by discontinuous
functions ε and μ, one can work with smooth potentials if leaving aside the subtle
difference between belonging to the Sobolev space and the smoothness.

5 Splitting of the System of Maxwell’s Equations in
Waveguides with Piecewise Constant Filling

In the case of optical fibers, the filling of the waveguide is described by piece-
wise constant functions, which makes it possible to substantially simplify the
Maxwell’s equations in potentials. According to the Theorem1, the electromag-
netic field E,H in such a waveguide can be represented as (4). In this case
Maxwell’s equations give that the potentials ue, uh and Ez are elements of
0

W 1
2(S) connected by equations

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∫∫

S

ε(∇u,∇ue)dxdy = ∂z

∫∫

S

εuEzdxdy,

∫∫

S

c

μ
(∇u,∇uh)dxdy = −∂t

∫∫

S

εuEzdxdy,

(5)

for any u from C∞
0 (S), where Ez = ∂zue + c−l∂tuh, the potentials ve, vh and

Hz are elements of W 1
2 (S) connected by equations

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∫∫

S

c

ε
(∇v,∇ve)dxdy = ∂t

∫∫

S

μvHzdxdy,

∫∫

S

μ(∇v,∇vh)dxdy = ∂z

∫∫

S

μvHzdxdy,

(6)

for any v from C∞(S), where Hz = ∂zvh − c−1∂tve.
The Eqs. (5) and (6) can also be used to construct fields in a waveguide. If

ue, uh and Ez from
0

W 1
2(S) satisfy the Eq. (5), and ve, vh and Hz from W 1

2 (S)
satisfy the Eq. (6), then the field E,H, calculated from the formulas (4), sat-
isfies Maxwell’s equations in the generalized sense. Moreover, if this field has
continuous partial derivatives of the first order in all variables outside the filling
discontinuities, and discontinuities of the first kind on the filling discontinuities,
then this field outside the filling discontinuities satisfies Maxwell’s equations (1),
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the interface conditions (3) on the filling discontinuities and ideal conductivity
boundary conditions (2).

Since the system of Maxwell’s equations splitted into two independent sys-
tems, the electromagnetic field E,H in a waveguide whose filling is described
by piecewise constant functions ε and μ is a superposition of TE- and TM-fields.

6 Monochromatic Fields in Waveguides with Piecewise
Constant Filling

Let us apply the developed theory to the case of monochromatic fields, when the
time dependence is described by the factor e−iωt.

The monochromatic TM-field is described by the potentials

ue = ũee
−iωt, uh = ũhe−iωt,

which satisfy the equations
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∫∫

S

ε(∇u,∇ũe)dxdy = ∂2
z

∫∫

S

εuũedxdy − ik∂z

∫∫

S

εuũhdxdy,

∫∫

S

1
μ

(∇u,∇ũh)dxdy = ik∂z

∫∫

S

εuũedxdy + k2

∫∫

S

εuũhdxdy,

(7)

for any u ∈
0

W 1
2(S), here k = ω

c . We rewrite this system of equations in operator
form, using the standard technique of the Sobolev spaces theory [16].

Symmetric bilinear form
∫∫

S

(∇u,∇ũ)k(x, y)dxdy

for any piecewise smooth k is bounded in the norm W 1
2 , therefore there exists

a bounded self-adjoint operator Ak such that this form is equal to (u,Akũ).
Symmetric bilinear form ∫∫

S

uũk(x, y)dxdy

for any piecewise smooth k is completely continuous in the norm W 1
2 , therefore

there exists a bounded self-adjoint operator Bk such that this form is equal to
(u,Bkũ). Therefore, the system (7) can be rewritten as follows

{
Aεũe = ∂2

zBεũe − iω∂zBεũh,

A 1
µ
ũh = iω∂zBεũe + ω2Bεũh.

(8)

Let us assume that the frequency ω of the field under consideration differs from
the special frequencies (magnetic cutoff frequencies) at which the operator A 1

µ
−

ω2Bε is not invertible. Eliminating ûh from this system, we obtain

Aεũe = ∂2
z

(
Bεũe + ω2Bε(A 1

µ
− ω2Bε)−1Bε

)
ũe. (9)
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Therefore, a TM-field can be described as a solution of the Eq. (9), which plays
the same role in the case of piecewise constant fillings as the Helmholtz equation
in the case of hollow waveguides.

For linear differential equations, whose coefficients are compact operators, we
can always write out the general solution by means of the root vectors system
of the corresponding polynomial operator bundle [17]. In particular, the general
solution of the Eq. (9) can be represented as a sum of TM-fields of the form

E(x, y)eiγz−iωt, H(x, y)eiγz−iωt,

each of which is a generalized solution of Maxwell’s equations in the waveguide.
Here the parameter γ can take purely real and purely imaginary values.

The object that arose under this consideration is well known in the theory of
waveguides. A nontrivial field E,H in the waveguide S ×Z ×T , which depends
on z and t as eiγz−iωt, where ω, γ are constants, is called the normal mode of
the waveguide, ω is called its frequency, and γ is the wave number. In this case
complex values are allowed for γ.

The TE-modes are treated in a completely similar way.

Theorem 2. Let the waveguide filling be described by piecewise constant func-
tions ε and μ. At frequencies other than the cutoff frequency, any monochromatic
electromagnetic field E,H in the waveguide can be represented as a superposi-
tion of normal modes of the waveguide, and for the fields E,H the corresponding
series converge in the norm L2(S).

Note 2. The completeness of the system of normal modes for waveguides with
complex filling was established in the works of Delitsyn [10]. In these works, the
original system of Maxwell’s equations was reduced to a new one, which could
be written down in compact but, unfortunately, non-self-adjoint operators. The
theory developed by Keldysh [17] allowed us to establish the completeness of
the system of eigenvectors and associated vectors. However, for non-self-adjoint
operators, the completeness is not identical to the basis property, the latter was
established by this method only for waveguides of circular cross-section [18]. In
the proposed version of the theory of normal modes, based on the technique of
four potentials, the search for normal modes reduces to a self-adjoint problem,
which removes many subtle questions, including the question of basis property.

7 Calculation of Normal Modes

Theorem 2 reduces the calculations in waveguide problems to the determination
of normal modes. The TM mode is an eigenfunction of the problem

{
Aεũe = −γ2Bεũe + kγBεũh,

A 1
µ
ũh = −kγBεũe + k2Bεũh

(10)

or

Aεũe = −γ2

(

Bε + Bε

(
1
k2

A 1
µ

− Bε

)−1

Bε

)

ũe. (11)
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From the definition of the operators A and B many properties of this problem
can be derived in advance.

Theorem 3. A waveguide with piecewise-constant filling possesses an infinite
number of normal modes, only some of them being travelling waves; for the
wavenumber the estimate |γ| < k is valid.

Note 3. Our calculations of the filled waveguide modes, based on the incomplete
Galerkin method [14], led to wavenumber of higher-order modes having both real
and imaginary parts, one of them being very small. Now it is clear that it was a
purely numerical artefact.

To solve this problem it is natural to use the truncation method. Thus we
change the operators Aε, A 1

µ
and Bμ in eigenvalues problem (10) to the matri-

ces. For example, we can use finite element space Vh instead of Sobolev space
0

W 1
2(S). Here h is the estimate for sides of triangles. In the case of a rapidly

changing filling, as, for example, in multicore optical fibers, this value should
be chosen substantially smaller than the characteristic linear dimension of the
inhomogeneity. A standard algebraic eigenvalue problem for the operator bundle
will result.

For applications the high frequency limit is especial interesting. We can’t do
limit transition k → ∞ in (11), but we can do it after truncation of operators.
The operator Bε is compact and thus is not invertible. But the finite element
method give us some regularization: the matrix Bε has the inverse matrix. We
can estimate norm of this inverse matrix using the last eigenvalue of Bε that is

‖B−1
ε ‖ � h−2.

This circumstance allows to apply the Neumann formula in Eq. (11), thus

Bε

(
1
k2

A 1
µ

− Bε

)−1

Bε = −Bε

(

B−1
ε +

1
k2

B−1
ε A 1

µ
B−1

ε + O
(

1
k4

))

Bε

and

Aεũe =
γ2

k2

(

A 1
µ

+ O
(

1
k2

))

ũe.

If we will designate eigenvalues of the operator bundle Aε − δ2A 1
µ

as δn then we
can write the eigenvalues of (11) asymptotically as

γn = δnk + . . . .

Thus eigenmodes have the form

E(x, y)eikδnz−iωt, H(x, y)eikδnz−iωt

The condition of the application of Neumann formula consists in h−2k−2 � 1,
thus h has be much less then the wavelength. If ε and μ don’t depend on x, y
then 1

μAε = εA 1
µ

and thus δ =
√

εμ. So the inhomogeneity can be used for
control of the ratio γ/k in waveguide modes.
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8 Results

In the present paper, the main theorems of the hollow waveguide theory are
generalized over the case of waveguides with piecewise constant filling. Similar
to the case of hollow waveguides, an arbitrary field can be presented as a sum
of TE and TM fields. In the case of a hollow waveguide, the monochromatic TE
and TM fields satisfy Helmholtz equation. Instead, for a filled waveguide the
following equation arises

Au = ∂2
zKu, (12)

where A and K are bounded self-adjoint operators, A determines strictly positive
defined quadratic form, and K is a completely continuous operator. This equa-
tion is by no means more complicated than the Helmholtz equation, so that the
proposed method allows applying the numerical methods developed for scalar
waveguides to the vector model.

9 Conclusion

Derived method for the analysis of wave propagation in waveguides filled with
piecewise-constant media enriches the concept of splitting modes in coupled mul-
ticore waveguides. Also we showed how the splitting may be used for the theo-
retical and numerical analysis of boundary value problems of the mathematical
theory of waveguide systems. This approach may have potential applications in
mode-division multiplexing systems [19–21], and in other areas related to waveg-
uide optics, such as optical phased arrays [22,23], beam combining [24,25] and
fiber imaging systems [26,27], sensor fibers [28] and many other devices.

The results to date indicate that there is the potential to achieve a 10–100-
fold improvement in per-fibre capacity, at least in the laboratory. Whether this
will ever translate into commercial long-haul systems is yet to be seen, though
there is already evidence that some of the technology may find use in the shorter
term in short reach applications, for example in Data Centres, where achieving
high spatial path densities is critical and the barrier to entry for new technologies
is very much lower than for long-haul communication networks [4].

Applicability will depend on the volume of production and its competitive
commercial availability. Anything that impacts the ease of installing and main-
taining fiber lines efficiently on behalf of our customers will affect us. However,
pushing spectral efficiency higher than is currently possible with 100 Gb/s QPSK
(phase shift keying is one of the types of phase modulation) modulation coherent
technology requires other options for moving beyond established G.652.D spec-
ification fiber designs. Long distance connections between cloud data centers in
particular need to implement higher order modulation formats like 8QAM and
16QAM (quadrature amplitude modulation). These formats require higher opti-
cal signal-to-noise-ratio and are more sensitive to non-linear impairments from
the 80µm2 G.652.D fiber core area [3].
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Abstract. Augmented reality application requires both type of data
analysis: image recognition or segmentation and appropriate data
extracting related to semantic of image. Obtained information matched
and provided for end user. The latency is a crucial point, so the fast
approaches are mandatory to use. We suggest an approach for combining
multiple sources analyses and positioning for augmented reality (AR)-
based application. Distinctive features of the method are (1) the use of
the coordinates of the observer and camera and the moving object to
clarify the position; (2) identification of the object using image recogni-
tion and (3) processing of log data obtained from vehicles. The proposed
method in this study can be applied in augmented reality-based decision
support system which requires obtain and proceed data from multiple
data sources. The proposed method was applied to the traffic analysis
task based on video streaming and log data analysis where location of
observer is the similar to location of camera.

Keywords: Augmented reality · Multiple source analysis · Positioning

1 Introduction

Augmented reality is used in many areas such as marketing, industry, construc-
tion, medicine, entertainment. AR technology is applied to help to analyse the
current situation in situ and to support decision-making process [3]. AR-based
decision making could be considered as a part of intelligent systems. Intelligent
decision support systems that implement AR components leads to qualitative
changes in the effectiveness of decision-making process. As an example, the prob-
lem of traffic situation can be considered in the concept of Smart Cities develop-
ment. In this case, the decision support system captures the image of a vehicle
passing by an observer, transfers data to a cloud computing system, receives
additional information about the vehicle and presents it’s to the observer. It

V. P. Tran—The reported study supported by RFBR research projects #16-37-60066
mol a dk.

c© Springer Nature Switzerland AG 2018
V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 481–492, 2018.
https://doi.org/10.1007/978-3-319-99447-5_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99447-5_41&domain=pdf


482 V. P. Tran et al.

allows understanding who is a driver, technical states of the vehicle and other
useful information for the further decision.

When developing AR-applications as a component of intelligent decision sup-
port systems, the crucial issue is efficient synchronizing of heterogeneous data.
Basically, a solution to the problem requires analyzing the image (static or video)
and performs a search for the information relevant to these images. This prob-
lem relates to the tasks of processing heterogeneous data obtained from multiple
data sources, the problem known as multiple sources analysis. The main crite-
rion for evaluation quality of decisions is the delay in processing and obtaining
relevant information. If an end user uses a mobile phone or a tablet, the data
is transmitted to a server for further processing. Due to energy efficiency and
memory issues, the performance of devices are not too high to make multiple
sources data processing on site. In other hands, a server is a bottleneck in a
server (or cloud) oriented architecture. The question here is, that is the efficient
way to organize multiple sources data transmitting and processing in AR-based
decision support system?

This paper presents a new method for multiple sources data analysis in AR-
based decision support system. The method uses for getting additional infor-
mation about a vehicle registered in the database. Distinctive features of the
method are (1) the use of the coordinates of the observer and camera and the
moving object to clarify the position; (2) identification of the object using image
recognition and (3) processing of log data obtained from vehicles.

2 Background

A critical problem in management Decision Support Systems (DSS) is the analy-
sis of heterogeneous data. In [17,19], the authors developed a method for merging
and preprocessing sensory heterogeneous data to minimize the time required to
execute real-time queries. To process large amounts of data, it is necessary to
develop an effective method for storing and classifying the data obtained from
various sources (sensors). In [20] an effective approach is presented, aimed at
creating a small piece of data of various types with a fixed size of the volume
at the stage of collecting raw data. This approach is suitable for systems that
continuously receive events from various sources, and allows quick access to the
database. In practice, this approach can lead to an increase latency, and there-
fore difficulties arise when applied in real-time systems in the case of high volume
data arriving at high speed. In this case, distributed technologies can be used
to collect and preprocess data, such as Apache Kafka, Flume, Spark Streaming
[17].

In DSS, processing media data, like images, video, takes a long time, and
therefore results in low system efficiency in general. In practice, use the OpenCV
library with the cascade classifier model to recognize objects in images [6,11,21].
In 2016 a free open YOLO library was released, which can recognize objects in
real time using the GPU [12]. This framework uses the Darknet model to extract
image characteristics based on a Convolutional Neural Network (CNN) [4]. The
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YOLOv3-tiny (the latest version) framework can process up to 220 images per
second [22]. The YOLO outperformed OpenCV in terms of quality and speed.
The advantage in the performance of the YOLO framework is primarily in the
use of the GPU. For some cases, the results for OpenCV are comparable in qual-
ity with YOLO, in particular when considering the task of identifying vehicles
in systems without a GPU. In addition, alternative frameworks have been devel-
oped that can be used to recognize objects with high accuracy, for example, the
Mask R-CNN framework for recognition and semantic segmentation of images
based on Tensoflow [7].

Nowadays, there are many libraries with different architectures based on the
neural network where developed. e.g. Tensoflow [15], Theano [16], Caffe [2], Keras
[8]. These libraries allow to develop various models of a neural networks, such as
a convolutional neural network, for solving the problem of pattern recognition.

A Convolutional Neural Networks (CNN, or ConvNet) model is a special kind
of multi-layer neural networks, designed to recognize visual patterns directly
from pixel images with minimal preprocessing. There are various architectures
of a convolutional neural network with high recognition accuracy, for instance:
GoogLeNet [5], AlexNet [9]. LeNet [10], VGG Net [14], ResNet [13], ZFNet [23],
etc. AlexNet has a parallel two CNN using two GPUs with cross-connections,
GoogleNet has inception modules, ResNet has residual connections. Basically,
training procedure is very time consuming. For example, GoogleNet might have
more than 4 million hyperparameters. However, using modern CNN architecture,
as the ResNet CNN architecture, allows to get error rate is only 3.57%, which
is lower than the human readings on the ImageNet data set. The listed CNN
architectures are suitable for the tasks of semantic image analysis. Using the
power of graphics memory, GPUs based on these CNN architectures can be used
in a real-time analysis of video streams that is suitable for the task considered
in the research.

3 Proposed Method

3.1 Task Statement

Let, there is a set of vehicles V registered in the database SD, where SD is a
static database containing general information about vehicles. For each vehicle in
the set, the following data are stored: VIN code, ID, information about the owner
of vehicle and optional road statistics (a number of accidents). Each vehicle sends
a data package DPv(t) every discrete time period to dynamic database marked
as DD [18]. Figure 1 shows the structure of transferred data.

There is an observer o which has its own location (longo, lato). The observer
intents to get additional information about the passing vehicle. This information
should be obtained from SD. The traffic camera formalized as C = (longc, latc)
is installed in a certain location (a road section RS) with longitude longc and
latitude latc. The camera is capturing video streams of part of roads with all
traffic participant. Assume, that location of the camera is the same as observed



484 V. P. Tran et al.

Fig. 1. A JSON-based scheme of transferred data, where uid - object ID, eventStart –
time when event was started, eventEnd – time when event was terminated, longitude –
longitude of the vehicle’s location, latitude – latitude of the vehicle’s location, velocity
- the current velocity of the vehicle, status - a status of the vehicle (optional).

part of the road section. Video streaming V Sc is transmitted to the server for
further analysis. Assume, that longo = longc, lato = latc.

Using video streams from camera V Sc, data of locations of observer, data
gathered from vehicles, and vehicle data stored in the static database, it is nec-
essary to provide relevant data about the recognized vehicle from SD as well as
from DD to the observer.

Figure 2 represents an instance of transmitted data according to predefined
scheme. VehicleID is an unique number of vehicle which is stored both in Static
database and Dynamic database. We use the number to show the observer.
DriverID is temporal data about driver (or owner) of the vehicle. Timestamp is
Unix based time and values of parameters like Speed, Latitude and Longitude is
captured at time declared for Timestamp.

Fig. 2. An example of data transmitted from a vehicle to a server.

3.2 Description of the Method

The proposed method contains the next steps executed for the certain discrete
time τ (time of start of the event).
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We assume, that image from camera V Sc is transfered into server continu-
ously, so the server splitting video stream into images every Δt. Also, data from
vehicle DSlg is transfered into server at time Tv, where |Tc − To| < ε.

1. An observer o using AR-based system starts capturing the image of a road
section at exact time τ (an event has started).

2. Send the data package DP about the start event to the server. The package
contains data about observer (its location) and start-of-event time τ .

3. When data packages is received by server, do request video stream V Sc

according to the location of observer, and the camera location.
4. Launch vehicle recognition procedure over images extracted from video

streams V Sc in the time interval [τ − ε; τ + ε].
5. If any vehicle is recognized, perform the following actions.

(a) Store the timestamp of recognized vehicles as τ∗.
(b) Create and send the request R1 to DD. The request contains time of

recognition τ∗ and a pair (longc, latc).
(c) Select from DD all vehicles which have the same location in the time

interval [τ − ε; τ + ε]. The same location means that L < d, where d –
is predefined threshold, and L = R · c, where R – id the Earth radius.
c = 2 · atan2(

√
a,

√
1 − a), and a = sin2((latv − latc)/2) + cos(latc) ·

cos(latv) · sin2((longv − longc)/2).
(d) If the vehicle is selected in previous step with ID∗, create and send the

request R2 to SD. The request contains the unique identificator of found
vehicle ID∗.

(e) Obtain and prepare response data package DPr containing information
about the vehicle with ID∗.

6. Send the data package DPr to observer.

If there is no data in data bases DD or SD (responses of requests are empty),
the DPr contains the message like “No data available for the vehicle”.

3.3 A Model for Data Storing

For a quick access in the lake of data, the structure of storing log files is developed
according to a concept of data lake. Figure 3 shows the general structure of log
data storage. The file name is the time t of the data log generation. Time t has
a Unix timestamp format. Each file contains data d about the object examined.

When the log of the examined object is sent to the server, the log file is
generated and indexed according to the indexing strategy, which is represented
in the Fig. 3, where IDSource is the unique identifier of the considered object
(source), tstart is the generation time of the File Start file with the JSON format
in which the data on the considered object.

Consider how we use the indexing strategy. Let’s assume that we want to find
out at what times in the interval [t1, t2] the considered object with IDSource2
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Fig. 3. Structure of stored data

has a speed that is greater than a given value of v. First we look for the path /the-
RootDirectoryToStoreObjectData/IDSource2. Then parse all files /theRootDirec-
toryToStoreObjectData/IDSource2/FileName/, whose name FileName satisfies
the conditions:

t1 < String2Time(FileName) < t2 (1)

As a result of parsing each file, we compare the speed value with a given
value of v to add time t to the results list.

4 Use Case

4.1 Experimental Design

The section contains implementation details of the proposed method for the
traffic analysis task.

The proposed method was used for traffic situation analysis with a proto-
type of AR-based information system. The experiment included a system with a
camera which captures images from a part of the road. Video observes the part
of the road with double-direction running. An observer used a tablet or mobile
device for getting information about vehicle. The observer used its device to
capture image of passing by vehicle. If the vehicle is recognized and registered
in the database, the observer received additional information (e.g. VIN code)
which was overlapped video images. To limit observation scene and synchronize
two cameras (traffic camera and observer camera), the imaginary line was added
to image. If a vehicle cross the line, the system reacts and transfer data. The
line was highlighted to the observer.

As an example, we use ready-made videos obtained from a video camera on
the road, and log-data about transport vehicles to determine what object is in an
interesting area of the video camera or observer segment. As it was mentioned,
the camera and the observer has nearly the same or the same location. Based
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on this data and according to the task statement, the system provides the end
user (observer) all the information associated with the recognized object.

We assume, that every vehicle in the video stream is registered both in static
and dynamic data. Also, the simulation of data transferring from vehicle to
dynamic database is on. In real life, we expect that there a number of vehicle
are not equipped by data acquisition and transferring devises. It means the
identification method return nothing to an observer.

4.2 System Architecture

Figure 4 shows the principle of the system which implements proposed method.

Index 

VEHICLES

Static Database

Dynamic
Database

Vehicle Recognition and
Vehicle Information Retrieve 

Video Capture Devices 

Current Data Logs

Find Vehicle
 by Positions

Data Logs

Video Frame (Images)

Registration Data

Data Lake Storage

Fig. 4. The concept of system implementing proposed method.

The system consists of four main modules:

1. Data collection module. This module captures images that are generated by
video cameras and sent to the heterogeneous data synchronization module.

2. Heterogeneous data synchronization module. The module processes received
images from the data collection module and it performs an algorithm for
localizing the object on the scene of the image. This module is based on
OpenCV library. When an object is recognized in an interesting area of the
image, the module specifies a request to the module for working with the data
storage to find the information about the recognized object.
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3. A module for working with the data storage. The module consists of meth-
ods for finding information about the recognized vehicle in the data storage
(dynamic database), where the log data about objects is stored.

4. A data storage called Data lake, which is including Static database and
Dynamic database.

4.3 Results and Discussion

All experiments were conducted on a laptop running the operating system
Ubuntu x86 64 with an Intel (R) Core (TM) i5–2430M CPU with a frequency
of 2.40 GHz.

The first scenario where all cars on the road are recognized (images of cars
are framed by a green rectangle). As soon as the car crosses the red line (a
selected section of a road), the identification method is performed by a system.

Figure 5 shows the results of the recognition of transport objects. Figure 6
shows information about the recognized object with ID 8389fa2f–52a2–4d1b–
985c–2b7de1f6fa0b retrieved from both databases DS and DD.

Fig. 5. Recognition of a transport object crossing an interesting area (red area) (Color
figure online)

The second scenario shows a big vehicle (a bus). Information about this
vehicle does not stored in database.
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Fig. 6. Information about recognized vehicle with ID 8389fa2f-52a2-4d1b-985c-
2b7de1f6fa0b obtained from the data lake

Figure 7 shows the results of the recognition of transport objects. Figure 8
shows information that the recognized vehicle are not included in static or
dynamic database.

Fig. 7. Recognition of a bus crossing an interesting area (red area) (Color figure online)

Note, the large object hides other object, so it can be considered as a addi-
tional issue need to be solved in future.

In contrast with previous scenario, the latter one shows a small vehicle. This
Note, the large object hides other object, so it can be considered as a additional
issue need to be solved in future.



490 V. P. Tran et al.

Fig. 8. Notification that there is no information about vehicle

Figure 9 shows the results of the recognition of small vehicle. Figure 10
shows information about the recognized object with ID a9ff8a33-cda4-487b-
a5a5-1827115507b2 obtained from both databases.

Fig. 9. Recognition of a transport object crossing an interesting area (red area) (Color
figure online)

In this paper, we developed a method for recognizing moving transport
objects based on the Background Subtraction method in the OpenCV 3.0 library.
The processing time of one frame of video (image) is 35 ± 10 ms, so the system
is suitable to work in real time. The volume of data log files in the dynamic
database is up to 2 Mb, the processing time of the data log is 80 ± 20 ms. Note,
that search time of vehicle data in DD depends on volume of log data. Techni-
cally, log data can be splitted into data chunks according to vehicle location and
period of time.
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Fig. 10. Information about recognized vehicle with ID a9ff8a33-cda4-487b-a5a5-
1827115507b2 obtained from the data lake

5 Conclusion

We conclude, that the proposed method in this study can be applied in aug-
mented reality-based decision support system which requires obtain and proceed
data from multiple data sources. The proposed method was applied to the traffic
analysis task based on video streaming and log data analysis.

In future work, we adapt the method for situation where a location of an
observer differs from a location of a traffic camera. Also, deep learning techniques
like convolutional neural networks (CNN) can be applied to vehicle recognition
toward improving quality of recognition.
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Abstract. In the paper, the retrial queueing system of M/M/N type
with Poisson flow of events and impatient calls is considered. The delay
time of calls in the orbit, the calls service time and the impatience time
of calls in the system have exponential distribution. Asymptotic analysis
method is proposed for the solving problem of finding distribution of the
number of calls in the orbit under a system heavy load and long time
patience of calls in the orbit condition. The theorem about the Gauss
form of the asymptotic probability distribution of the number of calls in
the orbit is formulated and proved. Numerical illustrations, results are
also given.

Keywords: Finite-source retrial queueing system · Orbit
Asymptotic analysis · Impatient calls

1 Introduction

Queueing systems with repeated calls, or Retrial Queueing Systems, are mathe-
matical models widely used for many real objects, systems and processes analysis
and optimization, especially telecommunication systems, networks, mobile net-
works, call-centres, manufacturing, economics [1,3,4,8]. In these queueing sys-
tems unserved calls are not lost when there are not available service devices
(servers are busy or broken). So, the customers that don’t get a service repeat
to occupy server after a random time.

There are many papers devoted to RQ-systems study. The main results and
comprehensive description of retrial queues are contained in the books [5,6]. The
first retrial model with impatience was considered by Cohen [2]. The M/M/1
retrial queue with impatient calls was studied by Falin [6].

Models with calls leaved RQ-system after failed attempt to get a service was
considered by many scientists [13–18], etc. In these studies, an arriving call joints
the orbit with some probability p and leaves the system with the probability 1-p
when there are not available service devices at the time. Some authors name
such customers as non-persistent or p-non-persistent customers.

We consider a different model which was not been investigated early. So, in
present research impatient customer is a customer in the orbit that can repeat
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an attempt to reach the server again or can leave the orbit after a random time
without server recalling.

Classical retrial models consist of one server but real telecommunication sys-
tems are usually multiserver retrial queue [10,19–21]. In the proposed paper
RQ-system consisting of N service devices is considered.

Asymptotic analysis method is widely applied for RQ-systems research. The
method makes it possible to produce analytical result for different types of queue-
ing systems and networks under given asymptotic condition. More information
about the asymptotic analysis method is provided in [5–7,10,18,22], etc.

The general information about mathematical model of the retrial queueing
system discussed in the paper and the problem statement are presented in the
Sect. 2. In the Sect. 3 the detailed derivation of the model and the system of
Kolmogorov equations for the stationary state probabilities are cited. The Sect. 4
consists of the decision of the problem under study by the asymptotic analysis
method. As a result of the section the Theorem about stationary probability
distribution of the calls number in the orbit for Retrial queueing system of
M/M/N type with impatient calls in the orbit under a system heavy load and
long time patience of calls in the orbit condition is formulated and proved. Some
numerical results, graphs, that proved the theoretical results, are performed in
the Sect. 5. Section 6 concludes the paper.

2 Mathematical Model

A retrial queueing system consisting of an infinite orbit and N servers is consid-
ered. The input flow is defined by the stationary Poisson process with parameter
λ. The service times on every of the N servers are exponentially distributed with
parameter μ. A customer which arrives into the system, when at least one of the
N servers is free, instantly occupies this server. If all of the devices are busy, the
call goes to the orbit, where it stays during a random time distributed exponen-
tially with parameter σ. After the delay the customer makes an attempt to reach
any server again. If it is free, the call occupies it, otherwise the call immediately
joins the orbit. From the orbit calls (impatient calls) can leave the system after
a random time distributed exponentially with parameter α.

The structure of the model is presented in Fig. 1.
The problem is to get stationary probability distribution of the number of

calls in the orbit for the system under review.

3 Process of the System States: Stationary Distribution

Let us consider Markovian process {k(t), i(t)} determined states of the Retrial
queue M/M/N with impatient customer in the orbit where the random process
i(t) is the number of calls in the orbit at the moment t, i(t) = 0, 1, 2, 3, . . . , the
random process k(t) defines device state at the moment t and takes one of the
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Fig. 1. Retrial queue M/M/N with impatient calls in the orbit

(N + 1) values

k(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, if all servers are free at the moment t;
1, if only one of N servers is busy at the moment t;
2, if two of N servers are busy at the moment t;
· · ·
N, if all of N servers are busy at the moment t.

Denote the probability that, at the moment t, the server (device) is in the
state k, k = 0, 1, . . . , N , and there are i calls in the orbit, i = 0, 1, 2, . . . , as
P {k(t) = k, i(t) = i} = Pk(i, t). We write the following system of equations

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂P0(i, t)
∂t

=− (λ+iσ+iα) P0(i, t)+μP1(i, t) + (i+1)αP0(i+1, t), k = 0,

∂Pk(i, t)
∂t

= − (λ + iσ + iα + kμ) Pk(i, t) + (i + 1)σPk−1(i + 1, t)

+λPk−1(i, t) + (i+1)αPk(i+1, t) + (k+1)μPk+1(i, t), k = 1, . . . , N−1,
∂PN (i, t)

∂t
= − (λ + iα + Nμ) PN (i, t) + (i + 1)σPN−1(i + 1, t)

+λPN−1(i, t) + (i + 1)αPN (i + 1, t) + λPN (i − 1, t), if k = N.

(1)

The system of Kolmogorov equations for the stationary state probabilities
Πk(i) = lim

t→∞ P (k, i, t) of the process {k(t), i(t)} is written as follows

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

− (λ + iσ + iα) Π0(i) + μΠ1(i) + (i + 1)αΠ0(i + 1) = 0, if k = 0,
− (λ + iσ + iα + kμ) Πk(i) + λΠk−1(i) + (i + 1)σΠk−1(i + 1)
+(i + 1)αΠk(i + 1) + (k + 1)μΠk+1(i) = 0, if k = 1, . . . , N − 1,
− (λ + iα + Nμ) ΠN (i) + λΠN−1(i) + (i + 1)σΠN−1(i + 1)
+(i + 1)αΠN (i + 1) + λΠN (i − 1) = 0, if k = N.

(2)

We get in (2) the indefinite dimensional system of difference equations with
variable coefficients. In common case it is not possible to produce the exact solu-
tion of this system. To find solution of (2), we will use the method of asymptotic
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analysis under a system heavy load and long time patience of calls in the orbit
condition.

4 Asymptotic Analysis Method

The method of asymptotic analysis in queueing theory is the method of research
of the equations determining some characteristics of an queueing system under
some limit (asymptotic) condition, which is specific for any model and solving
problem.

We introduce the partial characteristic functions

Hk(u) = H(k, u) =
∞∑

i=0

ejuiΠk(i), Hk(0) = H(k, 0) =
∞∑

i=0

Πk(i) = Rk, (3)

where j =
√−1, k = 0, 1, . . . , N , and Rk are stationary state probabilities of the

process k(t). It is obvious that H(u) =
N∑

k=0

Hk(u).

Using H ′
k(u) = j

∞∑

i=0

ejuiΠk(i) and (3) we can write the system (2) as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

j
(
σ + α

(
1 − e−ju

))
H ′

0(u) + μH1(u) − λH0(u) = 0, if k = 0,
j
(
σ + α

(
1 − e−ju

))
H ′

k(u) − λHk(u) − jσe−juH ′
k−1(u) − kμHk(u)

+λHk−1(u) + (k + 1)μHk+1(u) = 0, if k = 1, . . . , N − 1,
jα

(
1 − e−ju

)
H ′

N (u) + λHN−1(u) − jσe−juH ′
N−1(u)

− (
Nμ + λ

(
1 − eju

))
HN (u) = 0, if k = N.

(4)

The system in (4) is the base system for analysis of Retrial queueing system
of M/M/N type with impatient calls in the orbit under a system heavy load
(λ � μ) and long time patience of calls in the orbit (α → 0) condition.

Theorem 1. Stationary probability distribution of the calls number in the orbit
for Retrial queueing system of M/M/N type with impatient calls in the orbit
under a system heavy load and long time patience of calls in the orbit condition
can be approximated by the Gaussian distribution with mean and variance equal

to
λ − Nμ

α
and

λ

α
respectively, where λ is the parameter of the Poisson input

calls flow, μ, σ, α are the exponential distribution parameters, accordingly, of the
calls service time, the calls delay time in the orbit, the calls leaving the system
from the orbit.

Proof. The Theorem 1 proving will carried out in two stages.
Stage 1. Let to denote
α = ε, u = εw, H0(u) = εNF0(w, ε), H1(u) = εN−1F1(w, ε), Hk(u) =

εN−kFk(w, ε), . . . , HN−1(u) = εFN−1(w, ε), HN (u) = FN (w, ε), where ε → 0 is
infinitesimal.
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Since H ′
k(u) = εN−k−1 ∂Fk(w, ε)

∂w
, k = 0, 1, . . . , N , then the equations system

(4) can be written as
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

j
(
σ + ε

(
1 − e−jεw

))
εN−1 ∂F0(w, ε)

∂w
+ μεN−1F1(w, ε)

−λεNF0(w, ε) = 0, if k = 0,

j
(
σ + ε

(
1 − e−jεw

))
εN−k−1 ∂Fk(w, ε)

∂w
− εN−k (λ + kμ) Fk(w, ε)

−jσe−jεwεN−k ∂Fk−1(w, ε)
∂w

+ (k + 1)μεN−k−1Fk+1(w, ε)

+λεN−kFk−1(w, ε) = 0, if k = 1, . . . , N − 1,

jε
(
1 − e−jεw

) N∑

k=0

εN−k−1 ∂Fk(w, ε)
∂w

+ λejεw
(
1 − e−jεw

)
FN (w, ε)

+jσ
(
1 − e−jεw

) N−1∑

k=0

εN−k−1 ∂Fk(w, ε)
∂w

= 0, if k = N.

(5)

Let divide each equation of the system (5) by the ε to the minimum power
and then we can obtain (6)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

j
(
σ + ε

(
1 − e−jεw

)) ∂F0(w, ε)
∂w

+ μF1(w, ε)

−λεF0(w, ε) = 0, if k = 0,

j
(
σ + ε

(
1 − e−jεw

)) ∂Fk(w, ε)
∂w

− ε (λ + kμ) Fk(w, ε)

−jσe−jεwε
∂Fk−1(w, ε)

∂w
+ (k + 1)μFk+1(w, ε)

+λεFk−1(w, ε) = 0, if k = 1, . . . , N − 1,

j
N∑

k=0

εN−k ∂Fk(w, ε)
∂w

+ λejεwFN (w, ε)

+jσ
N−1∑

k=0

εN−k−1 ∂Fk(w, ε)
∂w

= 0, if k = N.

(6)

The transformation of the (6) with Fk(w) = lim
ε→0

Fk(w, ε) and the expansion

e±jεw = 1 ± jεw + o(ε2) under ε → 0 leads to differential equations system for
Fk(w), k = 0, 1, . . . , N ,

⎧
⎨

⎩

jαF ′
0(w) = −μF1(w), if k = 0,

jαF ′
k(w) = −(k + 1)μFk+1(w), if k = 1, . . . , N − 1,

−jαF ′
N−1(w) = jF ′

N (w) + λFN (w), if k = N,
(7)

where F ′
k(w) = dFk(w)/dw, k = 0, 1, . . . , N .

Solving the (7) it is easy to obtain that FN (w) = RNejw(λ−Nμ) where the
constant RN is defined above.

Pre-limit characteristic function h(u) is approximately equal to

h(u) =
N∑

k=0

Hk(u) = FN

(u

ε

)
+ o(ε) ≈ FN

(u

ε

)
.
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So, the first-order asymptotic characteristic function h(1)(u) of the probability
distribution of the number of calls in the orbit under the system heavy load and
long time patience of calls in the orbit condition can be presented as

h(1)(u) = FN

(u

ε

)
= RN exp

{

(λ − Nμ)
ju

ε

}

= RN exp
{

λ − Nμ

α
ju

}

. (8)

Stage 2.
In the base system of Eqs. (4) and (8) denoting

Hk(u) = RN exp
{

λ − Nμ

α
ju

}

H
(2)
k (u), k = 0, 1, 2, . . . , N, (9)

and making some transformations with this system we get (10)
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

j
(
σ + α

(
1 − e−ju

))
(

H
(2)′

0 (u) + j
λ − Nμ

α
H

(2)
0 (u)

)

+μH
(2)
1 (u) − λH

(2)
0 (u) = 0, if k = 0,

j
(
σ + α

(
1 − e−ju

))
(

H
(2)′

k (u) + j
λ − Nμ

α
H

(2)
k (u)

)

− λH
(2)
k (u)

−jσe−ju

(

H
(2)′

k−1(u) + j
λ − Nμ

α
H

(2)
k−1(u)

)

− kμH
(2)
k (u)

+λH
(2)
k−1(u) + (k + 1)μH

(2)
k+1(u) = 0, if k = 1, . . . , N − 1,

jα
(
1−e−ju

) N∑

k=0

[

H
(2)′

k (u)+j
λ−Nμ

α
H

(2)
k (u)

]

−λ
(
1 − eju

)
H

(2)
N (u)

+jσ
(
1 − e−ju

) N−1∑

k=0

[

H
(2)′

k (u) + j
λ − Nμ

α
H

(2)
k (u)

]

= 0, if k = N.

(10)

Let α = ε2, u = εw, H
(2)
0 (u) = ε2NF0(w, ε), H

(2)
1 (u) = ε2(N−1)F1(w, ε),

H
(2)
k (u) = ε2(N−k)Fk(w, ε), H

(2)
N (u) = FN (w, ε), where ε → 0 is infinitesimal.

Taking into account H
(2)′

0 (u) = ε2N−1F ′
0(w, ε), H

(2)′

1 (u) = ε2N−3F ′
1(w, ε),

H
(2)′

k (u) = ε2N−2k−1F ′
k(w, ε), H

(2)′

N (u) =
1
ε
F ′

N (w, ε), we get the system (10) in
the form below

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

j
(
σ + ε2jεw

) [
ε2N−1F ′

0(w, ε) + j(λ − Nμ)ε2N−2F0(w, ε)
]

+με2(N−1)F1(w, ε) − λε2NF0(w, ε) = 0, if k = 0,
j
(
σ + ε2jεw

) [
ε2(N−k)−1F ′

k(w, ε) + j(λ − Nμ)ε2(N−k)−2Fk(w, ε)
]

−jσ (1 − jεw)
[
ε2(N−k)+1F ′

k−1(w, ε) + j(λ − Nμ)ε2(N−k)Fk−1(w, ε)
]

−λε2(N−k)Fk(w, ε) − kμε2(N−k)Fk(w, ε) + λε2(N−k+1)Fk−1(w, ε)
+(k + 1)με2(N−k−1)Fk+1(w, ε) = 0, if k = 1, . . . , N − 1,
−ε2w

[
ε2NF ′

0(w, ε) + · · · + F ′
N (w, ε)

]
+ λjεwFN (w, ε)

−jεw(λ − Nμ)
[
ε2NF0(w, ε) + · · · + FN (w, ε)

]

−σεw
[
ε2N−1F ′

0(w, ε) + · · · + εF ′
N−1(w, ε)

]

−jσεw(λ − Nμ)
[
ε2N−2F0(w, ε) + · · · + FN−1(w, ε)

]
= 0, if k = N.

(11)
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Let us divide each equation of the system (11) by the ε to the minimum
power and then we can obtain (12) by a limiting process ε → 0 in (11)

⎧
⎨

⎩

σ(λ − Nμ)F0(w) − μF1(w) = 0, if k = 0,
σ(λ − Nμ)Fk(w) − (k + 1)μFk+1(w) = 0, if k = 1, . . . , N − 1,
σ(λ − Nμ)FN−1(w) − NμFN (w) = 0, if k = N,

(12)

where Fk(w) = lim
ε→0

Fk(w, ε).

The solving of equations system (11) has the following form

Fk(w, ε) = Fk(w) + jεwfk(w) + o(ε2). (13)

Using (12), (13) and F ′
k(w, ε) = F ′

k(w) + jεfk(w) + jεwf ′
k(w) we can write

(11) as
⎧
⎪⎪⎨

⎪⎪⎩

σF ′
0(w) − σ(λ − Nμ)wf0(w) + μwf1(w) = 0, if k = 0,

σF ′
k(w)−σ(λ−Nμ)wfk(w) + (k+1)μwfk+1(w) = 0, if k=1, ..., N−1,

σF ′
N−1(w) − σ(λ − Nμ)wfN−1(w) + NμwfN (w)

+λwFN (w) + F ′
N (w) = 0, if k = N.

(14)

It is easy to get the solution of the system (14) as FN (w) = RN exp
{−λw2/2

}
.

Based on (9) pre-limit characteristic function h(u) has form

h(u) =
N∑

k=0

Hk(u) = RN exp
{

λ − Nμ

α
ju

}
N∑

k=0

H
(2)
k (u) =

= RN exp
{

λ − Nμ

α
ju

}

H
(2)
N (u) + o(ε2) ≈ RN exp

{
λ − Nμ

α
ju

}

H
(2)
N (u).

Turning back to expressions H
(2)
N (u) = FN (w, ε) ≈ FN (w) = RN exp

{−λw2/2
}
,

we finally obtain the second order asymptotic characteristic function h(2)(u) of
the probability distribution of the number of calls in the orbit under the system
heavy load and long time patience of calls in the orbit condition

h(2)(u) = R2
N exp

{
λ − Nμ

α
ju +

λ

α

(ju)2

2

}

. (15)

The Theorem 1 is proved.

5 Numerical Results

In this section, some numerical examples are presented. It demonstrate the appli-
cability area of the asymptotic results depending on parameters of the Retrial
queueing system of M/M/N type with impatient customer in the orbit. Let the
system parameters be μ = 1, N = 2 and N = 5. So, we compare asymptotic
and exact distributions for different values of parameters λ and α using the
Kolmogorov distance between respective cumulative distribution functions

Δ = max
0≤i<∞

∣
∣
∣

i∑

ν=0

Dν −
i∑

ν=0

Pν

∣
∣
∣
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where Dν and Pν are an exact and an asymptotic probability distributions
respectively.

In Figs. 2 and 3 there are examples of comparison of the asymptotic and the
exact distribution densities.

Fig. 2. Comparisons of the asymptotic (dashed line) and the exact (solid line) proba-
bility densities

Values of the Kolmogorov distance for these examples are presented in
Tables 1 and 2. If we suppose the Kolmogorov distance equal to 0.05 and less
as acceptable accuracy of a result, we can find parameters values in which the
approximation (15) can be applied. Figures 2 and 3 show that increasing of the
parameter λ when parameter α and number of the servers are fixed leads to
reduction of the Kolmogorov distances between asymptotic and exact distribu-
tions. Figure 4 shows that decreasing of the parameter α when parameter λ and
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Fig. 3. Comparisons of the asymptotic (dashed line) and the exact (solid line) proba-
bility densities

Table 1. Kolmogorov distances between asymptotic and exact distributions if N = 2,
μ = 1.

α = 2 α = 1 α = 0.5 α = 0.1

λ = 2 0.204 0.214 0.199 0.126

λ = 4 0.146 0.088 0.035 0.013

λ = 10 0.041 0.015 0.011 0.008

λ = 20 0.018 0.017 0.014 0.007
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Fig. 4. Comparisons of the asymptotic (dashed line) and the exact (solid line) proba-
bility densities

Table 2. Kolmogorov distances between asymptotic and exact distributions if N = 5,
μ = 1.

α = 2 α = 1 α = 0.5 α = 0.1

λ = 5 0.095 0.156 0.180 0.262

λ = 10 0.038 0.043 0.039 0.015

λ = 25 0.016 0.010 0.007 0.006

λ = 30 0.012 0.007 0.009 0.005

number of the servers are fixed leads to reduction of the Kolmogorov distances
between asymptotic and exact distributions.

6 Conclusion

In the present paper, multiserver retrial queueing system of M/M/N type with
impatient customer in the orbit is considered. It is proved that the probability
distribution of the calls number in the orbit can be approximated by the Gaussian
distribution under the system heavy load and long time patience of calls in the
orbit condition with obtained parameters. Numerical results allow to draw a
conclusion about an applicability area of the asymptotic result.
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Abstract. A backbone network of road side units (RSUs) is an essential
part of modern intelligent transportation systems, where the roadside
units are used to collect and distribute information among the mobile
users. Connecting each RSU to the data center or Internet is not always
feasible due to location and cost constraints. When the RSUs are located
close enough to each other, they can be connected via a multihop wireless
network where they play a role of the wireless routers. In this paper we
consider a partial case when the roadside units are connected in a wireless
network with linear topology. Each RSU is equipped with IEEE 802.11
access point that is used by the mobile users to send their data via the
network, and with a relay equipment that allows the RSU to connect
to the neighbouring RSUs. Each station type is defined by the coverage
radius of the access point, connection distance of the relay links and the
station price. We also assume that the road has several possible discrete
locations where the stations can be deployed. The problem is to find
out which stations should be deployed to maximize the overall coverage
while providing the given solution cost. First, we formulate the problem
in combinatorial form and use this formulation to prove NP-hardness of
the problem. Then we define an integer linear program that can be used
to find the optimal solution using a well-known software like GLPK or
CPLEX.
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1 Introduction

Nowadays the functionality of highways deeply relies on an up-to-date data trans-
mission infrastructure for heterogeneous traffic, e.g. voice, video, background
traffic. This issue is specifically vital for those countries that have spacious terri-
tory. Such infrastructure enables a real-time monitoring for highway parameters
via the wireless transmission of data collected from sensors and vehicles, ensuring
of proper road safety with the utilization of speed cameras, providing Internet
access and the related services.

The infrastructure consits of multiple base stations (roadside unit, RSU) that
connects to each other into a network [8,9]. These RSUs can be used either to
collect data from sensors, speed cameras or vehicles or to support a vehicular
ad-hoc network (VANET). Though RSUs can be connected with optic-fibre or
satellite channels, deploying such network is a costly project and it is not always
realizable in practice. An inexpensive alternative is to take advantage of wireless
connection lines. There is a number of technologies that can be used for this
purpose. In this paper we will focus on the scenario assuming the usage of IEEE
802.11-2016 standard [1].

In this paper we focus on the RSUs networks with linear topology. This is
an appropriate case for the highway scenario (let us notice that in urban areas
it is possible to create more complicated topologies in case of deploying such
networks over the street lines). Each RSU connects to exactly two neighbours,
the first and the last are connected to the gateways. Each base station provides
access to the end users (human or machine). We will refer to the area where end-
users are able to connect to the specific station as a coverage area of this station.
It is vital to maximize a total coverage area while deploying RSUs in order to
increase the VANET connectivity, as well as to minimize transmission delays
and the time when the users remains unconnected. But for most cases we are
restricted by a total cost of the network deployment (a budget restriction). Thus
an optimal placement problem arises out: being given a set of stations specified
by the cost, connection range and coverage area, it is required to maximize an
overall network coverage and not to exceed a budget granted.

The paper is organized as follows. In Sect. 2 a brief review of existing
researches devoted to the problem are given. The optimal placement problem
is stated in Sect. 3 in a combinatorial form to help us prove its NP-hardness in
Sect. 4. In Sect. 5 a linear program representing the optimal placement problem
is defined.

2 Related Work

The numerous papers are devoted to study the problem of deploying RSUs net-
works. Brahim et. al. describe the problem of station deploying maximizing cov-
erage area while restricted by a total cost [2]. The input data for the problem are
the set of places to deploy the stations and preliminarily collected the statistics
of mobile and stationary users traffic. Close problem was solved by Cavalcante
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et. al. [3]. The authors suggested the model of maximum coverage with delays
restrictions and analysed it with a genetic algorithm.

Liu et al. [6] formulated RSU placement problem maximizing the probability
of the average connectivity in VANETs as an combinatorial optimisation problem
and solved using an expansion and colouration algorithm (ECA). The solution
considered road traffic characteristics. The authors presented computation and
simulation results in an actual urban area.

In the paper [7], the IEEE 802.11p/WAVE standard considered and an ana-
lytical model for the network that takes into account communication delay in
a highway scenario was presented. Lee et al. [4] suggested an analyser of the
duration of the connection links between vehicles and RSU based on telematic
data. The correct choice of RSU placement scheme aiming at maximizing net-
work coverage are presented and the authors illustrate a model effectiveness on
an example for the network in South Korea [5].

Xie et al. [11] researched an information dissemination in VANETs. An RSU
placement problem in grid road networks without vehicles trajectories knowing
are presented. For estimating unknown trajectories the authors presented a prob-
abilistic model. Wu et al. [10] gave a description of the network with single-hop
connections if a vehicle is within line-of-sight area and multi-hop connection if
vehicle is outside. In the paper a scenario of highway with large number of lanes
are considered; for both connection types a placement problem is stated as an
integer linear program maximizing a network throughput. In these statements
the interference effects, vehicle velocities and vehicle distribution are taken into
account. To support an analytical results, NS-2 simulation was presented.

3 The Placement Problem in the Combinatorial Form

The base station placement problem is to put the stations, specified by its max-
imum radio-relay link distance, a coverage radius and a cost, into determined
places in the way to maximize the overall coverage while being restricted by the
total cost (a budget limit). So let us give a mathematical formulation of the
problem.

Suppose we have a line segment α of length L with the ends in the points a0

and an+1. That segment models a long transport route. Inside of the segment
α = [a0, an+1] a finite set of arranged points A = {ai}ni=1, ai+1 > ai is given;
that points correspond to the set of vacant places where the stations can be
deployed. Each point ai is defined with its one-dimensional coordinate li. Let
us also denote a set of station types as S = {sj}mj=1. Each station has three
attributes described above: a coverage radius rj , a connection link distance Rj

and the station cost cj . Then we can define a station type sj ∈ S as a set of
parameters: sj = {rj , Rj , cj} (Fig. 1).

There is a special station type s0 which is a gateway; stations of that type
are already placed at the ends a0 and an+1 of the segment α. For that stations
r0 = c0 = 0 and R0 = max

1≤i≤n
Ri. Defining the gateways in this way we gurantee
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Fig. 1. An optimal station placement problem parameters including places and stations
description.

that other stations placed inside the segment will be able to connect to them,
and also that these gateways will affect neigher the network coverage, nor cost.

Let us define C as a budget limit as a maximum cost of all deployed stations.
A stations placement is a sequence of pairs increasing by the value of li:

P = {(ai, sj) | ai ∈ A, sj ∈ S, i �= 0, i �= n + 1}.

Let us denote a set of all available stations as U . Each element (ai, sj) ∈ P
corresponds to a station u ∈ U and all such elements form a set UP ⊂ U .
We will denote a position and type of station u as a(u) ≡ ai and s(u) ≡ sj
respectively. The placement is called feasible, if the following three constraints
are fulfilled:

1. left connectivity: ∀ (ai, sj), 1 ≤ i ≤ n, either ∃(ak, sq) : lk < li and li−lk ≤
min{Rj , Rq}, or li − l0 ≤ Rj ;

2. right connectivity: ∀ (ai, sj), 1 ≤ i ≤ n, either ∃(at, sg) : lt > li and lt −
li ≤ min{Rj , Rg}, or ln+1 − li ≤ Rj ;

3. budget limit:
∑

(ai,sj)∈P

cj ≤ C.

The first and the second requirements guarantee that all stations are con-
nected in a chain and this chain ends in the gateways. It is also assumed that a
set of available stations U of all types is large enough to implement every feasible
placement (e.g. it contains n stations of each type sj ∈ S). Let us denote the set
of all permissible placements as G.

Each placement P can be set into correspondence with an overall coverage
value f(P ). This function is defined as the length of disjoint union of segments
τ, τ ⊂ α such that each segment is included in the coverage only if it is contained
in the coverage area of some station from placement P , and each point a ∈ α
belongs to a signle segment τ .

Now we can formulate the optimal placement problem as an extremal discrete
problem in the combinatorial form:
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Problem 1. It is required to find a permissible placement P ∗, such that

P ∗ = argmax
P∈G

f(P )

4 The Proof of NP-hardness

The problem described is NP-hard. In this section we proof this statement via
showing that the recognition problem corresponding to the partial case of the
initial placement problem is NP-complete ([8], p. 85).

To formulate the partial case let us introduce additional restrictions on the
parameters of the problem 1:

1. guaranteed connectivity: each station is able to connect to any other sta-
tion or a gateway, i.e. the link range of each station surpasses the length of
the segment where the stations are placed:

∀sj : Rj ≥ L.

2. absence of intersections: in any placement the stations coverage areas are
not intersecting pairwise:

∀ui, uj ∈ U and ∀ak, ag ∈ A : |lk − lg| ≥ ri + rj .

3. vacant places availability: the number of possible places where stations
can be deployed is essentially greater than the number of stations in any
feasible placement:

∀P = {(si, aj)} ∈ G |A| > |P |.

While these conditions are valid the following statement holds:

Lemma 1. for any feasible placement P = {(s, a)} ∈ G the value of the overall
coverage F = f(P ) equals to the sum of the coverages of the stations from
UP ⊂ U , i.e. f(P ) = f(UP ) =

∑

(ai,sj)∈P

rj, and doesn’t depend on the locations

{ai}.
Proof. According to the vacant places availability constraint, all stations from
any feasible placement P can be deployed on the set of locations A. According
to the guaranteed connectivity constraint, stations from UP are connected and
due to the absence of intersections in the coverage area, the total coverage area
F = f(UP ) remains the same for any actual deployment on the vacant places A.

Lemma 1 allows us to define a placement using a subset of stations UP and
don’t think about their locations. Now we are going to formulate the extremal
problem for the partial case considering 1:
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Problem 2. Assume the set of stations U = {u} is given and, accordingly, each
station is specified by two parameters: the coverage radius r(u) and its cost c(u).
Let the budget C is given as well. It is required to find such subset of stations
U∗ that

U∗ = argmax
U ′⊆U

f(U ′),

where
f(U ′) =

∑

u∈U ′
r(u)

with condition ∑

u∈U ′
c(u) ≤ C.

Then a relevant recognition problem have a form:

Problem 3. The parameters U , C and a number K are given. Does such subset
U ′ ⊂ U exist, that ∑

u∈U ′
c(u) ≤ C,

∑

u∈U ′
r(u) ≥ K?

The problem 3 is exactly a knapsack problem, that is known to be NP-complete.
This proves the key statement:

Theorem 1. The optimal station placement problem 1 is NP-hard.

5 A Linear Program Model

Now let us define the problem 1 as an integer linear program. Suppose the
number of vacant places is n and a number of station types is m. Next we define
the following variables:

– xij for i = 1..n, j = 1..m, where xij = 1 if the station of type sj has been
deployed in the location ai, and xij = 0 otherwise;

– y+
i ≥ 0 and y−

i ≥ 0 for i=1..n and y+
0 = y−

0 = y+
n+1 = y−

n+1 = 0. These vari-
ables define the value of coverage for the station placed in ai (due to possible
coverage area intersections we cannot simply use parameter rj determined
by the station type sj as the coverage area will be considered twice at each
intersection).
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5.1 Stations Placement Without Connectivity Constraint

Let us define a target function to be maximized:

f =
n∑

i=1

(y+
i + y−

i ) → max (1)

Then let us describe the conditions. The coverage value has to be less or
equal than the station coverage radius if the station is deployed at the location
ai and equals to 0 if the station is not deployed:

y+
i ≤

m∑

i=1

xijrj , i = 1..n (2a)

y−
i ≤

m∑

i=1

xijrj , i = 1..n (2b)

The total coverage between any two points ai and ak has no to be greater
the distance between these points:

∀i = 1..n y+
i − y−

k ≤ lk − li, k = i + 1..n + 1 (3a)

∀i = 1..n y−
i − y+

k ≤ li − lk, k = i − 1..0. (3b)

The condition given above excludes the case when the coverage is calcu-
lated twice due to the coverage areas intersection. The cost function and budget
restriction are

n∑

i=1

m∑

j=1

cjxij ≤ C. (4)

5.2 Connectivity Constraint

Here we define a connectivity condition that allows us to complete the problem
description as an integer linear program. According to problem 1, the station
placed in ai has to be connected to, at least, one station to the left and one
station to the right, considering gateway stations of type s0. The connection link
is assumed to be simplex. Let us define the variables ei, i = 1, n and set ei = 1
if a station of any type is deployed in ai, and ei = 0 otherwise; e0 = en+1 = 1
since the gateway stations are already placed at the ends of the segment α.

One station at one place constraint: at each location at most one station
can be placed:

ei =
m∑

j=1

xij , i = 1..n. (5)

Let us also define the following variables:
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– zijk, i = 1..n, j = 1..m, k = 1..n, k �= i: zijk = 1 if at a point ai the station of
type sj is deployed and connected to the station deployed in ak, and zijk = 0
otherwise;

– zij0 = 1 if at point ai the station of type sj is deployed and connected to the
gateway station at a0, zij0 = 0 otherwise;

– zij,n+1 = 1 if at point ai the station of type sj is deployed and connected to
the gateway station at an+1, zij,n+1 = 0 otherwise.

Making use of these variables we describe below a set of conditions derived
from the connectivity requirements and radio-relay link symmetry.

Connectivity 1: if the locations ai and aj are connected, then stations must
be placed at these locations:

zijk ≤ ei ∀i, j, k (6a)

zijk ≤ ek ∀i, j, k (6b)

Connectivity 2: the station placed in ai (ak) has to be connected for at
least one station to the right from ak (ai), k > i (k < i):

n+1∑

k=i+1

m∑

j=0

zijk ≥ ei, (7a)

i−1∑

k=0

m∑

j=0

zijk ≥ ei, (7b)

Link symmetry: if a station ui has established a connection to a station
uk then the station uk should also be connected to the station ui:

m∑

j=0

zijk =
m∑

j=0

zkji ∀i �= k (8)

Connectivity 3: connection radius of a station of type sj deployed in ai

should be as large as the distance to the location ak, where the connected station
is placed:

∀i zijk (Rj − (ai − ak)) ≥ 0, j = 1..m, k = 0..i − 1 (9a)

∀i zijk (Rj − (ak − ai)) ≥ 0, j = 1..m, k = i + 1..n + 1 (9b)

Let us note that if all coordinates li are integer numbers, than the optimal
values of variables y+

i and y−
i are also integer and the problem (1)–(9) is an

integer linear program.
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6 Conclusion

In this paper the optimal base stations placement in wireless networks with
linear topology is considered. The problem is shown to be NP-hard and its linear
programming model is presented. In this paper we assume radio-relay to be used
to connect RSUs to each other and consider the additional condition for this
case (link symmetry); it also affects conditions left- and right-connectivity
described in the Sect. 3. If IEEE 802.11-based connections are considered the
condition link-symmetry should be skipped.
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Abstract. The need for development of promising tropospheric stations
requires the definition of optimal principles for their design and construc-
tion. We consider the features of packet transmission with adaptation
of operating frequencies in the construction of promising tropospheric
stations with a time division duplex, and study the peculiarities of the
proposed technical solution. A variant of the basic tactical and technical
requirements for prospective types of tropospheric communication sta-
tions of various control units of the RF Armed Forces was proposed. The
use of systems with a time division duplex when constructing the tactical
control tropospheric stations is justified.
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Over-horizon communication · Intersymbol interference
Multipath propogation · Modular design · Modulation
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1 Introduction

Analysis of the application of existing tropospheric stations in the special-
purpose communication systems reveals their shortcomings, determined by the
meeting of the Council of Chief Designers of the RF Armed Forces Communica-
tion System for radio relay and tropospheric communication. These shortcomings
include:

– low throughput, impossibility of providing the relaying by one station in 512
and 2048 kbit/s modes;
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Fig. 1. Structural diagram of a tropospheric line with diverted reception

– insufficient communication range at the speed of 2048 kbit/s, low power poten-
tial;

– operation in the range of 4.4 . . . 5.0 GHz with a fixed frequency separation,
low jam resistence, a large level of lateral and rear lobes;

– absence of Ethernet 10/100 Base-T, 100 Base-FX;
– large mass-dimensional characteristics and power consumption.

Structural design of tropospheric communication means is determined by
the anti-fast fading method [6,7]. In traditional tropospheric communication
systems, a diversity reception is used to combat fast fading, which consists in
creating several uncorrelated parallel transmission paths with further combining
of reception signals. As a rule, spatial diversity is used (two antennas in reception
and transmission paths) in combination with frequency diversity [6,7]. The fre-
quencies of the radiated signals f1 and f2 are spread by an amount exceeding the
radius of frequency correlation. On the receiver’s side, space-frequency diversity
is realized with an equivalent multiplicity factor nE equal to four (Fig. 1).

The required reserve for fast (interference) fading (LFF ) under tropospheric
communication depends on the equivalent diversity multiplicity (nE) and has
the values given in Table 1.

Table 1.

nE 1 2 3 4 6 8 12

LFF , dB 20,0 10,5 7,0 4,5 2,5 1,7 1,0

To reduce the fade margin to a value of 1 dB or less, the diversity multiplicity
factor nE should be equal to 12–16. Therefore, in addition to the duration of
the information package, a signal of the form of a time-frequency matrix with
dimension of 3 × 3 or 4 × 4, is generated. This allows us to achieve the required
magnitude of the equivalent diversity and the minimum margin for fast fading.

The use of two sets of antennas and receivers for spatial separation makes
tropospheric communication equipment cumbersome and more expensive.
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Thus it seems relevant to justify the methods for design and construction of
promising tropospheric stations unified to provide communication using various
mechanisms of propagation of radio waves, reduced mass-size characteristics,
energy consumption and increased mobility.

2 Principle of Construction of Tropospheric
Communication Systems with a Time Division Duplex.
Advantages and Disadvantages

The idea of using adaptation to the conditions of distribution on the tropospheric
interval exists since 60s of the 20th century. The implementation was hampered
by the need to organize a reverse control channel, obsolescence of information
on the optimal frequency (OCH), the complexity of the equipment and the pos-
sibility of failures in the operation of the radio link with the loss of information
of the reverse control channel.

In JSC “MNIRTI”, a method of transmission with frequency adaptation with-
out a reverse channel was proposed and implemented using the principle of sym-
metry of the communication channel with respect to the forward and reverse
directions of transmission [1–4].

The absence of a return channel allows to increase the communication reli-
ability [8,9] and to reduce the time of aging of the optimal frequency, since the
time interval from the moment of choosing the optimum frequency in the receiver
to the moment of its use for transmission is shortened.

In a system with adaptation, the N (independent) uncorrelated frequencies
f1 . . . fN of the tropospheric channel are periodically probed in the working
frequency band. At reception by probing pulses, the optimum frequency (OF) is
determined, at which the transmission coefficient of the tropospheric channel was
maximum. At the chosen frequency, the transmitter transmits the next packet of
information until the next sounding cycle, preceded by its preamble - to transmit
data on the nominal value of the selected OF. The structure of the time cycle of
a system with frequency adaptation is shown in Fig. 2.

It is known [1] that with probability p ≥ 0.99, the time correlation interval of
fast fading of the signal τ0 exceeds 40 ms. The loss of noise immunity due to aging
of the optimum frequency will be negligible if the duration of the TP packet is
chosen from the TP condition TP /τ0 ≤ 0.1 [3]. Thus, the duration of the packet
(the permissible frequency obsolescence time) will be equal to TP = 0.1× τ0 = 4
ms, and the cycle time TC , taking into account the propagation time of the radio
signal over an interval of 300 km, will be 10 ms.

The transmission (reception) packet includes a preamble and an information
packet. The preamble provides the correspondent with information on the num-
ber of the used frequency for tuning the receiver, and also the probing frequencies
for determining the optimum frequency by the correspondent for the next cycle.

The information package includes a sync word, the encrypted user informa-
tion, interval control channel information (IC), and service channel (SC) pulses.
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Fig. 2. The structure of the time cycle of a system with frequency adaptation

Let us give the fundamental differences between the time division duplex
(TDD) method and the frequency division duplex (FDD) method.

1. Energy efficiency. Transmission at the optimum frequency allows
obtaining an energy gain of 3 . . . 5 dB in comparison with the multifrequency
signal (MFS) method, depending on the number of uncorrelated frequencies N .
The results of comparative analysis of noise immunity for different diversity
multiplicities in a system with multifrequency signals and the number of used
frequencies N in the system with frequency adaptation (FA) [5] are shown in
Fig. 3.

It follows from Fig. 3 that the system with FA exceeds the noise-immunity
system with MFS (for a probability of an error of perr = 10−4 when N = 4, the
gain is 2.6 dB, when N = 8–3.5 dB, when N = 16–4.5 dB).

The choice of the optimum frequency, i.e., the frequency adaptation to the
propagation conditions in the tropospheric channel, makes it possible to transmit
the signal at the instant of time at a frequency that is the best for propagation
conditions. Transmission power is used with maximum efficiency without loss of
fading.

The quantitative estimates of the gain were determined repeatedly by the
calculation method [2,4] as well as by direct experimental measurements at the
tropospheric station “Ladya”. The gain is about 3.5 dB.

Under the FDD, the transmit power is divided into several frequencies, the
propagation conditions are different, which leads to loss of signal power at those
frequencies at which the signal propagates with fading.
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Fig. 3. Noise immunity of the system with FA and MFS

2. Frequency efficiency. Under the FDD for operation, the frequency bands
of 150 . . . 200 MHz are used at the bottom and at the top of the operating range
4.4 . . . 5.0 GHz with an unused guard interval (Fig. 4).
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Fig. 4. Use of the frequency band under TDD and FDD

Under TDD and when a spacing between frequencies Δf = 4 MHz (where
fading of the signal at neighboring frequencies is practically independent), using
8 frequencies, the total bandwidth required for operation is 32 MHz −f0 ± 16
MHz. The TDD provides the possibility of communication in any 35 MHz band
located within the frequency range 4.4 . . . 5.0 GHz.
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The TDD is the only possible option for those departments that have a
relatively narrow frequency band, where there is no possibility of forming the
FDD.

3. Design features. In systems with a frequency division duplex, the separa-
tion of transmission and reception paths requires bulky and complex waveguide
filters (duplexors).

When working with a time division duplex in the common frequency band,
the transmitter and the receiver are alternately connected to the antenna, which
excludes the use of a duplexer and allows to reduce the mass-dimension param-
eters of the transceiver and the antenna post.

4. When packetizing information, the transmission rate in a packet is
higher in the packetizing factor times (3 times) than the initial information rate,
which requires an increase in the transmit power as compared with the case of
transmission of the signal without packetization.

However, considering that the transmitter operates in a pulsed mode without
emitting a signal in a pause, the average power consumption in the power circuit
will practically not change. Therefore, the gain in noise immunity, which gives
an adaptive system with the choice of the optimal frequency, will be realized in
reducing the overall power consumption of the station.

5. An increase in the transmission rate when packetizing by a factor of 3
leads to a decrease in the sensitivity of the receiving device by 10lg3 = 4.8 dB
[2,4]. The loss in sensitivity is compensated by the reduction in losses in the
absent duplexer and the energy gain in accordance with Fig. 3.

3 Justification of Application Fields of Systems
with Time Division Duplex

Structuring, energy parameters, mass-dimensional parameters of advanced tro-
pospheric communication facilities are determined by a command unit of the
RF Armed Forces. The requirements in the types of communication services of
various command units of the Armed Forces of the Russian Federation make it
possible to assess the main tactical and technical requirements for prospective
types of tropospheric communication stations of various control links listed in
Table 2, where the following acronyms are used: TCU—tactical command unit,
OTCU—operational-tactical command unit, OCU—operational command unit,
OSCU—operational-strategic command unit.

Similar requirements for promising tropospheric stations (TRS) are made by
the Federal Guard Service (FGS) and the Federal Security Service (FSS) of the
Russian Federation. For the mobile units of the Center for Special Communica-
tion and Information of the FSO, the most acceptable variant of a central TRS
performance can be a transportable one-pack one with a capacity of 64 kbit/s
(for a length of 150 km) and up to 2,048 kbit/s (for a length of 90 km), consisting
of 3–4 packages weighing not more than 100 kg for use in the complex hardware
and command post vehicles.
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Table 2.

Characteristics Type of tropospheric station

Type 1 Type 2 Type 3

TCU,OTCU OTCU,OCU OSCU

Range, GHz 4, 4 . . . 5, 0

Number of antennas × diameter, m 1× 1, 5 100 500

Number of transmitters × Power, W 1× 100 2× 500 2× 1000

Throughput, Mbps 2/0,5/0,064 8/2/0,5 34/8/2/0,5

Range of communication, km 70/100/150 150/180/210 110/180/210/240

Power consumption, kW 2 8 16

Wheel base APC KamAZ 2 KamAZ cars

The FSS assumes the use of light tropospheric stations in a stationary version
for communication in the territorial units of the border service of the North-
Western and Far Eastern regions.

Peculiarities of providing tropospheric communication in a tactical command
unit are the following:

– the need to provide communication from unprepared areas, in conditions of
cross-cut terrain, forest vegetation;

– increased intelligence and noise immunity;
– limitations of the location and volume of equipment installed on the armored

base and the command post vehicle, taking into account the available means
of communication and armament;

– minimum power consumption;
– ease of equipment management;
– automation of pointing antennas on the correspondent and establishing com-

munication;
– ensuring the biological safety of personnel from microwave radiation.

Analysis of the data given in Table 2, as well as the peculiarities of the TDD
method, justifies the expediency of its implementation in the development of
promising tropospheric stations of a tactical control link.

Providing communication from unprepared areas using TRS of a tactical
command unit (TCU), a wide range of required communication ranges, which
can be from 40 to 120 km, make use of various mechanisms of distribution - tro-
pospheric, diffraction line of sight. At the same time, the range can be exchanged
for throughput.

The time duplex method has advantages in over-the-horizon communication
stations, which can work both in the diffraction zone and in the tropospheric
zone. For multipath characteristics, these zones are significantly different, since
there is only one beam in the diffraction propagation. This allows to operate at
a single frequency on such routes, without occupying a redundant band [2,4].



Analysis of the Possibilities of Using the Means of Tropospheric cm-Wave 521

Adaptation of the frequency and power of transmission under the packet
transmission method with time duplex increases the intelligence and noise immu-
nity, since the carrier frequency continuously changes randomly in the 32 MHz
band with a cycle of 10 ms [2,4].

The weight of the antenna station with an antenna diameter of 1.5 m, a
transceiver of 100 W and a pivoting device is 65 kg, and the internal equipment
does not exceed 15 kg. When using a range of 10.7 . . . 11.7 GHz for the TCU TRS,
the diameter of the antenna can be reduced to 70 . . . 75 cm while maintaining
the same energy. Reduction of the antenna and the weight of the antenna post
will facilitate the placement of equipment on the transport base.

Power consumption at a transmitter power of 100 W does not exceed 350 W,
which does not create a significant additional burden on the standard power
supplies.

The control is carried out in a programmatic manner. The operator’s soft-
ware provides visual control of the equipment status, excludes the possibility of
incorrect actions by personnel, requires minimal time for mastering.

Thus, the basic operational and technical capabilities required for the TRS of
TCU are best implemented when using the packet transfer method with adapta-
tion of operating frequencies to the propagation conditions in the tropospheric
channel.

4 The Results of Creation of Tropospheric
Communication Means with a Time Division Duplex
and Further Areas of Work

The main directions for the development of promising tropospheric communica-
tions include:

– development and implementation of a unified modem that provides work in
tropospheric and radio relay modes;

– development and application of a line of solid-state transmitters with a power
from 100 to 1000 W and active antenna arrays to increase the energy potential
and communication range;

– reduction of weight and size characteristics and increase of mobility;
– Support for Ethernet 10/100Base-T, 100 Base-FX

In the means of tropospheric communication, the microwave path, including
a transceiver with an antenna, is the most expensive equipment. At the same
time, the power amplifier of the transceiver, as a rule, in the solid state version,
lacks the hardware reliability.
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To reduce costs and improve reliability, the microwave path is expedient to
realize on the basis of unified antenna transmit/receive modules (ATRM) with an
output power of 50 W. The TDD principle and the absence of a duplexer make
it possible to implement the ATRM in the form of small-size planar printed
antennas with distributed amplification.

ATRMs will have reliable protection against the effects of climatic and
mechanical factors with radio-transparent shelter.

The combination of several ATRMs into the common antenna array (2×2, 3×
3, 4×4) makes it possible to produce transmitting devices with various radiated
power for promising tropospheric stations, depending on the requirements of
specific consumers. This will replace the powerful microwave transceiver with a
set of low-power transmitters, with in-phase addition of their power in the air.

To fulfill the requirements of electromagnetic safety of personnel, the variabil-
ity of deployment of antenna posts on towers, roofs of buildings, own support,
a universal operational system has been technically implemented for removing
antenna posts 200–400 m from the equipment room.

To improve performance and reduce the number of connecting cables, the
transmission of intermediate frequency signals, remote control and signaling,
power supply of the antenna post is carried out in a single coaxial microwave
cable based on FDD.

The implementation of the aforementioned tasks will allow to:

– provide the possibility of developing promising tropospheric stations of vari-
ous types (light, medium and heavy) with variable energy provided by chang-
ing the number of ATRMs taking into account the requirements of specific
consumers;

– unify equipment for various types of promising tropospheric stations, signifi-
cantly reduce development and serial production costs;

– significantly improve the reliability of microwave paths based on active
antenna arrays, since the failure of one of the modules will not lead to com-
munication interruption, but only a decrease in the signal level;

– reduce the terms of repair and reduce the cost of it with the inclusion in
spare-voltage modules of ATRM in spare parts;

– reduce operating costs and ensure the possibility of long-term operation of
tropospheric stations without maintenance, in a manner similar to radio-relay
stations of line of sight;

– ensure import substitution due to the lack of the need for the use of sharply
scarce powerful foreign radio components, and to enhance the technological
security of the state.

Taking into account the implementation of the proposed solutions, the
appearance of an antenna post with a concentrated and a distributed ampli-
fication is shown in Fig. 5.
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a) with a parabolic antenna and
concentrated gain

b) with an active antenna array and
distributed gain

Fig. 5. Appearance of the antenna post

5 Conclusions

1. Currently, there is a wide area of applications of tropospheric communication
means, both in networks of special and commercial purposes:

– in special-purpose networks, the advantage of tropospheric means over
satellite ones is their higher survivability in armed conflicts and/or
counter-terrorist activities;

– the use of tropospheric stations is also possible when deploying commu-
nication links in high northern latitudes, where the use of satellite com-
munication through geostationary satellites is fundamentally impossible;

– in commercial networks, the use of tropospheric means can in some cases
be economically more feasible than the use of satellite communications.
Due to the greater length of the intervals, the over-horizon link lines have
the advantage over the line-of- sight links when organizing communica-
tions in hard-to-reach, mountainous and sparsely populated areas;

2. It seems practically expedient to create an over-the-horizon digital communi-
cation station of the centimeter wave band, which allows to transmit informa-
tion both on the line of sight intervals and the diffraction and long-distance
tropospheric propagation intervals. At the same time, the equipment can have
admissible dimensions and cost, should not consume a lot of electricity, should
not require the installation of antennas on high masts.
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3. The method of packet transmission with a time division duplex is promising
and should be used as a basis for the development of promising tropospheric
TCU stations. Features of the packet transfer method with a TDD make
it possible to implement microwave paths (a transceiver with an antenna
system) based on active antenna arrays.

On the basis of the ATRM modules, it will be possible to create various
high-potential and highly reliable transmit/receive devices in the form of active
antenna solutions for TRRS, the radiated power of which can be increased by
the acquisition of a different number of modules.
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Abstract. The output function recognition of a binary automaton
with random Bernoulli input by the character frequency in the output
sequence is considered. On the set of output functions, an equivalence
relation is introduced, the classes of which consist of functions that are
indistinguishable in the scheme. The problem of recognizing the equiva-
lence class of the output function is reduced to the integer optimization
problem. Three partial classes of automata close to shift registers are
considered.
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1 Introduction

The recognition of the type of malfunction of a discrete device is a kind of
recognition of a finite state machine. A number of studies solve the problems
of discrete devices’ testing and diagnosing by using the random sequences as an
input and analyzing the output statistics [1,2]. An example of this statistics is the
frequency of symbols in output sequence. This paper presents the recognition
method for output function of binary machine with random input, which is
based on the calculation of relative frequency of symbol occurrence in the output
sequence. The method is developed for the following machine types: shift register,
generalized shift register, shift register with internal XOR.

2 Finite Moore Machine Probability Function

Let A = (X,Y,Q, h, f) be strongly connected finite Moore machine with X =
Y = {0, 1} as input and output alphabets, Q = {q1, q2, ..., qr} as set of states,
h : Q×X → Q as transition function, f : Q → Y as output function. Let q(0) =(
q
(0)
1 , q

(0)
2 , ..., q

(0)
r

)
,

r∑
i=1

q
(0)
i = 1, q

(0)
i ≥ 0, i = 1, 2, ..., r, - initial probability

c© Springer Nature Switzerland AG 2018
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distribution, and the input of the automaton is a sequence of independent binary
random variables x(i), i = 1, 2, ..., with P

(
x(i) = 1

)
= p, P

(
x(i) = 0

)
= 1 − p,

0 < p < 1. Under these conditions, the Markov chain with the set of states Q =
{q1, q2, ..., qr}, matrix of transition probabilities M = (mij) , i, j = 1, 2, ..., r,

mij =

⎧
⎪⎪⎨
⎪⎪⎩

0, h (qi, 0) �= qj, h (qi, 1) �= qj ,
p, h (qi, 0) �= qj, h (qi, 1) = qj ,
1 − p, h (qi, 0) = qj, h (qi, 1) �= qj ,
1, h (qi, 0) = h (qi, 1) = qj

and the initial distribution q(0) is irreducible. The stationary distribution of the
probabilities of chain states is given by a single stochastic vector π = (π1, ..., πr),
πM = π. The probability function of the automaton for the character “1” is

Φ(p) =
r∑

i=1

πif (qi) [2].

3 Recognition of the Output Function of an Automaton
by the Value of Its Probability Function

Let A =
{

A = (X,Y,Q, h, f) , f ∈ F
(2)
r

}
be the class of the automata described

above, which output functions belong to the set F
(2)
r of all possible output func-

tions. We consider the problem of recognizing the unknown output function f
of an automaton A ∈ A by the value of its probability function Φf (p). We define
two functions f1 and f2 as statistically equivalent if Φf1(p) = Φf2(p) for all
p ∈ (0, 1). The introduced relation splits F

(2)
r into disjoint classes. The equiva-

lent output functions are indistinguishable by the value Φf (p), and the output
function can be specified only to within an equivalence class.

Theorem 1. For all p ∈ (0, 1), except for some finite set Ω ⊂ (0, 1), the value
Φf (p) corresponds to a single equivalence class of the function f.

Let f = (f (q) , q ∈ Q)T denote column-vector of the table assignment of the
function f . By construction f ∈ Vr, where Vr is the space of r-dimensional binary
vectors. The probability function is represented as a scalar product Φf (p) = πf .
Let t denote the dimension of the linear space generated by functions πi (p),
1 ≤ t ≤ r, over the field of real numbers. If d = (d1 (p) , d2 (p) , ..., dt (p)) is basis
of this space, then for some real matrix B of size t × r the equality π = dB is
true.

By choosing an appropriate basis and by re-numbering the set of states, we
reduce the matrix B to the form:

B =

⎛
⎜⎜⎜⎜⎜⎜⎝

b11 b12 · · · b1s1
∗ ∗ · · · ∗ ... ∗ ∗ · · · ∗

0 0 · · · 0 b21 b22 · · · b2s2

... ∗ ∗ · · · ∗
. . . . . .

. . . . . .

0 0 · · · 0 0 0 · · · 0
... bt

1 bt
2 · · · bt

st

⎞
⎟⎟⎟⎟⎟⎟⎠

.
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We will assume that the selected basis d = (d1 (p) , d2 (p) , ..., dt (p)) corre-
sponds to the form of the matrix B presented above, and the used renumbering

corresponds to the partition of the set Q into t blocks: Q =
t⋃

i=1

Qi, |Qi| = si,

t∑
i=1

si = r, Qi ∩Qj = ∅, i �= j, i, j = 1, 2, ..., r. Since the statistical equivalence of

the output functions f1 and f2 is equivalent to the vector equality Bf1 = Bf2,
we can identify the equivalence class of a function f with a vector Bf .

Theorem 2. For p ∈ (0, 1) \Ω the equation dμ = Φf (p) under restrictions on
unknowns μ = (μ1, μ2, ...μt)

T ∈ {Bf , f ∈ Vr} has a unique solution μ0 = Bf ,
corresponding to the equivalence class of the function f.

4 Output Function Recognition by Symbol Statistics

Let the sequence x(1), x(2), ..., x(N) be the machine A input and the output be

the sequence y(1), y(2), ..., y(N). Let YN = 1
N

N∑
k=1

y(k). Let us estimate the length

N which is enough to recognize the statistical equivalence class by the statistics
YN with the reliability level δ, 0 < δ < 1. Let us use normal approximation.
According to the central limit theorem the random value YN−NΦf (p)√

Ndf

converges

in distribution to a standard normal distribution. The method of the limiting
variance df calculation by fundamental matrix is described in [3]. For given
p /∈ Ω we denote ε0 = min

μ1 �=μ2

|d (μ1 − μ2)|, where the minimum is calculated

over not equal μ1,μ2 ∈ {Bf , f ∈ Vr}, D = max df . According to the equivalence
relation condition ε0 > 0. Taking into account that P

{|YN − Φf (p)| < ε0
2

} ≈
2Φ

(
ε0√
Ndf

)
, where Φ is the standard normal distribution function, we will find

the length N0 as the minimum integer N with

δ

2
> Φ

(
ε0√
ND

)
. (1)

Theorem 3. Let for N ≥ N0, p /∈ Ω, the vector μ0 be the solution of the
minimization problem { |YN − dμ| → min

μ ∈ {Bε, ε ∈ Vr} . (2)

Then with the probability not less than δ the statistical equivalence class of the
output function f is μ0.

5 The Shift Register Case

Let Fn be the set of all Boolean functions of n arguments, n = 1, 2, .... Let Af =
(X = {0, 1}, Vn, Y = {0, 1}, h, f) be the Moore machine (n-bit shift register)
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with the states Vn, the transition function

h ((a1, ..., an) , x) = (a2, ..., an, x) ,

where x, ai ∈ {0, 1}, i = 1, 2, ..., n, the output function f (x1, x2, ..., xn). The
machine Af probability function is polynomial

Φf (p) =
n∑

j=0

sjp
j (1 − p)n−j

,

where sk =
∑

(x1,x2,...,xn):
∑

xi=k

f(x1, x2, ..., xn), k = 0, 1, ..., n.

Let us choose di (p) = pi−1 (1 − p)n−i+1, i = 1, 2, ..., n + 1 as basis functions.
The partition of the set Q into classes Qi corresponds to a partition Vn into
classes of vectors of fixed weight. We arrange the vectors Vn in an ascending order
of weight, and in the groups of vectors of the constant weight lexicographically.
We have

B =

⎛
⎜⎜⎝

1
1 1 1 · · ·

· · · 1 1 1
1

⎞
⎟⎟⎠ .

There are exactly
(

n
i − 1

)
ones in the i-th row of the matrix B (only non-

zero elements are indicated). The statistical equivalence of functions f and g is
equivalent to the relations

∑

(x1,x2,...,xn):
∑

xi=k

f(x1, x2, ..., xn) =
∑

(x1,x2,...,xn):
∑

xi=k

g(x1, x2, ..., xn), k = 0, 1, ..., n.

The equivalence class of the function f is given by the vector (μ0, μ1, ..., μn),

where μk =
∑

(x1,x2,...,xn):
∑

xi=k

f(x1, x2, ..., xn), 0 ≤ μk ≤
(

n
k

)
, 0 ≤ k ≤ n.

The set Ω is the union of the roots of the family of nonzero polynomials with

integer coefficients
n∑

i=0

cip
i (1 − p)n−i, where −

(
n
i

)
≤ ci ≤

(
n
i

)
, i = 0, 1, ..., n,

0 < p < 1.

Theorem 4. For p ∈ (0, 1) \Ω the equation Φf (p) =
n∑

j=0

μjp
j (1 − p)n−j with

the constraints 0 ≤ μj ≤
(

n
j

)
, j = 0, ..., n, has the unique integer solution

(
μ
(0)
0 , μ

(0)
1 , ..., μ

(0)
n

)
, which corresponds to equivalence class of function f .
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Theorem 5. Let N0 be defined by (1). For N > N0, p /∈ Ω, let the vector(
μ
(0)
0 , μ

(0)
1 , ..., μ

(0)
n

)
be the solution of the integer minimization problem
⎧
⎪⎪⎨
⎪⎪⎩

∣∣∣∣YN −
n∑

i=0

μjp
j (1 − p)n−j

∣∣∣∣ → min

0 ≤ μj ≤
(

n
j

)
, μj ∈ Z

.

Then with the probability not less than δ, the statistical equivalence class of the
truth output function f corresponds with the vector

(
μ
(0)
0 , μ

(0)
1 , ..., μ

(0)
n

)
.

6 The Generalized Shift Register Case

Generalized shift registers are defined in [4]. Transition graphs of these registers
are generalized de Bruijn graphs. A binary generalized register of the order r,
r = 1, 2, ..., is a Moore automaton A

(r)
f = (X,Y,Q, h, f), where the input and

output alphabets are X = Y = {0, 1}, the set of states is Q = {0, 1, ..., r − 1},
the transition function is defined by the rule

h (q, ε) = (2q + ε) mod r,

where q ∈ Q, ε = 0, 1, the output function is some mapping f : Q → {0, 1}. Let
r = s2k, s be odd, k ≥ 0. Let b (q) be the number of ones in the binary notation
of the number q mod 2k, 0 ≤ q ≤ r − 1.

Theorem 6. The machine A
(r)
f probability function is

Φ
A

(r)
f

(p) =
1
s

k∑
i=0

∥∥∥f/Si

∥∥∥ pi (1 − p)k−i
,

where Si = {q |b (q) = i}, 0 ≤ i ≤ k.

The statistical equivalence of output functions f and g is equivalent to the
relations ∑

q∈Si

f(q) =
∑
q∈Si

g(q), i = 0, 1, ..., k.

The equivalence class of a function f is given by the vector (μ0, μ1, ..., μk), where

μi =
∑

q∈Si

f(q), 0 ≤ μi ≤
(

k
i

)
, 0 ≤ i ≤ k. The set Ω is the union of the

sets of the roots of a family of nonzero polynomials with integer coefficients
k∑

i=0

cip
i (1 − p)k−i, where −

(
k
i

)
≤ ci ≤

(
k
i

)
, i = 0, 1, ..., k, 0 < p < 1.

The problem (2) has the form:
⎧
⎪⎪⎨
⎪⎪⎩

∣∣∣∣YN −
k∑

i=0

μjp
j (1 − p)k−j

∣∣∣∣ → min

0 ≤ μj ≤
(

k
j

)
, μj ∈ Z

.
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7 The Shift Register with Internal XOR Case

A binary shift register with internal XOR is a Moore automaton A⊕
f where the

input and output alphabets are X = Y = {0, 1}, the set of states is Vn, n ≥ 1,
the transition function is defined by the rule

h ((a1, a2, ..., an) , a0) = (a0 ⊕ a1, a1 ⊕ a2, ..., an−1 ⊕ an) ,

where a0 ∈ {0, 1}, ⊕ is the summation modulo 2, and the output func-
tion is f (x1, x2, ..., xn) ∈ Fn. The implementation of similar registers in the
autonomous case is considered in [5].

Theorem 7. The machine A⊕
f probability function is

PA⊕
f

(p) =
1
2n

∑
(x1,x2,...,xn)∈Vn

f (x1, x2, ..., xn).

The statistical equivalence of output functions f and g is equivalent to the
relation

∑
(x1,x2,...,xn)∈Vn

f(x1, x2, ..., xn) =
∑

(x1,x2,...,xn)∈Vn

g(x1, x2, ..., xn).

The equivalence class of a function f is given by the scalar

μ0 =
∑

(x1,x2,...,xn)∈Vn

f(x1, x2, ..., xn),

where 0 ≤ μ0 ≤ 2n. The set Ω is empty. The problem (2) has the form:
{ ∣∣YN − μ

2n

∣∣ → min
0 ≤ μ ≤ 2n, μ ∈ Z .

8 Conclusion

The equivalence relation for output functions of finite binary Moore machine
with the random Bernoulli input is studied. The relation takes place when the
limits of relative frequency of occurrence of one in output sequences are equal.
The problem of output function equivalence class recognition by the value of
relative frequency of symbol occurrence in output sequence is formulated as the
linear form modulus discrete minimization problem. The problem is formulated
as the integer linear form modulus minimization problem with linear constraints
for several machine classes.
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Abstract. This paper discusses the application of stochastic Runge-
Kutta-like numerical methods with weak and strong convergences for
systems of stochastic differential equations in Itô form. At the begin-
ning a brief overview of available publications about stochastic numerical
methods and information from the theory of stochastic differential equa-
tions are given. Then the difficulties that arise when trying to implement
stochastic numerical methods and motivate to use source code generation
are described. We discuss some implementation details, such as program
languages (Python, Julia) and libraries (Jinja2, Numpy). Also the link
to the repository with source code is provided in the article.

Keywords: Stochastic differential equations
Stochastic numerical methods · Automatic code generation
Python language · Julia language · Template engine

1 Introduction

The article [16] describes the Python [30] implementation of stochastic numerical
Runge-Kutta type methods. This implementations heavily relies on NumPy and
SciPy [18] libraries. We chose Pyhon language because of it’s simplicity and
development speed. NumPy’s capability to work with multidimensional arrays as
tensors (functions tensor_dot and einsum) was also very helpful. However, the
performance was low, and not so much because of Python slowness, as because
we used the large number of nested loops (up to seven). In this paper, we consider
an alternative approach of stochastic numerical methods implementation, based
on automatic code generation.

This article is divided into three sections. The first section provides the
overview of the main sources and presents information from the theory of
stochastic differential equations (SDE) and methods for their numerical solu-
tion. The second section presents stochastic numerical schemes for scalar SDE
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V. M. Vishnevskiy and D. V. Kozyrev (Eds.): DCCN 2018, CCIS 919, pp. 532–546, 2018.
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with strong convergence and for SDE systems with strong and weak conver-
gence. In addition to the general schemes, several coefficient tables are pro-
vided. This allows to implement a specific numerical method. Finally, the third
section explains the use of code generation for stochastic numerical methods and
describes some details of the generator we have implemented (we use Jinja2 [1]
template engine).

2 Background Overview

In this section, we give a brief overview of the available publications on stochastic
Runge-Kutta methods. We study multistage numerical schemes without partial
derivatives from the drift vector f(t,X) and the diffusion matrix G(t,X), so we
don’t consider Milstein methods [25–27]).

First, who used a stochastic Brownian process for mathematical modeling was
a French mathematician, a student of Henri Poincare—Bachelier (1870–1946) in
1900 in the work [3].

The book by Kloeden and Platen [19] is classical work on numerical methods
for SDE. The book provides a brief introduction to the theory of stochastic
Ito and Stratonovich differential equations and their applications. The last two
thirds of the book are devoted to the presentation of numerical methods in the
sense of strict and weak approximations, including a number of Runge-Kutta
methods.

The dissertation by Rößler [32] is a consistent report of stochastic numerical
Runge-Kutta-like methods. The author considers the approximation of Ito and
Stratonovich SDE systems in a weak sense for the scalar and multidimensional
Wiener process. After a brief review of the previous works, the author develops
the stochastic equivalent of labelled trees theory (labelled trees are used to derive
the order conditions in the case of deterministic Runge-Kutta methods, see, for
example, [13,17]).

Rossler considers weakly convergent stochastic Runge-Kutta-like methods for
Ito and Stratonovich SDE systems for both the scalar and the multidimensional
Wiener process. In the third and the fifth part of the dissertation the specific
implementation of the explicit stochastic numerical methods for weak conver-
gence was described.

Further results of Rosler studies were described in articles [14,15] in col-
laboration with Debrabant. In the preprint [15] authors continued classification
of stochastic methods, Runge-Kutta method with a weak convergence. Several
concrete realizations and results of numerical experiments were obtained. In the
another preprint [31], they gave tables for fourth stage and strong order conver-
gence methods p = 3.0.

Euler–Maruyama method described by Maruyama in the paper [23] may be
considered as the first stochastic Runge-Kutta-like method. The first system-
atic study of stochastic numerical Runge–Kutta-like methods of strong order of
convergence p = 1.0 is given by Rümelin [33] and Platen in his thesis [29].
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Great contribution was made by Burrage and Burrage in a series of arti-
cles [7–10,12]. In these papers, they not only studied methods of strong order
p = 1.5, but also extended the theory of labeled trees to the stochastic case.

The article of Soheili and Namjoo [34] presented the three methods with
strong convergence p = 1.0 and the numerical comparison with the method from
the book [19].

Some of the first methods with weak convergence are given in the book [19].
Further development they received in article by Komori and Mitsui [20] and
in [22]. In the article [35] two three-stage methods, the weak convergence of the
p = 2.0, as well as numerical experiments were introduced.

In view of the extreme complexity of further improving the order of accuracy
of stochastic numerical schemes, the modern studies are devoted to obtaining
numerical schemes for special SDE cases. It is possible to point out some of such
studies about stochastic symplectic Runge–Kutta-like methods [11,21,37] and
stochastic analogues of the Rosenbrock method [2].

3 Stochastic Wiener Process and Software Generation
of Its Trajectories

The stochastic process W (t), t � 0 is called scalar Wiener process if the following
conditions are true [19,28]:

– P{W (0) = 0} = 1, or in other words, W (0) = 0 is almost certain;
– W (t) is process with independent increments, i.e. {ΔWi}N−1

0 are independent
random variables: ΔWI = W (tI+1) − W (tI) and 0 � t0 < t1 < t2 < . . . <
tN � T ;

– ΔWi = W (tI+1) − W (tI) ∼ N (0, tI+1 − tI) where 0 � tI+1 < tI < t,
I = 0, 1, . . . , N − 1.

The symbol ΔWi ∼ N (0,Δti) denotes that ΔWi is normally distributed
random variable with expected value E[ΔWi] = μ = 0 and variance D[ΔWi] =
σ2 = Δti.

The Wiener process is a model of Brownian motion (random walk). If we
consider the process W (t) in time points 0 = t0 < t1 < t2 < . . . < tN−1 < tN
when it experiences random additive changes, then directly from the definition
of Wiener process follows:

W (t1) = W (t0)+ΔW0,W (t2) = W (t1)+ΔW1, . . . ,W (tN ) = W (tN−1)+ΔWN−1,

where ΔWi ∼ N (0,Δti), ∀i = 0, . . . , N − 1.
The multidimensional Wiener process W(t) : Ω × [t0, T ] → R

m is defined as
a random process composed of jointly independent one-dimensional Wiener pro-
cesses W 1(t), . . . ,Wm(t). Increments of ΔWα

I , ∀α = 1, . . . , m are jointly inde-
pendent normally distributed random variables. On the other hand, the vector
ΔWα

I can be represented as a multidimensional normally distributed random
variable with the expectation vector μ = 0 and the diagonal covariance matrix.

In the case of a multidimensional stochastic process one has to generate m
sequences of n normally distributed random variables should be generated.
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3.1 Program Generation of Wiener Process

To simulate a one-dimensional Wiener process, it is necessary to generate N
normally distributed random numbers ε1, . . . , εN and to construct their cumu-
lative sums. The result will be the simulated sample path of the Wiener process
W (t) or—using a different terminology—concrete implementation of the Wiener
process.

In the case of a multidimensional random process, n sequences of m normally
distributed random variables should be generated (that is, n arrays, each of m
elements).

We implemented Wiener process generator in Python [30] and Julia [5]. To
generate an array of numbers distributed according to the standard normal dis-
tribution in the case of Python, we used the function random.normal from the
NumPy [18] library and, in the case of Julia, the built-in randn function. Both
functions give qualitative pseudorandom sequences, since their work uses gen-
erators of uniformly distributed pseudorandom numbers based on an algorithm
called Mersenne’s vortex [24] (Mersenne Twister), and generators of pseudoran-
dom normally distributed numbers use the Box–Mueller transformation [4,6].

To generate the Wiener process in Python one should use the WienerProcess
class. The following code gives an example of this class usage.

import stochastic

N = 100
T = (0.0, 10.0)
W = stochastic.WienerProcess(N=N, time_interval=T)

print("Step size: ", W.dt)
print("Time points: ", W.t)
print("Process iterations: ", W.dx)
print("Wiener Process trajectory: ", W.x)
print("Intervals numbers: ", len(W.dx))
print("Points number: ", len(W.x))

The class constructor does not have any required arguments. By default, a
process is generated on a time interval [0, 1], which is divided into 1000 parts
(N=1000). Thus, by default, a path consisting of 1001 points with step dt equal
to 0.001.

In the case of Julia, the Wiener process generator is implemented as the
composite data type struct

"""Stochastic Wiener process"""
struct WienerProcess <: AbstractStochasticProcess

"Number of process steps"
N::Int64
"Time interval starting point"
t_0::Float64
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"Time interval end point"
t_N::Float64
"Step size"
dt::Float64
"Time points"
T::Vector{Float64}
"Winer process values"
X::Vector{Float64}
"Winer process increments dX ~ N(0, dt)"
dX::Vector{Float64}

end

With following contractors

WienerProcess(N::Int64, t_0::Float64, t_N::Float64)
WienerProcess(N::Int64, dt::Float64)
WienerProcess(N::Int64)
WienerProcess()

3.2 Calculation and Approximation of Multiple Ito Integrals
of Special Form

Here we will not go into the general theory of multiple stochastic Ito integrals,
a reader can refer to the book [19] for additional information. Here we con-
sider multiple special integrals, which are included in the stochastic numerical
schemes.

In General, for the construction of numerical schemes with order of conver-
gence greater than p = 1

2 , it is necessary to calculate single, double and triple
Ito integrals of the following form:

Iα(tn, tn+1) = Iα(hn) =

tn+1∫

tn

dWα(τ),

Iαβ(tn, tn+1) = Iαβ(hn) =

tn+1∫

tn

τ1∫

tn

dWα(τ2)dW β(τ1),

Iαβγ(tn, tn+1) = Iαβγ(hn) =

tn+1∫

tn

τ1∫

tn

τ2∫

tn

dWα(τ3)dW β(τ2)dW γ(τ1),

where α, β, γ = 0 . . . ,m and Wα, α = 1, . . . ,m are components of multidimen-
sional Wiener process. In the case of α, β, γ = 0, the increment of dW 0(τ) is
assumed to be dτ .

The problem is to get analytical formulas for these integrals with ΔW I
n =

W I(tn+1)−W I(tn) in them. Despite its apparent simplicity, this is not achievable
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for all possible combinations of indices. Let us consider in the beginning those
cases when it is possible to obtain an analytical expression, and then turn to
those cases when it is necessary to use an approximating formulas.

In the case of a single integral, the problem is trivial and the analytic expres-
sion can be obtained for any index α:

I0(hn) = Δtn = hn, Iα(hn) = ΔWα
n , α = 1, . . . , m.

In the case of a double integral Iαβ(hn), the exact formula takes place only
at α = β:

I00(hn) =
1
2
Δtn =

1
2
h2

n, Iαα(hn) =
1
2

(
(ΔWα

n )2 − Δtn
)
, α = 1, . . . ,m,

in other cases, when α �= β Express Iαβ(hn) by increments of ΔWα
n and Δtn in

the final form is not possible, so we can only use numerical approximation.
For the mixed case I0α and Iα0 in [32], simple formulas of the following form

are given:

I0α(hn) =
1
2
hn

(
Iα(hn) − 1√

3
ζα(hn)

)
,

Iα0(hn) =
1
2
hn

(
Iα(hn) +

1√
3
ζα(hn)

)
,

where ζα
n ∼ N (0, hn) are multidimensional normal distributed random variables.

For the General case α, β = 1, . . . ,m, the book [19] provides the following
formulas for approximating the double Ito integral Iαβ :

Iαβ(hn) =
ΔWα

n ΔW β
n − hnδαβ

2
+ Aαβ(hn),

Aαβ(hn) =
h

2π

∞∑
k=1

1
k

[
V α

k

(
Uβ

k +
√

2
hn

ΔW β
n

)
− V β

k

(
Uα

k +
√

2
hn

ΔWα
n

)]
,

where V α
k ∼ N (0, 1), Uα

k ∼ N (0, 1), α = 1, . . . , m; k = 1, . . . ,∞; n = 1, . . . , N
is numerical schema number. From the formulas it is seen that in the case α =
β, we get the final expression for the Iαβ , which we mentioned above. In the
case of α �= β, one has to sum the infinite series aαβ . This algorithm gives an
approximation error of order O(h2/n), where n is number of left terms of an
infinite series aij .

In the article [36] a matrix form of approximating formulas is introduced.
Let 1m×m, 0m×m be the unit and zero matrices m × m, then

I(hn) =
ΔWnΔWT

n − hn1m×m

2
+ A(hn),

A(hn) =
h

2π

∞∑
k=1

1
k

(
Vk(Uk +

√
2/hnΔWn)T − (Uk +

√
2/hnΔWn)VT

k

)
,

where ΔWn,Vk,Uk are independent normally distributed multidimensional
random variables:

ΔWn = (ΔW 1
n ,ΔW 2

n , . . . ,ΔWm
n )T ∼ N (0m×m, hn1m×m),

Vk = (V 1
k , V 2

k , . . . , V m
k )T ∼ N (0m×m,1m×m),

Uk = (U1
k , U2

k , . . . , Um
k )T ∼ N (0m×m,1m×m).
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If the programming language supports vectored operations with multidimen-
sional arrays, these formulas can provide a benefit to the performance of the
program.

Finally, consider a triple integral. In the only numerical scheme in which it
occurs, it is necessary to be able to calculate only the case of identical indexes
α = β = γ. For this case, [32] gives the following formula:

Iααα(hn) =
1
6

(
(Iα(hn))3 − 3I0(hn)Iα(hn)

)
=

1
6

(
(ΔWα

n )3 − 3hnΔWα
n

)
.

3.3 Strong and Weak Convergence of the Approximating Function

Before proceeding to the formulation of numerical schemes, it is necessary to
determine the criterion of accuracy of approximation of the simulated process
x(t) by the grid function xn. Two criteria are used: weak and strong convergence.

The sequence of approximating functions {xn}N
1 converges with order p to

the exact solution x(t) of SDE in moment T in strong sense if constant C > 0
exists and δ0 > 0 such as ∀h ∈ (0, δ0 and following condition is fulfilled:

(‖x(T ) − xN‖) � Chp.

The sequence of approximating functions {xn}N
1 converges with order p to

the exact solution x(t) of SDE in moment T in weak sense if constant CF > 0
exists and δ0 > 0 such as ∀h ∈ (0, δ0] and the following condition is fulfilled:

|E [F (x(T ))] − E [F (xN )]| � CF hp.

Here F ∈ C
2(p+1)
P (R,Rd) is a continuous differentiable functional with poly-

nomial growth.
If the G matrix is zero, then the strong convergence condition is equivalent

to the deterministic case, but the order of strong convergence is not necessarily
a natural number and can take fractional-rational values.

It is important to note that the choice of the convergence type depends on
the problem one has to solve. Increasing the order of strict convergence leads to
more accurate approximation of the trajectories of x(t). If one wants to calculate,
for example, the moment of a random process x(t) or a generalized functional
of the form E[F (x(t))], one should increase the order of weak convergence.

4 Stochastic Runge–Kutta-like Numerical Methods

4.1 Euler–Maruyama Numerical Method

The simplest numerical method for solving scalar equations and systems of
SDEs is the Euler–Maruyama method, named in honor of Gisiro Maruyama,
who extended the classical Euler method for ODEs to the case of equation [23].
The method is easily The each step requires only corresponding to this step
increment ΔW β

n . The method has a strong order (pd, ps) = (1.0, 0.5). The value
pd denotes the deterministic accuracy order, when the method is used for the
equation with G(t, xα(t)) ≡ 0. The value ps denotes the order of the stochastic
part approximation.
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4.2 Weak Stochastic Runge–Kutta-like Method with Order 1.5 for
a Scalar Wiener Process

In the case of a scalar SDE, the drift vector fα(t, xγ) and the diffusion matrix
Gα

β(t, xγ) become f(t, x) and g(t, x) scalar functions, and the driving Wiener
process W β

t is the scalar Wt. For scalar SDE it is possible to construct a numerical
scheme with strong convergence p = 1.5. In the above numerical scheme, the
Wiener stochastic process is present in implicit way. It is “hidden” inside the
stochastic Ito integrals: I10(hn), I1(hn), I11(hn), I111(hn).

4.3 Stochastic Runge–Kutta Method with Strong Order p = 1.0
for Vector Wiener Process

For SDE system with a multidimensional Wiener process, one can construct a
stochastic numerical Runge-Kutta scheme of strong order ps = 1.0 by using
single and double Ito integrals [31].

Methods SRK1Wm and SRK2Wm have strong order (pd, ps) = (1.0, 1.0) and
(pd, ps) = (2.0, 1.0).

4.4 Stochastic Runge–Kutta Method with Weak Order p = 2.0
for the Vector Wiener Process

Numerical methods with weak convergence are good for approximation of the dis-
tribution characteristics of stochastic process xα(t). The weak numerical method
does not need information about the trajectory of driving Wiener process Wα

n

and random increments for these methods can be generated on another proba-
bility space. From the paper [15] we get two Butcher tables.

5 Analysis of Implementation Difficulties of Stochastic
Runge–Kutta Numerical Methods

As can be seen from the formulas, stochastic Runge-Kutta methods are much
more complicated than their classical analogues. In addition to the cumbersome
formulas, we can highlight the following factors that complicate the implemen-
tation of stochastic methods in software, as well as their application to the
numerical solution of SDEs.

– When choosing a particular method, it is necessary to consider what type
of convergence is necessary to provide for this problem, as well as which of
the stochastic equations should be solved—in Ito or Stratonovich form. This
increases the number of algorithms one has to implement.

– For methods with strong convergence greater than one at each step it is nec-
essary to solve the resource-intensive problem of stochastic integrals approx-
imation.
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– In the numerical scheme, there are not only matrices and vectors, but also
tensors (four-dimensional arrays), it is necessary to perform a convolution
operation on several indexes. The implementation of convolution via summa-
tion by using normal cycles results in a significant performance drop.

– Weak methods requires the Monte Carlo simulation and, therefore, a large
number of repeated computations for the numerical solution. Since the Monte
Carlo method converges approximately as 1/

√
N , where N—number of cal-

culations, to achieve an accuracy of at least 10−3, it is necessary to perform
minimum 106 tests.

The most significant performance drop occurs when implementing a universal
algorithm, that is, a program that can make a calculation using an arbitrary
coefficient table. In this case, we have to use a large number of nested loops in
order to organize the summation. The presence of double sums in the schemes
as well as complex combination of indices in the multipliers under the sign of
these sums complicates the implementation even more and the number of nested
cycles increases to six. In addition to these specific features, we mention a few
reasons for the performance drop, which also take place in case of deterministic
numerical methods. The obvious way to store the coefficients of the methods
is to use arrays. However, in explicit methods, that we consider, the matrix is
lower-diagonal and storing it as a two-dimensional array results in more than
half of the allocated memory being spent on storing zeros.

While examine the source codes of popular routines that implement classical
explicit embedded Runge–Kutta methods, one may find that these programs
use a set of named constants rather than arrays to store the coefficients of the
method. It is also caused by the fact that the operations with scalar variables in
most programming languages are faster than operations on arrays.

We wish to preserve the requirement of code flexibility and at the same time
to increase the speed of calculations and reduce the memory consumption. That
led us to automatic code generation from one template.

In addition to performance gains, automatic code generation allows you to
add or modify all functions at once by editing only one template. This allows both
to reduce the number of errors and to generate different variants of functions for
different purposes.

6 Automatic Code Generation

For code generation we use Python 3 language. The program is open
source and available on bitbucket repository by URL bitbucket.org/mngev
/sde num generation. The repository contains module stochastic. This module
implements Wiener stochastic process and the numerical methods we considered
in this paper. Most part of the module’s code are generated by scripts from
generator directory.

For the code generation, we used Jinja2 [1] template engine. This library was
originally developed to generate HTML pages, but it has a very flexible syntax
and can be used as a universal tool for generating text files of any kind, including

https://bitbucket.org/mngev/sde_num_generation
https://bitbucket.org/mngev/sde_num_generation
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source codes in any programming languages. In addition to Jinja2, we also used
NumPy library to work with arrays and speed-up some calculations.

In addition to the two external libraries listed above, the standard fraction
module was used. It allows to specify the coefficients of the method as rational
fractions, and then convert them to float type with the desired order of accuracy.
Also we use typing module to annotate the types of function arguments (Python
3.5 and above feature).

Templates are files with Python source code with insertions of Jinja2 specific
commands. Information about the coefficients of the methods is stored sepa-
rately, in a structured form of JSON format. This makes it easy to add new
methods and modify old ones by editing JSON files. Currently we use methods
with coefficients presented in [14,15,19].

Python itself is used as the language for already generated functions with
the active use of NumPy library, which allows to get acceptable performance.
However, the generated code can be easily reformatted to match the syntax of
any other programming language. We plan to modify the program to generate
code in Julia language (julialang.org). This language was introduced in 2012 and
initially focused on scientific computing. Currently, he is intensively developing
and gaining popularity. To date, the current version is 0.6.2. Julia provides per-
formance comparable to C++ and Fortran, but it is a dynamic language with
interactive command line (REPL) capability similar to IPython and can be inte-
grated into an interactive Jupyter environment.

The current version of the library exceeds the one described by the authors
in [16]. The use of auto-generation made it possible not to use nested loops,
which reduced the number of memory allocations, and greatly simplified the
code.

6.1 Realisation of Automatic Code Generation

To study the calculation errors and the efficiency of different stochastic numerical
methods, it is necessary to have a universal implementation of such methods.
The universality means the possibility to use any stochastic method with a
desired strong or weak error by setting its coefficient table. With direct transfer of
mathematical formulas to the program code, one need to use about five nested
cycles, which extremely reduces performance, since such code does not take
into account a large number of zeros in the coefficient tables and arithmetic
operations on zero components are still performed, although this is an extra
waste of processor time.

One way to achieve versatility and acceptable performance is to generate code
for a numerical method step. This approach minimizes the number of arithmetic
operations and saves memory, since the zero coefficients of the method do not
have to be stored.

We implemented a code generator for the three stochastic numerical methods
mentioned above:

– scalar method with strong convergence ps = 1.5,
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– vector method with strong convergence ps = 1.0,
– vector method with weak convergence of ps = 2.0.

We use Python to implement the code generator and Jinja2 [1] template engine.
This template engine was originally created to generate HTML code, but its
syntax is universal and allows you to generate text of any kind without reference
to any programming or markup language.

Information about the coefficients of each particular method is stored as a
JSON file of the following structure:

{
"name": "method’s name (the future name of the function)",
"description": "method’s short description",
"stage": 4,
"det_order": "2.0",
"stoch_order": "1.5",
"A0": [...],
"B0": [...],
"A1": [...],
"B1": [

["0", "0", "0", "0"],
["1/2", "0", "0", "0"],
["-1", "0", "0", "0"],
["-5", "3", "1/2", "0"]

],
"c0": ["0", "3/4", "0", "0"],
"c1": ["0", "1/4", "1", "1/4"],
"a": ["1/3", "2/3", "0", "0"],
"b1": ["-1", "4/3", "2/3", "0"],
"b2": ["-1", "4/3", "-1/3", "0"],
"b3": ["2", "-4/3", "-2/3", "0"],
"b4": ["-2", "5/3", "-2/3", "1"]

}

The parameter stage is the number of method’s stages, det order is the
error order of the deterministic part (pd), stoch order is the error order of the
stochastic part (ps), name is the name of the method, which will then be used
to create the name of the generated function, so it should be written in one
word without spaces. All other parameters are the coefficients of the method. In
this case, we give the coefficients of the scalar method with strong convergence
ps = 1.5, omitting the coefficients a0, a1 and B0 to save text space. It is necessary
to note that the values of the coefficients can be specified in the form of rational
fractions, for which they should be presented as JSON strings and enclosed in
double quotes.

For internal representation of stochastic numerical methods we created three
Python classes: ScalarMethod, StrongVectorMethod and WeakVectorMethod.
The implementation of these classes is contained in the file coefficients
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table.py. The constructors of these classes read the JSON file and, based on
them, create objects, which can later be used for code generation. The Fraction
class from the Python standard library is used to represent rational coefficients.
Each class has a method that generates a coefficient table in LATEX format.

The file stoch rk generator.py is a script which handles the jinja2 tem-
plates and, based on them, generates a code of python functions. For vector
stochastic methods, a code is generated for dimensions up to 6. Functions are
named based on the information specified in JSON files, such as strong srk1w2,
strong srk2w5, weak srk2w6, and so on.

In addition to the code in Python, LATEX formulas are generated. It allows
one to check the correctness of the generator. For example, we give below the
formula generated automatically based on the data from JSON file for Runge–
Kutta method strong srk1w2 with stages s = 3, and 2 dimensioned Wiener
process. Nonzero coefficients of the method are as follows:

A2
01 = 1, A2

11 = 1, A3
11 = 1, B2

11 = 1, B3
11 = −1,

a1 = 1/2, a2 = 1/2, c20 = 1, c21 = 1, c31 = 1, b11 = 1, b22 = 1/2, b23 = −1/2.

7 Parallel SDE Integration with Weak Numerical
Methods

Stochastic numerical methods with strong convergence are well suited for com-
puting a specific trajectory of SDE solution. If we are not interested in a specific
trajectory, but in some probabilistic characteristics (distribution of a random
process, mathematical expectation, variance, etc.), then we should use numeri-
cal methods with weak convergence.

In the case of numerical methods with weak convergence, we have to use
Monte Carlo method. It means that we should solve our SDE system multiple
times and each time with different trajectory. The error of the Monte Carlo
method depends on the number of trials N as

√
N , so to achieve the accuracy of

10−3 we need 106 trials. However, since the trajectories of the Wiener process are
independent, the SDE for each specific trajectory can be solved independently
in parallel mode.

We have implemented a script in Python, which allows to find solutions of
SDE for N different trajectories in parallel mode by spawning a given num-
ber of processes. For processes spawning we use multiprocessing module. The
following features of the Cpython interpreter should be noted.

– Because of the global interpreter lock (GIL), it is not possible to use threads
for the Monte Carlo method. The standard threading module is only suitable
for asynchronous tasks.

– When using processes, you should reinitialize the random number generator
with new seed for each process separately, because otherwise all generated
processes will generate the same sequence of random numbers.

The source code of the implemented script is located in the tests directory.
It is based on two functions.
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– Function calculation performs the necessary calculations for a given num-
ber of trajectories. As arguments, the function takes the drift vector, the
diffusion matrix, the required number of simulations, the initializing value
for the random generator, the initial value of the SDU solution, the number
of steps of the Wiener process, the time interval at which it is necessary to
carry out integration, the dimension of the Wiener process and optionally the
function for testing the obtained solution for adequacy.

– Function run parallel distributes the Monte Carlo tests equally between
processes, creates a pool of processes, and runs them. Each process performs
the function calculation.

When carrying out a large number of tests, the storage of all the resulting
trajectories requires a significant amount of RAM. Therefore, it is more rea-
sonable to immediately decide what probabilistic characteristics we need and
calculate them using on-line algorithms. For example, to calculate the average
trajectory, we use the following formula

x̄n = x̄n−1 +
xn − x̄n−1

n
.

This formula allows you to update the mean values of all path steps x̄n based
on the previous mean values x̄n−1 and the current value xn. As a result, each
process must store only one array of constant length, which saves memory.

8 Conclusion

Stochastic numerical schemes with convergence order higher than 0.5 are consid-
ered. It is shown that such methods are much more complicated than equivalent
numerical methods for systems of ordinary differential equations. Their specifics
makes efficient software implementation of such methods not a trivial task. We
discuss an approach based on automatic generation of code, which allows to
obtain an efficient implementation of the methods and gives the possibility to
use any table of coefficients. We also give a short description of our program and
provide the url link to the repository with the source code.
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Abstract. Smartbow ear-attached motion active sensor with a 3d
accelerometer is used for animal activity tracking. Such technology is
required to understand the welfare, nutrition scheme and management
strategies for breeding cattle. The ear-tag with integrated sensor has no
fixed location and orientation that leads to necessity to use the orienta-
tion independent features by solving a time series classification problem.
In this paper we propose an accelerometer data transformation tech-
niques based on Euler angle rotation and signal projection and show
their equivalence relative to a reference coordinate system. The main
aim is to increase a recognition accuracy for the weakly-identified states
or actions. The previous research for the fitting of the calves has demon-
strated certain difficulties by recognition of some rare states and actions,
e.g. milk intake. The results show that an average area under the ROC-
curve of 0.740 is achieved with improvement of 0.252 over classifications
without data transformation.

Keywords: Activity recognition · Accelerometer
Data transformation · Machine learning

1 Introduction

The wireless data transmission has become an integral part of our daily activities.
It has found widespread use in different applications particularly in radio finding
systems [1], location tracking systems [11] and activity recognition [2].
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The animal activity recognition based on behavioral monitoring systems with
wireless data transmission from acceleration sensors is a rapidly growing area
of smart technologies in agriculture. The animal activity characteristics offer
potential for health and performance care of the farm animals in particular
of dairy calves. Different technologies have been already implemented. Ear-
attached accelerometer which is based on radio-frequency identification, quan-
tifies ear movements and estimates feeding and rumination was used in [10].
The authors have confirmed that acceleration technology is a promising tool
to measure feeding behavior in beef cattle. Another behavioral monitoring sys-
tem based on accelerometer technology and ear temperature measurements with
application for fitting the calves was discussed in [6]. The SensOor ear attached
3D-accelerometer has been used in [5] as element of measurement tool for rumi-
nation, eating and inactivity times. The authors have noticed that ear placement
and environmental conditions are critical for successful activity recognition. The
modified ear-tag attached to the tail was used in [7] to illustrate the poten-
tial in recognizing the parturition. Smartbow activity recognition system was
used by authors in [9] who have already proposed a number of algorithms for
two-class and multi-class time series classification using stochastic and chaos-
theoretical approaches for evaluation of feature vectors. While the first steps in
animal activity recognition have been already performed, the problem of rare
states recognition in unbalanced data sets is still actual. The ear tag fasted to
the animal is equipped with an active 3d accelerometer transmitting the data
sets of accelerations along all axes to the central server. Such device has no fixed
location and orientation that leads to necessity to use the orientation indepen-
dent features by solving a classification problem. In this paper we specifically
focus on recognition of such rare action as milk intake by eliminating as far as
possible the influence of the ear-tag orientation. Data collected from the accel-
eration sensor according to the local coordinate system is converted using Euler
angle rotation and signal projection. This type of transformation can be more
useful for fitting physical movements of the ear-tag that in turn leads to increas-
ing of a recognition accuracy for the weakly identified action. The transformed
data sets are used for feature extraction for action of interest and subsequent
classification by different types of classifiers.

The paper is organized as follows. In Sect. 2, we shortly discuss the mate-
rials and methods of data generation and introduce the methodology for data
transformation. The activity recognition algorithm together with performance
metrics is discussed in Sect. 3. Experiments and numerical results are presented
and discussed in Sect. 4. Section 5 summarizes the main results and proposes
some ideas for future research.

2 Data Transformation

The data sets of accelerations are transmitted from ear-tags via Smartbow radio
wall points to the central server. We consider 15 acceleration data sets of fifteen
calves with length of 4 h each. The acceleration data generated during head



Automatic Recognition of a Weakly Identified Animal Activity State 549

moving consists of the recordings along three axes x, y, z and the acceleration
magnitude, thus for every point in time i we have four dimensional recordings
of the form

(xi, yi, zi,
√

x2
i + y2

i + z2i )
T ,

evaluated with a frequency of 10 per second. The video observations were imple-
mented to get data needed for learn stage in the machine-learning algorithms.
From available data sets we select the time intervals with a relative rare event
such as milk intake which constitutes only about 4.5% of the total observation
time and had a very low sensitivity in realized tests obtained on the basis of a
multi-class recognition.

The acceleration sensor measures the values for three axes according to the
local coordinate system which is specified by the sensor orientation at certain
point of time. The acceleration signals synchronously change with positions and
spacial orientations of the ear tag fasted to the head of animal. Due to the
sensor fixation in the ear of the calves, the directional recordings are not directly
comparable between calves and also between different times. Therefore we want
to seek remedies to tackle this problem. The real observations show that during
milk drinking the calf’s head behaves mostly in horizontal plane. The ear-tag
coordinate system is defined according to its default orientation, see Fig. 1. In the
global coordinate system we assume that vertical Z-axis captures the upward and
downward motions while X- and Y -axis capture forward and backward motions
as well as motions to the left and to the right.

Further we expect that appropriate data transformation with respect to
the global coordinate system and calculation of corresponding orientation-
independent features will improve the quality of recognition of a weakly identi-
fying states like milk intake. We define two transformations based on projection
and rotation and compare them with the original time series. Moreover we show
that these two transformations are equivalent. The basic idea is that we estimate
the direction of gravity in short intervals and use this information to filter out the
gravitational acceleration. The sensor data transformed with respect to a global
coordinate system becomes then more independent of the local ear tag orien-
tation and therefore is getting more comparing to a raw stream accelerometer
readings.

Fig. 1. Ear-tag coordinate system

We analyse three different time series which are explained in more detail
below,
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1. acceleration magnitude √
x2
i + y2

i + z2i

2. horizontal magnitude after projection on direction of gravity

||hi||

3. horizontal magnitude after rotation
√

x2
i,rot + y2

i,rot

2.1 Horizontal Projection

The horizontal projection was used in [12] in human activity recognition problem.
Here we describe the main principles of such transformation. Assume we have
given a time series of the length n

(xi, yi, zi)T , i = 1, . . . , n,

where xi, yi and zi denotes acceleration in x, y and z direction at time i respec-
tively. The projected 2D (Vertical) pi is defined by

pi =
di · g
g · g · g,

where
g = (x̄, ȳ, z̄)T

is an estimate for the direction of gravity using x̄, ȳ and z̄, the means of x-
direction, y-direction and z-direction over the considered interval

x̄ :=
1
n

n∑
i=1

xi ȳ :=
1
n

n∑
i=1

yi z̄ :=
1
n

n∑
i=1

zi.

Defining
di = (xi − x̄, yi − ȳ, zi − z̄)T ,

we calculate the projected 2D (Horizontal) hi by

hi = di − pi .

and finally the magnitude of the horizontal projection as

‖hi‖= ‖di − pi‖

In Figs. 2 and 3 we see an exemplary data set before and after the projection
transformation.
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2.2 Rotation

To rotate a vector with an angle α in x-, y- or z- direction we multiply it with
the rotation matrices Mx, My or Mz

Mx(α) =

⎛
⎝

1 0 0
0 cos(α) − sin(α)
0 sin(α) cos(α)

⎞
⎠ ,

My(α) =

⎛
⎝

cos(α) 0 sin(α)
0 1 0

− sin(α) 0 cos(α)

⎞
⎠ ,

Mz(α) =

⎛
⎝

cos(α) − sin(α) 0
sin(α) cos(α) 0

0 0 1

⎞
⎠ .

According to [8,12] the mean of accelerometer readings, computed over a
long time period gives an estimate of the gravity g hence we assume exactly as
above in our section on projection that

g = (x̄, ȳ, z̄)T

In this approach we want to find a transformation, i.e. a rotation, to transform
the vector of gravitation to point along the negative z-axis. The rotation along
three axes with respective angles α, β, γ can be calculated using a composition
of matrix-multiplications

a = MzMyMxa

where we want to find a rotation such that

MzMyMx

⎛
⎝

x̄
ȳ
z̄

⎞
⎠ =

⎛
⎝

0
0

−
√

x̄2 + ȳ2 + z̄2

⎞
⎠ (1)

We assume angle γ to be zero, which is equivalent to setting Mz to be the identity
matrix which is equivalent to omitting it. Moreover, since we are not actually
interested in the angles and to avoid calculations with inverse trigonometric
functions, we use the well known algebraic substitutions

sin α =
2a

1 + a2
; cos α =

1 − a2

1 + a2

sin β =
2b

1 + b2
; cos β =

1 − b2

1 + b2

and solve the equation which is equivalent to Eq. (1)
⎛
⎜⎝

1−b2

1+b2 0 2b
1+b2

0 1 0
−2b
1+b2 0 1−b2

1+b2

⎞
⎟⎠

⎛
⎜⎝

1 0 0
0 1−a2

1+a2
−2a
1+a2

0 2a
1+a2

1−a2

1+a2

⎞
⎟⎠

⎛
⎝

x̄
ȳ
z̄

⎞
⎠ =

⎛
⎝

0
0

−
√

x̄2 + ȳ2 + z̄2

⎞
⎠
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which gives us 2 solutions for a and b and more importantly, two solutions for
M := MzMyMx:

M1 =
1

√
ȳ2 + z̄2

√
x̄2 + ȳ2 + z̄2

⎛

⎝
ȳ2 + z̄2 −x̄ȳ −x̄z̄

0 −z̄
√

x̄2 + ȳ2 + z̄2 ȳ
√

x̄2 + ȳ2 + z̄2

−x̄
√

ȳ2 + z̄2 −ȳ
√

ȳ2 + z̄2 −z̄
√

ȳ2 + z̄2

⎞

⎠

M2 =
1

√
ȳ2 + z̄2

√
x̄2 + ȳ2 + z̄2

⎛

⎝
−ȳ2 − z̄2 x̄ȳ x̄z̄

0 z̄
√

x̄2 + ȳ2 + z̄2 −ȳ
√

x̄2 + ȳ2 + z̄2

−x̄
√

ȳ2 + z̄2 −ȳ
√

ȳ2 + z̄2 −z̄
√

ȳ2 + z̄2

⎞

⎠

Using one of the two solutions, we can rotate the three axes in every segment
of our time series. Therefore we get two new time series:

⎛
⎝

xi,rot,j

yi,rot,j
zi,rot,j

⎞
⎠ = Mj

⎛
⎝

xi

yi
zi

⎞
⎠ , j = 1, 2, i = 1, . . . , n

In Fig. 2 we see this rotation applied to an example dataset.

2.3 Equivalence of Transformations

Proposition 1. The magnitudes ‖h‖ and
√

x2
rot + y2

rot satisfy the equality

‖h‖2 = x2
rot + y2

rot. (2)

Proof. First we inspect the two time series which are constructed by taking
either M1 or M2. Since the only difference in the first two rows of the matrix is
switched signs, it’s trivial to conclude that the following holds x2

rot,1 + y2
rot,1 =

x2
rot,2 + y2

rot,2.
The calculations are straightforward but very lengthy, so we present them in

a shortened form. Basically we can factor out a term of ‖h‖ namely x̄2 + ȳ2 + z̄2

and also a factor in
√

x2
rot + y2

rot, namely ȳ2+ z̄2, which leads us to see that both
expressions are equal. To simplify calculations we multiply two transformations
by one factor

(ȳ2 + z̄2)(x̄2 + ȳ2 + z̄2)‖h‖2= (3)

(ȳ2 + z̄2)(x̄2 + ȳ2 + z̄2)

∥∥∥∥∥∥
1

x̄2 + ȳ2 + z̄2

⎛
⎝

x(ȳ2 + z̄2) − x̄(yȳ + zz̄)
y(x̄2 + z̄2) − ȳ(xx̄ + zz̄)
z(x̄2 + ȳ2) − z̄(xx̄ + yȳ)

⎞
⎠

∥∥∥∥∥∥

2

=
ȳ2 + z̄2

x̄2 + ȳ2 + z̄2

(
x2(ȳ2 + z̄2)2 + x̄2(yȳ + zz̄)2 − 2xx̄(ȳ2 + z̄2)(yȳ + zz̄)

+ y2(x̄2 + z̄2)2 + ȳ2(xx̄ + zz̄)2 − 2yȳ(x̄2 + z̄2)(xx̄ + zz̄)

+ z2(x̄2 + ȳ2)2 + z̄2(xx̄ + yȳ)2 − 2zz̄(x̄2 + ȳ2)(xx̄ + yȳ)
)

= (ȳ2 + z̄2)
(
x̄(y2 + z2) + ȳ(x2 + z2) + z̄(x2 + y2) − 2(xx̄yȳ + xx̄zz̄ + yȳzz̄)

)
.
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Next we transform (ȳ2 + z̄2)(x̄2 + ȳ2 + z̄2)(x2
rot + y2

rot):

(ȳ2 + z̄2)(x̄2 + ȳ2 + z̄2) (4)

×
⎡
⎣

(
−xȳ2 − xz̄2 + x̄yȳ + x̄zz̄√

ȳ2 + z̄2
√

x̄2 + ȳ2 + z̄2

)2

+

(
(yz̄ − ȳz)

√
x̄2 + ȳ2 + z̄2√

ȳ2 + z̄2
√

x̄2 + ȳ2 + z̄2

)2
⎤
⎦

= ȳ2x2ȳ2 + z̄2x2z̄2 + ȳ2x̄2y2 + z̄2x̄2z2

+ 2x2ȳ2z̄2 − 2ȳ2xx̄yȳ − 2ȳ2xx̄zz̄ − 2z̄2xx̄yȳ − 2z̄2xx̄zz̄ − 2x̄2yȳzz̄

+ z̄2x̄2y2 + ȳ2ȳ2z2 + z̄2y2z̄2 + ȳ2x̄2z2 + ȳ2ȳ2z2 + z̄2ȳ2z2

− 2x̄2yȳzz̄ − 2ȳ2yȳzz̄ − 2z̄2yȳzz̄

= (ȳ2 + z̄2)
(
x̄(y2 + z2) + ȳ(x2 + z2) + z̄(x2 + y2) − 2(xx̄yȳ + xx̄zz̄ + yȳzz̄)

)
.

Comparing (3) and (4) we can conclude equivalence.

Fig. 2. Example time series: original (left) and rotated (right)

Fig. 3. Transformed time series: projected (left) and horizontal magnitude after rota-
tion (right)

3 Performance Metrics in Activity Recognition

In [4,14] the accuracy, sensitivity and specificity are defined: A classification
model (or classifier) is a mapping from instances to predicted classes. Given a
classifier and an instance, there are four possible outcomes. If the condition is
positive and it is classified as positive, it is counted as true positive (TP); if it is
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classified as negative, it is counted as a false negative (FN). If the condition is
negative and it is classified as negative, it is counted as true negative (TN); if it
is classified as positive, it is counted as a false positive (FP). A confusion matrix
consists of these four elements, a schematic depiction can be seen in Fig. 4. The
numbers along the major diagonal (TP and TN) represent the correct classifica-
tions. The number beside the major diagonal describe the errors - Type I error
(FP) and Type II error (FN). The performance of the classifier can be measured
by calculating different metrics (e.g. accuracy, specificity and sensitivity).

Fig. 4. Confusion matrix ([14])

Sensitivity, specificity and accuracy are described in terms of TP, TN, FN,
FP.

Accuracy =
TP + TN

TP + FP + FN + TN
(5)

The accuracy describes the proportion of the right classified values (TP and TN)
to all considered cases.

Sensitivity =
TP

TP + FN
, (6)

Specificity =
TN

TN + FP
. (7)

The sensitivity and specificity describe the proportion of the TP (and TN) and
positive (and negative) condition.

3.1 Receiver Operating Characteristics (ROC) Analysis

In [14] the Receiver Operating Characteristics Analysis are defined as follows.
For a given diagnostic test, the true positive rate (TPR) against false positive
rate (FPR) can be measured, where
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TPR =
TP

TP + FN
= Sensitivity, (8)

FPR =
FP

FP + TN
= 1 − Specificity. (9)

All possible combinations of TPR and FPR compose a ROC space. One
TPR and one FPR together determine a single point in the ROC space. The
position of a point in the ROC space shows the tradeoff between sensitivity
and specificity, i.e. the increase in sensitivity is accompanied by a decrease in
specificity. Thus the location of the point in the ROC space depicts whether the
diagnostic classification is good or not. In an ideal situation, a point determined
by both TPR and FPR yields a coordinate (0, 1) - 100% sensitivity and 100%
specificity (It is also called perfect classification). This point is the upper left
corner of the ROC space. Theoretically, a random guess would give a point along
this diagonal. A good classification is if the point predicted by a diagnostic test
fall into the area above the diagonal (otherwise a bad prediction).

Different possible cut-points of a diagnostic test determine a curve in ROC
space, which is also called ROC curve. ROC curve is often plotted by using TPR
against FPR for different cut-points of a diagnostic test, starting from coordinate
(0, 0) and ending at coordinate (1, 1). The interpretation of ROC curve is similar
to a single point in the ROC space. The closer the point on the ROC curve to
the ideal coordinate, the more accurate the test is. The closer the points on the
ROC curve to the diagonal, the less accurate the test is. Figure 4 illustrates the
ROC curve and the ROC space.

The area under the ROC curve provides a way to measure the accuracy of
a diagnostic test. The larger the area, the more accurate the diagnostic test is.
AUC (“Area under curve”) is defined by

AUC =
∫ 1

0

ROC(t)dt. (10)

Since we have detailed information on the behaviour of the individual calves
we can define the following limitations: We only consider standing states inside
the 4 h interval of each calf, since we assume that these drinking events only
occur during standing and we distinguish between two classes - Calf is drinking
milk and Calf is not drinking milk.

3.2 Procedure

The features we use for classification are summarized in the table below. Assume
that we have given a time series x := (x1, . . . , xn) and corresponding observations
arranging in an ascending order x∗ = (x∗

1, . . . , x
∗
n) (Fig. 5).

The activity recognition algorithm can be represented as follows:
This algorithm consists of the following main steps:

1. Perform the rotation/projection in intervals of 1 min length.
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Fig. 5. ROC curve and ROC space ([14])

Table 1. Table of used features

Name Formula

Mean, f1(x) 1
n

n∑

i=1

xi

Median, f2(x) x∗
� n+1

2 �
First quartile, f3(x) x∗

� n+1
4 �

Third quartile, f4(x) x∗⌊
3(n+1)

4

⌋

Mean Deviation, f5(x) 1
n

n∑

i=1

|xi − f1(x)|
MAD f6(x) f2((|x1 − f2(x)|, . . . , |xn − f2(x)|))

Periodogram-Sum f7(x)
n∑

k=0

∣∣∣∣∣

n−1∑

j=0

xje
− 2πi

n
kj

∣∣∣∣∣

2

2. Calculate different features in each one-second-interval for both the original
series (magnitude of the acceleration) and the transformed horizontal magni-
tude.

3. Split the data according to a 15-fold cross-validation: Fourteen calves are used
for training and one for validation.

4. Build 4 different algorithms (Naive Bayes, Logistic Regression, Decision Tree
and Nearest Neighbors) for both type of considered acceleration data using
our current training set and use them on the current validation set.

5. Repeat procedure fifteen times.
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Data: Acceleration datasets x1, . . . ,x15 with labels representing drinking state
Calculate rotation/projection in 1-minute intervals ( =̂ 600 data-points )
→ x̂1 . . . , x̂15;
and vector magnitude → x̃1 . . . , x̃15;
Split up {x̂1 . . . , x̂15}and {x̃1 . . . , x̃15} into intervals of 1 second length ( =̂ 10
data-points ):
for k := 1,k ≤ 15 do

Mk := {x̂k,1, , . . . x̂k,lk}
Tk := {x̃k,1, , . . . x̃k,lk}

end
Calculate features and combine them with their respective class label c ∈ {0, 1}
( 1:= Drinking milk, 0:= Not drinking milk):
for k := 1,k ≤ 15 do

f1,k =
{(f1(Mk,1), . . . , f7(Mk,1), ck,1), . . . , (f1(Mk,lk), . . . , f7(Mk,lk), ck,lk )};
f2,k = {(f1(Tk,1), . . . , f7(Tk,1), ck,1), . . . , (f1(Tk,lk ), . . . , f7(Tk,lk), ck,lk )};

end
Train Models and assess performance by using on validation set:
for k := 1,k ≤ 15 do

for j := 1,j ≤ 2 do
Cj,k,1 = NaiveBayes(fj,1, . . . , fj,k−1, fj,k+1, . . . , fj,15);
Cj,k,2 = LogisticRegression(fj,1, . . . , fj,k−1, fj,k+1, . . . , fj,15);
Cj,k,3 = DecisionTree(fj,1, . . . , fj,k−1, fj,k+1, . . . , fj,15);
Cj,k,4 = NearestNeighbors(fj,1, . . . , fj,k−1, fj,k+1, . . . , fj,15);
j + +;

end
for j := 1,j ≤ 2 do

for i := 1,i ≤ 4 do
Performancej,k,i := Cj,k,i(fj,k)
i + +;

end
j + +;

end
k + +;

end

4 Results

In our results, the different classifiers assign a probability to each class and the
ROC is constructed by defining different percentage thresholds for assigning to
one of the two classes, the results are depicted in Fig. 6. Moreover we present
some classical performance measures which are calculated by adding up the 15
confusion matrices from our cross validation in Table 2.
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Fig. 6. Comparison of different Receiver operating characteristic curves to compare the
quality of classification: Naive Bayes (top left), Logistic Regression (top right), Decison
tree (bottom left) and Nearest Neighbors (bottom right)

As we can see from both Fig. 6 and the AUC values in Table 2 is that the
discriminative power of the features from the transformed time series are superior
to the ones calculated from the original series. Moreover we can conclude that
the usage of classical performance measures should be done with caution, since
the sometimes fail to represent the difference in quality.
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Table 2. Performance measures for different classifiers and our two considered
approaches, higher values in each row are highlighted in gray

Measure Classifier Proj/trans Magnitude

AUC (10) Naive Bayes 0.750 0.486
Logistic Regression 0.747 0.458

Decision Tree 0.722 0.498
Nearest Neighbors 0.739 0.507

Sensitivity (6) Naive Bayes 0.454 0.026
Logistic Regression 0 0

Decision Tree 0.01 0
Nearest Neighbors 0 0

Specificity (7) Naive Bayes 0.877 0.988
Logistic Regression 1 1

Decision Tree 0.997 0.999
Nearest Neighbors 1 1

Accuracy (5) Naive Bayes 0.858 0.944
Logistic Regression 0.955 0.955

Decision Tree 0.953 0.954
Nearest Neighbors 0.955 0.955

Cohens κ [3] Naive Bayes 0.167 0.020
Logistic Regression 0 0

Decision Tree 0.019 -0.002
Nearest Neighbors 0 0

Youdens Index J [13] Naive Bayes 0.331 0.013
Logistic Regression 0 0

Decision Tree 0.011 -0.001
Nearest Neighbors 0 0

5 Conclusion

In this paper we focus on a orientation-independent animal behavioural recogni-
tion of a weakly identified rare action of milk intake. The raw accelerometer data
from ear-tag coordinate system were transformed into the global coordinate sys-
tem. The numerical results show that the features evaluated with transformed
data sets are more appropriate to fit the rare actions and states. We expect that
such technology can be applied in multi-class recognition problem as part of an
ensemble method in machine learning where a combination of different models
is used.
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Abstract. This work considers the principles of designing of the new
generation of tethered high-altitude telecommunication platforms. A set
of theoretical and engineering problems for the development of tech-
nology and a system for ground-to-aircraft transmission of high-power
energy based on the development of the principle of resonance high-
frequency energy transfer by N. Tesla is formulated; of the development
of a highly reliable unmanned vehicle for long-term use; of the develop-
ment of a local navigation system that provides high positioning accuracy
and increased noise immunity compared to satellite navigation systems,
etc.

Keywords: Tethered high-altitude unmanned telecommunication
platforms · Autonomous unmanned aerial vehicles
High-power energy transmission · Multi-rotor facility

1 Introduction

At present, high-altitude telecommunication platforms implemented on
autonomous unmanned aerial vehicles and underwater robots have been widely
developed. The main disadvantage of the autonomous unmanned vehicles
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(UAVs) is a limited time of operation due to the small battery resource of
UAVs equipped with electric motors or the fuel reserve for internal combus-
tion engines. In this regard, these UAVs can not be effectively used in systems
that require long-term operation, for example, in the safety management systems
and counter-terrorist surveillance systems, protecting critical facilities (nuclear
power plants, airports, extended bridges and sections of the border, etc.) from
the terrorist threats. Long-term operation can be provided by tethered high-
altitude unmanned platforms in which the power supply of engines and payload
equipment is provided from the ground-based energy sources.

The tethered high-altitude platforms fall in between satellite systems and ter-
restrial systems, whose equipment (cellular base stations, radio relay and radar
equipment, etc.) is located on high-altitude structures. Compared with expensive
satellite systems, tethered high-altitude platforms are highly economical, and
outperform terrestrial telecommunication systems in the vast area of telecom-
munications and video coverage. Considering the extensive practical application
of tethered unmanned high-altitude platforms in both civilian and defense indus-
tries, intensive development engineering and development of such platforms is
being carried out in the research centers of the advanced countries of the world.
The main direction of research is the creation of high-power energy transmission
systems through thin copper cables and unmanned vehicles with high reliability
and long operating time without lowering to the ground.

Currently, numerous projects are known for creating tethered high-altitude
platforms with low altitude and small (1–3 kW) power consumption of propul-
sion systems (for example, the development of AeroVironment (USA) http://
avia.pro/blog/aerovironment-tether-eye-tehnicheskie-harakteristiki-foto). Simi-
lar products are supplied to the international market by the Chinese com-
pany Beijing Dagong Technology (https://dagongtech.en.alibaba.com), the Ger-
man company Copting (www.copting.de), the French company Elistair (https://
elistair.com), etc. However, these systems do not provide a rise on significant pay-
load heights of any significant weight, as most of energy transmitted from the
ground to the aircraft is spent on the operation of the propulsion system and
the retention of the cable-rope.

The development considered in this article has significant competitive advan-
tages, having much better basic characteristics [1–5]. The main advantage is the
possibility of remote transmission of energy up to 10 kW by copper wires of
small section (small weight) from the ground to the board for powering electric
motors and equipment of high-altitude rotorcraft. The new technology of energy
transfer will enable the platform to be raised to a height of up to 200 m with a
payload of up to 15 kg and a long operation period limited only by the reliability
characteristics of the unmanned vehicle. It should be noted that this technol-
ogy of transferring energy through small-section wires can also be effectively
used in the creation of deep-water robots. The originality of the technology is
confirmed by patent No. 2572822 “Method of remote wire power supply of facil-
ities” dated December 16, 2015. Another advantage of the proposed project is
that the Kevlar strength-power-communications cable includes not only copper

http://avia.pro/blog/aerovironment-tether-eye-tehnicheskie-harakteristiki-foto
http://avia.pro/blog/aerovironment-tether-eye-tehnicheskie-harakteristiki-foto
https://dagongtech.en.alibaba.com
www.copting.de
https://elistair.com
https://elistair.com
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cables but also an optical fiber providing transmission of large amounts of data
from the board to the ground and vice versa. This allows to install only the
necessary antenna equipment on board of the high-altitude platform, leaving on
the ground the most dimensional and heavy parts of the base station of cellu-
lar network of 4th generation (LTE), radar systems, radio link equipment and
video surveillance equipment. It is also planned to develop a multifunctional
multi-rotor unmanned vehicle with heavy payload and long working life, as well
as a local navigation system based on tethered high-altitude platforms, which
provides high positioning accuracy and increased noise immunity compared to
satellite navigation systems.

Recently, there was information about the beginning of new developments
in the field of tethered high-altitude platforms. In 2017 it was announced that
the largest US telecommunications company AT&T is planning to implement a
project to create “LTE-towers” based on tethered multicopters (https://3dnews.
ru/947864). In accordance with the project, the base stations of cellular net-
works LTE (Long Term Evolution), installed on board of a tethered high-altitude
platform, must provide services to mobile users (cell phones, gadgets, etc.) on
the territory up to 100 km2. The Defense Advanced Research Projects Agency
(DARPA) has announced a tender for the creation of a monitoring system for
mobile objects using tethered high-altitude rotorcraft platforms of long-term
operation (http://www.darpa.mil/news-events/2016-09-13).

These projects indicate the relevance of the described development and addi-
tional extensive areas of its application.

2 The Architecture of Tethered High-Altitude
Telecommunication Platforms

The architecture of a tethered high-altitude platform includes the following main
components.

1. Unmanned multi-rotor equipment of large carrying capacity and long oper-
ating time, designed for lifting and holding the telecommunication payload
and video surveillance equipment at a height of up to 200 m.

2. Ground-to-board energy transmission system of high-power (up to 10 kW),
providing power supply to propulsion systems of unmanned multi-rotor facil-
ity and to payload equipment.

3. Control and stabilization system of the high-altitude platform, including
a local navigation subsystem with ground-based radio beacons, providing
increased positioning accuracy and noise immunity in the absence of signals
from satellite navigation systems.

4. On-board payload equipment including: base station of the cellular network
of the fourth generation (LTE); radar and radio relay equipment; equipment
for video surveillance and environmental monitoring, etc.

5. Cable-rope on Kevlar base, including copper wires of small cross-section
(0.5 mm2) for transmission of high-voltage (up to 2000 V), high-frequency

https://3dnews.ru/947864
https://3dnews.ru/947864
http://www.darpa.mil/news-events/2016-09-13
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(up to 100 kHz) signals and optical fiber for digital information transmission
with a speed of up to 10 Gbit/s.

6. Ground control complex, which includes an AC voltage converter 380/2000 V,
a system for diagnostics of the parameters of the high-altitude platform and
an intelligent wrench with a microprocessor unit to control the cable-rope
tension during lifting, descending and wind loads. In mobile configuration,
the ground control center is located on a mobile platform with an electric
generator installed on it, the output power of which is not less than 15 kW.

The scheme for the transfer of high-power energy, providing the possibility of
developing an unmanned multi-rotor facility with a large take-off weight (up to
100 kg) is shown in Fig. 1.

Fig. 1. High-power energy transfer scheme

The input voltage of 380/220 V 50 Hz is delivered to the rectifying 3-phase
bridge, the output of which generates a constant voltage of 530 V. The rectified
voltage is applied to the input of direct-voltage transducer controlled by a feed-
back signal, at the output of which a constant voltage is formed in the range
0–1000 V, depending on the feedback signal, which is formed by the deviation
of the output voltage from the nominal value of the on-board converter. Thus,
the output voltage of the energy transmission system is stabilized. Further, this
controlled DC voltage is applied to the input of the electronic commutation
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bridge, which transmits its input voltage to the output in alternating forward
and reverse polarities.

A unique scheme is introduced for coordination of resistances in power cir-
cuits using the LC gyrator (L1, C1), which is presented by a resonance circuit,
induced by voltage drops at the output of the electronic commuting bridge.
The switching frequency of the commuting bridge coincides with the natural
frequency of the gyrator and is 150–200 kHz. The ratios of the inductance and
capacity values of gyrator are selected so that the output resistance of the gyrator
is equal to the wave resistance of the wire line, over which energy is transferred
from the ground-based transducer to the high-altitude platform. With this type
of coordination, an increase in the voltage directly applied to the line up to val-
ues of the order of 2000 V and suppression of the current harmonics arising from
the non-linearity of the rectifying part of the on-board converter circuit occurs.

Wired connection line is connected to the input transformer of the on-board
voltage converter of the high-altitude platform. The ratio of the turns of the
primary and secondary windings of the transformer is chosen in such a way
that to provide the equality of the wave resistance of the wire line and the
input resistance of the rectifying part of the on-board converter circuit near the
maximum levels of energy consumption. Capacities for flattening the ripple of
the output voltage are connected to the output of the rectifying circuit of the
on-board converter. Such scheme for building an on-board converter provides a
theoretically possible limit to the reliability of the device. The output voltage
of the on-board converter on a thin wire channel is transmitted to the ground
block at the input of the feedback signal analysis circuit.

The above diagram illustrates the proposed methodology for the transmis-
sion of high-power energy. Unlike traditional low-frequency approaches, a reso-
nance frequency method of energy transfer by high-voltage (up to 2000 V), high-
frequency (up to 100 kHz) signal is proposed, which allows to sharply reduce the
weight and size of ground and on-board voltage converters. The sharp decrease
in the weight of the on-board converter and the connecting cable-rope, which is
fundamental for creating a tethered high-altitude platform, is one of the main
advantages of the proposed approach.

3 Complex of Problems Under Consideration

Development of technology and methods of engineering of a new generation of
tethered high-altitude platforms require the use and development of approaches
and methods from various fields of science, including: a resonance theory of
energy transfer; reliability theory and queuing theory; the theory of optimal con-
trol and mathematical programming; theoretical foundations of electrical engi-
neering and broadband wireless communication, etc. Designing and manufactur-
ing of experimental samples of a tethered high-altitude platform for long-term
operation will require the use of the latest developments in the field of electronics,
materials science, wireless radio and optical communications, aircraft construc-
tion, etc., as well as solving the following set of new scientific and engineering
tasks.
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1. Development of a complex of models, methods and algorithms for assessing
reliability based on multidimensional Markov random processes for compar-
ative analysis and selection of options for the optimal construction of a high-
altitude platform for long-term operation.

2. Development of analytical and simulation models of a high-power energy
transmission system to define optimal parameters for high-frequency sources
and high-power energy receivers; solution of the problem of controlling high
voltage output of the source when the load in the on-board receiver changes
using digital feedback; minimization of losses in resonance converters of resis-
tances between the energy source, the wave-making resistance of hardwired
communication medium and the on-board receiver, and minimization of the
magnitude of electromagnetic radiation during the transmission of energy by
a high-frequency signal.

3. Calculation of characteristics and selection of parameters for a brushless elec-
tric motor of systems and the whole architecture of high-altitude rotary-wing
module providing lifting and holding at a given height of the telecommunica-
tions platform for a long time of operation.

4. Development of an architecture of a ground control complex and a connecting
cable-rope of a high-altitude platform, which provides high-speed transmis-
sion of multimedia information over an optical fiber channel and transfer of
high-power energy from the ground to the aircraft.

5. Development of a new set of models of adaptive stochastic polling to minimize
interference and disturbances, defining optimal modes of operation of on-
board telecommunications equipment (LTE cellular network base stations,
radar and video control) in interaction with mobile and stationary users.

6. Development of a mathematical model of the dynamics of a tethered platform
with a complex cable-rope loading in turbulent atmosphere, the study of
which is the basis for determining the parameters of the autopilot and the
aerodynamic characteristics of the high-altitude rotor-craft.

7. Development of principles of construction, mathematical models and algo-
rithms of a high-altitude platform control system with a backup stabilization
system that does not use navigation satellite systems (GLONASS/GPS).

8. Development of a diagnostics system of the parameters of a high-altitude
unmanned module (vibration, temperature, voltage and current) transmitted
on-line via the wireless communication channel to the ground control system,
to automatically monitor the output of these parameters beyond acceptable
threshold values.

To study a new set of models for estimating the stationary and non-
stationary reliability characteristics of multi-rotor unmanned high-altitude plat-
forms, including finding distribution function of the time before the first system
failure and the moments of this random variable, it is proposed to use an appa-
ratus of multidimensional Markov processes, the block structure of matrix of
the transition intensity of which allows to apply matrix-analytic methods of
Newts for finding the solution. The solution of the problem of finding the reli-
ability function of large-scale systems is based on the application of asymptotic
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approaches and methods of simulation. Methods and algorithms of stochastic
controllable processes are supposed to be used to solve the problem of choosing
the optimal moments for carrying out preventive maintenance of an unmanned
multi-rotor vehicle.

The technology and transmission system of high power energy is based on the
method of converting the industrial voltage 220/380V with frequency of 50 Hz to
a high-frequency signal (up to 200 kHz) of high voltage (up to 2000 V), followed
by a reverse conversion of a high voltage to a constant voltage (24V, 48V) neces-
sary power supply of engines and high-altitude platform equipment. The specified
technology based on the evolution of N. Tesla principle of high-frequency reso-
nance energy transmission and on original circuit designs, using high-frequency
electronic devices and switching elements of high power and speed, allows to sig-
nificantly reduce the size and weight of the on-board and ground transformers
and inductors, which is essential when creating tethered high-altitude platforms.
A set of analytical and simulation models under development, including the anal-
ysis of the Heaviside equations’ solutions for the case of a long link, allows to
choose the optimal parameters of an energy transfer system, and exclude the
effect of reflected waves, which can lead to breakdown of the insulation and
reduced line efficiency.

The development of a local control and stabilization system that provides
small deviations of the altitude platform from the hovering point in the absence
or weakening of GPS/GLONASS signals involves the installation of ground bea-
cons capable of recording the time of receipt of a signal from an active sensor
aboard an unmanned module. It is planned to use deterministic and probabilis-
tic methods of object localization. In the first case, hyperbolic trilateration will
be used, where the position of the object is calculated by the difference in the
time of receiving the signals. In the second case, it is assumed that probabilistic
localization methods are based on hidden Markov chains. As hidden states, the
coordinates of the object are used, and the observed states will be described by
differences in the time of signal acquisition. The Viterbi dynamic programming
algorithm is planned to be used to find the list of hidden states. Baum-Welsh
algorithm will be used to reconfigure (learning) the parameters of the hidden
Markov chain, until the point of distribution function vector of the observed
random variables stabilization.

The development of a complex of statistical models of the system for diag-
nosing the operability of a tethered unmanned module is planned on the basis
of machine learning methods used to solve problems related to the automatic
search for breakpoints, anomalies, and classification of segments in piecewise-
stationary time series. During the actual testing, as well as with the help of
simulation, it is planned to obtain samples of the observed performance indica-
tors of the high-altitude unmanned module, such as the vibration parameters
obtained with a sensor with a three-dimensional accelerometer, temperature,
amperage and voltage.

A set of stochastic features (metrics), including, for example, dispersion,
asymmetry and kurtosis coefficients, maximum and minimum values of param-
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eters at a certain time interval, spectral density, etc., and metric, dynamic and
topological invariants of attractors of dynamic models obtained from the cor-
responding time series transformed with the help of band and low-frequency
filters, as well as wavelet transforms for removing noise in data will be proposed
based on these indicators. It is planned to conduct an empirical evaluation of
the threshold values of these characteristics, indicating a decrease in the working
capacity of the module. The proposed stochastic and deterministic metrics based
on observable parameters are supposed to be used as input data for the learning
process and further binary metric classification in real time mode, carried out
with the help of various models of machine learning such as neural networks,
support vector method, hidden Markov processes, etc., as well as the convo-
lutional neural network, which is part of the technology of in-depth training.
The parameters of sensitivity and specificity will be used as statistical indica-
tors of the effectiveness of the diagnostic test. In the study of adaptive polling
algorithms that minimize interference and disturbances of on-board telecommu-
nications equipment, approaches and methods for calculating the performance
characteristics of BMAP/G/n queuing systems with correlated input flows will
be used and developed.

To determine the parameters of the autopilot and aerodynamic character-
istics of an unmanned aerial vehicle for long-term operation, a mathematical
model of the dynamics of a tethered platform in the conditions of a turbulent
atmosphere will be developed and investigated. Solving the system of differential
equations describing the functioning of the tethered platform in the turbulent
atmosphere will allow to determine the required values of the ground-board
power depending on the lift height and the magnitude of the wind loads.

When implementing the experimental model of a tethered high-altitude plat-
form, the latest developments in the field of aircraft construction, broadband
wireless communications, materials science and electronics will be used.

4 Conclusions

The article gives a brief overview of the current state and development prospects
of tethered high-altitude unmanned telecommunication platforms. The architec-
ture, a complex of scientific and technical problems and principles of construction
of a new generation of such high-altitude platforms are described.
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Abstract. Considered system consists of two renewable channels that
connected in parallel. The system operates in a random environment
having k states. The functioning of both components are described by
two continuous time alternating processes. The sojourn time in the state
0 (work state) of both channels has exponential distribution with param-
eters μ1,i and μ2,i if the random environment has state i. The sojourn
times in the state 1 (failed state) have general absolute continuous dis-
tributions. These sojourn times are independent and doesn’t depend on
the random environment state too. The system is working at time t if at
least one channel is working. The system reliability on given time interval
is calculated for the known initial states of the components.

Keywords: Continuous-time Markov chain · Recurrent event
Renewal equation · System reliability

1 Introduction

The reliability of double redundant renewable system was a subject of the con-
sideration a long time ago [5,7,11,12]. This problem acquires a special interest
if it is supposed that the system operates in a random environment. Usually
the random environment is described as continuous-time finite Markov chain
[1–3,8–10]. In this paper we consider a reliability system, which consists from
two channels connected in parallel, each of which has its own repair facility.
The system operates in a random environment having k states. In this case the
functioning of both channels can be described by continuous time alternating
processes X1(t) and X2(t). It is supposed that the sojourn time in the state 0
(work state) of both channels has exponential distribution with parameters μ1,i

and μ2,i if the random environment has state i. The sojourn times in the state
1 (failed state) have general absolute continuous distributions with probability
density functions (p.d.f.) α1(t) and α2(t). These sojourn times are independent
and doesn’t depend on the random environment state too. The system is working
at time t if at least one channel is working. We wish calculate system reliability
on interval (0, t). The paper is organized as follows. The random environment
and the channels are described in Sects. 2 and 3. The Sect. 4 is devoted to the
channel reliability if the renewal absents. To take into consideration the renewals,
c© Springer Nature Switzerland AG 2018
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recurrent events are used (Sect. 5). The reliability function of the system is pre-
sented in Sect. 6. Section 7 contains a numerical example. The paper ends with
conclusion.

2 Random Environment

We suppose that considered system operates in a random environment. The last
is presented [10] as a continuous-time homogeneous irreducible Markov chain
J (t), t ≥ 0 , with finite state set N = 1, 2, . . . , k . Let λi,j be the known tran-
sition rate from state i to state j (λi,j = 0 ) and λ = (λi,j) be a k × k matrix,
Λ = diag(

∑

j

λi,j ) be a diagonal matrix, Pi,j(t) = PY (t) = j|Y (0) = i be the

transition probability of Markov chain Y (t), and let P (t) = (Pi,j(t))k×k denote
the corresponding matrix. If all eigenvalues of matrix A = λ − Λ are differ-
ent then probabilities P (t) = (Pi,j(t))k×k can be represented simply. Let νη and
χη, η = 1, . . . , k, be the eigenvalue and the corresponding unit norm’s eigenvector
of A,χ = (χ1, . . . , χk) be the matrix of eigenvectors, χ = χ−1 = (χT

1 , . . . , χT
k )T

be the corresponding inverse matrix (here χη is the η − th row of Z. Then [4,10]

P (t) = exp(tA) = χdiag(exp(ν1t), . . . , exp(νkt))χ−1 =
k∑

η=1

χηexp(γηt)χη. (1)

It is known that for the considered Markov chain one eigenvalue equals 0 (we
give him number 1), another eigenvalues (with numbers 2, . . . , k) are negative.

3 Channels

We consider two channels that are connected in parallel. The first and the sec-
ond channels are described by continuous time alternative processes X1(t) and
X2(t) correspondingly. These processes are independent, if a traectory of the
random environment is fixed. The sojourn time in the state 0 (work state) of
both processes has exponential distribution with parameters μ1,i and μ2,i, if the
random environment has state i. The sojourn time in the state 1 (failed state)
has nonnegative distribution density α1(t) and αw(t) for X1(t) and X2(t), inde-

pendently from state of the random environment. Let Aν(t) = 1 −
t∫

0

αν(ς)dτ .

All sojourn times are independent.
The system is worked at time t if at least one channel is worked. Then the inte-

grated state of the system Z(t) ∈ 0, 1 can be presented as Z(t) = X2(t) ∧ X2(t).
We wish calculate system reliability on interval (0, t) if initially the random
environment has state i ∈ 1, . . . , k:

Ri(t) = R(t|Y (0) = i) = PZ(t) = 0 : τ ∈ (0, t)|Y (0) = i,X1(0) = 0,X2(0) = 0
(2)
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4 The Reliability Without Renewals

At time we consider one channel η = 1, 2 and suppose that renewal of the failed
channel absent. What is probability P̃

(η)(t)
i,j that channel η will be worked during

time t and final state of the random environment is j if the initial state of the
random environment is i?

In this case the following difference with respect to upper considered
continuous-time homogeneous irreducible Markov chain J(t) takes place: we have
absorbing chain with an absorbing state. The transition rate for the η-th com-
ponent from state i = 1, . . . , k to the absorbing state equals μη,i. Now instead of
Λ and A = λ − Λ we have Λ̃ = diag(

∑

i

λi,j + μη,i and Ã = λ − Λ̃. Analogously

to (2) we have

P̃ η(t) = (P (η)
i,j (t))k×k = exp(tÃ) = χ̃diag(exp(ν̃1t), . . . , exp(ν̃kt))χ̃−1 =

=
k∑

η=1

χ̃ηexp(γ̃ηt)χ̃η, (3)

where the tilda means that it is related to the generator Ã

5 Recurrent Events

We call recurrent event of the i-th kind a time moment t, when process W (t) =
(Y (t),X1(t),X2(t)) goes in the state (i, 0, 0) from any another state.

Let fi,j (t) be be the probability density of a time between two neighbouring
recurrent events of the i-th and j-th kinds, so that another recurrent events and
system failure absent between them). Then

fi,j (t) = λi,jexp)(−(λi + μ1,i + μ2,i)t)

+
2∑

η=1

t∫

0

μηexp(−(λi + μ1,i + μ2,i)τ)αη(t − τ)P̃ 3−η
i,j (t − τ)dτ, t ≥ 0. (4)

6 Reliability Function

We have the following equation for the reliability function:

Ri(t) = exp(−(λi + μ1,i + μ2,i)t) +
k∑

j=1

∫ t

0

fi,j (τ)Rj (t − τ)dτ

+
2∑

ν=1

∫ t

0

μν,iexp(−(λi + μ1,i + μ2,i)τ)Aν(t − τ)
k∑

j=1

P̃
(3−ν)
j=1 (t − τ)dτ, t ≥ 0. (5)
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Let us introduce the following notation: f (t) = (fi,j (t)) is k × k-matrix,
R(t) = (R1(t), . . . , Rk(t))T and H(t) = (H1(t), . . . , Hk(t))T are column vectors,
where

Hi(t) = exp(−(λi + μ1,i + μ2,i)t)

+
2∑

ν=1

∫ t

0

μν, iexp(−(λi + μ1,i + μ2,i)τ)Aν(t − τ)
k∑

j=1

P̃
(3−ν)
i,j (t − τ)dτ, t ≥ 0. (6)

Then the matrix form of 5 is the following:

R(t) = H(t) +
∫ t

0

f (τ)R(t − τ)dτ, t ≥ 0 . (7)

The solution of this matrix renewal equation is such [6]:

R(t) = H(t) +
∫ t

0

u(τ)H (t − τ)dτ, t ≥ 0 , (8)

where u(t) is the renewal matrix-function:

u(t) =
∞∑

η=2

fη, t ≥ 0, f (1)(t) = f(t), fη+1(t) =

t∫

0

f (τ)f η(t − τ)dτ, t = 1 , 2 , . . .

(9)

7 Numerical Example

Our numerical example has the following initial data. The matrix of the transi-
tion rates of Markov chain J(t) is the following:

λ =

⎛

⎝
0 0.2 0.3

0.4 0 0.2
0.2 0.2 0

⎞

⎠

The parameter matrix for the exponential distributions of a time till the
failure

μ =
(

0.4 0.2 0.7
0.3 0.0 0.4

)

The sojourn time in the failed state has: uniform distribution with parameters
a = 0 and b = 4 for the first component and Weibull distribution with parameter
β = 1.5 and c = 2 for the second component. The corresponding probability
densities and distribution functions are the following:

α1(t) =
{

1
b−a , a < t < b,

0, otherwise,
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A1(t) =

⎧
⎨

⎩

0, t < a,
t−a
b−a , a ≤ t < b,

1, t > b,

α2(t) =

{
0, t < 0,
c
β ( t

β

c−1
exp(−( t

β )c), t ≥ 0,

A2(t) =
{

0, t < 0,
1 − exp(−( t

β )c), t ≥ 0.

Further calculation results are presented. The probability densities fi,j (t) are
calculated according to 4. To simplify next calculations, an approximation of
these functions is performed. Functions f̃i,j(t) for i �= j are approximated as

f̃i,j(t) = exp
(
−

5∑

η=0

βη(i, j)tη/2
)
, t ≥ 0. (10)

Values of approximation coefficients are presented in Table 1.

Table 1.

ij η = 0 η = 1 η = 2 η = 3 η = 4 η = 5

12 −1.609 0.073 −1.570 0.523 −0.162 0.021

13 −1.203 0.079 −1.588 0.538 −0.164 0.021

21 −0.917 0.081 −1.047 0.262 −0.088 0.010

23 −1.611 0.91 −1.061 0.249 −0.061 0.003

31 −1.611 0.509 −3.317 2.019 −0.614 0.067

32 −1.610 0.336 −2.742 1.415 −0.397 0.041

Functions fi,i(t) are approximated by the density of Gamma distribution:

f̃i,j(t) =
1

Γ (ci)
vci

i tci−1exp(−vit), t ≥ 0. (11)

Values of approximation coefficients are the following: c1 = 2.121, v1 =
1.235; c2 = 2.203, v2 = 1.085; c3 = 2.045, v3 = 1.228.

The probability density of the time till recurrent event 4 and its approxima-
tion fApp(t)i are presented in Fig. 1.

Considered approximations are used for the calculation of the renewal matrix-
function 8. This function is presented by matrix for any fixed time moment
t = Δξ, ξ = 0, 1, . . . ., where Δ > 0 is mesh width.

The graphics of functions 6 are presented in Fig. 2.
The last figure presents the reliability function 8. The graphic

Reliab(t, 0.2, 3)i corresponds to the reliability 8 if the i-th state of the ran-
dom environment takes place initially, the time t is considered with mesh width
Δ = 0.2, and the number of the summands in the infinite sum 9 equals 3 (Fig. 3).
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Fig. 1. Graphics of density 4 and its approximation fApp(t) for i = 0

Fig. 2. Graphics of functions (5.2)

Fig. 3. Graphics of reliability functions (5.4)
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8 Conclusions

Considered approach is used for the analysis and optimization of the hybrid com-
munication channels [13]. The authors intent to continue current investigation
in two directions in future. Firstly, to consider a case of three parallel channels.
Secondly, to reject a supposition about an independence of sojourn times in the
state 1 on the random environment state.
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Abstract. Time series forecasting is an attractive and heavily
researched area. A very popular approach in this field is the usage of
artificial neural networks. Some artificial neural network are oriented to
deep learning as training algorithm. In this study instead of hidden layers
number extension the size of input layer of tri layers multilayer percep-
tron is extended. The network starts with 1-1-1 topology. The input layer
rise to n, according the size of input time series. In parallel hidden layer
goes to m by application of pruning algorithm. Achieved topology n-m-1
is trained with classical backpropagation of the error.

Keywords: Data mining · Time series forecasting
Artificial neural networks

1 Introduction

There are numerous techniques applied in the field of times series forecasting [1].
Artificial neural networks are one technique which is very successfully applied for
such forecasting. Time series are values measured in the time by keeping strict
order of the measurements (time-value pairs) [2]. In most cases measurement
interval is fixed, but expectations are also possible. The idea in time series is
that values are not independent in time. Values are related in such way that
future values are dependent from the past values. Forecasting problem is defined
as - by knowing past values to do a prediction for the future values. In order
such forecasting to be successful prediction model construction is needed. Arti-
ficial neural networks are one of the proven models in time series forecasting.
Initially artificial neural networks were inspired by biological neural systems.
First appearance of artificial neural networks was in the middle of 20th century
[3]. The most commonly used artificial neural networks are oriented weighted
graphs. Nodes of the graph are called neurons. The links between the neurons
have weights and these weights are the core of the information presented in the
network. Artificial neural networks are working in two common modes - training
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and operation. The training mode is executed as an optimization task in which
weights in the network should be modified in such way in which the network will
learn the training patterns best. There are a lot of training algorithms developed
during last four decades, but the most popular one is the backpropagation of the
error. Backpropagation of the error is an exact numerical method and it is the
prefered training method in this study. The idea is a minimization of the total
neural network error achieved during processing of all training examples. The
gradient of the total error is used for weights updating as direction of the update
and the magnitude of the update. The way in which links between neurons are
organized is common for the artificial neural network topology. There are a lot of
different topologies widely investigated in the literature, like generalized nets [4]
or deep learning neural networks. When the time series are too noise the input
information can be filtered with Kalman filter for example [5].

In this study the main idea used into deep learning neural networks is reverted
and instead of hidden layers number rising the size of the input and the hidden
layers are extended during the neural network training. Extension of the input
layer is related with the fact that each time series rise by appearance of a new
measurement. The the goal of the training is the size of the input layer to get
as big as the size of the full time series.

The paper is organized as follows: Sect. 1 introduces the problem; Sect. 2
presents a model and optimization approach; Sect. 3 gives experiment details;
Sect. 4 concludes and some further ideas for research are pointed.

2 Model Proposition

Conditionally the time series is divided to past and future. The values supplied
into the input of the artificial neural network are called lag and they are subset
of the past values nearest to the future values. The values obtained in the output
of the artificial neural network are the prediction and they are compared with
the subset of the future values called lead. As artificial neural network base, for
the model proposed, multilayer perceptron is used with input, one hidden and
output layers.

In the proposed model set of artificial neural sub-networks is used and sub-
networks are merged into a general artificial neural network. The smallest arti-
ficial neural sub-network has 1-1-1 topology (Fig. 1-left). The network is trained
with examples which input has only single value. The goal in the model is a fore-
cast for only one value ahead in time. That is why all sub-networks have only
single output. Figure 1-left shows only 3 intermediate examples of the training.
All 29 input values are supplied as training examples to resilient backpropaga-
tion training. Training stops on certain epsilon level for total neural network
error change.
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Fig. 1. Training of artificial neural sub-networks with 1-1-1 topology (left) and 2-1-1
topology (right).

After training of 1-1-1 topology the weights values of the first sub-network are
loaded into second sub-network with 2-1-1 topology (Fig. 1-right). It is obvious
that one of the weights would not be loaded, because it is not presented in the
first sub-network. This weight has the value from the previous training of the
biggest sub-network. Time series is reorganized to supply two values for input
and to expect one forecast value in the output. For the second sub-network
there are 28 input examples and single output is expected. Training is the same
as with the first sub-network - resilient backpropagation training. As with the
first sub-network, training stops on certain epsilon level for total neural network
error change.

Third sub-network has 3-2-1 topology. The size of the hidden layer is auto-
matically selected by incremental pruning algorithm implemented in Encog
Machine Learning Framework [6]. Figure 2-left shows two neurons in the hid-
den layer, but it is only illustrative the real size of the hidden layer is estimated
by the algorithm. Training algorithm and stop criteria are the same as with the
previous sub-networks.
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Fig. 2. Training of artificial neural sub-networks with 3-2-1 topology (left) and 4-2-1
topology (right).

Fourth sub-network has 4-2-1 topology and once again the size of the hidden
layer is only illustrative (Fig. 2-right). The real size of the hidden layer is esti-
mated by incremental pruning algorithm. Training examples are one less than
with the previous sub-network, because the input size is bigger by one. Training
and stopping criteria are the same as with the previous sub-networks. Figures 1
and 2 show only initial 4 sub-networks. In the model implementation many more
sub-networks are involved. Sub-networks typologies are formed by addition of a
single neuron in the input layer and adjustment of the hidden layer size with
incremental pruning algorithm. The final goal is to reach n-m-1 topology (Fig. 3),
which covers all known time series values. Most of the links between the input
and the hidden layers in Fig. 3 are missed for better visualization, but both layer
are fully-connected in the model implementation.
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Fig. 3. Training of artificial neural sub-network with n-m-1 topology. Some of the links
between input and hidden layer are not visualized for better appearance.

After the training of the biggest sub-network hierarchical procedure goes back
in a loop to the smallest sub-network. Values of the weights from the biggest
sub-network, which correspond to the links in the smaller sub-network, are taken
and are loaded in the smallest sub-network. In a similar manner weights are
taken from the biggest sub-network for the other sub-networks in combination
with the weights of the previous smaller sub-network weights. For example, the
sub-network with 4-2-1 topology will take some of its weights from 3-2-1 sub-
networks, but links which are not presented into the smaller sub-network will be
taken from the biggest sub-network.

The common idea behind the proposed model is the incremental training of
racing in size artificial neural networks. Such training is inspired by the natu-
ral neural systems where biological cells grow in number and form connections
between each other. The common problem in artificial neural networks training
is the size of the network. By splitting the biggest network in many smaller
networks speed up of the training process is achieved. It is very well known in
the time series forecasting field that the oldest measurements have the smallest
impact for the forecast. The proposed model takes this fact into account and
the oldest measurements are taken in the biggest sub-network, but they have
relatively smaller impact in the final forecast. The proposed model has higher
degree of self-adaptation, because when a new value in the time series appears
the size of the artificial neural network grows, which means that training phase
and operation phase are simultaneous.

3 Experiments and Results

All experiments are done as Java program where the artificial neural networks
are implemented with the API provided by Encog Machine Learning Framework
[6]. All input neurons do not have activation function, because their task is only
to supply the input signals into the hidden layer. The neurons in the hidden and
the output layer are used with hyperbolic tangent function. Hyperbolic tangent
is preferred instead of the sigmoid function, because it has symmetry against
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X axis. This symmetry helps for the training speed up when backpropagation
training is used, because the output values of the neurons have positive and
negative values. With the sigmoid function output of the neurons is only posi-
tive and negative signals (if they are needed) can be achieved only by negative
weights.

Fig. 4. Currencies values for two months on daily basis - EUR/USD currency pair.

As input data for the experiments FOREX financial time series are used
(Figs. 4 and 5). Date are taken for daily trading of two months for EUR/USD
and USD/JPY currencies pairs. Time series values are scaled in the range of
−0.99 to +0.99 with MinMax scaling rule. The output of the artificial neural
network is re-scaled back to the original rage with the same rule, but used in
the opposite direction.

The results of the experiments are still in the range of the statistical error,
which comes from the complexity of the financial processes and the high-
frequency noise inside the data.
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Fig. 5. Currencies values for two months on daily basis - USD/JPY currency pair.

4 Conclusion

The proposed model for self rising tri layers MLP for time series forecasting is a
promising approach for artificial neural networks training speed-up. The rising
size of the input layer involve a maximum information available in the time
series, but the proposed procedure for artificial neural network training takes in
account that older values should be less informative. As further research it will
be interesting such self-rising training to be implemented az parallel computing
solution.
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