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Abstract. The summarization of scientific articles and particularly their related
work sections would support the researchers in their investigation by allowing
them to summarize a large number of articles. Scientific articles differ from
generic text due to their specific structure and inclusion of citation sentences.
Related work sections of scientific articles generally describe the most important
facts of prior related work. Automatically summarizing these sections would
support research development by speeding up the research process and conse-
quently enhancing research quality. However, these sections may overlap syn-
tactically and semantically. This research proposes to explore the automatic
summarization of multiple related work sections. More specifically, the research
goals of this work are to reduce the redundancy of citation sentences and
enhance the readability of the generated summary by investigating a semantic
graph-based approach and cross-document structure theory. These approaches
have proven successful in the field of abstractive document summarization.
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1 Introduction

Automatic summarization of scientific articles would be useful for researchers to
quickly study and evaluate the sate-of-the-art. However, the most recent articles refer to
the same related work and hence a large number of articles is cited in every related
work section. Automatically summarizing multiple related work sections would be
useful and helpful by reducing the time needed to review a large number of related
work sections.

Related work sections have specific characteristics that make them unique. First,
they include citation sentences. Second, these sections are short in length, which makes
the problem more challenging. Hence, extractive techniques would generate a summary
suffering from a lack of readability and coherence. Finally, the overlap between mul-
tiple related work sections is an important issue.

Limited research studies addressed related work summarization. Most of these
studies have generated a related work section for a target paper by summarizing a set of
articles [1–3]. Only one study has tackled the problem of summarization of the related
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work section of a single article [4]. Automatically summarizing multiple related work
sections of a set of articles on a particular topic would aid the generation of a more
comprehensive summary. To the best of our knowledge, no previous research has tackled
this particular problem. This research work proposes to address this problem by inves-
tigating a semantic graph-based approach and cross-document structure theory (CST).

The remaining of this paper is as follows. Section 2 examines various prior studies
in the field of scientific article summarization. The proposed approach is presented in
Sect. 3. Finally, Sect. 4 concluded this paper.

2 Related Work

Among the interesting concerns of scientific articles summarization is the generation of
research article abstract. Lloret et al. [5] suggested two approaches for this task. The
first one is an extractive summarization approach. The second one is based on both
extractive and abstractive techniques. Saggion and Lapalme [6] proposed an approach
for generating an indicative and informative abstract called Selective Analysis. This
type of summarization is not an accurate scientific summary since it stated the con-
tributions in a less focused fashion and general form.

The above-mentioned problems motivated the generation of citation based sum-
maries. Abu-Jbara and Radev [7] tackled some issues related to the readability and
coherency of this type of summaries. C-LexRank, a graph based summarizer, is also
proposed by Qazvinian and Radev [8] to summarize single scientific article. Chen and
Zhuge [9] made additional progress by exploiting a set of terms that co-occur in a set of
citations according to the common fact phenomenon.

Related work summarization is a specific instance of scientific article summariza-
tion. Hoang and Kan [1] proposed a heuristic system called ReWoS for the automatic
generation of a related work section based on a topic hierarchy tree. Chen and Zhuge
[2] used citation sentences and performed a comparison of the content of the target
article and the content of the citation sentences while Hu and Wan [3] considered this
problem as an optimization problem. Widyantoro and Amin [4] proposed a different
approach for summarizing a related work section in scientific articles. Their proposed
approach consists of two main stages. First, they extracted citation sentences. Then,
they categorized these citation sentences into three different classes (i.e., problem,
method and conclusion).

3 The Proposed Approach

Our goal is to automatically summarize multiple related work sections while maxi-
mizing the readability of the generated summary and minimizing the redundancy of
citation sentences. We propose to investigate a hybrid method based on both a semantic
graph-based approach and CST. Moreover, different abstractive techniques will be
investigated to improve the readability, including multi-sentence compression [10] and
language generation [11].
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Positive feedback has been obtained when using graph-based approaches in the
field of (MDS) [11–13]. However, it suffers from some essential limitations. First, it
depends on similarity measures without taking into consideration the semantic rela-
tionships among sentences. A second limitation is the lack of diversity of the generated
summary due to the ranking algorithms. Thus, we plan to investigate the use of a
semantic graph-based approach to cope with the redundancy of citation sentences.
Moreover, we will investigate ranking algorithms to take into consideration the
semantic similarity. In the other hand, CST has been used to analyze multi-documents
to discover semantic relations among their content [14–16]. Based on the particular
content of the related work section, CST could help to further reduce redundancy
between citation sentences. Different content selection methods will be investigated,
including a redundancy operator, general operator [17] and the method proposed by
Otterbacher et al. [18]. Following is a small instance of the problem to illustrate the
proposed approach.

Reference Qazvinian and Radev (2008) in paper [1] is cited as [5] in paper [2] and
the two text spans have the same information content. Thus, the result of the proposed
approach should be similar to:

Mei and Zhai [1] utilized citation information in creating summaries for a single
scientific article in computational linguistics domain. Qazvinian and Radev [4, 6]
employed the citations to create the summary for the scientific paper.

The main steps of the proposed approach are:

– A preprocessing step to identify the same reference in each related work section and
to reduce them to one format for example IEEE format.

– A Graph: to represent the relations between the references and their citation
sentences.

– CST to analyze the different citation sentences of the same reference in order to
discover semantic relations among their content.

– Content selection: the final step is summary extraction by transforming the graph
into smaller one while preserving its properties.

The main objectives of this research are summarized in the following points:

– Summarizing multiple related work sections of scientific articles while enhancing
the readability of the generated summary and minimizing the redundancy of citation
sentences.

– Proposing a hybrid method based on both semantic graph based approach and CST.

A part of the related work section of
paper [1]:

A part of the related work section of
paper [2]:

“Further, Mei and Zhai (2008) and
Qazvinian and Radev (2008) utilized
citation information in creating
summaries for a single scientific article in
computational linguistics domain.”

“Based on the finding, Qazvinian and
Radev employ the citations to create the
summary for the scientific paper [3, 5].”
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– Finding the semantic relationships between different contents in order to not
influence the discourse meaning.

– Examining different abstractive techniques to hopefully improve the readability.
– Building our own dataset for the summarization of related work sections. According

to our first investigation, we have not found a benchmark dataset available online
for the summarization of related work sections. However, we have been able to
obtain the data set used in [4] to evaluate summaries of related work sections. This
dataset is composed of a collection of 20 article sets, and each set contains different
reference articles that need to be summarized to generate a related work section.

4 Conclusion

In this paper, we took the first step towards summarizing multiple related work sections
of scientific articles. We outlined a hybrid approach which consists of combining
semantic graphs and CST. It aims at minimizing the redundancy of citation sentences
and improving the readability of the generated summary by investigating different
abstractive and content selection techniques.
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