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Abstract. High-dimensional cancer related dataset permits the researchers to
timely diagnose and facilitate in effective treatment of the cancer. Biomedicine
application process on the thousands of features. It is challenging to extract the
precise statistics from this high-dimensional dataset. This paper presents the
Incremental Wrapper based Random Forest Gene Subset Selection of Tumor
discernment that mechanisms on the principle of incremental wrapper based
feature subset selection with random forest classification algorithm and this
algorithm also works as performance validator. Incremental wrapper based
feature subset selection is a technique to pick out a finest conceivable subset of
genes from the high-dimensional data with low computational cost. Random
Forest will increase the overall performance as it works better in cancer related
high-dimensional dataset. The efficacy of the random forest classification
algorithm as performance validator will significantly improve by working on a
selective discriminative subset of prognostic genes as compare to the raw data.
We evaluate the proposed methodology on the six publicly available cancer
related high dimensional datasets and found that the proposed methodology
outperform as compare to standard random forests.
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1 Introduction

Cancer is the most serious illness in which certain cells of the body grow in an
uncontrolled way. It can be cured if timely diagnosed. Nowadays, researchers are
extensively working on the early diagnosis and treatment of the cancer [1]. Diverse
technologies are used in this respect in which one of the most focused technique is the
analysis of the disease related information. Intensive research carries on the analysis of
microarrays data [2, 3]. Biology and biomedicine applications are extensively using for
this purpose. These applications are generating a large number of genes which is
further used for the diagnosis of the disease such as high dimensional datasets are used
for the discernment of the cancer. High dimensionality is the fundamental problem for
extracting and analyzing the vital information from gene-expression data [4]. These
high dimensional datasets have thousands of genes.

© Springer Nature Switzerland AG 2018
M. Elloumi et al. (Eds.): DEXA 2018 Workshops, CCIS 903, pp. 161–167, 2018.
https://doi.org/10.1007/978-3-319-99133-7_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99133-7_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99133-7_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-99133-7_13&amp;domain=pdf


These datasets are used in two perspectives: first to accurately diagnosis the disease
and second to distinguish the particular set of genes which are responsible for the
disease [4]. Feature selection techniques are used for selecting the prognostic genes.
As, most of the classification algorithms give, the better results by developing the
model on fewest number of genes [2].

Feature selection algorithm comprises of two parts, first one is a search technique
for new feature subset and the second one is an evaluation measure to score the given
feature subset. These techniques are used to increase the efficacy of the classifiers.
Microarray datasets are high dimensional datasets with a large number of genes. These
all genes are not relevant. Irrelevant and redundant features decreases the performance
of the classifier [5].

Bioinformatics community has the deepest interest in Random forest (RF) algo-
rithm [6] for the classification of high-dimensional and microarray dataset from the past
few years [7, 8]. Recent work [8] demonstrate that random forest has better perfor-
mance as compared to other best performing classifier in the cancer microarray gene
expression domain. Irrelevant features present in high dimensional data set to deteri-
orate the performance of the learning algorithm [9].

The effective feature selection method can be used to lessen this problem by
selecting a subset of discriminative features from the complete feature set [10, 11].
There are three groups for feature selection method: filter, wrapper and embedded [12].
Filter methods use the intrinsic properties of the training sets to evaluate the features
and selecting a valuable feature subset. The generalization ability of the methods is
better along with the computational complexity. These methods are flexible to work
with diverse classifier. The wrapper method evaluates the quality of the feature subset
accordingly to the embedded classifier. These methods gain the better classification
performance as compared to proceeding one [13, 14]. The embedded method works on
the combine qualities of the preceding two methods.

In this study, we will present a novel methodology for the discernment of the high
dimensional cancer dataset. The proposed methodology will alleviate the curse of
dimensionality and will increase the performance of the random forest in the high
dimensional dataset for the accurate discernment of tumor. Remaining paper is
arranged as follows: Sect. 2 presents literature review, Sect. 3 presents the proposed
methodology, Sect. 4 presents the experimental results and paper is concluded in
Sect. 5.

2 Literature Review

2.1 Random Forest

Random forest is an ensemble which is composed by a group of classification trees.
Breiman first introduced the concept of random forest in early 2001 [6]. Random forest
is developed by the following procedure:

n number of instances are randomly selected from the total N number of instances.
These n instances sample sets are used as training dataset for developing the decision
tree model.
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m number of variables are selected from the total M number of variables. These
variables are selected randomly. These m number of variables are used at each node for
splitting the node on the basis of best splitting criteria. m remains constant throughout
the growth of the trees. Trees are grown on the maximum possible size and there is no
pruning.

New objects are classified on the basis of input vector. This input vector is eval-
uated on the basis of each already developed a decision tree model in the forest. Each
tree gives a classified class result and final result selected on the basis of the majority
voting.

Forest error rate depends on following two attributes according to the original
work.

Forest error rate rise with the increase of the correlation value or similarity between
any pair of trees in the forest.

A tree is considered a good classifier with a low error rate.

2.2 Incremental Wrapper Based Feature Subset Selection

Ruiz et al. [15] proposed the incremental wrapper based feature subset (IWSS) algo-
rithm. IWSS algorithm consists of two phases. In the first phase, it uses the feature
ranking algorithm for scoring function. The scoring function assigns the score to the
individual feature on the basis of computing the score from the values of each feature
and class label. Features are ranked in the list in decreasing order as, feature with the
highest score is first in the list and so on.

In the second phase, algorithm selects the feature with the highest score and make it
the best feature subset after computing the accuracy with the selected learner. It
computes the accuracy of the next feature subset which is developed by inducing the
next highest scoring feature in the existing subset. This subset is selected as the best
feature subset if its accuracy is greater than the previously computed accuracy. This
Process is repeated until the last feature is evaluated.
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2.3 OneRAttributeEval

OneRAttributeEval evaluates the worth of an attribute by using the OneR classifier.

2.4 OneR

OneR [16] is a classification algorithm. It is a short form of One Rule. Holte proposed it
in 1993. It is a simple for humans to interpret, but accurate classification algorithm,
which performs well on most commonly used datasets. It generates one rule for each
predictor in the data. Then, it selects the rule with the smallest total error as its “one
rule”. A frequency table is constructed for each predictor against the target to create a
rule for a predictor.

3 Proposed Methodology

Random forest performs well on high-dimensional dataset as compare to other clas-
sifiers. In this work, we are proposing a novel methodology for the cancer classification
on the basis of high dimensional dataset. This work proposes to use the incremental
wrapper based feature subset selection with OneRAttributeEval and Random Forest for
the improved and accurate results of prognosis of cancer. This methodology comprises
of two phases. In the first phase, it incrementally selects the feature subset and in a
second phase, it evaluates the accuracy of the classifier with a selected subset of
features for tumor discernment.

Phase 1: Incremental wrapper based feature subset is used to select the relevant
features by eliminating the redundant features. It incrementally selects the feature
subset and OneRAttributeEval algorithm evaluates the worth of an attribute by
using the OneR Classifier and features are ranked on the basis of their worth. The
performance of the features is evaluated on the basis of the algorithm accuracy.
Random forest is used to evaluate the given subset of the features.
Phase 2: In this phase, a selected subset of features is evaluated and accuracy of the
dataset is evaluated by using the random forest (Fig. 1).
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4 Experimental Results

We have performed the experimental evaluation of our proposed approach on Weka
3-8. Our evaluation environment worked on the machine which has i3 core processor,
6 GB RAM, 64 bit operating system and Windows 8.1. Table 1 presents the features of
the selected cancer related datasets, such as no. of attributes and no. of instances.

Leukemia dataset is obtained from [17], Lung-Cancer datasets are obtained from
UCI Repository [18], and Colon, Lymphoma and GCM datasets are obtained from
[19]. We used accuracy parameter as the performance measure of our proposed
methodology.

Accuracy is used to predict the class label. Accuracy is defined as,

Accuracy ¼ TruePositiveþ TrueNegative
TruePositiveþ TrueNegativeþFalsePositiveþFalseNegative

Best Feature 
Subset

Random Forest

Raw 
Incremental Wrapper Based Feature Subset Selection 

Feature Subset

Performance Evaluator 

Evaluated Accuracy Temp Best Feature 
Subset 

OneRAttributeEval

RF

Phase 1

Phase 2

Fig. 1. Framework of proposed approach: wrapper based RF gene subset selection for tumor
discernment

Table 1. Dataset used.

Dataset name No. of attribute No. of instances

Colon 2000 62
GCM 16064 190
Leukemia 7130 72
Lung-Cancer 56 32
Lymphoma 4027 96
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The experimental results of our proposed approach are shown in Table 2 on the
basis of the above mentioned cancer related datasets.

We compared the results of our proposed approach with the standard Random
Forest Algorithm. Comparison of the standard Random Forest Algorithm and our
proposed Approach is shown in Table 3.

Above mentioned results demonstrate that our proposed methodology performs
well in cancer related high-dimensional dataset as compared to the standard Random
Forest by selecting the minimum prognostic genes.

5 Conclusion

Cancer is found to be a most killing disease over the globe. Cancer diagnosis and
treatment related biomedicine applications work on the high dimensional dataset. These
datasets consist of the number of redundant features. It is important to remove the
redundant and irrelevant features from the high dimensional dataset to get the valuable
statistics. This paper presents a novel methodology: Incremental wrapper based random
forest gene subset selection for tumor discernment. This methodology comprises of two
phases. In the first phase, minimum relevant prognostic subset of genes is selected and
in the second phase, Random Forest is used for the classification of the dataset as, it is
found to perform well in the classification of disease related high dimensional dataset.
The performance of the proposed methodology is evaluated on the basis of six high
dimensional cancer related datasets. Accuracy is used as the evaluation measure of the
performance. We compare the results of the proposed approach with the standard

Table 2. Results of the proposed approach.

Dataset name Selected no. of attribute Accuracy

Colon 4 87.096%
GCM 23 62.1053%
Leukemia 4 91.67%
Lung-Cancer 3 68.75%
Lymphoma 13 85.4167%

Table 3. Comparison of the proposed approach and standard random forest.

Dataset name Standard RF Proposed approach

Colon 83.87% 87.096%
GCM 61.0526% 62.1053%
Leukemia 90.27% 91.67%
Lung-Cancer 46.75% 68.75%
Lymphoma 84.375% 85.4167%
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Random forest and found that proposed methodology is giving the accurate results as
compare to standard random forest with the less number of genes. In the future, we will
prefer to work on the embedded random forest feature subset selection to decrease the
computational cost and time complexity.
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