q

Check for
updates

Prediction Model of Electricity Energy
Demand for FCU in Colombia Based
on Stacking and Text Mining Methods

Javier H. Velasco Castillo™@® and Andrés M. Castillo

Escuela de Ingenieria de Sistemas y Computacion,
Universidad del Valle, AA 25360, Cali, Colombia
javier. hernan. velasco@correounivalle. edu. co

Abstract. Electric energy demand prediction models are used by energy
marketers to plan the demand hour by hour of the following week. Using these
predictions, the company of experts in markets (XM) plans the allocation of the
generation of electric power to the different generators connected to the network.
The precision of these models is extremely important because with these the
purchase of energy is planned and this allows the control of operating costs to be
controlled. A bad prediction by the FCUs will be put to detailed monitoring
before the National Operation Council (NOC) due to the performance of the
forecasts, in this article we will present some of the models that have been
implemented to carry out the demand forecasts of energy, and a model is pro-
posed using stacking methods (based on statistical methods) and text mining,
which improves the deviations of energy demand forecasts and that could be im-
planted by different FCU in Colombia.
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1 Introduction

The short-term planning of electricity demand in Colombia is a task under the
administration of the Company of Experts in Markets (XM), which is a subsidiary of
the Colombian state transmission company ISA. The company is in charge of receiving
the daily offers that the generators present in the energy exchange and it plans the
purchase for each generator hour so that it can meet the demand for energy the fol-
lowing day'. The current regulation and the National Operation Council
(NOC) through the agreement 349 of 2006 approves the creation and modification of
the demand Forecast Control Units (FCU) to guarantee the delivery of the electricity
demand prediction to the economic dispatch of XM. In the short-term planning of XM,
it must report the demand prediction for the following week no later than Friday at
1:00 p.m. of the week prior. This must be done to determine the demand hour by hour
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of the week, to determine the amount of energy to negotiate with the generators
connected to the electrical system, to program the generation units, to fix the spot price
of electricity supply in the market and to avoid the cost overrun in the production of
energy [7].

The energy generated cannot be stored at low cost like other products. It must be
attended to instantaneously and the Colombian electricity system must be able to meet
the demand [3]. For this reason, the prediction models of each FCU must represent an
accurate demand to avoid large deviations in the predictions that may imply large
operating costs [7]. The FCU have focused on reducing the percentage of deviation of
the demand forecast, so they have proposed different models and have combined
different methods. However, these all conclude that there are complex external factors
that affect their predictions. Each FCU has tried to include this knowledge in their
models, sometimes through human appraisals, but it has not been possible to sys-
tematically include these factors in the prediction models.

Because of this, each FCU has implemented its own demand prediction model
based on its knowledge of the business and the expertise of its analysts. Most use
statistical methods (Least Squares, Medium, Average [2] and Moving Averages)
combined with knowledge of environment, such as, consider holiday periods, periods
of drought or strong winters, etc. However, considering and modeling all external
factors is a complex task since there are no reliable systems in Colombia that record
them. In this document we describe a demand prediction model based on text mining
methods that can infer external conditions from climate predictions made by several
internet pages and that when combined with statistical methods and classification,
allow to increase the accuracy of all prediction models tested with historical data.

2 Background

Within the demand prediction models most used are statistical models (their basis is
historical information), empirical models (which depend on intuition and human
judgment) and artificial intelligence [3]. Statistical models are a great predictive tool,
but it is noteworthy that energy demand is a dynamic stochastic process composed of
several individual components that can be influenced by several external factors related
to energy consumption in a given hour such as climate, temperature, economy,
demography, important sport events, exodus of people, etc. [9].

It has been determined that there are patterns that repeat over time [9]. Therefore, a
method of extracting these patterns is required to validate the historical data and
collaborate to generate more accurate predictions. Hence, the use of extraction methods
such as text mining for the representation of words in vectors is proposed [4]. A clear
example is documented in the studies carried out by Mesa Bustelo [15], which show
how the variation in the temperature in Madrid affects the energy demand either in a
positively or negatively manner. The variation in this case is estimated to be at around
12%, and the explanation is that the lower the temperature, the lower the energy
consumption and the higher the temperature, the higher the energy consumption due to
the use of air conditioners. So far, several models, methods and techniques have been
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proposed to predict energy demands and this is how XM provides a base forecast of
energy demand approximation for each FCU.

2.1 ARIMA and SARIMA Model

The Autoregressive Integrated Moving Average model (ARIMA) is a time series
analysis characterized by its application to make predictions where data with trends are
considered [17]. The ARIMA model applied in the prediction of energy demand has
drawbacks due to structural changes in the trajectory of the series [18]; in addition, the
model must be adjusted at each hour of the day [1]. Other studies found that the
Seasonal Moving Autoregressive Integrated Moving Average model (SARIMA) is a
prediction model which closer prediction the reality of the behavior of daily energy.
SARIMA better explains the structural changes in a time series by incorporating sig-
nificant variables such as delays, fictitious or level variables [10].

The classic ARIMA model requires numerous historical data for its estimation. In
addition, factors such as season, climate, temperature, among other aspects, affect the
demand, but these cannot be easily incorporated since factors are related to energy
demand, and each relationship is assigned a certain weight of energy. According to the
new predictions that will be taken in the week S + 1, we can take as an example the
cloudiness in hours where the sun rises or is hidden since at a lower light intensity there
is a greater probability of greater energy consumption.

2.2 Dynamic Bayesian Model

The dynamic Bayesian model tries to predict the demand of week t + 1, from the
previous n days. In a traditional Bayesian model, it is necessary to know in advance the
probability distributions of the data. This prior knowledge is usually determined by
specific knowledge of the problem, or by using a significant sample of the data.
However, in cases in which the priori distribution of the data is not known and there is
not sufficient data to estimate it, a set of “artificial data” can be constructed using
Markov chains. The parameter of the artificial data are optimized using simulation
location of Monte Carlo, to make an estimate of the apriori distribution. This distri-
bution must be recalculated each time from the available historical data and hence the
term “Dynamic” of the method [11]. The Bayesian models are also used to evaluate the
distance between the predicted value and the real value. This model generates an
adjustment component that evolves according to the behavior of the demand, and as
information is obtained, the a priori distribution is the analyzed again [8]. This model
makes predictions with historical data of the last 15 days. It does not reflect the real
trend of energy demand in the long term, and does not consider the influence of some
events related to the time and the celebrations of the country. For example. in Fig. 1 we
can see that during the holidays of 2017 there are decreases in consumption, since
when starting school holidays, the demand for energy is lower at 6 a.m.
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EL TIEMPO No se aplazarian vacaciones de medio afio por paro de maestios

Por: Redaccion Vida/Educacién d 0 2 2:19 p.m.

El viernes pasado, algunos colegios oficiales salieron a vacaciones y este que viene,
segun el calendario escolar, deberia salir el resto. Sin embargo, desde hace mas de un
mes, ocho millones de estudiantes estan en un descanso obligado y anticipado. A
estas alturas del paro, en las que aun no se ve un avance significativo, los padres se

preguntan si habra o no vacaciones de mitad de afio

Segun la ministra de Educacién, Yaneth Giha, “muchos colegios estan en vacaciones
y otros saldran el proximo viernes, asi que no hemos hablado de aplazamiento de
vacaciones. Lo que si les hemos pedido a las Secretarias de Educacion es que hagan
los ajustes necesarios al calendario escolar para que los maestros repongan las

clases de manera efectiva y que los nifios y jovenes no se vean afectados’

Fig. 1. Relationship Day Friday 6 a.m. FCU Codensa June 2017 and Note from the newspaper
EL TIEMPO about vacations in June 2017

2.3 Model of Artificial Neural Networks

Computational models such as artificial neural networks (ANN) have been used to
construct models that improve the prediction of demand of energy, with the advantage
that they consider the relationship between variables as a non-linear function [6, 12].
The use of artificial intelligence for normal weeks is reliable, but it is deficient for
atypical weeks such as Easter and holiday periods. For this reason, it is necessary to
make the separation of weeks in groups [9]. For example: the demand during normal
weeks, weeks with holiday Mondays, weeks during the holiday period, week corre-
sponding to Holy Week. And weeks with holidays different from Monday. Because the
training data in the RNAs for the last three groups are scarce and the results are
deficient [9], they also do not take into account external factors that affect the prediction
and only work with historical data for their training.

2.4 Regression Model

Regression models analyze the effect of a series of explanatory variables x on a
response variable y [15]. Regression models can be simple or multiple. In simple
regressions we have a single predictor variable but when two or more predictor vari-
ables are required, a multiple regression is used [16]. The linear regression method is
one of the methods applied by the Codensa CPU for the realization of the demand
prediction per hour and has 15 historical data as shown in the Fig. 2 [2].
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Fig. 2. Simple linear regression curve

3 Proposed Model

A model for the prediction of energy demand in Colombia is proposed based on
obtaining information from historical data corresponding to border reports of the FCU
and published in the XM portal. These reports are affected by programmed jobs and
unmet demand (UD). This data is the property of the FCU for the calculation of the real
demand. The demand for energy is related to the location, the scheduled jobs (are framed
by requests from the industry, projects and network maintenance) and unscheduled jobs
(events that are monitored by the control center in the meters in voltage level 2, 3 and 4).
The location of the energy demand is in commercial, industrial and residential sectors,
the latter burden can be concentrated only in the headwaters as well as they can be
dispersed between the populated areas and the rural areas. For this reason, concentration
in residential sectors is more affected by external factors that influence the prediction of
demand either positively or negatively; in the extraction of knowledge, some stages
have been defined, where one of the stages is data mining whose objective is the
identification of valid patterns and models, based on prediction techniques such as text
mining that focuses on data textual [13] Social networks such as Twitter provide
unstructured information and is a great source of subjective information in real time,
because millions of users share opinions on Twitter and all this information is down-
loaded and processed with a high volume of historical data [14].

The propose model (see Fig. 4) has its beginning from the methodology and sta-
tistical methods used by the FCU UCodensa [2]. from where 3 of the statistical models
were extracted:

e Method 1: Minimum Squares with Total Daily Energy: Last 5 days of data, the total
energy is predicted with respect to the median of the last 5 data and weighted each
hour with respect to the last data of the day.

e Method 2: Minimum squares per hour: Last 5 data, is calculated with linear
regression for each hour.

e Method 3: Minimum squares per hour: Last 12 data, is calculated with linear
regression for each hour.

e Method 4: Median: Last 15 data, it is calculated with the median for each hour.
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To determine the data to be used, we started from the XM studies, where they
determined that there are types of days (42), that is to say that the behavior of a Sunday
before a holiday Monday is different from a Sunday before a normal Monday.
A principal component analysis (PCA) was carried out on the information of the
Codensa FCU, obtaining as a result that Monday, Saturday and Sunday are easily
separable, but on Tuesdays and Fridays it is not possible to separate them as observed
in the Fig. 3 so it was concluded that three types of algorithms can be used:

— Algorithm 1: Similar Days: Days of the previous weeks that present the same type
of day.

— Algorithm 2: Days with Similar Weeks: Weeks with the same types of days, as an
example: M-T-W-R-F-S-U, M-T-W-R-F-SBHM and UBHM.

— Algorithm 3: Tuesday, Wednesday, Thursday and Friday as Similar Days: Data are
selected from only those days and weight is given to the day to be predicted.

DAY ® Wednesday @ Thursday® Friday @Saturday * © Sunday ©Monday ® Tuesday

pc_1 pc_1 pc_2
. Bo
%o

pc_3

Fig. 3. PCA data FCU Codensa.

As a first phase we have the result of the combination of the 3 algorithms with the 4
methods, for a total of 12 prediction combinations and for each algorithm the median
will be calculated, generating 3 new predictions for a total of 15 predictions; after
comparing the values obtained in the pre-liminal tests against the real values, the values
proposed by XM and the one reported by the FCU Ucodensa, similar results are
obtained.

For the second phase, the classifier in the meta-level will combine 12 predictions
(algorithms for methods) and then a plurality vote is take. Each prediction emits one
vote and the prediction with the most votes is selected. This works well when the
predictions have an acceptable precision, otherwise meta-learning will be used, which
consist of learning how to integrate the results from multiple algorithms of learning,
using an arbitrator that is a classifier (Artificial Neural Networks) that is trained to solve
differences between the 12 predictions [5]. As a result of the Stacking method, the
energy demand forecast of week S + 1 will be obtained. The analyst responsible for
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carrying out the demand forecast configures the parameters previously and modifies the
forecast according to the Energy Not Supplied (ENS) for Programmed Jobs, finally a
message will be displayed with the external factors that could affect the forecast (data
previously stored in Basis of Data).

Prediction Model Of Electricity Energy Demand
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Fig. 4. Proposed energy demand prediction model

4 Results

To test the model we selected 9576 records from the XM dataset corresponding to
Codensa collected from 1st February of 2017 to 30th April of 2018. The records
corresponding to December and January were excluded because there were not enough
data to train a model for these type of days. The data set was split into train (70%) and
test (30%). Each data file is composed of 14 columns: day, hour, pred_1, pred_2,
pred_3, pred_4, pred_5, pred_6, pred_7, pred_8, pred_9, pred_10, pred_11, pred_12,
codensa_prediction, real_consumpsion.

Several feed forward ANNs that were trained by the back propagation algorithm
have been assessed using the training dataset and a 10 k-fold cross validation. We
select the ANN that better perform a regression model on the training data. The cross
validation range the parameters from 1 to 14 neurons in the input layer, and from 1 to
12 in the hidden layer, using the mean root square error as target function. The source
code is available in github at: https://github.com/javiervelasco/RNA_Backpropagation.

Once we select the best ANN for this problem, we apply it to the test data set, for
making the prediction of the 2856 records. We compared the resulting predictions
against the Codensa predictions for the same records, using the average daily cumu-
lative error as performance descriptor. We compare the overall accuracy of both pre-
dictors, and also the accuracy depending on the type of day and hour of the day.

The training was perform in Desktop PC with an Intel Core i3, and 4 GB of RAM,
running on Windows 8.
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5 Discussion of Results

The 10 fold cross-validation yields a ANN with 6 neurons in the input layer, 10
neurons at the hidden layer, and 1 neuron at the output layer. The training took 16109
iterations to reach an average accuracy of 0.9946. These preliminary results have
shown that the proposed staking model can outperform the Codensa model for days
between Monday to Thursday, but still presenting high discrepancies for the weekend
days (Fig. 5).

CUMULATIVE ERROR
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Fig. 5. Cumulative error by type of day for the model and for the Codensa model

In the Fig. 6, we show the hour by hour prediction of the ANN and the Codensa
model versus the real consumption reported by XM. On those 4 types of days is clear
how the ANN model predict in a very accurate way the XM data.
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Fig. 6. Prediction Tuesday, Wednesday, UBHM and Holiday Monday
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6 Conclusions

The implementation of the four methods to simulate the predictions of Codensa led us
to investigate what type of data were used as input to make the prediction. As a first
source of information, the real data reported by Codensa to XM was used. As a result,
the prediction values of Codensa are above the National Office Center (NOC) proposal
(reference data) and the preliminary test showed values similar to the NOC proposal.
The results obtained are partial, due to the fact that the research has not been com-
pleted, but promising results have been obtained since, with our current model, we can
make forecasts for any FCU that are in the worst case as good as those of XM and that
on average show a decrease in MAPE. It is also clear that our current approach of
having a single ANN for all the days is the not best choice, because as shown by the
PCA there is at least 2 groups of days that behaves very similar. In the next steps of the
work, we will train different ANNs for the different groups of days.
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